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Preface

In recent years we have witnessed the explosion of multimedia traffic on the Internet.
The availability of high-bandwidth connections together with the recent advances in
high-quality video and audio compression techniques have created a fertile ground for
the growth of multimedia applications such as interactive video on-demand,
collaborative distance learning, and remote medical diagnosis. Furthermore, the
availability of low bit rate video and audio applications (e.g., H.263 and G.728) and
the proliferation of pervasive devices create a new demand for wireless multimedia
communication systems. After a decade or more of research and development in
multimedia networking, the research community has learned a number of lessons.
First, increasing the capacity of the “best effort” networks and services does not
provide an effective and permanent solution for offering a guaranteed Quality of
Service (QoS). Second, the integration of service and network management is a key
element in providing end-to-end service management. Third, management techniques
for Internet multimedia services must be scalable and adaptive to guarantee QoS and
maintain fairness with optimal network resource.

The IFIP/IEEE International Conference on Management of Multimedia Networks
and Services 2001 was the fourth in its series aimed at stimulating technical exchange
in the merging field of management of multimedia networking. The IFIP/IEEE
MMNS is the premier IEEE/IFIP conference and known for its high-quality papers
from various research communities. The aim of this conference is to provide a forum
for exploratory research and practical contributions from researchers all over the
world. A total of 106 papers were submitted to the conference, from North America,
Europe, South America, The Middle East, and The Far East, of which 23 were
accepted as full papers and 6 were accepted as short/position papers. The program
covers a variety of research topics in the area of management of multimedia networks,
i.e., QoS management, multi-point and multicast services management, monitoring,
network programmability for multimedia services, policy-based management for
multimedia services, packet scheduling and dropping techniques, resource
management in wireless multimedia, configuration management of edge and core for
multimedia services, wireless and mobile network management, multimedia traffic
management, multimedia content protection, deployment of multimedia services,
multimedia service engineering, multimedia session management and middleware
support for management.

In closing we would like to thank the members of the Program Committee and the
army of reviewers that helped us put together this year’s program. We are also
indebted to Raouf Boutaba and Guy Pujolle in the Advisory Committee, for
generously providing their advice and assistance. Finally, we are indebted to Hazem
Hamed and Bin Zhang, for their assistance in handling the electronic paper
submission process.

August 2001 Ehab S. Al-Shaer
Giovanni Pacifici
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A Hysteresis Based Approach for Quality, Frame Rate,
and Buffer Management for Video Streaming Using TCP

Nagasuresh Seelam, Pankaj Sethi, and Wu-chi Feng

The Ohio State University
Department of Computer and Information Science

Columbus, OH  43210
{seelam, psethi, wuchi}@cis.ohio-state.edu

Abstract. In today’s Internet, the primary transport mechanism for video
streams is the UDP protocol, either congestion sensitive or not. In this paper,
we propose a mechanism that supports the high quality streaming and
adaptation of stored video across best-effort networks using the TCP transport
protocol. Our proposed approach has a number of useful features. First, it is
built on top of TCP, which effectively separates the adaptation and streaming
from the transport protocol. This makes the question of TCP-friendliness, the
behavioral property of a flow that allows fair-sharing of bandwidth with other
flows, much easier to answer. Second, it does not rely on any special handling
or support from the network itself, although any additional support from the
network itself will indirectly help increase the video quality. Finally, we show
through experimentation that this approach provides a viable alternative for
streaming media across best-effort networks.

1   Introduction

With the rapid advances in the “last mile” networking bandwidth, such as the digital
subscriber loop (DSL) and cable modems, the ability to achieve higher quality video
networking is becoming more feasible than ever. As a result of moving from 28.8kbps
or 56kbps coded streams to megabits per second, streaming of higher quality MPEG
video is now possible. As the bit-rates for the video streams increases, the bandwidth
requirements for the stream become more diverse over time, requiring more
intelligent buffering and rate adaptation algorithms to be put in place.

One of the key issues in creating highly scalable networks is the notion of TCP-
friendliness, which measures how fairly transport-layer flows are sharing network
bandwidth [7]. While various definitions of fairness have been proposed, the key idea
is that all the flows share the bandwidth and that they avoid sending the network into
congestion collapse. The manifestation of TCP-friendliness in video applications has
resulted in techniques such as congestion-sensitive UDP-based flows [2, 8], TCP-
flows without retransmission [1], or limited retransmission UDP-flows [11].

Another key design issue is how video streams can be adapted to fit within the
available resources of the network. For video conferencing applications and live video
applications, the adaptation typically occurs along either adapting the quality of the
video, adapting the frame rate of the video, or using a mixture of the two [9, 14]. For
the delivery of stored video streams, the adaptation really occurs over three
parameters: quality, frame, rate, and buffering (greater than that needed to remove
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delay jitter). All of these can be used in isolation or combined together, however,
efficient techniques need to be developed for the algorithms to deliver the highest
quality video over the network.

In this paper, we propose a system for the delivery of stored video streams across
best-effort networks that has a number of unique properties. One of them is that it
uses the TCP protocol for flow and congestion control. Thus, the question of TCP
friendliness is not a problem. In this work, we will show how to effectively deliver
stored video content over best-effort networks using TCP. To show the efficacy of
this approach, we have conducted simulations of the algorithms and have
implemented the algorithms for MPEG streaming applications. Our results show that
we can effectively combine frame rate, frame quality, and buffering into a single
coherent framework.

In the rest of the paper, we will first describe the background and related work
necessary for the rest of the paper. In Section 3, we describe our proposed approach as
well as an evaluation metric called the effective frame rate. Section 4 provides the
experimental results of our research, including a simulation-based study of the
algorithms and an exploration of the effective frame rate measure. Finally, a
conclusion and directions for future work is provided.

Contributions of this work: We believe that there are two main contributions to this
work. First, we believe that this work uniquely demonstrates the effectiveness of
frame quality, frame rate, and buffering for streaming of stored video streams across
best-effort networks. Second, we introduce an evaluation metric for streaming video
protocols called the effective frame rate measure which provides better insight into
streaming quality than using just the average frame rate and the variation in frame
rate.

2   Background and Related Work

There are a large number of related research ideas that dove-tail to the techniques
proposed here. In this section, we briefly highlight some of this work.

2.1   Content Distribution Networks and Proxy-Based Delivery Mechanisms

There are a number of different approaches to the wide-scale distribution of video
information. They are distinguished primarily by the way that the data is managed
between the server that created the video data and the clients.

Content Distribution Networks (CDNs) focus on distributing the video
information, in whole, to caches and proxies that are close to the end clients that
require the information. For companies that provide access to web data, such as
Inktomi or Akamai, this involves creating large distributed data warehouses
throughout the world and using high-capacity, peer-to-peer networks to make sure the
distribution infrastructure is up to date. The video data that is “streamed” is streamed
from the cache to the end host.

Proxy-based dissemination architectures focus on actively managing streaming
video content through the proxy. Such techniques include efforts from the University
of Southern California (RAP) [3], the University of Massachusetts (Proxy Prefix
Caching) [13], and the University of Minnesota (Video Staging) [17]. Unlike the
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CDNs, these proxy-based mechanisms partially cache video data as it is streamed
from the server to the proxy and through to the client. Additional requests to retrieve a
video stream from the proxy will result in missing data being filled in at the proxy.

For our work, we assume that the proxies are far enough from the client to achieve
a reasonable hit rate to the video data. As an example, the proxy could serve an entire
campus (such as Ohio State).  The streaming mechanism that we have developed can
be used to deliver data from the data warehouses in the CDNs to the clients or can be
augmented to include the techniques that have been developed for proxy-based video
distribution networks.

2.2   Video Streaming Protocols

There are a large number of streaming protocols that have been developed for point-
to-point video distribution.  For sake of brevity, we will purposely omit discussion of
techniques developed for the distribution of video over multicast networks such as
[15]. For point-to-point video streaming, there are a tremendous number of streaming
algorithms including the Windows Media Player, RealPlayer, the Continuous Media
Toolkit (CMT) [12], Vosaic [2], the OGI Media Player[16], and the priority-based
streaming algorithm [4].

Fig. 1. This figure shows an example of the priority-based streaming algorithm. The window
keeps track of which frames are buffered in the client.  Using this window, the server always
attempts to transmit the highest priority frame within the window that has not yet been sent.  In
this example, the first unsent frame in priority level 2 is transmitted next (labelled A)

These algorithms are for the most part network congestion sensitive, with some
being arguably more TCP-friendly than others.   In addition, most of these streaming
algorithms focus on local adaptation of video sequences to network bandwidth
availability and have either no or limited retransmissions of missing data.

The work proposed here uses buffer management uniquely by controlling the frame
rate and quality based on a hysteresis loop which leads to a stabilized frame rate while
using TCP as its transport protocol.  We briefly describe the streaming mechanism
here as it will be needed in the next section.  The proposed algorithm prioritizes all the
frames within a given video. This assignment can be assigned to gracefully degrade
the frame rate as bandwidth becomes scarce. It does so by assigning frames to various
priorities within a window (just ahead of the playpoint). This window is used to “look



4 N. Seelam, P. Sethi, and W.-c. Feng

ahead” into the movie at least a minute into the future. Using this window, it then
delivers all frames in the window at the highest priority before delivering the lower
priority frames within the window. As a result it is able to gracefully degrade the
quality of video during times of congestion. An example of the windowing
mechanism is shown in Figure 1.

3   Proposed Adaptive Streaming Mechanism for TCP Delivery of
Stored Content

In this section, we propose a mechanism for the delivery of stored video content
across best-effort networks. Before describing the algorithm, we first describe some
basics of our approach including (i) some of the underlying assumptions that we
make, (ii) a discussion of the trade-off between quality, frame rate, and buffering, and
(iii) a metric for the evaluation of streaming media.

3.1   Basics

3.1.1   Underlying Assumptions
There are a number of unique aspects of our approach that we believe are important
for the delivery of stored video content over best-effort networks. These
characteristics are described below (some more contentious than others):

• Moving towards more bursty video sources - As the bandwidth over the network
increases, the ability to stream higher-bit-rate MPEG streams becomes possible.
This increase in bandwidth will create streams of greater bandwidth diversity than
we currently see on the Internet.

• Buffering at the Receiver - We believe that buffering limitations in the client end
systems are becoming a non-issue.  We believe this because disk and memory
capacity is outpacing the growth in bandwidth available to a single flow (not in
aggregate).  Thus, we can focus on getting the video data into the buffer without
worry of buffer overflow.

• TCP transport layer - We believe that stored video streaming should happen over
the TCP protocol.  This is perhaps the most contentious part, but there are several
reasons we believe this.  First, TCP is a widely deployed transport protocol.  This
allows applications that are built on this architecture to be deployed rapidly over a
large scale. Second, it allows us to resolve the TCP-friendliness issue rather easily:
it is TCP-friendly. Third, we do want flow/congestion control as well as retrans-
missions. Flow/congestion control are fairly obvious.  The reason we want
retransmissions for stored video is that we are planning the delivery of the stored
sources well in advance (even for B-frames), thus, when we transmit a frame we
want to receive it in whole at the receiver.

3.1.2   Quality and Frame Rate Adaptation
For the delivery of stored video content, there are number of options available for
adaptation over best-effort networks. Using these, we can control the quality of the
video stream, the frame rate of the video stream, and the ordering in which the video
data is streamed across the network.  In fact, each of these can be adapted in isolation
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or combined together in the delivery of video content.  It is our belief that while any
quality video can be used at any frame rate, we believe that there are operating points
that will be used to correlate frame rate and frame quality.

Operating points define interesting sets of combinations of frame rate and quality.
The streaming algorithms we develop are constrained to move from pre-determined
operating points to other pre-determined operating points.  Switching between
operating points (as the bandwidth availability changes over the network) is guided by
the principle of equal priority to frame-rate and quality. In other words, we choose
not to compromise one parameter with respect to the other. Therefore any deg-
radation/improvement in the streaming status would trigger comparable
degradation/improvement in both the parameters. This is a fairly common approach as
found in the Quasar streaming model as well as industrial models such as the Real
Networks SureStream mechanism [10].  For frame rate adaptation, we allow the
frame rate to change within a small set of values (e.g., 14-17 frames per second) for a
fixed video quality level.  Any further deviation from this frame rate will trigger the
system to move to a different quality stream.

As an example of our philosophy, the operating point of (30 frames per second,
low video quality) is not a reasonable operating point since we are severely sacrificing
quality to achieve a high frame rate.   Instead streaming at (15 frames per second,
medium video quality) is a better choice in that it attaches equal importance to frame-
rate and quality.  For the rest of this work, we assume that multiple copies of the
video stream are available at the encoded bit-rates, similar to the delivery mechanisms
in the RealNetworks SureStream and the Oregon Graduate Institute streaming player.
One could imagine with appropriate computing power that a transcoder could be
implemented to do the same thing on-the-fly.

3.1.3   Effective Frame Rate
Our proposed video streaming algorithm attempts to maximize the frame rate
displayed to the client, while minimizing the variability or the “jerkiness” in the
display frame rate. While we believe that it is ultimately up to the end user to decide
how aggressive or conservative the streaming algorithm is (while still being TCP
compliant!), we believe it is important to define a metric that adequately measures this
objective function in order to evaluate the performance of the algorithm.

In the past, researchers have often measured the average and variation in the frame
rate delivered to the client as metrics for performance. While there is typically a
strong correlation between standard deviation and jerkiness, this may not necessarily
hold true. For example, consider a stream displayed at 10 frames per second for half
the duration of the video, and at 20 frames per second for the remaining half.
Additionally, consider a stream displayed alternately at 10 and 20 frames per second
throughout the length of the video. The average frame rate and standard deviation in
both cases is the same, but the perceived “jerkiness” in the former is much less than
that in the latter.

As another example, we have graphed the frame rate delivered for a video
sequence using the priority based streaming algorithm from reference [4] in Figure 2
(a).  In Figure 2 (b) we have merely sorted the frame rate points making up figure (a).
Again, it is clearly evident that the user would perceive much more “jerkiness” with
the frame rate delivered in figure (a) than with (b). However, the standard deviation in
both cases is the same (4.62 frames).
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Fig. 2. (a) shows an example of the frame rate delivered by the priority-based streaming
algorithm. (b) shows the same frame rate points but sorted in ascending order.  Both figures
exhibit the same frame rate and frame rate variation.

We propose a metric that accounts for the jerkiness in the display frame rate more
appropriately. We define Effective Frame Rate (EFR) as follows

where FPSavg is the average frame rate, frameratei is the number of frames displayed in
the ith second of the video clip, and W and P weighting factors that we will describe
shortly.  The idea behind EFR is that it first measures the average frame rate delivered
to the user and then penalizes the EFR for variations in the frame rate delivered.

Fig. 3. Pictorial representation of the hysterisis scheme. Two parabolas shown determine how
frame-rate should change when buffer level changes. Parabola P1 has the property that the
frame-rate drops rapidly with buffer when it is close to the min buffer mark. On the other hand
when the buffer level is close to the max buffer mark and dropping, the frame-rate does not
drop as rapidly, thereby taking advantage of buffer. Parabola P2 has the property that when
buffer level is close to the min buffer mark and rising, the frame-rate does not increase as
rapidly, thereby building the buffer. On the other hand when the buffer level is close to the max
buffer mark and rising the frame-rate increases at a higher rate thereby greedily utilizing excess
bandwidth.

The penalty in the calculation of the frame rate is determined by two parameters in
the metric, W and P. These two terms determine the nature of the penalty to be
applied when the frame rate changes. The super linear term (P) is added to penalize
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large changes in the frame rate more then small changes which in some cases may
even be imperceptible. The linear function(W) is used to weigh the penalty for
changes in frame rate.  These two terms can be set to user preferences to allow one to
evaluate the algorithms based upon their own idea of what makes a good streaming
algorithm.

3.2   Hysteresis Based Video Adaptation

In this section, we describe our proposed approach. Our model first assigns each of the
frames in the video stream to a priority level for streaming.  As a simple case, one
might assign all the I-frames in an MPEG sequence to the highest priority level, all P-
frames to the second highest priority, and all B-frames to the lowest priority.  Thus, no
B-frame will be delivered before it’s P-frame has been delivered.  Also note that
because we are using TCP as the transport protocol, we are guaranteed that the B-
frame will have its reference frames in at the client.  While we have described a very
simple mapping here, our system is able to assign arbitrary priorities to frames
depending upon the user’s preferences.  For example, one might map every alternating
B-frame to a higher priority than the rest of the B-frames.  In this case, during times of
low bandwidth availability, every other B-frame will be delivered, spacing out the loss
of frames.  Finally, we create static priorities for all operating points for the movie that
is stored.

3.3   Proposed Approach

Once we have the priority assignments, the next goal is to determine a plan for the
delivery of the stored video. We observe that buffer occupancy is a measure of the
frame rate and quality that can be supported. A shrinking buffer indicates  either a
decrease in average bandwidth and/or increase in frame sizes in the video. Similarly
expanding buffer indicates increase in average bandwidth and/or decreasing frame
sizes in the video.

The proposed approach is based on a hysteresis model. The streaming itself
consists of two phases. First one is the prefetch phase wherein sufficient video is
prefetched. In the second phase, the remaining video's play-time is divided into fixed
length intervals. At the beginning of each time interval the streaming parameters,
frame-rate and quality, are dynamically determined. For this a hysteresis based buffer
monitoring mechanism is used.

The hysteresis model is pictorially represented in Figure 3. The algorithm tries to
maintain the frame-rate constant when the buffer size lies between the two parabolas.
Initially we use the parabola P1 to determine the frame-rate. Subsequently for each
interval we check the buffer level to determine the next set of streaming parameters.
For increasing buffer levels we use parabola P2 and for decreasing buffer levels
parabola P1 is used. The parabolas P1 and P2 are defined as follows
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Fig. 4. Using parabola P1: For increments in buffer level the frame-rate is held constant at the
previous value until the buffer occupancy hits parabola P2. Then P2 is used to recalculate
frame-rates from this point when-ever buffer level increases.Using parabola P2: For drops in
buffer level the frame-rate is held constant at the previous value until the buffer occupancy hits
parabola P1. Then P1 is used to recalculate frame-rates from this point whenever buffer level
decreases.

where
f is the new operating point. The new operating point depends on the following

parameters.
B is the current buffer occupancy.
bmin is the minimum buffer occupancy allowed. This is same as the lower threshold

of the hysteresis loop. It’s typical value might be half a minute of video.
bmax is the maximum buffer occupancy allowed. This is usually the maximum

amount of buffer available to the application. This is same as the upper threshold of
the hysteresis loop. It’s typical value is three to 5 minutes of video.

fmax is the maximum frame rate. Typically this is set to maximum which is 30
frames per second.

fmin is the minimum frame rate permitted. This is a user configurable parameter and
indicates minimum frame rate which is considered reasonable by the user. Algorithm
tries to maintain atleast this frame rate.

Assume we are currently using parabola P1 to make the streaming decisions.
Figure 4(a) shows this scenario. Depending on the direction in which buffer
occupancy changes, there can be two possible cases for the next interval.

• If the buffer level decreases then we use the current parabola-in-use (P1) to trace
it downward.

• If buffer level does not decrease then we continue with the current frame-rate for
the future intervals as long as the buffer level does not hit the parabola P2.

When the buffer occupancy hits parabola P2, this becomes the active parabola and
the next streaming frame-rate parameter is decided based on this curve. Figure 4 (b)
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shows this scenario. Here again, depending on the changes in buffer occupancy, there
can be two possible cases for the next interval.

• If the buffer level increases we use the current parabola-in-use (P2) to climb
upwards.

• If the buffer level does not increase then we hold to the current frame-rate as
long as the buffer levedoes not hit parabola P1.

The motivation behind this is to achieve a constant frame-rate and quality video as
long as the buffer occupancy remains between upper and lower thresholds of the
hysterisis loop determined by parabolas P1 and P2. Frame rate is changed only when
the buffer occupancy improves or degrades substantially. The hysteresis mechanism
takes care of bursts of frames with large variation in sizes in the video by not changing
the frame rate and the quality immediately. The maximum buffer limit and the
minimum frame-rate are the user defined parameters. A higher maximum buffer limit
allows more amount of video to be buffered thereby allowing a higher degree of
smoothing of frame rate. The algorithm aims at building the buffer in advance to deal
with a potential burst of larger sized frames in the future. The algorithm does not build
too much of buffer. When the buffer occupancy increases beyond a threshold it
increases the frame rate and/or quality of the video. The algorithm also provides
cushion to the variations in bandwidth, immunity to short gaps in bandwidth and
variations in the round trip times of the underlying transmission route by appropriately
setting the lower and upper thresholds for the buffer occupancy.

4   Experimentation

In this section, we describe some of the performance results of our streaming
algorithm compared with simple streaming algorithms that perform rate changes based
on per-second adaptability and the priority-based streaming algorithm which uses
windows that are in the size of minutes.  We will also explore the use of the effective
frame rate metric for measuring a streaming algorithm’s performance. Before we
describe our experimental results, however, we will describe our experimental
simulation environment and the video data and network traffic traces that we captured.

4.1   Experimental Environment

We have captured and compressed two full-length movies (Matrix and E.T. - the Extra
Terrestrial) into the MPEG compressed video format for use in the simulations1.  For
the movie Matrix, we used Future Tel’s PrimeWare hardware digital video
compression board.  This board captured the analog output of a DVD player and
compressed the movies into MPEG-2 video format. Using this board, we captured
four streams at varying qualities for the simulations. For the movie E.T. - the Extra
Terrestrial, we already had an MPEG-1 video stream compressed into three different

                                                          
1

The video and network traces will be made available via the web site: http://www.cis.ohio-
state.edu/~wuchi/ Videos.
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quality levels and are using those streams here.  The statistics for the video trace data
are shown in Table 1.
Table 1. This figure shows the statistics for the video traces that were used in the experi-
mentation of the various algorithms

To provide deterministic results of the various algorithms, we captured 2 two-hour
long TCP traces. One was captured from the University of Michigan to Ohio State
and the other was captured locally between two machines on different sub-networks.
Thus, the comparisons that we draw in this paper are based upon the TCP traces.  For
actual streaming algorithms that just use UDP with or without flow control and with
or without retransmissions may be slightly different than those presented here.  We
also note that comparing the performance of streaming algorithms that receive partial
data (as in a UDP stream) is extremely difficult as it is hard to compute what the
relative impact of receiving half a frame of video is for any streaming algorithm.

For comparison purposes, we use two streaming algorithms for comparison.  The
first, which we will refer to as the naive algorithm, simply calculates the bandwidth
transmitted over the last several seconds to calculate the closest operating point for
which to stream.  This algorithm is very similar to the algorithms found in the CMT
toolkit out of Berkeley or the Oregon Graduate Institute player.  The Priority-Based
Streaming algorithm is an extension to the basic naive algorithms that uses a much
larger lookahead window.  Here, the lookahead was set to two-minutes, meaning that
all high-priority (I-frames) must be received before the algorithm starts delivering
lower priority-frames (P and B). Thus, we expect the priority-based algorithm to
provide substantially smoother operation than the naive algorithm.  These two
algorithms are explained in more detail in reference [6].  Finally, we note that while
we are using simulation-based experimentation, all algorithms were not allowed to
“look” at the future bandwidth availability from the network trace.

4.1.1   Experimental Results

In the rest of this section, we present several simulation results that demonstrate the
effectiveness of the hysteresis-based streaming algorithm and that show how the
effective frame rate metric that we propose work. Figure 5 shows the frame rate
achieved by the naive, priority-based, and hysteresis-based streaming algorithms for
the movie Matrix and the bandwidth trace shown in Figure 5 (a).
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We see here that because the bandwidth availability drastically changes over time
and the compressed video streams’ network requirements vary significantly over time,
the naive algorithm (as shown in Figure 5 (b)) has a very hard time sustaining a
smooth frame rate for any significant period of time.  This is because planning does
not occur on anything greater than second-level in time making the frame rate
delivered highly sensitive to the bandwidth requirements and network availability.
We also note that the frame rate delivered by the naive algorithms is actually
somewhat smooth over very small time scales but because we are displaying over 100
minutes in the figure, it appears significantly more bursty.  In comparison, the
priority-based streaming algorithm with a window of one-minute attempts to very
conservatively change the frame rate over time by making sure a minute’s worth of
video at higher priority layers has been delivered before transmitting the lower priority
frames.  As shown in Figure 5 (c), the frame rate does not vary as drastically over time
but is still somewhat bursty on a medium-term time-scale.  We also see that the
priority-based streaming algorithm is more conservative than the other algorithms in
that it very slowly increases the frame rate of the video stream even when a higher
frame-rate is possible.  The main reason that the frame rate is still somewhat bursty is
that the bandwidth requirements and bandwidth availability are changing over time,
making it extremely difficult to track the available bit-rate that needs to be sent.
Finally, the hysteresis-based streaming algorithm (as shown in Figure 5 (d)) does a
much better job of smoothing out the frame rate delivered to the client.  Buffering
requirements are bounded by upper and lower thresholds and they also smooth out the
changes in network bandwidth while keeping the bandwidth demand from the
application somewhat more constant.

     Applying our effective frame rate measurement to the algorithms, we have listed
the various EFR measurements for a variety of W and P values in Table 2. By doing
so, we can describe how the metric works with an example streaming session shown
in Figure 2. For the parameters (W=0, P=1), no penalty is incurred by the algorithms
for bursty frame behavior.  As a result, the metric is a measure of how many frames
were delivered.  We see that under these parameters, the naive algorithm does the
best.  This is somewhat intuitive as the naive algorithm is very greedy.  When there
are small frames that are currently being transmitted, the algorithm fetches as many of
them as it can, while the other approaches attempt to prefetch some of the larger
frames in the future knowing that they need to prepare for these regions.  We also see
in Figure 2 that the priority-based algorithm is extremely conservative in its frame rate
delivery to the client, with a consistently lower average frame rate. Under (W=1,
P=1), the algorithms are penalized linearly for having bursty frame rates over time.
The penalty here is the average amount of rate change between consecutive second
intervals. It is important to note that simply achieving a constantframe rate is not the
goal as it will undoubtedly result in a very low average frame rate in the first term of
the EFR. Finally, we see that as the weight penalty increases the hysteresis-based
approach does even better.

      Figure 6 shows the delivery of the Matrix using the second bandwidth trace where
the bandwidth availability is greater than in the previous experiment. We see here that
the naive algorithm is able to achieve the full 30 frames per second delivery quite a
number of  times.  We also  see the  same type of response as previously from the
various algorithms. That is the priority-based algorithm is somewhat conservative,
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while the hysteresis-based approach is able to smooth out the frame rate over
considerable time-scales. The EFR measurement for the algorithms shown in Table 3.

Fig. 5. This figure shows the frames rates obtained from the various algorithm for the movie
Matrix using the bandwidth trace used in (a). Figures (b) through (d) show the frame rates of the
naive algorithm, the simple priority-based algorithm, and the hysteresis-based approach for the
entire duration of the movie. The variability in (d) is significantly lower then the other two
algorithms.

Table 2. The effective frame rate for Matrix for frame rates shown in Figure 5.

As a final example, to show what happens when we change the movie to E.T. we
have graphed the results in Figure 7. Finally, the EFR figures for the movie E.T.
(shown in Figure 7) are shown in  Table 4.
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Fig. 6. This figure shows the frames rates obtained from the various algorithm for the movie
Matrix using the bandwidth trace used in (a). The figures (b) through (d) show the frame rates
of the naive algorithm, the simple priority-based algorithm, and the hysteresis-based approach.
The variability in (d) is significantly lower then the other two algorithms

5   Conclusion

In this paper, we have introduced a hysteresis-based streaming algorithm that
uniquely uses buffer management in the streaming of stored video data over best-
effort networks. As we have shown, this approach is much more effective in
smoothing out the variability in frame rate delivered to the user. We have also
introduced an effective frame rate metric to evaluate the effectiveness of various
stored video streaming algorithms.  The key concept here is that instead of measuring
just the average frame rate and the variability in frame rate delivered, it calculates an

Table 3. The effective frame rate for Matrix for frame rates shown in Figure 6.
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Fig. 7. This figure shows the frames rates obtained from the various algorithm for the movie
Extra Terrestrial using the bandwidth trace used in (a). The figures (b) through (d) show the
frame rates of the naive algorithm, the simple priority-based algorithm, and the hysteresis-based
approach. The variability in hysteresis-based approach is significantly lower then the other two
algorithms.

average frame rate and then penalizes the average frame rate depending on how
quickly the frame rate changes at small time scales.  Finally, we have captured several
MPEG-1 and MPEG-2 video streams as well as two network bandwidth traces for
simulation, all of which will be made available via the Web.

Table 4. The effective frame rate for Extra Terrestrial frame rates shown in Figure 7

We are currently working towards incorporating semantic information into this
streaming model. That is, all frames are created equal in this approach.  One can
imagine that if all the semantic information from the stream can be automatically
extracted that some scenes within the video sequence might have higher priority than
others.
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Abstract. In this paper, we consider transmission of variable bit rate
(VBR) stored video for distributed streaming service. In streaming ser-
vice over Internet, video server usually employs network congestion con-
trol protocol in order to adapt the dynamic change of network traffic.
This protocol often results in the discontiguity of playback at client’s
side. We propose a novel transmission scheme to overcome this problem.
Under the proposed scheme, video server prepares basic transmission
schedule of video by off-line processing of VBR video. Using this infor-
mation, server can control the amount of data transmitted, which en-
ables client to avoid the discontinuity in playback, even if the allocation
of network bandwidth changes during service.

1 Introduction

Recent advances in hardware technologies have made possible many distributed
continuous media applications. Video server is one of the most essential compo-
nent in these applications. A video server stores a large amount of video data
on a large array of high-capacity storage devices. On receiving a playback re-
quest from a remote client, the video server services the client by retrieving the
requested video data and then transmitting it to the client’s site.

Video server must carefully transmit video data due to the real-time require-
ment of video playback. Network bandwidth used in streaming is one of the most
important resources that video server manage. Since video streams are usually
encoded using variable bit rate (VBR) encoding scheme such as MPEG stan-
dard [1], the amount of data needed in unit time for playback varies in time.
This makes the problem much more complicated.

The usage of network bandwidth is typically affected by the transport proto-
col that video server uses. A distinguishing feature of media streaming protocols
is its feedback control mechanism between server and client to dynamically adjust
transmission rate according to network traffic [2],[3]. Under the current Internet
environment, an open standard such as Real-time Transport Protocol (RTP) is
commonly used protocol for the real-time transmission of video data. RTP is
an IP-based protocol providing support for the transport of real-time data such
as video [4]. RTP is designed to work in conjunction with the auxiliary control
protocol Real-time Transport Control Protocol (RTCP) to get feedback on the
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c© Springer-Verlag Berlin Heidelberg 2001
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quality of data transmission and information from participants in the sessions.
Using RTP/RTCP, video server can change transmission rate dynamically based
on the quality feedback from clients. Therefore a transmission scheme employed
by video server should be aware of the operation of RTP/RTCP and dynamic
QoS control mechanism based on the protocol.

In this paper, we consider the problem of continuous transmission of VBR
video with the possible change of transmission rate during service. Especially we
propose a new transmission scheme of VBR video considering feedback control
mechanism for streaming over Internet. The proposed scheme first generates a
continuous transmission schedule for a given video using fixed amount of network
bandwidth reservation, which smoothes the bursty VBR video to reduce the rate
variability. Then, another transmission technique is applied to the smoothed
transmission schedule to adapt to the change of bandwidth allocation. All the
procedures can be processed off-line. Some experimental results are given to
demonstrate the performance of the proposed scheme.

The rest of this paper is organized as follows. In section 2, we introduce
the notion of the continuous transmission and provide the review of the various
VBR video transmission schemes. In section 3, we propose a new transmission
scheme and its admission control algorithm that can adapt to the adjustment of
transmission rate. Performance study is carried out in section 4. Conclusion is
given in section 5.

2 Continuous Transmission for VBR Video

A video server transmits video frames periodically in round due to the periodic
nature of video data [5]. The operation of client, the playback of video, is also
periodic. A predefined number of video frames should be available at client’s
buffer during each round in order to guarantee the continuous playback. A video
server often employs transmission scheduler to determine when and how much
data should be sent to the client. Given a fixed amount of network bandwidth,
a video server can accommodate only limited number of video streams concur-
rently. Before admitting a new client, a transmission scheduler must use an ad-
mission control procedure to verify whether there is enough network bandwidth
available for the new client.

In case of stored VBR video, a priori information, such as a sequence of
frame sizes, may be utilized to transmit VBR video frames efficiently. Using this
information, the transmission scheduler can generate more efficient transmission
schedule. Given a VBR video, transmission scheduler must determine the amount
of video data to be transmitted during each round with no buffer starvation or
buffer overflow at client site. A transmission scheduler must meet the following
constraints for continuous transmission schedule it generates (See Table 1 for
the definition of these quantities):

C(t) ≤ P (t), 0 ≤ t ≤ n (1)

P (t) − C(t) ≤ Bmax, 0 ≤ t ≤ n (2)
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Table 1. Notations

Notation Definition

n The length of video in time
t Time index
td Initial playback startup delay
c(t) Frame size at t, i.e. the amount of data consumed (displayed)

by client at t
C(t) The cumulative amount of data consumed by client

during [0, t], C(t) =
∑t

i=1 c(i)
p(t) The amount of data transmitted by server at t
P (t) The cumulative amount of data transmitted by server

during [0, t], P (t) =
∑t

i=1 p(i)
b(t) Client’s buffer level at t
Bmax Client’s maximum buffer size
r Network bandwidth allocated to the stream

P (t + 1) − P (t) ≤ r, 0 ≤ t ≤ (n − 1) (3)

(1) is the continuous transmission contraint, which means that the server
always transmits more data than the client consumes for lossless and starvation-
free playback. (2) is the client’s buffer contraint, which means that the server
transmits carefully not to overflow the limited client’s buffer. And, (3) is the
network bandwidth contraint, which means that the fixed amount of network
bandwidth is allocated to each stream. Fig. 1 depicts various continuous trans-
mission schedules that meet the above three constraints. Any non-decreasing
lines between VBR trace (the thick solid line) and client’s buffer level (the thick
dotted line) can become continuous transmission schedules. 1

A lot of schemes have been proposed for the continuous transmission of VBR
video. They mainly focused on the utilization of network bandwidth, minimiza-
tion of rate variability, reducing buffer requirement, and so on. [6] demonstrates
the fundamental limits and tradeoffs of providing a deterministic guarantee to
VBR video traffic of live video traffic, which does not consider the stored prop-
erty. In [7], an optimal smoothing scheme was proposed. The scheme is optimal
in that it minimizes the client’s buffer size and the rate variability of the VBR
data. The authors tried to obtain statistical multiplexing gain too, but the sta-
tistical multiplexing gain from the optimally smoothed traffic is the lower bound
of statistical multiplexing gain of the original traffic. The scheme proposed in [8]
employs Constant Bit Rate (CBR) transmission of VBR data. Since the required
bandwidth is fixed, multiplexing and admission control are very simple, which
results in the reduced server load and no cell loss due to overload. However, this
scheme tends to transmit a large amount of data unnecessarily because it always

1 Although the operation of a video server is based on discrete time cycle, we will
hereafter use continuous time notation to clearly convey the idea
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Fig. 1. Continuous transmission of VBR video and various transmission schedules

uses the entire bandwidth allocated to a stream, resulting in a large client buffer
required.

3 Continuous Transmission under Bandwidth Adjustment
of CBR Channel

In this section, we consider the continuous transmission of VBR video with the
possible change of transmission rate during service. The scheme first generates
a continuous transmission schedule for a given video trace based on the fixed
amount of network bandwidth reservation, which smoothes the bursty VBR
video to reduce the rate variability. Next, another transmission technique is
applied to the transmission schedule to adapt to the change of bandwidth allo-
cation. All the procedures described in this section can be processed off-line.

We assume that the video server uses CBR channel to transmit VBR video.
We further assume that, when network traffic congestion occurs, the network
bandwidth allocation of each stream may change during transmission due to
the bandwidth renegotiation between client and server. We also assume that the
client have limited buffer space which is usually less than a few mega bytes.



20 S. Son

3.1 The Basic Transmission Schedule

In this section, we introduce a transmission technique using CBR channel, which
forms the basis of the transmission scheme considering bandwidth adjustment.
The main idea is to transmit some large frames in advance when small frames
are transmitted. This inevitably requires extra buffer space at client site.

In order to minimize the required buffer space at client for a given transmis-
sion rate, scan a VBR video’s sequence of bit-rate backward from the end. Given
a video trace, c(t), and network bandwidth, r, the client’s buffer level, b(t), at
each frame time can be calcaulated by

b(n) = 0
δ(t) = c(t) − r + b(t + 1), t = (n − 1), (n − 2), ..., 1 (4)

b(t) =
{

δ(t), if δ(t) ≥ 0
0, otherwise

By starting at the last of the video frame, calculating backward using (4), we
can increase the client’s buffer level by the exact amount needed.

Fig. 2 illustrates an example of the basic transmission schedule obtained by
the above procedure (the thick line in the figure). The intuition behind the figure
can be explained as follows. Given a video’s cumulative curve, C(t), assume a
straight line L with the slope r. As we move L right to left along the x-axis
(time axis), L and C(t) can adjoin at several points. For example, in the figure,
L and C(t) adjoin at t3 and L intersects C(t) at t2 at the same time. In this
case, the transmission during the interval [t2, t3] should be at the rate r. The
reason is that there exists a point t in [t2, t3] such that the (average) bit rate
in [t, t3] is higher than the bandwidth r. To avoid the discontinuity exptected in
[t, t3], some video frames should be transmitted in advance during the interval
[t2, t]. As L moves, we can identify such intervals easily. For the other type of
intervals, like [t1, t2], the transmission should be at the video frame’s rate that
is naturally less than the bandwidth allocation r.

The above procedure divides the whole transmission interval into two types of
intervals. The one is the variable-rate transmission interval, during which trans-
mission should be at the video frame’s original rate (the interval (a) in Fig. 2).
The video frame’s rates in this interval is always smaller than the reserved trans-
mission bandwidth r. The other is the fixed-rate transmission interval, during
which transmission should be at the rate r that is the fixed network bandwidth
reserved (the interval (b) in Fig. 2). As a result, the whole transmission consists
of alternating sequence of variable-rate intervals and fixed-rate intervals.

The client’s buffer level at time t is b(t) = P (t) − C(t), and the client’s
maximum buffer requirement is given by Bmax = MAX{b(t)}. Therefore, the
worst case startup delay is

td =
MAX{b(t)}

r
, 0 ≤ t ≤ n

Under the basic transmission, there exists a certain relation between trans-
mission rate and client’s buffer size. This is a unique characteristic of a particular
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video. Fig. 3 depicts a curve of real video’s trace (which is used again for perfor-
mace evaluation in Section 4) This curve is a useful meta data about VBR video,
which can be utilized by video server for admission control of service requests.
It can be utilized for the initial allocation of transmission rate too.
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3.2 Continuous Transmission under Rate Adjustment

Due to dynamic change of network traffic, media streaming over Internet often
requires a congestion control mechanism. This significantly affects the determi-
nation of the bandwidth allocation and the calculation of transmission schedule.
Here, we assume that a video server uses RTP/RTCP protocol as underlying
congestion control mechanism.

RTP/RTCP typically operates as follows. A video server packetizes video
into a series of RTP packets and sends it to client with timestamp and sequence
number attached. Then, the client periodically sends RTCP packets, called re-
ceiver report, back to the server. Each receiver report contains reception quality
feedback, including the highest packets number received, the number of packets
lost, inter-arrival jitter, and timestamp to calculate the round-trip delay. Us-
ing an RTCP receiver report packet, the video server can estimate the current
network state seen by the client and adjust transmission rate based on the es-
timation. An example of the mechanism can be found in [12]. In our scheme,
we only consider the case of decrease in transmission rate. The case of increase,
which is very rare in real world, is trivial and not addressed here. We also assume
that there exists a lower bound on the change of transmission rate.

Fig. 4 shows a transmission schedule of a stream with initial transmission
rate is r. Consider a fixed-rate transmission interval beginning at tr. Assume
that a network congestion occurs at treneg, and the transmission rate decreases
to r′ (r′ < r) after congestion control. As shown by the figure, this will result in
the discontinuity of playback at tdiscont. The reason of the discontinuity is that
the beginning of transmission with rate r at tr is too late for continuous playback
in case of the bandwidth decrease, although tr is the latest point at which the
continuous transmission is possible with the minimum buffer requirement. This
holds for any transmission start time between [tr′ , tr], which is indicated by the
shaded area and a thick dashed line in the figure. As shown by Fig. 4, to avoid
the discontinuity in spite of bandwidth decrease can only be achieved by starting
the transmission at tr′ or earlier. (tr′ is the start time with the bandwidth r′)
However, this early transmission start time approach to avoid discontinuity may
cause another problem. Assume that the transmission begins at time tr′ with
the transmission rate r. This early transmission cause a buffer overflow at client
side, which also results in the discontinuity of playback.

As a result, we have two constraints on transmission schedule, which should
be met in order to guarantee continuous, overflow-free transmission under the
bandwidth renegotiation. The one is that a transmission schedule should always
be above the straight line with the slope r′ (which is the minimum bandwidth
exptected after the bandwidth renegotiation) in order to avoid discontinuity
under the bandwidth renegotiation. The other is that there should be some brief
pause (or decrease in the rate of transmission) so that the transmission schedule
is always below the dashed line in order to avoid the buffer overflow at the client’s
side.

Fig. 5 depicts a possible transmission schedule that meets the both con-
straints. In the figure, the dashed line indicates client’s maximum buffer require-
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Fig. 4. Discontinuity due to the decrease in the bandwidth allocation

ments. Given two transmission rate r and r′ with r′ < r, the transmission scheme
operates according to the basic transmission’s intervals of whose bandwidth al-
location is r′, although it still utilizes the initial transmission rate r. The details
of the operations are as follows. For variable-rate intervals of basic schedule, like
[t1, t2], server begins transmission at the rate of r. The transmission stops at
tp where the cumulative amount of data transmitted becomes equal to the cu-
mulative amount of video frames. The transmission pauses until the end of the
variable-rate interval, t2. For fixed-rate intervals, like [t2, t3], server also begins
at the rate of r, it stops at tp′ where client’s buffer becomes full. It resumes at
tr when the cumulative amount of data transmitted is equal to that of the basic
transmission. It stops at tp′′ where the cumulative amount of data transmitted
becomes equal to that of video frames at the end of the fixed-rate transmission
interval, t3. The thick line in the figure represents the newly suggested transmis-
sion schedule that can both avoid discontinuity and prevent overflow of client
buffer.

3.3 Calculation of Transmission Schedule

The following is an algorithm to calculate the amount of data to be transmitted
to client at each frame time under network bandwidth renegotiation. The algo-
rithm first obtains the information about the intervals of the basic transmission
schedule using the algorithm (line 1). This information includes type of interval
(variable-rate interval or fixed rate interval), starting and end frames of interval
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ts and te, and the cumulative amount of video frames at these frame times C(ts)
and C(te). Then, the algorithm outputs p(t) for each interval according to the
method described in Fig. 5. The complexity of the algorithm is O(m+n), where
n is the number of video frames and m is the number of basic transmission
schedule’s intervals. This algorithm may be integrated with the transmission
scheduler of video server. It can be utilized to off-line processing of video for
more efficient transmission.

Transmitting a VBR stream considering rate adjustment

input: sequence of frame sizes, c(t)
initial transmission rate, r
minimum transmission rate expected, r’
client’s maximum buffer requirement, B_max

output: transmission schedule, p(t)

1 Identify fixed-rate & variable-rate intervals using r’;
2 for (each interval)
3 t_s = starting frame time of interval;
4 t_e = ending frame time of interval;
5 t = t_s;
6 if (variable-rate interval) then
7 p_sum = C(t_s);
8 c_sum = C(t_s);
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9 repeat
10 if (p_sum < C(t_e)) then
11 p(t) = r;
12 else
13 p(t) = 0;
14 end if
15 p_sum = p_sum + p(t);
16 c_sum = c_sum + c(t);
17 t = t + 1;
18 until (t >= t_e)
19 else /* fixed-rate interval */
20 p_sum = C(t_s);
21 p2_sum = C(t_s);
22 c_sum = C(t_s);
23 paused = FALSE;
24 repeat
25 if (not paused) then
26 p(t) = r;
27 p_sum = p_sum + p(t);
28 p2_sum = p2_sum + r’;
29 c_sum = c_sum + c(t);
30 if (p_sum >= c_sum+B_max || p_sum >= C(t_e)) then
31 paused = TRUE;
32 end if
33 else
34 p(t) = 0;
35 p2_sum = p2_sum + r’;
36 c_sum = c_sum + c(t);
37 if (p_sum <= p2_sum) then
38 paused = FALSE;
39 end if
40 end if
41 t = t + 1;
42 until (t >= t_e)
43 end if
44 end for

4 Performance Analysis

In this section, some experimental results are presented to evaluate the perfor-
mance of the proposed transmission scheme. In theses experiments, we use the
Starwars trace as our workload.2

Fig. 6 shows the distribution of variable-rate transmission intervals under the
basic transmission scheme in section 3.1. As the reserved network bandwidth
2 ftp://ftp.bellcore.com:/pub/vbr.video.trace
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increases, the number of frame times belonging to the variable-rate intervals
dramatically increases. It means that the most of frame times belongs to variable-
rate intervals during which the transmission is at the rate of video frame’s rate.
In other words, the basic transmission wastes most of network bandwidth, and
the rate variability increases as the bandwidth allocation increases.
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Fig. 6. The distribution of variable-rate transmission intervals

We compare the rate variability of the proposed transmission scheme with
the optimal smoothing technique [7]. Table 2 shows the maximum/minimum
transmission rates according to various client’s buffer sizes. In our scheme, the
transmission rate is constant except the case of brief pause in transmission (i.e.
the minimum rate is 0, which is omitted in the table). Our scheme seems to
show slightly higher variability than the optimal one, but the difference between
both schemes is closer as the client’s buffer size increase. Moreover, the length
of pausing intervals decrease as the client’s buffer size increase, which reduces
rate variability.

Table 2. Comparision of rate variablilty

optimal smoothing proposed scheme

Client buffer - 2 Mbytes 43769/12938 50033
4Mbytes 43769/19384 48230
8Mbytes 43769/24743 45928

Fig. 7 compares the bandwidth utilization of the proposed transmission
scheme with the basic one. As mentioned in section 3.2, in order to prevent the
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discontinuity of playback in spite of the decrease in bandwidth allocation, the
scheme begin transmission much earlier than the basic scheme. And it have no
variable-rate intervals. As a result, the scheme have better bandwidth utilization
than the basic scheme.

On the contrary, the scheme have larger buffer requirement than the basic
one (Fig. 8). The increase in the buffer usage is unavoiable, but the scheme
guatantees that it does not exceed the maximum client’s buffer space.
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5 Conclusion

In this paper, we propose a new transmission scheme of VBR video considering
feedback control mechanism for streaming over Internet. Given fixed-size client’s
buffer, the proposed scheme first calculates the basic transmission schedule. This
can be done off-line using a priori information such as a sequence of frame sizes.
Then, the scheme revises the transmission schedule in order to prepare for the
rate adjustment during the transmission. Some experimental results are given to
demonstrate the performance of the proposed scheme. The scheme shows higher
rate variability than the optimal smoothing scheme
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Abstract. It is widely known that network bandwidth is easily monopolized by
distributed multimedia applications due to their greedy UDP traffic. In this paper,
we propose TCP-friendly MPEG-4 video transfer methods which enable real-
time video applications to fairly shares the bandwidth with conventional TCP data
applications. We consider how video applications should regulate video quality to
adjust video rate to the desired sending rate which is determined by TCP-friendly
rate control algorithm. Carelessly applying TCP-friendly rate variation to the video
application would seriously degrade the application-level QoS. For example, the
control interval should be long enough to avoid the fluctuation of video quality
caused by too frequent rate control. However, popular TCP-friendly rate control
algorithms recommend that a non-TCP session regulates its sending rate more
than once a RTT. Through simulation experiments, it is shown that high-quality
and stable video transfer can be accomplished by our proposed methods.

1 Introduction

Since the current Internet does not provide QoS (Quality of Service) guarantee mech-
anisms, each application chooses the preferable transport protocol to achieve required
performance. For example, traditional data applications such as http, ftp, telnet em-
ploy TCP which accomplishes loss-free data transfer by means of window-based flow
control and retransmission mechanisms. On the other hand, loss-tolerant real-time mul-
timedia applications such as video conferencing or video streaming prefer UDP to avoid
unacceptable delay introduced by packet retransmissions. UDP is considered selfish and
ill-behaving because TCP throttles its transmission rate against the network congestion
whereas UDP does not have such control mechanisms. As the use of real-time mul-
timedia applications increases, a considerable amount of “greedy” UDP traffic would
dominate network bandwidth. As a result, the available bandwidth to TCP connections
is oppressed and their performance extremely deteriorates.

In order that both TCP and UDP sessions fairly co-exist in the Internet, it is mean-
ingful to consider the fairness among protocols. In recent years, several researches have
been devoted into investigation on the “TCP-friendly” rate control [1,2,3,4,5,6,7,8,9,
10]. “TCP-friendly” is defined as “a non-TCP connection should receive the same share
of bandwidth as a TCP connection if they traverse the same path” [5]. A TCP-friendly
system regulates its data sending rate according to the network condition, typically ex-
pressed in terms of the round-trip-time (RTT) and the packet loss probability, to achieve
the same throughput that a TCP connection would acquire on the same path. In particu-
lar, TCP-Friendly Rate Control (TFRC) proposed in [9,10] has the feature of adjusting a
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transmission rate so smoothly while coping with network congestion. Therefore, TFRC
has been receiving attention as the effective rate control mechanism for realizing mul-
timedia communications fairly sharing the network bandwidth with TCP data sessions.
It is meaningful to consider TCP-friendly video transfer because many researchers are
engaged in investigations on packet scheduling algorithms on a router with which ill-
behaving, that is, non-TCP flows are penalized aiming to provide QoS-guaranteed service
in the Internet.

In our previous works [7,8], we have been devoted into investigation of the ap-
plicability of TCP-friendly rate control to real-time MPEG-2 video communications.
We proposed effective control mechanisms, called MPEG-TFRCP, with consideration
of several factors which affect the efficiency of rate control, such as length of control
interval, algorithms to adjust video rate to the target rate. For example, although it is
recommended that a TFRC system regulates sending rate more than once a RTT, it is
unrealistic to control video quality so frequently, in some cases, at the rate higher than
video frame rate. We verified the effectiveness of our proposed mechanisms through sim-
ulation experiments on video trace data. Further, we implemented the mechanisms on
a actual video communication system and performed several experiments to investigate
the applicability and practicality of our mechanisms and showed that MPEG-2 video
application could fairly share link bandwidth with TCP connections without introduc-
ing serious video quality degradation and fluctuation. However, our mechanisms cannot
be applied to wide area networks which consist of variety of networks such as PSTN,
ISDN, wireless networks, optical fiber networks, because we only consider MPEG-2
video streams ranging from 1.5 Mbps to 24 Mbps.

In this paper, we focus on MPEG-4 video systems which have highly efficient coding
algorithms and error resilient capabilities, and investigateTCP-friendly video rate control
mechanisms. Specifically, we employ Fine Granular Scalability (FGS) [11,12,13] as a
video coding algorithm to accomplish highly efficient and scalable rate control. The
rate adjustment based on regulating the level of quantization in our previous work on
MPEG-TFRCP is also applicable to MPEG-4 video systems. However, to successfully
adapt to the TCP-friendly rate, we should know the relationship among the quantizer
scale and the resultant video rate. In addition, the rate control is not flexible enough
because the quantizer scale is a discrete value. First we describe the basic characteristics
of FGS algorithm, then we consider mechanisms for adjusting quality and rate of FGS
video streams according to the TFRC mechanism. Through simulation experiments, we
show that our proposed methods can provide high-quality, stable and TCP-friendly video
transfer.

The paper is organized as follows. In Section 2, we briefly introduce MPEG-4 video
coding technique and FGS algorithm, then evaluate the basic characteristics of FGS. In
Section 3, we propose several methods of FGS video transfer which accomplish TCP-
friendly and high quality real-time video communication. Finally, we summarize our
paper and outline our future work in Section 4.
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Fig. 1. An example of MPEG-4 video structure

2 Fine Granular Scalability Coding Algorithm

In this paper, we consider real-time video applications in narrow bandwidth networks
and employ compressed video streams coded by MPEG-4, specifically, FGS algorithm,
which is excellent in adaptation to the bandwidth variation, compression efficiency and
error tolerance among MPEG-4 video-coding standards.

2.1 MPEG-4 Video Coding Technique

An MPEG-4 video stream (VOS: Visual Object Sequence) consists of one or more visual
objects (VO). Each VO sequence consists of several layer streams (VOL: Video Object
Layer). A layer video stream is composed from a sequence of VOP (Video Object Plane),
each of which corresponds to a frame. MPEG-4 accomplishes high compression ratio
by applying optimum coding algorithm suited to each VO. A VO corresponds to whole
of a rectangle frame as in MPEG-1 and MPEG-2, a specific region of a frame, or an
natural object such as a human, an animal, a building and so on. MPEG-4 can handle
both rectangular and arbitrary shape VO, but all VOs are first divided into macroblocks
of 16×16 pixels, which consists of four 8×8 blocks of luminance and two 8×8 blocks
of chrominance (called 4:2:0 format). Coding operation is performed on a macroblock
basis. In this paper, we only consider traditional rectangle VOs as in MPEG-1 and
MPEG-2. However, our method is applicable to arbitrary shape VO only if there exist
techniques to regulate video rate.

An MPEG-4 video stream consists of three types of VOPs as shown in Fig 1. VOP
is the basic unit of image data and is equivalent to the frame or picture of MPEG-1 and
MPEG-2. I-VOP is a self-contained intra-coded picture and coded using information only
from itself. P-VOP is predictively coded using motion compensation algorithm referring
to the previously coded VOP. B-VOP is a bidirectionally predictive-coded VOP using
the differences between both the previous and next VOPs. An I-VOP is directly and
indirectly referred to by all following P and B-VOPs until another frame is coded as an
I-VOP. It is recommended to have I-VOPs regularly in a MPEG-4 video stream since
motion compensation-based compression efficiency decreases as the distance from a
referring frame to a referred picture becomes longer. In addition, by inserting I-VOPs
as “refreshing points”, we can achieve error resilience in the video transfer. Since an
entire frame can be completely reconstructed from an successfully received I-VOP, error
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propagation can be interrupted when video quality is degraded in the preceding VOPs
due to accidental packet losses. A sequence of VOPs beginning from an I-VOP is called
GOV (Group Of VOP) and defined by two parameters, number of P-VOPs between two
I-VOPs and number of B-VOPs between two P-VOPs. In an example of Fig. 1, they
are 3 and 2, respectively. Using GOV structure is highly recommended for regularity of
video traffic, error resilience and accessibility to video contents.

2.2 FGS Video Coding Algorithm

To cope with TCP-friendly rate control mechanisms, video applications should adjust
video traffic rate to the desired rate by controlling the amount of video data. Since the
amount directly corresponds to the video quality, rate control can be accomplished by
regulating video quality. One way of video rate regulation is changing coding parameters
such as frame rate, frame size and degree of quantization. Those are related to temporal,
spatial and SNR resolution of compressed video data, respectively. In our previous
works on TCP-friendly MPEG-2 video transfer [7,8], we regulates the MPEG-2 video
rate by choosing appropriate quantizer scale, i.e., SNR resolution, according to the
desired target rate determined by a TCP-friendly mechanism. Through experiments, it
is shown that high-quality and TCP-friendly MPEG-2 video transfer can be performed
with our proposed method. We take into account the relationship among quantizer scale,
video rate and perceived video quality obtained in our research work on QoS mapping
method for MPEG-2 video [14]. This is a good starting point of determining the control
parameter appropriate for video rate adjustment with consideration of the perceived
video quality. However, we found that the parameter changing is somewhat a coarse
control and generated video traffic does not necessarily fit to the desired TCP-friendly
rate. This is because we have only stepwise variation of possible video rate due to discrete
set of parameters. Furthermore, the relationship among coding parameters and resultant
video rate differs among video streams.

One might think of scalable or layered video coding algorithms standardized in
MPEG-2 and MPEG-4, i.e., temporal, spatial and SNR scalability. The layered coding
is certainly another way of video rate adjustment, but not powerful enough. Even if
we combine two or more scalabilities, the number of achievable rate is at most several
tens [15].

In this paper, expecting higher flexible and scalable rate adjustment capability, we
employ Fine Granular Scalability (FGS) video coding algorithm [11,12,13] considered
as a compression method suitable for video streaming applications and being introduced
into MPEG-4 standards. Figure 2 illustrates the basic structure of FGS video stream.
FGS is also categorized into layered coding algorithm and an FGS video stream consists
of two layers, Base Layer (BL) and Enhancement Layer (EL). The BL is generated using
motion compensation and DCT (discrete cosine transform)-based conventional MPEG-
4 coding algorithm and provides minimum video quality. The EL is generated from the
BL data and the original frame. The embedded DCT method is employed for coding EL
to obtain fine-granular scalable compression. By combining BL and EL, one can enjoy
higher quality video presentation.

The video quality depends on both the encoding parameters (quantizer scale, etc.)
and the amount of supplemental EL data added. Even if only little EL data is used in
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decoding a VOP, the perceived video quality becomes higher. Thus, it seems effective to
send as much EL data as possible in addition to the BL data, according to the target rate
which is generally higher than BL rate. Losses of the BL data have a significant influence
on perceived video quality because BL is indispensable for decoding VOP. On the other
hand, although compression efficiency is not high since EL is coded without motion
compensation technique, the EL data have the outstanding error tolerance because of the
scalable coding algorithm and the locality of error propagation where loss of EL data
only affects the VOP.

2.3 Basic Characteristics of FGS

In this section, we evaluate the basic characteristics of FGS, in terms of variations of rate
and quality. We use two MPEG-4 test sequences, “coastguard” and “akiyo”. They are
QCIF large (176×144 pixels) and consist of 300 frames. They are coded at 30 frames-
per-second (30 fps) with GOV structure of one I-VOP and 14 P-VOPs. No B-VOP is used
avoiding inherent coding delay. We choose the quantizer scale from 1 to 31 to investigate
the effect of coding parameter on the coded video. We employed both sequences in all
experiments. However, due to the space limitation, we only show results of “coastguard”,
but the results with “akiyo” are consistent with those shown in this paper.

In Fig. 3, we depict the relationship among quantizer scale and average video rate of
BL, EL and BL+EL. The video quality variation in terms of SNR (Signal to Noise Ratio)
against the quantizer scale is shown in Fig. 4. It is shown that the BL rate decreases as the
quantizer scale increases, and the video quality also decreases. The quality degradation
is supplemented by the EL data whose total amount grows as the minimum video quality
attained by the BL data deteriorates. In a case of the smallest quantizer scale, i.e., 1, no
EL data is generated and the video quality is the highest because no DCT coefficient is
quantized.

By observing variations of average rate and video quality of BL+EL data, we find
that, as the quantizer scale becomes large, more bandwidth is required to obtain the same
video quality as the lower quantizer scale. Figure 5 shows the relationship among the
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average video rate and the average video quality for several quantizer scales Q. Each
line corresponds to a quantizer scale and the leftmost point of the line stands for the case
of decoding only the BL data, while the rightmost point does the case of combining with
all EL data. Thus, each line shows a range of possible video rate with the quantizer scale.
When we plot some additional points on lines, they fluctuate a little but the relationship
among lines still hold. If the desired data sending rate is below the minimum possible
rate, the sender should buffer and smooth the data. On the other hand, the sender cannot
satisfy the desired rate when it is beyond the maximum possible rate. The figure also
shows that the smaller quantizer scale leads to the higher quality video presentation
when the average rate is the same. Thus, we can expect the high-quality video transfer
with the limited bandwidth when we appropriately choose the quantizer scale as small
as possible.

However, a video stream coded with small quantizer scale intending to achieve
high quality has limited capability of rate adjustment, which can be seen in Fig. 5 as a
shorter line. For example, the video stream with quantizer scale Q = 3 only meets the
bandwidth from 778 Kbps to 1,624 Kbps while the possible rate with Q = 31 ranges
from 43 Kbps to 2,252 Kbps. If the coded video rate exceeds the target rate determined
by TCP-friendly rate control mechanism, a video sender must regulate sending rate by
buffering some part of video data making a sacrifice of smoothness of video presentation
and interactivity of video application. Moreover, even if the target rate is in the range of
possible rate, one must be prepared for the serious degradation of perceived video quality.
Since the Internet is a best-effort network and no end-to-end QoS provisioning can be
expected, packet losses cannot be avoided in video transfer especially when the video
application employs UDP shunning delay introduced by retransmission. As shown in
Fig. 3, a proportion of BL in entire video data increases as the quantizer scale decreases.
Consequently, a possibility that BL data will be lost becomes higher and, as a result, the
perceived quality of decoded video at a receiver considerably deteriorates.

Thus, an appropriate strategy might be to have a quantizer scale as large as possible,
considering its error resilience and capability of rate adjustment. However, even if all
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data are successfully transmitted and received by a receiver without error and loss, the
perceived video quality is smaller than that of video data with smaller quantizer scale.

In the following sections, we investigate how we should employ the FGS coding
algorithm and adjust video rate when TCP-friendly rate control mechanism is applied to
video application. Some preliminary results useful for investigating appropriate quan-
tizer scale selection algorithm are also shown.

3 FGS Video Transfer with TCP-friendly Rate Control

In this section, we first briefly introduce TFRC (TCP-Friendly Rate Control) [9,10],
which accomplishes fair-share of bandwidth among TCP and non-TCP connections.
Then, we propose several rate control methods to adjust FGS video rate to the desired
sending rate determined by TFRC. Through simulations, we evaluate the effectiveness
and practicality of our proposed methods.

3.1 TCP-friendly Rate Control

TFRC is the rate regulation algorithm to have an non-TCP connection behave similarly
to, but more stable than a TCP connection which traverses the same path. It means
that a TFRC connection reacts to network condition, typically congestion indicated by
packet losses. For this purpose, a TFRC sender estimates the network condition by
exchanging control packets between end systems to collect feedback informations. The
sender transmits one or more control packets in 1 RTT. On receiving the control packet
the receiver returns a feedback information required for calculating RTT and packet loss
probability p. The sender then derives the estimated throughput of a TCP connection
which competes for bandwidth on the path that the TFRC connection traverses. The
estimated TCP throughput rTCP is given as:

rTCP ≈ MTU

RTT
√

2p
3 +T0(3

√
3p
8 )p(1+32p2)

where T0 stands for retransmission timeout [3]. Finally, the TFRC sender adjusts its data
sending rate to the estimated TCP throughput rTCP by means of, for example, video
quality regulation. From now on, we call the estimated TCP throughput rTCP , which
determines the target rate of the application-level rate regulation, as “TFRC rate”.

3.2 FGS Video Transfer on TFRC Connection

If an application successfully adjusts its sending rate to the TFRC rate, TCP-friendly
data transfer can be accomplished. However, TFRC itself does not consider the influence
of the TCP-friendly rate control on the application-level performance. For example, the
TFRC sender changes its sending rate at least once a RTT. Such a frequent rate control
obviously affects the perceived video quality when a video application regulates amount
of coded video data by controlling video quality according to the target rate. Thus,
to accomplish TCP-friendly video transfer with consideration of the application-level
performance, i.e., video quality, we should consider the following issues.
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1. control interval
The FGS video rate can be regulated by discarding a portion of the EL data. In
this paper, considering the FGS video structure shown in Fig. 2, we propose VOP-
based method (V method) and GOV-based method (G method). In the case of the
V method, the target rate Vi of a VOPi is defined as the TFRC rate at the beginning
of VOPi. Analogously, the target rate Gj of a GOVj is defined as the TFRC rate
at the beginning of GOVj in the G-method. Those are illustrated in Fig. 6 where
(a) corresponds to the V method whereas (b) and (c) show the G method case. In
Figs. 7 and 8, which correspond to the V and G method respectively, we also show
variations of the target rate derived from trace data of simulated TFRC connections.

2. video rate adjustment
Adjustment of the FGS video rate to the target rate is performed by discarding
a portion of the EL data. There are the alternatives of rate adjustment methods,
VOP-based and GOV-based. For the VOP-based adjustment, we further propose
two methods, i.e., V-V and G-V methods. In the case of the V-V method (Fig. 6(a)),
the target rate Vi of the VOPi is first determined by the V method from the TFRC
rate, and the rate (or amount) of the additional EL data Ei is obtained by subtracting
the BL data rate Bi from the target rate Vi. On the other hand, the G-V method
(Fig. 6(b)) first determines the target rate Gj of a GOVj by means of the G method,
then applies the identical rate to all VOPs in the GOV (Vi = Gj , VOPi ∈GOVj).
Then, the video rate adjustment is performed VOP by VOP as Ei = Gj − Bi for
a VOPi ∈GOVj in the G-V method. Finally, in the GOV-based rate adjustment
method, called as a G-G method (Fig. 6(c)), the video rate averaged over GOVj

satisfies the target rate Gj . The rate of the EL data added to each VOP in the GOV
is given as Ei = (NGi − ∑

VOPk∈GOVj
Bk)/N where N stands for the number

of VOPs in a GOV and identical among all VOPs in the GOV. The G-G method is
proposed to achieve the smooth variation of video quality by equalizing the amount
of supplemental EL data among VOPs, but the instantaneous video rate may exceeds
the target rate.

3. BL rate violation
Even if the quantizer scale is carefully determined considering the network condi-
tion, the BL rate occasionally exceeds the available bandwidth for the video appli-
cation. Since the BL data are crucial for video decoding, they are always sent out but
an excess is managed by reducing the EL rate of the following VOPs or GOVs. In
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Table 1. FGS video rate control methods

control interval rate adjustment excess canceler

V-V early VOP-based VOP-based early
V-V smooth VOP-based VOP-based smooth
G-V early GOV-based VOP-based early
G-V smooth GOV-based VOP-based smooth
G-G smooth GOV-based GOV-based smooth
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Fig. 8. GOV rate variation

the smooth method, the excess is divided and equally assigned to the rest of VOPs in
the GOV, thus averaged rate over several VoPs matches the target rate. On the other
hand, to cancel the excess as fast as possible, the early method assign much excess
to a VOP right after the the mischievous VoP, thus only a few VOPs are affected.

In table 1, we summarize possible rate control methods obtained by combining above
mentioned methods. We should note here that there is not the G-G early method because
the amount of EL data added to each VOP in the GOV must be identical in the “G-G”
method.

3.3 Simulation Results

In this section, we compare six control methods proposed in the preceding section
through simulation experiments. In comparison, we also consider another method called
MP4-TFRC. The MP4-TFRC control method adjusts video rate by changing the quan-
tizer scale as in our previous works on MPEG-2 [7,8].

In Figs. 7 and 8, we show the variation of target rate Vi and Gj of five simultaneous
video sessions with TFRC rate control. These figures are obtained by applying V and G
methods (see item “control interval” in Sec. 3.2) to trace data of the TFRC connections
generated by a network simulator ns-2 [16]. A simulated network consists of two nodes
and one 10Mbps bottleneck link of 15 msec delay connecting them. Each node has
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thirty end systems via 150Mbps access links of 5 msec delay. The end systems on one
node behave as senders and the others are receivers. Ten TFRC connections, ten TCP
connections and ten UDP connections compete for the bottleneck bandwidth. In the
following experiments, frame rate of coded video is 30 fps and the number of pictures
in a GOV is 30. Figures shown in this section correspond to one of five video sessions
for the sake of readability.

In Figs. 9 and 10, we show simulation results of the V-V and G-V methods when
the FGS video data are generated from the test sequence “coastguard” by employing
the quantizer scale of 2. The quantizer scale is determined to keep the BL rate below
the minimum target rate during the session (TFRC session 2 in Figs. 7 and 8) in order
to see the ideal performance of the video rate adjustment. Thus, the excess canceler is
irrelevant. In those figures, “BL” and “BL+EL” correspond to the result of transmitting
and decoding the BL data only and the BL with entire EL data, respectively.

In both methods, rate controls are successful and the FGS video rate follows the
target. Although the target rate of each VOP differs amont methods, the video rates
averaged over longer interval, e.g., the duration of the session, are almost the same and
the TCP-friendly video transfer are performed. The V-V and G-V methods differ in the
control interval. The former adjusts the FGS rate VOP by VOP and the latter does GOV
by GOV. As a result, the video rate of the G-V method changes much from GOV to GOV
whereas that of the V-V method gradually increases or decreases according to the TFRC
rate variation. The affect of rate variation can be seen in the video quality in Fig. 10.

The video quality in terms of SNR differs among GOVs in the G-V method, but is
more stable than the V-V method regarding the difference among VOPs which belong to
the same GOV. The reason that we find wedge-shaped and periodical quality degradation
in the figure comes from the VOP-based rate adjustment. In the VOP-based adjustment,
the resultant FGS rate becomes equal to the target rate by adding EL data Ei = Vi − Bi

or Ei = Gj − Bi. This means that the amount of supplemental EL data differs among
VOPs even if we employ the G method where the target rates of VOPs in a GOV are
identical. As a result, I-VOPs whose BL size is larger have less EL data than the other
types of VOPs and experience lower quality. The interval between two wedges in the
video quality variation corresponds to the distance between two successive I-VOPs.
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From these observations, we can conclude that theV-V method achieves more prefer-
able results than the G-V method in regarding variations of the FGS video rate and the
video quality.

Next, we compare the excess cancelers of the V-V method. In Figs. 11 and 12,
simulation results of the V-V early and V-V smooth methods on the TFRC session 4 are
shown. In these figures, we employ the quantizer scale of 3 to make the BL rate higher
than the target rate on relatively low TFRC rate. As a result, the BL rate in I-VOPs (VOPs
210, 225, 240, 255, 270 and 285 in the example) exceeds the target rate Vi. In such cases,
the V-V early method reduces the amount of EL data added to a few VOPs right after
the I-VOP and faces serious but instantaneous quality degradation. On the other hand,
the V-V smooth method which fairly share excess among the rest of VOPs in the GOV,
the degree of quality degradation is almost the same among VOPs in the GOV. However,
the FGS video rate stays lower than the target rate during the GOV in the V-V smooth
method whereas the V-V early method soon recovers from the rate decline. In addition,
the V-V early method achieves higher video quality than the V-V smooth method in most
of the time.
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In Figs. 13 and 14, we compare the V-V smooth and G-G smooth methods to investi-
gate the effect of video rate adjustment on the TFRC session 5. The G-G smooth method
equalizes the amount of EL data among VOPs in a GOV to achieve the stable video
quality. The FGS video rate follows the target rate in the V-V smooth method where the
amount of EL data to add is determined VOP by VOP. The step-wise variation of the
VoP-based target rate is due to the TFRC rate variation. On the other hand, the variation
of FGS video rate in the G-G smooth method resembles that of BL rate because the
identical amount of EL data is added to each VOP. In addition, the variation of video
quality in the G-G smooth method is more gradual than that of the V-V smooth method.
However, the instantaneous video rate of the G-G smooth method is not necessarily
TCP-friendly and may introduce the smoothing delay required to make the data sending
rate TCP-friendly. Furthermore, without an appropriate estimator of BL rate variation,
the G-G smooth method introduces one GOV-time delay because all of the BL rate Bi

of VOPs in the GOV must be known in advance to determine the amount of EL data to
add to each VOP. Thus, the G-G smooth method is preferable when the video application
emphasizes video quality while the V-V smooth is faithful to the TFRC rate.
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To see superiority of FGS algorithm to DCT-based MPEG-4, we compare the G-G
smooth method with the quantizer scale-based rate control method, i.e., MP4-TFRC. The
MP4-TFRC is similar to the G-G smooth method except that the video rate is regulated by
choosing an appropriate quantizer scale to fit the video rate to the target rate Gi according
to the relationship among quantizer scale and resultant BL rate (Fig. 3). Results on the
TFRC session 1 are shown in Figs. 15 and 16. Figure 15 indicates that the capability
of rate control of the MP4-TFRC is poor and TCP-friendly video transfer cannot be
expected. This is because that the quantizer scale-based rate control is coarse and there
is often no appropriate quantizer scale with which the resultant video rate matches the
target rate. Even if the quantizer scale is appropriately chosen, the resultant video rate has
a highly bursty nature because of the GOV-based rate adjustment. Moreover, the coarse
control leads to the sudden and drastic quality variation as shown in Fig. 16 which is
triggered by increasing or decreasing the quantizer scale.

So far, we do not take into account packet loss to see the ideal performance of the
TCP-friendly MPEG-4 video transfer. As mentioned in Sec. 2, packet loss affects the
video quality. Figures 17 and 18 compares the variation of video traffic sent from the
sender on the TFRC session 5 and video quality affected by packet loss for various
quantizer scales, 3 and 6. Video data are segmented into packets of 1 KBytes long and
packets are randomly discarded at a 10−3 probability. As shown in those figures, the
video rate does not differ much among the quantizer scale because we apply the rate
control method G-G smooth to the video data. The video quality is higher when the
quantizer scale is smaller as long as there is no packet loss. However, once one or more
packets are lost, the video quality considerably deteriorate in the video with a smaller
quantizer scale because the proportion of BL data to the entire video traffic is large.
Thus, we should carefully determine the quantizer scale taking account of not only the
available bandwidth but the packet loss probability.

4 Conclusion

In this paper, we proposed and evaluated several TCP-friendly FGS video transfer.
Through simulation experiments, we showed that the G-G smooth method, which deter-
mines the target rate every GOV and adds the identical amount of EL data to each VOP
in the GOV, is preferable for video rate control in order to achieve the high and stable
video quality.

However, there still remains some research issues. When the video application em-
ploys TFRC as the transport protocol, the video data injected into the transport layer are
smoothed to fit to the TFRC rate, but such a smoothing delay is not considered in this
paper. We showed only preliminary results on evaluation of influence of packet loss on
the video quality. As mentioned in the previous section, the quantizer scale should be
determined based on the network condition. We are currently considering a quantizer
scale selection algorithm with which the video sender dynamically changes the coding
parameter.

Acknowledgments. This work was partly supported by Special Coordination Funds for
promoting Science and Technology and a Grant-in-Aid for Encouragement of Young



42 N. Wakamiya et al.

Scientists 12750322 from the Ministry of Education, Culture, Sports, Science and Tech-
nology, Japan, Research for the Future Program of Japan Society for the Promotion
of Science under the Project “Integrated Network Architecture for Advanced Multime-
dia Application Systems”, and Telecommunication Advancement Organization of Japan
under the Project “Global Experimental Networks for Information Society Project,”

References

1. Mathis, M., Semke, J., Mahdavi, J., Ott, T.: The macroscopic behavior of the TCP congestion
avoidance algorithm. ACM SIGCOMM Computer Communication Review 27 (1997) 67–82

2. Bolot, J.C., Turletti, T.: Experience with control mechanisms for packet video in the Internet.
ACM SIGCOMM Computer Communication Review 28 (1998) 4–15

3. Padhye, J., Firoiu, V., Towsley, D., Kurose, J.: Modeling TCP throughput: A simple model
and its empirical validation. In: Proceedings of ACM SIGCOMM’98. Volume 28. (1998)
303–314

4. Rejaie, R., Handley, M., Estrin, D.: RAP: An end-to-end rate-based congestion control mech-
anism for realtime streams in the Internet. In: Proceedings of IEEE INFOCOM’99. (1999)

5. Padhye, J., Kurose, J., Towsley, D., Koodli, R.: A model based TCP-friendly rate control
protocol. In: Proceedings of NOSSDAV’99. (1999)

6. Bansal, D., Balakrishnan, H.: TCP-friendly congestion control for real-time streaming appli-
cations. MIT Technical Report MIT-LCS-TR-806 (2000)

7. Wakamiya, N., Murata, M., Miyahara, H.: On TCP-friendly video transfer with consideration
on application-level QoS. In: Proceedings of IEEE ICME 2000. (2000)

8. Miyabayashi, M., Wakamiya, N., Murata, M., Miyahara, H.: MPEG-TFRCP: Video transfer
with TCP-friendly rate control protocol. In: Proceedings of IEEE ICC 2001. (2001) 137–141

9. Widmer, J.: Equation-based congestion control. Diploma Thesis, University of Mannheim
(2000)

10. Floyd, S., Handley, M., Padhye, J., Widmer, J.: Equation-based congestion control for unicast
applications: the extended version. Technical Report TR-00-003, International Computer
Science Institute (2000)

11. Radha, H., Chen, Y.: Fine-granular-scalable video for packet networks. In: Proceedings of
Packet Video’99. (1999)

12. van der Schaar, M., Radha, H., Dufour, C.: Scalable MPEG-4 video coding with graceful
packet-loss resilience over bandwidth-varying networks. In: Proceedings of IEEE ICME
2000. (2000)

13. Radha, H., van der Schaar, M., Chen, Y.: The MPEG-4 fine-grained scalable video coding
method for multimedia streaming over IP. IEEE Transactions on Multimedia 3 (2001) 53–68

14. Fukuda, K., Wakamiya, N., Murata, M., Miyahara, H.: QoS mapping between user’s prefer-
ence and bandwidth control for video transport. In: Proceedings of IFIP IWQoS’97. (1997)
291–302

15. Fukuda, K., Wakamiya, N., Murata, M., Miyahara, H.: Real-time video multicast with hybrid
hierachical video coding in heterogeneous network and client environments. Proceedings of
IFIP/IEEE MMNS’98 (1998)

16. The VINT Project: UCB/LBNL/VINT network simulator - ns (version 2) (1996) available at
http://www.isi.edu/nsnam/ns/.



E.S. Al-Shaer and G. Pacifici (Eds.): MMNS 2001, LNCS 2216, pp. 43–56, 2001.
© Springer-Verlag Berlin Heidelberg 2001

IP Radio Resource Control System

John Vicente1,2 and Andrew T. Campbell1

1
Center for Telecommunications Research, Columbia University

campbell@comet.columbia.edu
 2

Intel Corporation
john.vicente@intel.com

Abstract. With the need for mobility and wireless communications now being
motivated by the commercial sector, more attention must be given towards IP
QOS in the wireless infrastructure, if existing or emerging services are to be
commercialized over it. In this work, we investigate and propose a system
approach to balance time-varying, space-varying (usage) wireless and mobile
channel conditions against IP-based service differentiation and end-end service
requirements. The proposed solution leverages network programmability [1],
multiple timescales, feedback-based mechanisms across flows, mobile clients
and a centralized RAN or LAN control point to configure QOS policies and
coordinate state information between congestion control, bandwidth control and
reliability mechanisms.

1 Introduction

The current convergence of wireless networks and the Internet is forging new
developments in communications and networking services unlike any other time in the
history of the telecommunications industry.  In the area of quality of service (QOS),
while the recent IETF efforts have made significant steps forward in QOS, the
progress has been mainly driven from the perspective of a wired infrastructure. With
the need for mobility and wireless communications now being motivated by the
commercial sector, the same attention must be given towards QOS in the wireless
infrastructure, if existing or emerging services are to be commercialized over it.
However, the current Wireless Internet is a best-effort paradigm, and the traditional
layered services fail to deliver reliable, beyond best-efforts services over an efficient,
managed wireless infrastructure. Yet, these are the necessary requirements that
information technology managers and service providers seek to ensure that their
business customer needs will be met.

To achieve these objectives, several key philosophical barriers must be overcome
or at least moderated.  First, the end-end principles and in-network control must
converge under the wireless, mobile paradigm. The applications ability to adapt to
positive or negative wireless conditions, by either leveraging in-network services or
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binding alternative end-system services, will give it greater flexibility under a highly
mobile and wireless environment. Second, a wireless evolution will require tighter
layer integration and automation of application control and bandwidth management.
The application’s congestion control flexibility will depend on its ability to detect or
respond on a much faster time-scale (e.g., to support fast handoff), thus requiring the
network to cooperate with the flow’s congestion control loop. Alternatively, the
necessity to manage the wireless channel bandwidth will depend on the clocking rate
and control mechanisms being used by the application to control the incoming rate of
the flow. In this paper, we propose using a rate-based congestion control scheme as
described in [2], as a more compatible scheme (vis-à-vis TCP windowing) with
wireless traffic patterns and varying channel conditions. Third, we view existing
layered or component services (e.g., TCP congestion control, 802.11 DCF, DiffServ)
having overlapping or addressing uncoordinated functions including congestion
management, service differentiation, bandwidth management and reliability. Fourth,
this paper proposes that programmable networking [1] is needed to support this shift
towards a Wireless Internet, thereby enabling new, dynamic services beyond the
traditional barriers of current fixed services and QOS proposals. Finally, we propose
that such a framework be legacy compatible in as much as is necessary not to burden
the control system from efficient operation.

In what follows in Section 2, we present a systems approach to the problem of
QOS, wireless resource control and flexible application adaptation in response to
fluctuating conditions exhibited in the wireless environment. In Section 3, we present
a programmable, open control system to support wireless IP resource control, along
with a description of the components which make-up the proposed framework. Next in
Section 4, we summarize additional work as follow-up to the current proposal.

2 A Systems Approach

In this work, we investigate and propose a system approach to balance wireless and
mobile channel conditions against IP-based service differentiation and end-end service
requirements. The underlying aspects of our proposal are summarized as follows:

� Tightly-couple resource management and control to achieve a stable, feedback-
based control system, combining both end-end and in-network control mechanisms,

� Leverage middleware (e.g., network APIs) services to “glue” components (legacy
or otherwise) and policies in order to systemize the control framework,

� Maintain flow, local and global control separation, while dispatching or exposing
specific control policies or state information between them,

� Discriminate control policy from time-varying channel conditions, fluctuating
channel usage, or both.
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Figure 1 depicts a simple, conceptual model of our system goal to support flow
adaptation in concert with local and global wireless channel resource management,
and using both control and management signaling services to maintain (i.e., reliable,
stable and performing) proper end-to-end flow delivery, optimal channel access and
more efficient channel usage. By control, we are referring collectively to such services
as QOS, congestion control, reliability and bandwidth control. By management, we are
referring to monitoring mechanisms to support appropriate feedback to optimize
control or policy-based decisions. In addition, we propose that control policies be
based on conditions specific to the application flow, the local wireless device and the
global channel. On a flow level, these conditions are at the scope of the application or
connection transport level. The local device refers to the client mobile host, which
may have time-varying conditions (e.g., fading, overlapped cells) imposed on its
aggregate flows within its local vicinity, but may not necessarily reflect global
conditions affecting all mobile hosts within the span of the wireless LAN or RAN.
Alternatively, global conditions (e.g., channel traffic load) may affect the entire
channel, and thus, all wireless devices within the same local area network.

Our approach does not suggest these three (i.e., state machines) as being
independently managed or controlled. Instead, they must be cooperative in such a way,
that each operates autonomously, however policies and states for their operation are
exposed or exchanged for the intended stability and balance of the system operation.
To achieve this, we consider an open network framework, where different components
cooperate through exposed interfaces for binding purposes, dynamic configuration or
state management.  Furthermore, we can have greater control on the stability and
efficiency of the system by enforcing policy controls at different timescales as needed
to react, maintain or be proactive as warranted by the wireless device, the application
flow or the wireless channel.
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To implement this system, we propose putting more cooperative bandwidth control
into the IP stack and following along the same architectural lines of the UMTS Radio
Resource Control component described in [3]. However, we recommend using the
existing IP stacks with QOS extensions as defined by [4],[5],[6],[7] and providing
more programmable integration across the layered boundaries. Furthermore, we argue
for a rate-based congestion control scheme [2] as a more transport compatible scheme
with wireless traffic patterns and varying channel conditions. We propose a
middleware layer (e.g., CORBA) to automate cooperative control between a central
wireless IP radio resource manager (RRM) handling RAN/WLAN global resource
management and multiple, distributed RRM Agents at the mobile clients (and base
stations). These agents would be working on behalf of the RRM to distribute global
policies, while also managing local resource management and reacting to local
channel conditions. The RRM Agent can be seen as mediation control point between
the global channel (layer 2 and 3) policies, local (layer 2) channel policies and
application flow adaptation at the transport-level (layer 4) and above. Figure 2
illustrates the proposed approach to IP-based wireless QOS and resource control.

3 Wireless IP Resource Control System

Figure 2 depicts a general model from which alternative wireless radio infrastructure
can be supported via the Internet Protocol and supporting, enhanced IP-based network
services. We do not propose an alternative network architecture (e.g., UMTS) nor new
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infrastructure elements (e.g., RNC), but instead, we envision a resource control
framework, which is consistent with an evolving Wireless Internet. More specifically,
we propose a framework that supports alternative radio link technologies, maintains
the ubiquitous nature of IP, and is built on the layered transport and application
services, which preserve the fundamental nature of the Internet’s design.   However,
our framework supports the use of middleware services to enable a more dynamic,
distributed and automated resource control strategy.   Thus, the IP stack is exposed to
support a more integrated QOS and resource control system, while preserving its
layered boundaries.  This open integration is needed for multiple reasons:

� Integrating the resource control hierarchy (i.e., end-to-end, global channel, local
device, flow)

� Coordinating resource policies and states across multiple layers
� Binding alternative service mechanisms or algorithmic solutions
� Automating the resource control (provisioning and QOS maintenance) system

3.1 System Components

The motivation for our current work is based on [8], where we proposed a host-based
network traffic control system for administering manual or automated QOS provisions
based on algorithmically adjusting LAN resource and flow QOS policies. In [8], we
use a programmable classifier and scheduler based on a traffic control API [9],[10] to
dynamically, configure or enforce IP-based QOS policies (e.g., marking, shaping,
metering, dropping, priority, etc) on-the-fly based on per flow and LAN usage
feedback. In the current work, we believe the radio access network or wireless LAN
environment is more suited for such a solution due to its highly dynamic nature. The
wireless channel is a more autonomous system; not bearing the partitioned aspects of
LAN switched or VLAN environments, which we perceived as an architectural

Fig. 3. Radio Resource Control Component Services
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limitation for the realization of the work in [8]. Thus, we extend the work in [8] by
recognizing the need to feedback time-varying conditions and not just congestion or
flow-level performance, and further, by distinguishing local feedback conditions from
global conditions in making proper resource and QOS policy decisions. We also
extend the previous work by enabling more dynamic features across multiple layers
and providing support for utility-based, adaptation (see [11],[12],[13]). This latter
requirement allows the wireless application to adapt to either local SINR or global
channel congestion feedback. Figure 3 illustrates the resource control components in a
distributed object structure.

Our work is not intended to address complete end-to-end SLA management, but
assumes that the framework can be ‘plugged-in’ to a variety of policy-based or broker
management systems, e.g., using COPS [14] for provisioning policy communications
or CORBA for binding layered provisioning services. This contribution is geared
towards an infrastructure-based wireless networking environment, however, we
believe the proposed framework can be decentralized and peered to support an ad hoc
wireless network environment as well. In either case, it is the spirit of this work to
provide an ‘auto-pilot’ solution for automating resource control with dynamic
provisioning in the face of a highly dynamic, mobile and time-varying wireless
environment within a localized context. Finally, by maintaining the legacy aspects of
the IP architecture, providing architectural separation from the underlying physical
radio architecture, and using an API-based framework, it allows us to build upon the
static nature of IP protocols and supporting layered services without introducing
protocol or layer complexity to the same. Table 1 describes the system components
supporting the proposed IP control framework. In what follows, we describe the
design functionality of each of the components.

Table 1.  System Components
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Radio Resource Manager (RRM). The Radio Resource Manager is a central
resource controller operating at1 a radio network access point, base station or wireless
LAN router. It can also act as a gateway to provision end-to-end QOS (e.g., from an
ISP WAN) by allocating or managing local resources or mapping policies within the
radio network. The RRM primarily oversees RAN resource control and management
by negotiating wireless channel bandwidth requirements supporting its wireless clients
while maximizing global channel bandwidth efficiency.  RAN usage monitoring is
critical to the automated resource control system by providing the feedback
mechanisms at the highest level of RAN management. The RRM can employ
alternative channel resource management schemes but uses distributed method
invocations to dynamically adjust provisioning policies or program underlying layered
component services resident at one or more wireless clients via the RRM Agent API.

RRM Agent. The RRM Agent is a distributed extension of the central RRM. The
Agent is a mediation point balancing global channel resource policy, local channel
policy, and flow-level adaptation. It communicates with client applications accepting
application utility (utility-based SINR and bandwidth) functional specifications. Using
RRM APIs, it communicates these utility specifications to the central RRM to support
global channel optimization algorithms operating at the RRM.  The Agent supports
service programming (e.g., buffer management algorithm) or dynamic provisioning
(e.g., marking, rate shaping policies), directly or via of the RRM. It accepts global
policies delivered by the RRM and makes the necessary local enforcement decisions.
Local channel resource control allows the link layer QOS service to adjust its
scheduling and queuing mechanisms, temporarily preempting IP QOS policies in order
to adjust access differentiation against time-varying conditions.

Inter-layer policy & state synchronization.  An important aspect of the RRM Agent is
to coordinate policy and state between protocol stack layers to maintain constant
synchronization or resynchronization induced either by global policy changes, local
policy changes or flow adaptation. Such coordination may happen directly using
header information (e.g., IP options), inter-layer header mapping (e.g., IP DSCP to
802.1p mapping) or via the RRM Agent through method invocation and parameter
passing. The latter can be, for example, used for requesting/responding with
monitoring state or QOS enforcement policies.

Programmable Transport. While the Internet Transport layer (TCP/UDP) has
become one of the underpinnings in the Internet’s end-to-end design philosophy, it has
received much debate in terms of its flexibility to support real-time services, wireless
infrastructure and mobility. Recent work (e.g., RTCP and [2]) have proposed
alternative transport services necessary to match the requirements of emerging
services. It is the general argument in this paper, that perhaps a rate-based congestion

                                                          
1 Infrastructure mode. It is quite possible to decentralize the RRM function as a distributed

system operating across nodes in an ad hoc network.
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mechanism [2] and flow measurement (e.g., latency, reliability) approach that
supports faster congestion and drop type detection may be more appropriate for a
wireless and mobile infrastructure. Furthermore, a programmable transport, where
alternative transport layer control schemes can be employed or configured in real-time
to provide greater flexibility to the multiple, varying conditions exhibited by the
wireless channel.  This is perhaps further complicated by a transport connection over
several LAN/WAN networks consisting of both wireline and wireless underlying link
transports. While we perceive that a programmable transport may create connection
inconsistency across network nodes, a service mechanism, perhaps offered by the
programmable transport may allow nodes to reconfigure the transport layer
dynamically to synchronize transport services during connection setup.

Programmable IP QOS. In [8], we demonstrated that a flexible network layer QOS
mechanism could allow automated provisioning and reconfiguration through
threshold-triggered remote method invocation.  Using centralized (multi-threaded)
resource management algorithms, alternative IP flow QOS policies (e.g., token bucket
parameters, packet marking, shaping, discard policies) could be enforced remotely
over a common API exposed by client QOS agents.

In this paper, we propose a similar IP-based provisioning service at wireless
devices, however we extend the previous work [8] to a greater context, allowing
alternative IP QOS bindings and algorithmic choices enabling greater design and
provisioning freedom to the IP radio QOS programmer or administrator. Moreover,
through coordination with the RRM Agent acting as a local proxy, the IP QOS service
can be (per application flow) configured through global policies algorithmically
determined through bandwidth utility curves [11],[12] and managed by the centralized
RRM. In this scenario, the RRM Agent obviates operational complexity between the
various components, yet exposes necessary local methods and attributes allowing the
layered components to coordinate with the Agent and communicate policies and state.

Programmable MAC. While noted progress has been made in the area of
programmable wireless MACs [11] [12], [15], we adopt the notion of SINR utility
curves [16] and apply this model towards differentiated access mechanisms supporting
a programmable QOS link layer.  Once again, through coordination with the RRM
Agent, differentiated access can be (per application flow) dynamically (faster
timescale) reconfigured through local policies algorithmically determined through
SINR utility curves managed by the RRM Agent. In this scenario, the local policies
may preempt the IP QOS global policies in order to manage time-varying or fairness
issues caused by a fading or degraded local conditions on one or more flows. These
policies may conflict with the end-end or global channel policies enforced at the
higher layer. However, the higher layer QOS policies may become active once local
channel conditions are improved. Figure 4 illustrates a current proposal [17] from the
IEEE 802.11 [18] QOS Working Group on an Enhanced DCF supporting link layer
QOS.  We assume that IP network layer QOS policies are appropriately mapped down
to MAC layer policies through pre-configured CoS/QOS mapping (e.g.,
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DiffServ/802.1p header field mapping). QOS traffic classes are then assigned to
appropriate EDCF queues along with associated per class contention window and
QOS interframe space parameters. Thus, bandwidth, access, and latency
differentiation is made possible at the local link level.

Finally, as in the network and transport layers, alternative MAC level QOS
bindings or algorithmic choices should be allowed to be reprogrammed into the MAC
layer. In the above example, each of the EDCF components may be reprogrammed or
configured dynamically by the RRM Agent as needed.

3.2 Flow Adaptation and Automated Resource Control

The ideal Wireless Internet scenario has a user operating a real-time, multimedia
videoconferencing session over a wide-area Wireless Internet connection. The
wireless client is highly mobile within a local campus or dense city limits and is
sharing a media rich presentation with multiple parties, dispersed in different
connectivity scenarios (e.g., home, hotel, or corporate office). The user is experiencing
a high degree of QOS supporting the multimedia session and presentation delivery,
regardless of his movement or locality. While such a scenario seems far from current
bandwidth and QOS paradigms, it is a motivation for a solution supporting wireless IP
QOS and dynamic resource control.  Multiple effects including time-varying channel
conditions, local or remote congestion conditions, and end-to-end QOS requirements
must be matched with a dynamic, automated resource control framework. Along with
this, a flexible, adaptive application capable of offsetting the limitations of the
network to bring to harmony reliability, latency and throughput degradations while
hiding the user from the underlying complexity, degraded QOS, and mobility effects is

– Prioritized output queues (queue[i]) 
– Legacy DCF finite state machine per queue (queue[i])

• CWmin differentiated per TC (CWmin[i]), controllable by EAP
• DIFS differentiated per TC (QIFS[i]), controllable by EAP
• Queue state machines count backoff slots in parallel
• Low-priority queues defer to higher-priority queues
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Fig. 4.  Enhanced DCF, IEEE 802.11e IEEE 802.11-01/132r1 Proposal
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also essential.  To enable our solution, we promote the use of middleware enabled IP
network services as necessary extension to the traditional IP architecture.

Resource Control & Management Hierarchy. Fundamental to our approach is the
need to integrate with an end-to-end QOS strategy. We support this at the IP layer
through the Differentiated Services model presently under development by the IETF
community; however, our framework must be complementary with other schemes
(i.e., IntServ/RSVP) or new IP (or higher layer) QOS models as the Internet
community creates them.  Under a wide area Internet provisioning model, we utilize
the role of the RRM to manage or proxy the end-to-end provisioning model against the
resource requirements within the global wireless channel. The RRM can support an
admission control scheme, such at defined in [19],[20] using policy-based
management, or may integrate the requested provision in a more programmable
fashion, where the provisioning request is invoked via a remote method, allowing the
RRM, operating as a standalone admission control thread, to respond dynamically to
the rapidly fluctuating conditions and policies of the environment. If the admission
process is successful, the RRM must propagate new provisioning policies to specific
RRM Agents, which must also invoke local methods to finalize admission and
‘connect’ the admitted session or flow. Otherwise, the RRM will decline admission
and inform the outside party without the knowledge or participation of local RRM
Agents. This separation is a necessary design feature of the distributed framework. In
this paper, all provisioning aspects of the global wireless channel and the components
within it are assumed autonomous and automated within the wireless resource
controlled and managed domain.

Wireless channel policy control & monitoring. As discussed in the previous section,
the role of the RRM is to manage the end-to-end provisioning model against the
resource requirements within the global wireless channel. Additionally, RRM
monitors the channel for utilization2 and keeps congestion within policy threshold
limits pre-configured or adjusted throughout channel operation. There may exist
multiple thresholds specific to the global channel utilization, specific QOS categories
or alternative timescales, allowing the RRM to make granular policy decisions. This
flexibility was also employed and demonstrated in [8]. By way of RRM APIs, the
central RRM can accept application-specific bandwidth utility functions from RRM
Agents on behalf of local applications and normalizes3  these functions to specific
provisioning policies (e.g., DiffServ PHBs specs, RSVP QOS_Spec), which are
provisioned locally or requested outside of the RRM provisioning realm (i.e., WLAN).

                                                          
2 It is assumed that the RRM Agents will appropriately enforce and/or police flow QOS

provisions, making it redundant that the RRM must do the same.
3 It is anticipated that such bandwidth utility functions may not be pervasive, however, they

may be quite helpful to the RRM in its flexibility to accommodate adaptive applications.
Alternatively, qualitative or quantitative specifications may be more likely, and thus, support
for utility function normalization to simpler specification may be necessary.
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The scope of the bandwidth utility is global in nature and does not address adaptation
to time-varying conditions related to local fading, overlapping cells, etc.

It is possible that the RRM may uniformly inform Agents of global channel usage
conditions allowing the RRM Agents to tune policies at the transport (or application4)
layer or local link layer components (e.g., MAC scheduler). This would support
proactive control on a local device level.

Local policy control & monitoring.  The RRM Agent’s scope is centered on its local
environment.  These Agents will reside on both wireless clients and wireless controller
stations (e.g., base station or router). A critical function of the RRM Agent is to assess
the time-varying conditions around the local device and manage this against the
requirements of the running applications’ flows and global channel effects. A SINR
monitoring function is supported by the link layer to continuously fast monitor the
time-varying conditions surrounding the wireless client as programmed by the RRM
Agent. The fast timescale feedback, allows the Agent to adjust policies on a local
level, allowing the client to compete more aggressively for the wireless channel. These
updated policies can be specific to particular flows to ensure fairness, uniformly
across all running flows on the client, or weighted (or prioritized) according to specific
QOS specifications. Similar to the global bandwidth utility functions (discussed in
3.2.1.2), the RRM Agent exposes APIs allowing it to accept application-specific SINR
utility functions [16] from local applications directly and translates these functions
into specific, link layer provisioning policies. The scope of the SINR utility functions
allow applications to adapt to local conditions at the device on a faster timescale.

State and policy information can be made available between layers by the RRM
Agent to synchronize transport (per flow) congestion control and reliability states,
network layer QOS policies and flow policing state, global usage and local SINR state.
This capability is essential to the operation of the RRM Agent, allowing it
dynamically control various layered components of the wireless client by leveraging
multi-layer state or policies; extending its local intelligence (i.e., across application,
transport, network, link layers) or influence on application adaptation.

Distributed State Machine Operation. In [8], we demonstrated that a flexible
network layer QOS mechanism could allow dynamic provisioning reconfiguration
either through manually (GUI-driven) invoked commands, or automatically through
threshold triggered policy enforcement algorithms. These centralized and multi-
threaded (i.e., manual and pre-configured closed-loop threads) algorithms ran on a
central, logical administrator handling the complete measurement-based control
system, with the resulting policies dispatched to QOS agents operating at remote
clients to enforce flow-level QOS policies. Our previous solution allowed the central
administrator to operate in either a manual, user-driven provisioning mode or in an
automated provisioning mode. However, under the wireless environment, we partition
the control system across the resource control hierarchy. This is necessary to achieve
                                                          
4 Informing the applications to consider employing alternative bandwidth savings or aggressive

mechanisms or to dial down or dial up bandwidth utilities.
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autonomous control on a global level, a local level and flow level; each of which is
directed at a different set of objectives (e.g., global usage efficiency, local access
maximization and fairness, and end-to-end flow control and adaptation), but
overlapped on their influence on the wireless channel resource.

As illustrated in Figure 5, three autonomous levels of feedback-based control are
supported in the distributed state machine. At each level, a stable and unstable state
exists, while an operational state is centered between them to represent the control
state. Also at each level, a monitoring procedure checks against stability thresholds to
determine the possibility of instability and the need to enter into a control state,
invoking alternative algorithms, which manage the particular level of concern. At the
global and local level, policy changes will cause the state machine to enter into an
unstable local channel state or unstable flow state, respectively. Multiple instances of
the state machine procedure will run; one per wireless client and one for each of the
flows running within the wireless environment. The flow procedure is essentially part
of the normal transport process supporting both congestion and reliability control for
each session flow. However, we expose it here as a necessary integration aspect of our
framework. Also shown at the local and flow level is a procedure to update the
application on specific bandwidth availabilities and SINR state, respectively.

3HUIRUP�UDWH
FRQWURO�

8VDJH�WKUHVKROGV�H[FHHGHG

0RQLWRU��&KDQQHO�
%DQGZLGWK

8QVWDEOH�
/RFDO�&KDQQHO

8SGDWH�0$&
4R6

8SGDWH�4R6�SROLFLHV�
DQG�JOREDO�FKDQQHO�VWDWH

&RQJHVWHG
&KDQQHO

/RZ�LGOH
&KDQQHO

6WDEOH�&KDQQHO

)ORZ
6WDEOH

8QVWDEOH
)ORZ

*OREDO�4R6

/RFDO�4R6

)ORZ�PDQDJH

0RQLWRU��6,15

0RQLWRU��IORZ�
ODWHQF\�	�GURSV

%HORZ�XVDJH�WKUHVKROGV

8VDJH�6,15�WKUHVKROGV�H[FHHGHG

%HORZ�6,15�WKUHVKROGV

8SGDWH�,3
4R6�SROLFLHV

0DS�,3
4R6�WR�0$&

/DWHQF\�IORZ�H[FHHGHG

%HORZ�IORZ�WKUHVKROGV

3HUIRUP�UHOLDELOLW\
FRQWURO

)HHGEDFN
FKDQQHO
FRQGLWLRQV

)HHGEDFN
JOREDO

FRQGLWLRQV

8SGDWH�FKDQQHO�
DQG�RU�IORZ�VWDWHV

)HHGEDFN�
DSSOLFDWLRQ�
6,15�	�%:�
DYDLODELOLW\�

3HUIRUP�UDWH
FRQWURO�

8VDJH�WKUHVKROGV�H[FHHGHG

0RQLWRU��&KDQQHO�
%DQGZLGWK

8QVWDEOH�
/RFDO�&KDQQHO
8QVWDEOH�

/RFDO�&KDQQHO

8SGDWH�0$&
4R6

8SGDWH�4R6�SROLFLHV�
DQG�JOREDO�FKDQQHO�VWDWH

&RQJHVWHG
&KDQQHO
&RQJHVWHG
&KDQQHO

/RZ�LGOH
&KDQQHO
/RZ�LGOH
&KDQQHO

6WDEOH�&KDQQHO6WDEOH�&KDQQHO

)ORZ
6WDEOH
)ORZ
6WDEOH

8QVWDEOH
)ORZ

8QVWDEOH
)ORZ

*OREDO�4R6*OREDO�4R6

/RFDO�4R6/RFDO�4R6

)ORZ�PDQDJH

0RQLWRU��6,15

0RQLWRU��IORZ�
ODWHQF\�	�GURSV

%HORZ�XVDJH�WKUHVKROGV

8VDJH�6,15�WKUHVKROGV�H[FHHGHG

%HORZ�6,15�WKUHVKROGV

8SGDWH�,3
4R6�SROLFLHV

0DS�,3
4R6�WR�0$&

/DWHQF\�IORZ�H[FHHGHG

%HORZ�IORZ�WKUHVKROGV

3HUIRUP�UHOLDELOLW\
FRQWURO

)HHGEDFN
FKDQQHO
FRQGLWLRQV

)HHGEDFN
JOREDO

FRQGLWLRQV

8SGDWH�FKDQQHO�
DQG�RU�IORZ�VWDWHV

)HHGEDFN�
DSSOLFDWLRQ�
6,15�	�%:�
DYDLODELOLW\�

Fig. 5.  Distributed State Machine
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4 Further Work

While the proposed framework is still preliminary, we believe it is, nevertheless, quite
feasible and appropriate for IP-based RANs or wireless LANs. However, a number
open issues and areas require further investigation.  The specific optimization
algorithms, which can be run at the RRM and RRM Agent are clearly of open
research. Inter-layer control interactions and their dynamics are also of open research
and analysis. Since the various control and policy threads are happening on multiple
timescales, we would need to explore their dynamics, both in terms of reaching
appropriate stability and monitoring feedback synchronization.  The programmability
aspects also pose operational uncertainty when coupled with the traditional strict
layering in the IP-based stacks. We intend to approach our investigations using
simulation techniques.

In closing, with the convergence towards a Wireless Internet, it is our belief that
automation of wireless resource and QOS control is necessary to match the highly
dynamic nature of wireless and mobile environments. This paper has argued for an IP-
based radio resource control system as the means to achieve this objective.
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Abstract. In this paper, we enhance our multi-agent system for re-
source management developed for cellular mobile networks. The new
scheme allow agents to dynamically adapt to changes in the network
load in order to maintain a target call dropping probability. We investi-
gate the impact of the number of neighboring agents involved in a call
admission decision in addition to the agent receiving the call request.
The neighboring agents provide significant information about their abil-
ity to support the new mobile user in the future. This distributed process
allows the original agent to make a more clear-sighted admission decision
for the new user. Simulations are presented with a detailed analysis of a
comparison between two schemes involving different numbers of agents.

1 Introduction

Cellular mobile networks have to continue supporting their mobile users after
they leave their original cells. This rises a new challenge to resource management
algorithms. For instance a call admission (CA) process should not only take into
consideration the available resources in the original cell but also in neighboring
cells as well.

Mobile users are in a growing demand for multimedia applications, and the
next generation wireless networks are designed to support such bandwidth greedy
applications. The (wireless) bandwidth allocated to a user will not be fixed for
the lifetime of the connection as in traditional cellular networks, rather the base
station will allocate bandwidth dynamically to users. Many evolving standards
for Wireless Broadband Systems, UMTS and IMT2000 have proposed solutions
to support such capability.

In [4] we have proposed a Multi-Agent system for call admission management
designed for wireless mobile multimedia networks with dynamic bandwidth al-
location. The call admission process involves the cell that receives the call ad-
mission request and a cluster of neighboring cells. The agents share important
resource information so the new admitted user will not be dropped due to hand-
offs. Consequently, the network will provide a low call dropping probability while
maintaining a high resource utilization.

In this paper, we propose an enhancement of the Multi-Agent system and
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propose a mechanism for dynamic adaptation to obtain a target call dropping
probability (CDP). We investigate the impact of the number of involved agents
in the CA process on the achieved performance, in terms of average bandwidth
utilization and call dropping probability. Other parameters such as call blocking
probability are also investigated.

The paper is organized as follows. In section 2, we describe the Multi-Agent
architecture considered in this paper. Section 3 defines the dynamic mobile prob-
abilities used by our Multi-Agent system and presents the call admission process
performed locally by agents in our system. It also introduces the overall admis-
sion process and agent’s cooperation. Section 4 describes the algorithm used to
dynamically achieve a target call dropping probability. Section 5 discusses the
conducted simulation parameters and presents a detailed analysis of the obtained
results. Finally, section 6 concludes the paper.

2 The Multi-agent Architecture

We consider a wireless/mobile network with a cellular infrastructure that can
support mobile terminals running applications which demand a wide range of
resources. Users can freely roam the network and experience a large number
of handoffs during a typical connection. We assume that users have a dynamic
bandwidth requirement. The wireless network must provide the requested level
of service even if the user moves to an adjacent cell. A handoff could fail due
to insufficient bandwidth in the new cell, and in such case, the connection is
dropped.

To reduce the call dropping probability, we have proposed in [4] a multi-agent
system that allows neighboring cells to participate in the decision of a new user
admission. Each cell or base station has an agent running on it. The agent keeps
track of the cell’s resources and shares information with neighboring agents to
better support mobile users. Each involved agent in an admission request will
give its local decision according to its available resources and information from
other agents and finally the agent at the cell where the request was issued will
decide if the new request is accepted or not. By doing so, the new admitted
connection will have more chances to survive after experiencing handoffs.

We use the notion of a cluster similar to the shadow cluster concept [5]. The
idea is that every connection exerts an influence upon neighboring base stations.
As the mobile terminal travels to other cells, the region of influence also moves.
The cells influenced by a connection are said to constitute a cluster (see figure
2). Each user1 in the network, with an active connection has a cluster associated
to it. The agents in the cluster are chosen by the agent at the cell where the
user resides. The number of agents of a user’s cluster depend on factors such
as user’s current call holding time, user’s QoS requirements, terminal trajectory
and velocity.

1 in the rest of the paper the term “user” and “connection” are used interchangeably
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Wireline Network

Mobile Switching Center

Wireless Network

Intelligent Base Station

agent

base station

Fig. 1. A wireless Network and the Multi-Agent system

3 The Call Admission Process

3.1 Dynamic Mobile Probabilities

We consider a wireless network where the time is divided in equal intervals at
t = t0, t1, ..., tm. Let j denote a base station (and the corresponding agent) in
the network, and x a mobile terminal with an active wireless connection. Let
K(x) denote the set of agents that form the cluster for the active mobile termi-
nal x. We denote Px,j,k(t) = [Px,j,k(t0), Px,j,k(t1), ..., Px,j,k(tmx)] the probability
that mobile terminal x, currently in cell j, to be active in cell k, and therefore
under the control of agent k, at times t0, t1, t2, ..., tmx . Px,j,k(t) represents the
projected probabilities that mobile terminal x will remain active in the future
and at a particular location. It is referred to as the Dynamic Mobile Probability
(DMP) in the following. The parameter mx represents how far in the future the
predicted probabilities are computed.

Those probabilities may be function of several parameters such as: handoff
probability, the distribution of call length for a mobile terminal x, cell size, user
mobility profile, etc.

For each user x in the network, the agent that is responsible for, decides the
size of the cluster K(x), which is the set of agents involved in the admission
process, and sends the DMPs to all members in K(x). The agent must specify
whether the user is a new one (in which case the agent is waiting for responses
from the members of K(x)) or not. As the user roams the network, the agents
belonging to his cluster change. Only those agents that belong to a user’s cluster
will receive the DMPs and hence will have to deal with bandwidth reservation
for the user. Agents that are no more part of the user’s cluster will release any
reserved bandwidth made for that user.

A method for computing dynamic mobile probabilities taking into considera-
tion mobile terminal direction, velocity and statistical mobility data, is presented
in [1]. Other schemes to compute these probabilities are presented in [2] [3]. To
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compute these probabilities, one can also use mobiles’ path/direction information
readily available from certain applications, such as the route guidance system
of the Intelligent Transportation Systems with the Global Positioning System
(GPS).
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Fig. 2. Example of a user’s cluster

3.2 Local Call Admission Decision

At each time t0 each agent, in a cluster K(x) involved in our CA process for
user x, makes a local CA decision for different times in the future (t0, t1, ..., tmx).
Based on these CA decisions, we call Elementary Responses, the agent makes
a final decision which represents its local response to the admission of user x
in the network. Elementary responses are time dependent. The computation of
these responses is different depending on the user location and type. The user
can be either a local new user or a new user that has a non null probability to
be in this cell in the near future.

The network tries first to continue supporting old users and uses the DMPs
to check if a cell can accommodate a new user who will possibly come to the
cell in the future. The cell’s agent can apply any local call admission algorithm
to compute the elementary responses. We write rk(x, t) the elementary response
of agent k for user x for time t. We assume that rk(x, t) can take one of two
values: −1 meaning that agent k can not accommodate user x at time t; and +1
otherwise. A detail description of how to compute the elementary responses is
presented in [4].

Since the elementary responses for future foreign users are computed accord-
ing to local information about the future, they should not be assigned the same
confidence degree. Indeed, responses corresponding to the near future are more
likely to be more accurate than those of the far future.

We write Ck(x, t) the confidence of agent k in its elementary response rk(x, t).
Agent k has to compute (or simply choose) the confidence degree Ck(x, t), typ-
ically between 0% and 100%.

The confidence degrees depend of many parameters. It is clear that the time
in the future for which the response is computed has great impact on the confi-
dence of that response. The available bandwidth when computing the elementary
response also affects the confidence.
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To compute the confidence degrees we propose a formula that uses the per-
centage of available bandwidth when computing the elementary response as an
indication of the confidence the agent may have in this elementary response. The
confidence degrees are computed using:

Confidence = e(1−p) ∗ pn (1)

where p is a real number between 0 and 1 representing the percentage of available
bandwidth at the time of computing the elementary response. And n ≥ 1 is a
parameter that is chosen experimentally to obtain the best efficiency of the call
admission routine.

If for user x, agent k has an elementary response rk(x, t) for each t from t0
to tmx , those elementary responses are weighted with the corresponding DMPs
Px,j,k(t0) to Px,j,k(tmx), to compute the final response. The final response from
agent k to agent j concerning user x is then :

Rk(x) =

∑t=tmx
t=t0

rk(x, t) × Px,j,k(t) × Ck(x, t)
∑t=tmx

t=t0
Px,j,k(t)

(2)

where Ck(x, t) is the confidence of agent k in the elementary response rk(x, t).
To normalize the final response, each elementary response is also divided by the
sum over time t of the DMPs in cell k. Finally, agent k sends the response Rk(x)
to the corresponding agent j. Note that Rk(x) is a real number between −1 and
1.

3.3 Distributed Call Admission Process

Here the decision takes into consideration the responses from all the agents in the
user’s cluster. The admission process concerns only new users seeking admission
to the network, not already accepted ones. We assume that agent j has already
decided the cluster K(x) and that agent j has already assigned to each agent k
in the cluster K(x) a weight Wk(x). Each weight represents the importance of
the contribution of the associated agent to the global decision process. Usually,
the more an agent is involved in supporting the user, the higher is its weight
value. Weights Wk(x) depend on the DMPs. We propose the following formula
to compute the weights Wk(x):

Wk(x) =

∑t=tmx
t=t0

Px,j,k(t)
∑

k′∈K(x)
∑t=tmx

t=t0
Px,j,k′(t)

(3)

Relevance. In this paper, we introduce a new parameter that we call spatial
relevance or simply relevance of an agent. To explain the idea of relevance, let’s
take the following example: consider a linear highway covered by 10 square cells
as in figure 3. Assume that a new user, following the trajectory shown in figure
3, is requesting admission in cell number 0 and that the CAC process involves
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5 cells. Responses from agents number 1, 2, 3 and 4 are relevant only if agent
number 0 can accommodate the user. Similarly, responses from agents 2, 3 and
4 are relevant only if agent 1 can accommodate the new user when it hands off
from cell 0. And the same principle applies to the other agents. This is because
a response from an agent is irrelevant if the user can not be supported until that
agent. We write Φk(x) the relevance of agent k for user x.

�
�
�
�

�
�
�
�

21 3 40

Fig. 3. An example of a highway covered by 10 cells

The relevance depends only on the topology of the considered cellular net-
work. For the linear highway example of figure 3, we propose the following rele-
vance formula:

Φ0(x) = 1 and Φk(x) =
k∏

l=1

(1 +Rl−1(x))
2

(4)

Note that for each k ∈ K(x) we have 0 ≤ Φk(x) ≤ 1. Note also that in eq. 4,
agent j (the agent receiving the admission request) has the index 0 and that the
other agents are indexed in an increasing order according to the user direction
as in figure 3.

The agent computes the sum of Rk(x) × Wk(x) × Φk(x) over k. The final
decision of the call admission process for user x is based on:

D(x) =

∑
k∈K(x)Rk(x) ×Wk(x) × Φk(x)∑

k′∈K(x)Wk′(x) × Φk′(x)
(5)

Note that −1 ≤ D(x) ≤ 1. If D(x) is higher than a certain threshold, we call
acceptance threshold, the user x is accepted; the user is rejected otherwise. The
more higher is D(x) the more likely the user connection will survive in the event
of a handoff.

Agent’s Cooperation. At each time t, an agent j decides if it can support new
users. It decides locally if it can support old users as they have higher priority
than new users. This is because, from a user point of view, receiving a busy
signal is more bearable than having a forced termination. Agent j also sends
the DMPs to other agents and informs them about its new users requesting
admission to the network (step 2 in figures 4, 5). Only those new users who can
be supported locally are included. New users that can not be accommodated
locally are immediately rejected.

At the same time, agent j receives DMPs from other agents and is informed
about their new users requests. Using equation 2, agent j decides if it can support
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theirs new users in the future and sends the responses to those agents (step 3 in
figures 4, 5). When agent j receives responses from the other agents concerning
its own new users, it performs the following for each of these users (step 4 in
figures 4, 5): If it can not accommodate the call, the call is rejected. If the agent
can accommodate the call, then the CA decision depends on the value of D(x)
as computed in eq. 5. A detailed description of the algorithm is presented in [4].
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Fig. 4. Agent’s cooperation for the admission of a user

Figure 4 shows the different steps of agent’s cooperation when processing an
admission request. Figure 5 depicts the admission process diagram at the agent
receiving the admission request and at an agent belonging to the cluster. Because
the admission request is time sensitive the agent waiting for responses from the
agents in the cluster will wait until a predefined timer has expire then he will
assume a negative response from all agents that could not respond in time.

Send DMPs to agents in K(x)

R (x)kReceive from agents in K(x)

Compute D(x)

Receive DMPs from other agents

R (x)kCompute

R (x)kSend to the corresponding agents

D(x) > acceptance threshold ?

Compute r (x,t)k

when he/she comes until when he/she leave ?
User can be supported

Call
can be supported locally ?

can be supported locally ?
Call

Yes

No

admission rejectedadmission accepted

No

admission request

Step 1

Step 2

Step 3

Step 4

Step 4

Yes

Yes No

Step 4
Step 4

The agent receiving the admission request An agent in the cluster

Fig. 5. Admission process diagram

It is worth noting that as the user roams, the corresponding dynamic mobile
probabilities in certain cells will decrease; and as a consequence the bandwidth
allocation made in these cells will also be decreased and eventually released. This
is because a cell makes new reservations for each time slot. If the cell receives
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new DMPs for a user, the reservations are updated with the new requirements.
And if the cell does not receive the DMPs for a user that had some bandwidth
reservation in the past time slot, the cell assumes that it does not make part a
the user’ cluster any more and hence releases the reserved bandwidth.

4 Maintaining a Target Call Dropping Probability

In this section we explain how our algorithm vary the value of the acceptance
threshold to maintain a target CDP value. We assume that each Mobile Switch
Center (MSC), controlling a set of agents in the network, modifies the accep-
tance threshold of the agents it controls in order to maintain a target CDP.
The following is the pseudo-code of the algorithm for adjusting the acceptance
threshold, we will refer to as algorithm 1 in the remaining of the paper.

Algorithm 1: Pseudo-code for adjusting the acceptance threshold Tacc

w = � 1
target CDP �; wobs = w; nA = 0; nD = 0

if a user is accepted
{ nA+ +;
if (nA ≥ wobs)

{
if (nD == wobs/w) {wobs = w; nA = 0; nD = 0;}
else {wobs+ = w; if (Tacc > −1.0) Tacc− = 0.01;}

}
}

if a user is dropped
nD + +;
if (nD > wobs/w) {wobs+ = w; if (Tacc < 0.95) Tacc+ = 0.01;}

The MSC begins by selecting a reference observation window w according to
the target CDP as follows: w = � 1

target CDP �. Note that we do not include the
case where the target CDP is equal to zero, since this one is almost impossible
to achieve and not practical from the provider point of view.
The variable representing the observation window wobs is set to w, and the
number of accepted users nA as well as the number of dropped users nD are set
to zero.

If a new user is accepted in the system then nA is incremented by one. If
we have observed at least wobs accepted users (nA ≥ wobs) then, if the number
of users dropped is equal to the maximum allowed dropping value, we set wobs
to w and set nA and nD to zero and restart from the beginning. If the number
of users dropped is less than the maximum allowed, then we increase wobs and
decrease the acceptance threshold. This means that we will allow more users to
be admitted in the system.
In case a user is dropped then nD is incremented by one. If the number of
dropped users exceeds the maximum allowed value, then we increase wobs and
increase the acceptance threshold. This means that we increase our observation
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window and will allow less users to be admitted in the system.
Note that the proposed algorithm aims to achieve exactly the target CDP.

This can easily be modified to let the actual CDP lay between a maximum and
a minimum allowed values. Note also that the maximum allowed acceptance
threshold is set to 0.95 in algorithm 1 in order for the network to accept a
minimum number of users even if a congestion occurs.

5 Performance Evaluation

We evaluate here our Multi-Agent system with different numbers of agents in-
volved in the CA process. We compare the performance of the scheme in the two
following scenarios:

1. two agents are involved in the CAC process. This scheme will be referred to
as SC1.

2. five agents are involved in the CAC process. This scheme will be referred to
as SC2.

5.1 Simulation Parameters

For simplicity, we evaluate the performance of our Multi-Agent system for mobile
terminals which are traveling along a highway as in figure 3. This is a simplest
environment representing a one-dimensional cellular system. In our simulation
study we have the following simulation parameters and assumptions:

1. The time is quantized in intervals τ = 10s
2. The whole cellular system is composed of 10 linearly-arranged cells, laid at

1-km intervals. Cells are numbered from 1 to 10.
3. Cell 1 and 10 are connected so that the whole cellular system forms a ring

architecture. This allows to avoid the uneven traffic load that will be expe-
rienced by cell 1 and 10 otherwise.

4. Each cell has a fixed capacity of 100 bandwidth units except cells 3, 4 and
5 which have 50, 30 and 50 bandwidth units respectively. This is to create
a local congestion that will remain for a long period. An example of such
case is a temporary increase in the interference level which prevents the cells
from using all their capacity.

5. Connection requests are generated in each cell according to Poisson process.
A newly generated mobile terminal can appear anywhere in the cell with
equal probability.

6. Mobile terminals can have speeds of: 70, 90, or 105 km/h. The probability of
each speed is 1/3, and mobile terminals can travel in either of two directions
with equal probability.

7. We consider three possible types of traffic: voice, data, and video. The prob-
abilities associated with these types are 0.3, 0.4 and 0.3 respectively. The
number of bandwidth units (BUs) required by each connection type is: voice
= 1, data = 5, video = 10. Note that fixed bandwidth amounts are allocated
to users for the sake of simplicity.
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8. Connection lifetimes are exponentially-distributed with a mean value equal
to 180 seconds.

9. We simulate a total of 10 hours of real-time highway traffic, with a constant
cell load equal to 720 new calls/h/cell.

10. The DMPs are computed as in [1].
11. The confidence degree is computed using eq. 1 with n = 3.
12. The relevance is computed using eq. 4.
13. All users with a specific type of service have the same acceptance threshold.

Algorithm 1 is used to adjust the acceptance threshold Tacc of all 10 agents
and the target CDP is 10%. We assume that all 10 agents are under the
control of one Mobile Switching Center. The accepted thresholds for voice,
data and video users are set to 1.7 ∗ Tacc, 1.2 ∗ Tacc and Tacc respectively.
This is to achieve fairness between voice, data and video users. Indeed, if we
use the same acceptance threshold for all users irrespective to their class of
service, very few video users will be admitted to the network. This is because
video users require more capacity than the other users, and hence it is more
difficult to obtain high responses (D(x)).

The following additional simulation parameters are used for the SC1 scheme:

– mx is fixed for all users and is equal to 18. This means that the DMPs are
computed for 18 steps in the future.

– The size of the cluster K(x) is fixed for all users and is equal to 2. This
means that one agent in the direction of the user and the agent of the cell
where the user resides form the cluster.

For SC2 scheme, the following additional simulation parameters are assumed:

– mx is fixed for all users and is equal to 25. This means that the DMPs are
computed for 25 steps in the future.

– The size of the cluster K(x) is fixed for all users and is equal to 5. This
means that four agents in the direction of the user and the agent of the cell
where the user resides form the cluster.

5.2 Simulation Results

In our simulations, a user x requesting a new connection is accepted into a cell
only if the final decision D(x) is above the acceptance threshold corresponding to
the user class of service (voice, data or video). Figure 6 depicts the call dropping
percentage achieved when using scheme SC2. The call dropping percentage rep-
resents the ratio of dropped users to the number of admitted users in the system.
This is the aggregate call dropping percentage including all types of service. We
can notice that algorithm 1 allows the actual CDP to approach the target CDP
by varying the value of the acceptance threshold Tacc.

In figure 7, we compare the percentage of refused calls, given the offered load,
when using scheme SC1 and SC2. We can notice that SC2 refuses less users
than SC1. Indeed, SC2 accepts about 8% more users than SC1. At a first sight,
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this result may seem abnormal. Indeed, scheme SC2 involves five agents in the
CAC decision process (3 more agents than SC1), and thus it is more difficult
for a new user to be admitted by SC2 than SC1. However, as we will see later
in this section, SC2 has the ability to avoid admitting those users who are most
likely to be dropped and can use the saved bandwidth to accept more users who
can most likely be supported.

0 500 1000 1500 2000 2500 3000 3500 4000
0

10

20

30

40

50

60

70

Time (10 sec)

10
0*

R

SC1

SC2

Fig. 7. Percentage of refused calls

Figure 8 shows that SC2 not only accepts more users than SC1 but also
allows for a better resource utilization. In fact, SC2 uses almost 10 bandwidth
units more than SC1. It is worth noting that the low resource utilization experi-
enced by the two schemes is due to the number of video users in the system and
to the assumption that the whole system is controlled by one MSC. The latter
assumption means that when a part of the network experience a congestion, the
whole network is affected by refusing more users (since the MSC increases the
acceptance threshold for all the agents in the network). Although the simulated
one MSC configuration is not likely to happen in the real-world, simulation re-
sults show the potential benefit of using scheme SC2 compared to scheme SC1.

To further compare the two considered schemes, we compute the individual
dropping percentage among the three considered classes of service, namely voice,
data and video. The simulation results are shown in figure 9.
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Fig. 9. Percentage of dropped voice, data and video users

In this figure, we can observe that the two schemes, SC1 and SC2, achieve
almost the same dropping percentage for voice and data users respectively, with
a slightly better performance of SC2 in case of data users. However, SC2 drops
almost 4% video users less than SC1.

As the percentage of dropped users depicted in figure 9 is computed according
to the number of accepted users in each class of service, the comparison will not
be fair if we do not observe the number of admitted users within each class
of service for the two schemes. Figure 10 shows the percentage of refused calls
within each class of service, and figure 11 plotted the number of accepted users
within each class of service when using the two schemes.
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According to figure 10, SC2 refuses less users than SC1 irrespective of users
classes of service. This means that SC2 accepts more users while achieving the
same CDP in case of voice and data users, and that it allows more video users
to be admitted to the network while achieving a lower CDP compared to SC1.
According to figure 11, SC2 accepts about 1500 video users more than SC1 for
the 10 real-time hours considered.
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Fig. 11. Number of accepted voice, data and video calls

The bad performance achieved by SC1 is explained by the fact that this
scheme can not differentiate between those users who can be supported and
those who can not. Its short sight prevents the scheme from being informed
about a far congestion. Thus, the only way for SC1 to reduce the CDP to the
target value is to accept less users in the network, which results in a poor re-
source utilization.

On the other hand, since SC2 involves more agents in the CA process than
SC1, the scheme is able to distinguish between those users who can be supported
and those who are most likely to be dropped due to some congestion. This has
the two following benefits: (1) the scheme can accept more users without sacri-
ficing the CDP; (2) the bandwidth saved from not allowing some “bad” users to
be admitted in the network, can be used to admit more “good” users.

We have conducted several other simulations with different offered loads and
different simulation parameters (such as different mean holding time). The main
observation worth highlighting here is that the two schemes SC1 and SC2
achieve almost the same performance in case of no congestion or in case of a
uniformly distributed congestion. The latter case is less important since it can
be solved off-line by increasing the network capacity. We have observed in the
simulations presented in this paper, SC2 achieves a better performance in case
of a local congestion. The fact that the two schemes achieve the same results in
case of a non congested network or in case of a uniformly distributed congestion
is foreseeable. This is mainly because the responses from the three additional
agents in SC2 (agents 2, 3 and 4 in figure 3) only confirm what the two involved
agents in SC1 (agents 0, 1 in figure 3) have decided.

Of course, SC2 does not have only advantages. As SC2 involves more agents
in the CAC decision process, it induces more communications between base sta-
tions and also requires more processing power than SC1. These resources are
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less critical compared to the wireless network bandwidth. A good compromise is
to use SC1 when the network is not congested and use SC2 when a congestion
is detected. The process of selecting the good scheme is out of the scope of this
paper and is subject to future work.

6 Conclusion

We have described a Multi-Agent system for resource management suitable for
wireless multimedia networks. The proposed system operates in a distributed
fashion by involving, in a call admission decision, not only the agent receiving
the admission request, but also a determined number of neighboring agents. We
also proposed an algorithm that dynamically adjusts users acceptance threshold
to achieve a target call dropping probability. We also presented an analysis of the
comparison between two call admission schemes involving a different number of
agents in the decision process. We have observed that it is worth involving more
agents in the CA decision in case of local congestion. This allows the scheme
to take a more clear-sighted admission decision for new users, hence, achieving
better resource management and quality of service.

In this paper, we have compared the performance of our Multi-Agent system
for resource management when involving two and five agents in the admission
decision respectively. However, our system can involve any number of agents.
We have demonstrated that in some cases it is worth involving several agents in
the admission process. The choice of the number of agents to involve and when
this should happen is an important issue that will be addressed in futur work.
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Abstract. Aloha-type random-access protocols have been employed as
access control protocols in wireline and wireless, stationary and mobile,
multiple-access communications networks. They are frequently employed
by the control and signaling subsystem of demand-assigned multiple ac-
cess protocols for regulating the sharing of a control channel. The latter
is used for the transport of reservation packets requesting the allocation
of channel resources to an active terminal. Such a random access channel
is used, among others, by cellular wireless networks, by two-way CATV
networks (such as those based on the DOCSIS protocol recommenda-
tion), and by demand-assigned satellite networks. The correct design and
sizing of the random access operated control/signaling channel is a criti-
cal element in determining the performance of these networks. Excessive
delays in the transport of signaling messages (induced by too many colli-
sions and retransmissions) lead to unacceptable session connection set-up
times. Consequently, in this paper, we investigate the performance behav-
ior of a random-access protocol when loaded by bursty traffic processes.
The latter exhibit long range dependence (LRD). The LRD traffic flows
are modeled here as multiplicative multifractal processes. The random
access protocol is modeled as an Aloha channel with blocking. Parame-
ters are defined to characterize the protocol behavior. We demonstrate
that the burstiness feature of the traffic processes, rather than their LRD
character, is the essential element determining the performance behavior
of the protocol. When the loading traffic process is not very bursty, we
show that the performance of the random-access channel can be better
than that exhibited under Poisson traffic loading; otherwise, performance
degradation is noted. We demonstrate the impact of the selection of the
protocol operational parameters in determining the effective performance
behavior of the random-access protocol.

1 Introduction

In the currently operating mobile, satellite, and other communications networks,
Aloha-based random multiple access schemes have been extensively used espe-
cially for scenarios where the activity factor of sources is low and low packet
delay is a primary requirement. Random access schemes have also been exten-
sively used for regulating access into control (or order-wire type) channels for
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the transmission of reservation packets, as is the case for cellular wireless net-
works. It is essential to design such networks to yield acceptable packet delay
performance to ensure that users are allocated network resources in a timely
manner to satisfy their required quality of service (QoS) performance level.

The input traffic process for an Aloha-based channel is typically modeled
as a Poisson process. Formulas have been developed to describe the channel’s
throughput and delay performance and are used for network dimensioning pur-
poses. Recently, it has been observed that measured network traffic data often
possess the long-range-dependent (LRD) property. Such traffic processes include
LAN traffic [1], WAN traffic [2], variable-bit-rate (VBR) video traffic [3], and
WWW traffic [4]. Furthermore it has been shown that the LRD property has
a profound impact on the performance of a network. For example, Norros [5]
has shown that the queue length tail distribution under the fractional Brownian
motion traffic model follows an Weibull distribution instead of an exponential
distribution for a queueing system under Poisson or Markovian traffic input.
Erramilli et al. [6] have shown that the mean delay time for a queueing system
driven by some actual LAN traffic is much worse than a queueing system driven
by certain traffic processes obtained by shuffling the order of packet arrivals
of the measured traffic process in such a way that the marginal distribution
of the constructed traffic is the same as that of the measured traffic while the
long-range-correlations are lost. Gao and Rubin [7] have shown that a Poisson
model often underestimates buffer size or delay time statistics by several orders
of magnitude compared to a queueing system driven by actual traffic trace data.

With LRD traffic measured in many data networks, one expects the aggre-
gated traffic loading an Aloha-based channel to also possess such properties. Fur-
thermore, one expects such LRD properties to have a significant impact on the
performance of Aloha-based channels as well. This issue has been recently stud-
ied by Aracil and Munoz [8] and by Harpantidou and Paterakis [9]. By employing
LRD real Telnet packet arrival processes as input traffic, Aracil and Munoz have
found that the Aloha channel actually performs much better than that loaded
by a Poisson traffic. A similar result has been obtained by Harpantidou and
Paterakis, by employing a simple LRD traffic model with Pareto-distributed in-
terarrival times as their input traffic. These results are quite the opposite of
those presented by Norros [5], Erramilli et al. [6], and Gao and Rubin [7]. This
situation, and the ensuing importance of the model in many applications, mo-
tivate us to carefully study the performance of Aloha channel loaded by LRD
traffic.

A key issue in traffic engineering in general and LRD traffic study in partic-
ular is the characterization of the burstiness of network traffic. An LRD traffic
process is characterized by the Hurst parameter 1/2 < H < 1 [1,3]. H charac-
terizes the persistence of correlations in a traffic process and is often interpreted
as an effective indicator of the burstiness of traffic [1]. Recently we have found
that although an LRD traffic process is sometimes very bursty, a burstier LRD
traffic is not necessarily associated with a larger value for the Hurst parameter
[10]. We show here that what really matters for the performance of an Aloha
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channel is not the LRD nature, but the burstiness level, of the traffic. For this
purpose, we employ a multiplicative multifractal traffic process [7,10-16] as an
LRD traffic model, since multiplicative multifractal traffic processes have very
well defined burstiness indicators. In this paper, we show that when the LRD
traffic is not very bursty, then the performance of the random-access channel
can be much better than that produced under Poisson traffic loading; other-
wise, a distinct performance degradation takes place. In light of these results, we
can conclude that neither the LRD Telnet arrival processes used by Aracil and
Munoz [8] nor the Pareto traffic processes used by Harpantidou and Paterakis
[9] are very bursty. In fact, by re-examining the latter paper, we have found
that in constructing the Pareto traffic model, Harpantidou and Paterakis have
deliberately selected the parameters for the Pareto traffic model in such a way
that the modeled traffic becomes less and less bursty when the channel loading
gets heavier.

The second purpose of this paper is to determine the desirable range for
the selection of key parameter values for the random-access algorithm. This is
performed to tune-up the algorithm to operate effectively under multifractal
traffic, under a wide range of burstiness level conditions.

The rest of the paper is organized as follows. In Sec. 2, we describe the Aloha
system adopted here and the multiplicative multifractal arrival traffic model. In
Sec. 3, we first study the performance of the Aloha system under Poisson traffic,
for purposes of comparing it with the same system loaded by multifractal traffic.
We also examine the dependence of the performance of the system on different
parameters. We then study the performance of the random-access scheme under
multifractal traffic loading, assuming a wide range of burstiness levels. Finally,
we draw conclusions in Sec. 4.

2 The Multi-access Scheme and the Arrival Traffic Model

2.1 Slotted Aloha System with Blocking

The system studied here is the slotted Aloha multiple-access communication
channel driven by a large (theoretically infinite) number of identical users. The
aggregated traffic, with mean arrival rate λ, is modeled as a multiplicative multi-
fractal process, which will be described shortly. Each terminal handles at most a
single packet at a time. All transmitted packets have the same length. A packet
transmission requires a single time slot. If only one user transmits a packet in a
given time slot, the packet is assumed to be correctly received by the receiver. If
two or more terminals transmit packets in the same time slot, then a destructive
collision occurs. For simplicity of the implementation of the system, we assume
that what is detectable in a given time slot is whether the packets transmitted
during the slot collide or not. The number of colliding packets is not a given
observable.

The system works as follows (see the schematic of Fig. 1). A ready terminal
transmits its packet at the start of a time slot. The system detects how many
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time slots experienced collisions during the most recent W time slots. If, at a
given time slot, this number of collisions, NCS(W ), exceeds a threshold value,
TH, then with probability Pb, each ready terminal is blocked during this time
slot. The blocked terminal discards its packet. Non-blocked ready terminals are
permitted to transmit their packets at this time slot. The latter packets are
checked to confirm whether their transmissions resulted in a collision. If no
collision is incurred, the transmission is declared successful. Otherwise, a collision
has occurred. The collided packets are scheduled for retransmission at a later
slot that is selected by using a uniform redistribution over a subsequent window
of length L (slots).

Next we describe the traffic model for the packet arrival process.

Fig. 1. Schematic of the random multi-access scheme.

2.2 The Multiplicative Multifractal Arrival Traffic Model

We consider the interarrival times for the aggregated traffic representing the
overall arrivals of packets to the system. Note that for the Poisson traffic model,
the interarrival times are assumed to be exponentially distributed. Here we em-
ploy a multiplicative multifractal traffic model, as developed by us [7, 10-16].
The model is described as follows.

Construction rule: Consider a unit interval. Associate it with a unit mass.
Divide the unit interval into two (say, left and right) segments of equal length.
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Also partition the mass into two fractions, r and 1−r, and assign them to the
left and right segments, respectively. The parameter r is in general a random
variable, governed by a probability density function P (r), 0 ≤ r ≤ 1, which is
symmetric about r = 1/2. The fraction r is called the multiplier, and P (r) is
called the multiplier function. Each new subinterval and its associated weight
(or mass) are further divided into two parts following the same rule (Fig. 2).
The weights calculated at stage N are employed to model the interarrival
time series of the aggregated traffic.

Fig. 2. Schematic of the construction rule

Among the most interesting properties of multiplicative multifractal pro-
cesses are [10,14]:

– Mq(ε) = E(
∑2N

n=1(wn(N))q) ∼ ετ(q), where wn(N) is a weight at stage N,
ε = 2−N , and τ(q) = − ln(2µq)/ ln 2. This property says that multiplicative
processes are multifractals.

– The weights at stage N >> 1 have a log-normal distribution. We note that
among the four different types of distributions, normal, lognormal, exponen-
tial, and Weibull distributions, the lognormal distribution is found to be the
best in describing certain features of WWW traffic such as page size, page
request frequency, and user’s think time [17].

– Ideal multiplicative multifractals have the LTD property, with the Hurst
parameter given by 1/2 < H ≤ − 1

2 log2 µ2 < 1.

Since P (r) is symmetric about r = 1/2, the mean value for the weights at
stage N is 2−N . In order to obtain an aggregated traffic with mean arrival rate
λ, we can simply choose the length of the time slot to be 2−Nλ.
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For simplicity, we choose the multiplier distribution to be Gaussian:

P (r) ∼ e−α(r−1/2)2 . (1)

Parameter α determines the burstiness of the traffic: the larger the value of α,
the less bursty the traffic is [11]. Typically, we generate a multifractal process
by iterated computation till stage N = 20, so that the number of weights at our
disposal is about one million.

Since the concept of the burstiness of the traffic plays a key role in this study,
we first quantitatively determine how bursty a multifractal traffic process (with
given α) is. For this purpose, we consider a single server FIFO queueing system
with an infinite buffer. We then drive the queueing system by the multiplicative
multifractal traffic and compute the queue tail size distribution. We choose the
complementary queue length corresponding to the 99.99-percentile tail value as
our effective measure for the burstiness of the traffic. Such a procedure can of
course also be carried out for Poisson traffic. We can then normalize the 99.99
percentile of the complementary queue length for the multifractal traffic by that
for Poisson traffic. Fig. 3 shows the result. We note several interesting features

Fig. 3. The ratio of the 99.99 percentile of the complementary queue length for a FIFO
queueing system with multifractal traffic and that with Poisson traffic. The six curves,
denoted as (1) to (6), from top to bottom, correspond to α = 10, 30, 50, 100, 400, and
1000.

revealed by the figure: (i) The multifractal traffic is more bursty when α is
smaller; (ii) In terms of absolute burstiness, all the multifractal traffic processes
studied here are much more bursty than the Poisson traffic; (iii) In terms of the
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rate of change of the burstiness, Poisson traffic can induce a higher such rates
of change when compared to not very bursty multifractal traffic processes. This
phenomenon is elucidated by the downward-trending portion of curves (4)-(6)
in Fig. 3.

3 Performance of the Aloha System

In this section, we study the performance of the Aloha channel under different
parameter values. We employ five parameters: the burstiness parameter α; the
window size W ; the threshold value TH for determining if blocking takes place;
the blocking probability Pb; and the window size L for redistributing the trans-
missions of the collided packets. For simplicity, we fix L = 10 for the illustrative
cases presented in the following. To better understand the performance of the
Aloha system under multifractal traffic, we first exhibit the performance of the
system under Poisson traffic. We shall only compare the best performance for
the channel under Poisson traffic and that under multifractal traffic. Hence, the
parameter set for the system under Poisson traffic may be different from that
for the system under multifractal traffic.

3.1 Performance of the System under Poisson Traffic

Under the assumption that the arrival traffic is Poisson and the total aggregated
traffic, which represents the superposition of new and retransmitted message
process, is also Poisson, we state the well-known throughput formula:

s = Ge−G , (2)

where s is the normalized throughput and G denotes the total channel loading
rate.

Assuming a window size of W = 20, our simulations indicate that a good
selection for the threshold level is TH = 10. Fig. 4 shows the throughput vs.
channel loading (G) performance curves under three selected values for the block-
ing probabilities, Pb = 0.1, 0.25, and 0.5. The thin solid curve is generated by
using Eq. (2). We observe that all three dash-dot curves lie below the thin solid
curve, indicating that the throughput of the system under Poisson arrival traffic
is actually slightly lower than that predicted by Eq. (2), under the selected set
of parameters (noting also that L is limited to a range of 10 slots). We note
that when Pb is small, such as 0.1, the throughput of the system becomes highly
degraded as the loading rate increases. When Pb is increased to a level such as
to 0.25, the realized throughput level is distinctly improved. However, when Pb

is further increased to a blocking level of 0.50, the total channel loading ends at
0.7 rather than continuing to 2.0, due to heavy blocking. Since in this case, the
maximum throughput level achieved is only slightly lower than that attained for
Pb = 0.25, hence, this parameter value is also considered usable. As Pb is further
increased, the maximum throughput level gradually continues to decrease.
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Fig. 4. The throughput s vs. the total channel loading G curves under Poisson traffic.
The top most solid thin line is generated from Eq. (2). The other three curves, denoted
as (1), (2) (both dash-dot curves), and (3) (solid thick curve), correspond to Pb = 0.1,
0.25, and 0.5, respectively.

Packet delay time statistics also serve as important performance measures
for an Aloha system. To assess the packet’s delay performance, we examine the
number of retransmissions incurred by a packet until it is successfully transmit-
ted. In Fig. 5(a-c), we show the behavior of the 90-percentile of the number of
retransmissions, NRet(90%), vs. the total channel loading G, under Poisson traf-
fic loading, for parameter values corresponding to the three curves exhibited in
Fig. 4. It is interesting to note that the delay performance under Pb = 0.1 is worse
than that observed for Pb = 0.25 in terms of both the realized throughput level
(Fig. 4(a,b)) and the attained delay performance, as expressed by NRet(90%).
For Pb = 0.50, however, an improved delay performance is observed, as ex-
pected, due to the high blocking level. Under the assumed conditions, we note
that designs (2) and (3) of Figs. 4-5 yield good performance behavior.

Note from Fig. 5(d), in comparison with Fig. 5(b), that as the threshold level
is increased (from TH = 10 to TH = 12), message delay performance somewhat
degrades. Similar throughput performance has been noted by us for the two cases
(not shown for (d)).

3.2 Performance of the System under Multifractal Traffic

First we fix α = 100 and study the performance of the system under different
parameter values for TH, W , and Pb. We find by numerical simulations that a
good selection of (TH, W ) is (7, 20). It turns out that for not too high channel
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Fig. 5. The 90 percentile of the number of retransmissions vs. the total channel loading
G curves for Poisson traffic: (a) Pb = 0.1, and (TH, W ) = (10, 20); (b) Pb = 0.25, and
(TH, W ) = (10, 20); (c) Pb = 0.5, and (TH, W ) = (10, 20); and (d) Pb = 0.25, and
(TH, W ) = (12, 20).

loading conditions, this parameter combination also works very well for the other
studied α parameter values. Since an Aloha channel is designed to work for not
too high loading conditions, we thus fix (TH, W ) to be (7, 20) in the rest of the
paper.

Next, we study the dependence of the performance of the system on the block-
ing Pb parameter. Fig. 6 shows the throughput s vs. the total channel loading
G for four different Pb values. For comparison, the curve generated from Eq. (2)
is also plotted as a dashed curve. We observe that for low loading conditions,
the throughput level is larger when the system is loaded by multifractal traffic
(than that loaded by Poisson traffic), irrespective of the blocking probability Pb

value. Under high loading conditions, the performance of the system loaded by
the LRD traffic process remains much better than that experienced under Pois-
son traffic loading, if suitable Pb values (0.4 and 0.6, corresponding to curves (2)
and (3) in Fig. 6) are used.

It is interesting to note that a good selection of a Pb level under multifrac-
tal traffic loading with α = 100 is higher than that used under Poisson traffic
loading. When the multifractal traffic process becomes more bursty (correspond-
ing to smaller α values), we find that the optimal Pb level has to be increased
gradually.

Fig. 7 shows NRet(90%) vs. total channel loading curves for the four Pb

values studied in Fig. 6. We observe that typically when the blocking level Pb is
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Fig. 6. The throughput s vs. total channel loading G curves for the Aloha system
under multifractal traffic with α = 100: (1) Pb = 0.2, (2) Pb = 0.4, (3) Pb = 0.6, and
(4) Pb = 0.8.

increased, the delay performance is improved. In a satellite network, for example,
NRet(90%) is many times required to not exceed 2 (or a similarly small value, due
to the high retransmission delay involved) for not too high loading conditions.
Under such a criterion, a value of Pb = 0.6 is most preferred. Re-examining
Fig. 6, we find that this Pb value also produces good throughput behavior.

Now that we have demonstrated the performance of the system under dif-
ferent values for the TH, W and Pb parameters, we study the performance of
the system under multifractal traffic loading processes characterized by differ-
ent burstiness levels, as expressed by their different corresponding α parameters.
Fig. 8 shows system throughput s vs. total channel loading G performance curves
for five different α levels. It is clearly noted that the attained system through-
put behavior critically depends on the selected value for the loading process
burstiness parameter α value. When the multifractal traffic is not very bursty
(α ≥ 100), the throughput performance of the system under multifractal traf-
fic loading is noted to be much better than that attained under Poisson traffic
loading. However, when the loading LRD traffic process becomes highly bursty,
as is the case when we set α = 30 or 10, the throughput performance exhibited
under multifractal traffic is much worse than that attained under Poisson traffic
loading.

The delay performance for the system when loaded by multifractal traffic
processes, corresponding to the conditions used for Fig. 8 (except for the case
corresponding to α = 100, which is shown in Fig. 7(c)) is shown in Fig. 9. We
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Fig. 7. The 90 percentile of the number of retransmissions vs. total channel loading
G curves for the system under multifractal traffic with α = 100: (a) Pb = 0.2, (b)
Pb = 0.4, (c) Pb = 0.6, and (d) Pb = 0.8.

observe that for not too high loading conditions, NRet(90%) is less than or equal
to 2 (the delay statistics for α = 400 for low loading conditions is not sufficient
for the computation of NRet(90%). In other words, such a delay requirement for
α = 400 is automatically ensured).

Finally, we examine the behavior of the system’s attained total blocking
probability levels when the system is loaded by a multifractal traffic process,
under a wide range of burstiness levels. Fig. 10 shows the corresponding blocking
performance results. We observe that the blocking probability is larger when the
loading process is burstier, with the blocking level attained for α = 400 being
similar to that exhibited under Poisson traffic loading. Comparing curves (5)
shown in Fig. 8 and Fig. 10 with corresponding curves presented by Aracil and
Munoz [8], we conclude that the traffic used in [8] is much less bursty than a
multifractal traffic process with α = 400.

4 Conclusions

In this paper, we have studied the performance of a random-access scheme when
loaded by an LRD traffic loading process. The LRD traffic process is modeled as a
multiplicative multifractal process. The random access scheme is the prototypical
Aloha channel with blocking. Five key parameters are introduced to characterize
the scheme. We show that the key performance features of the random-access
protocols are determined by the burstiness level of the loading traffic process and
not solely by its LRD character. We demonstrate that when the LRD loading
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Fig. 8. Throughput s vs. total channel loading G curves for multifractal traffic. The 5
curves, from bottom to top, denoted as (1) to (5), correspond to α = 10, 30, 50, 100,
and 400. The dashed curve is generated from Eq. (2).

Fig. 9. The 90 percentile of the number of retransmissions vs. total channel loading G
curves under multifractal traffic with different α values.
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Fig. 10. Blocking probability PB vs. total channel loading G curves. The 5 solid curves,
from top to bottom, denoted as (1) to (5), correspond to multifractal traffic processes
with α = 10, 30, 50, 100, and 400. The dashed curve is for Poisson traffic loading.

process is not very bursty, the multiple-access protocol can yield better perfor-
mance than that exhibited under Poisson loading conditions. In turn, significant
performance degradations are observed when the system is loaded by LRD pro-
cesses characterized by higher levels of burstiness. We further show that the
parameters of the protocol must be tuned-up carefully to yield efficient perfor-
mance behavior.
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Abstract. Video traffic compressed with variable bit rate coding scheme
is known to possess high variations and multiple time scale characteris-
tics. This property makes parsimonious video modeling a difficult task.
A possible way of describing this traffic is via self-similar models, which
also produce high variations on many time scales. However, these are
general traffic models and do not represent many important characteris-
tics of video. In this paper we show that video traffic has well-separable
time scales. Based on this result, a new model is presented, which is
capable of capturing the main properties of VBR video. The concept is
scene-oriented, while a larger time scale - called epoch - is introduced.
The main contribution of this paper is that the presence of multiple time
scales seem to be the real reason for the slowly decaying autocorrelation
function rather than heavy tailed level durations. Finally, the application
of the model is shortly discussed for dimensioning, admission control and
simulation purposes.

1 Introduction

The emerging multi-service architectures speed up the widespread adoption of
video applications in communication networks. Streaming video – in which view-
ers can begin watching content almost as soon as it starts downloading – is now
developing as a mainstream technology on the Internet. Wireless networks like
GPRS and UMTS will offer mobile users a convenient way to access these ser-
vices. However, the efficient support of high quality video services over packet
switched wireline or wireless channels is still a challenging task.
Modern effective coding standards use hybrid coding (e.g., MPEG, H.263,

H.263+) which comprises lossy intraframe coding and motion compensation to
exploit both spatial and temporal redundancy. In this paper MPEG-4 traces
are analyzed, since - due to the similarity of the coders - the results can be
generalized straightforward to MPEG-2 or H.263 traffic and they also serve as a
basis for understanding the bandwidth requirement of compressed video streams.
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There are different coding schemes that can be used depending on the actual
application (e.g., constant bit rate, variable bit rate, adaptive rate coding). This
paper is concerned with the variable bit rate (VBR) scheme, which provides
the best compression for given image quality. Although, from the point of view
of performance analysis, it is not easily tractable due to its high variability on
many time scales.

There are a number of different approaches that can be found in the liter-
ature. In the discrete autoregressive DAR(1) model [10] a finite-state Markov
chain is used to generate the sequence of the number of bits associated with
each video frame. This process stays at a constant level for geometrically dis-
tributed period, then steps onto another level independently of the current state.
The transition matrix of this Markov chain is composed of identical rows equal
to the marginal frame size distribution. The use Markov Modulated Process
[17] is similar to the previous approach, but it is extended by state-dependent
transitions and varying bit rate during the scenes. Clearly, this model requires
quantized average scene bit rates. In addition, the number of quantization levels
can not be large because all of the elements of the transition matrix must be
estimated from the trace. Another type of models [6], [11] capture the marginals
and the autocorrelation function (ACF) of a video trace. In this case, video
traffic is modeled as a self-similar process. The frame (or group of pictures)
size distribution can be arbitrary (in [6] it is a mixture of Gamma and Pareto
distributions), while the correlation structure is caught through the Hurst pa-
rameter. Thus, beside the marginal distribution, only the Hurst parameter needs
to be estimated, which determines the decay rate of the autocorrelation func-
tion. The shifting level process (SLP) (also called space-time renewal process) is
a very simple model [5], [16], [7], [8]; it consists of constant bit rate levels, which
may represent the scenes. Both the mean and the length of these levels are
independent, identically distributed random variables. By choosing the length
distribution appropriately, any ACF structure can be captured [12]. Thus, the
process is completely described by two distributions. In [14] the compound ACF
behaviour is captured by a special family of functions, the stretched exponen-
tial, instead of polynomial (long range dependence) or exponential (Markovian).
The video model with such a correlation structure is based on M/G/∞ input
process, where the actual bit rate is proportional to the number of customers
being in the M/G/∞ system. By varying G many forms of time dependence can
be displayed, while it affects the bit rate marginal distribution only through its
mean. The marginal will be Poisson distribution, which is further transformed
into the appropriate frame size distribution.

The temporal behaviour of a VBR coded video has always been the most
debated question in the literature. Its bandwidth requirement is often regarded
as a long range dependent (LRD) process because of its slowly decaying auto-
correlation function. Thus, traditional short range dependent Markovian models
may fail to predict QoS parameters in certain circumstances [6]. In [18] the use
of LRD models is questioned in the context of realistic traffic engineering, i.e.,
using short network buffers.
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A simple Markovian model is indeed able to capture only one time scale.
The scene level characteristics of video is a well known property, which also has
an obvious physical meaning (i.e., scene cuts in a movie). However, the Markov
chain driven scene levels are still not descriptive enough for the whole video
trace. Therefore, self-similar models are used, which are able to capture infinite
number of time-scales. In that model the marginals and autocorrelation functions
are properly matched to the video trace. This approach is not necessarily effective
due to the following reasons:

– there is no physical meaning of the parameters and the model provides no
support about how to change them for different video traces and coding
standards;

– without the actual trace there is no way of estimating the parameters;
– very different video traces may have similar models;
– when estimating the ACF the traces were assumed to be stationary which
may not be true [15];

– second order statistics may be irrelevant from the queueing point of view
[12,2].

In the light of these criteria, we propose a model in which the time scales of VBR
video are explicitly represented, having a physical meaning for each of them. The
model is scene-oriented, but a larger time scale – called epoch – is introduced.
This result suggests that the large tail of the ACF is not necessarily due to the
heavy tailed level durations (e.g. scenes), but seems to be the sign of large time
scale level shifts.
The paper is organized as follows. In Section 2 the structure of the examined

MPEG video traffic is described. Section 3 contains the scene level analysis,
while in Section 4 the epoch concept is introduced and validated. In Section 5
we look at three application areas of this model, i.e., dimensioning, admission
control and simulations. Section 6 concludes the paper.

2 MPEG Video Structure

The modeling approach in this paper is intended to describe the common prop-
erties of all of the widely used hybrid coding standards, rather than a specific
coding standard. Hybrid coding, like MPEG or H.263, comprises lossy intraframe
coding and motion compensation to exploit both spatial and temporal redun-
dancy. The subject of the actual investigation is a set of VBR MPEG-4 traces
taken from [4]. Similar results were obtained for the traces of Rose [17].
A standard MPEG encoder generates three types of compressed frames. I-

frames are compressed using intra frame information only. P-frames are coded
similarly to I-frames but with the addition of motion compensation with respect
to the previous I- or P-frame. B-frames are similar to P-frames except that
the prediction is bidirectional. Typically I-frames are the largest followed by P-
frames, while B-frames require the lowest bandwidth. After coding, the frames
are arranged in a deterministic order, which is called group of pictures (GOP,
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e.g., ’IBBPBBPBBPBB’). The GOP pattern is not specified by the standard and
coders may use different patterns for subsequent GOPs. However, since many
sequences are being coded with regular GOP patterns (often to simplify the
codec design), developing a traffic model for such sequences has its merits.
There are two main levels of modeling: frame level and GOP level. The

former attempts to catch the size of each frame, while the latter takes a GOP as
a whole and is not interested in the individual frame sizes. In order to eliminate
the deterministic alternation of frame types, this paper is concerned with the
GOP level, thus making the model independent of the MPEG coding scheme.
The model can then be further refined to frame level.

3 Scene Level Analysis

It has been observed by many authors (e.g., [10], [12]) that the fluctuation of
frame sizes exhibit different behaviour at different time scales. Within small lo-
cality, I-frames have relatively small fluctuation about some average level, which
itself varies at larger time scale. These level shifts are usually attributed to scene
changes [5]. The scene can be defined as a portion of video without sudden
changes in view. Such behaviour can be captured using a mean-nonstationary
time series or some kind of modulated process. These models are called scene-
based models. Incorporating the ’scenic’ component in the traffic model gives its
predictions a physical meaning.
A simple implementation of such a model is the Shifting Level Process (SLP),

which consists of constant bit rate levels. The bit rate Yi and the duration Ti

of these levels are independent, identically distributed random variables. The
GOP size is clearly distributed according to Y . It has also been shown [12] that
the ACF ρk is exactly equal to the integrated tail of the renewal distribution
function FT . That is

ρk = 1− 1
m

k∑

u=0

(1− FT (u)),

where m is the mean scene length. One can see that, despite the simple structure
of the SLP, it provides an arbitrarily exact match of the first- and second-order
statistics. Thus, it is able to match subexponential ACF and to capture long
range dependence. The model can be extended to involve bit rate variations
during scenes. This modification has little impact on the tail characteristics of
the ACF. According to this reasoning the slow decay of the ACF is due to the
heavy tailed scene length distribution. However, our investigations show that the
scene durations follow Weibullian distribution with a mean of 2-3 seconds.
In order to obtain scene statistics one has to find scene boundaries in a trace.

To make the estimation of the distribution robust, two different methods were
used for this purpose. The first one was performed with change point detection
using the trace data. In this case, the well known intra-coded Star Wars movie
was used, since this coding scheme provides more reliable basis for scene change
detection. In the second case, the scene identification was performed on the basis
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Fig. 1. Q-Q plot for the two different types of scene length estimates and the scene
length distribution with a Weibullian approximation on a log-log scale

of a real MPEG source (the movie Matrix) instead of its trace. The frames were
decoded and the difference of the luminance bitmaps of every two consecutive
frames was stored. This is a visual identification and is supposed to be more
reliable than the frame size based method. Figure 1 shows that the character of
the two empirical distributions are surprisingly similar, despite that two different
movies were processed by two different methods. This validates the obtained
result. The tail of the scene length distribution can also be seen in Figure 1 with
its Weibullian approximation.
The fact that scene bit rates are not independent can be easily checked: by

shuffling the scenes in a video trace the time dependence structure is destroyed.
Grasse et al. [7] suggest that the Yi and Ti processes should be modeled by
fractionally differenced white noise passed through an ARMA(1,1) filter. This
solution, however, results in a general traffic model beyond the scene level, with
little physical meaning of the filter parameters.

4 Epoch Time Scale

After extensive statistical and graphical tests [1] concludes that video traffic
exhibits long range dependence, which is very important from the point of view of
queueing behaviour. When calculating the empirical autocorrelation function of
several traces, one may see that the tail behaviour is really far from exponential.

Figure 2 shows the empirical ACF of the Star Wars trace. It can be seen [6]
that the initial part of the curve can be accurately matched to an exponentially
decaying function, but only up to 5-10 sec lag. Beyond that it decreases slower
than exponentially, up to c.a. 40 sec lag. It then adopts a quite erratic behaviour
decaying toward zero but extremely slowly. This composite shape of the ACF
(i.e., exponential start and slow decay later) is a property of many other video
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traces, as well, suggesting the property of long range dependence. This long time
dependency is often explained by the heavy tail of scene lengths (e.g., Pareto
distribution). Although our statistical analysis reinforces the subexponentiality
of scene length duration, it does not seem the main cause of the large tail of the
autocorrelation function, since the tail of the ACF is not simply slowly decaying
but remains high (∼0.4) for large time lags, beyond the scene time scale.
In our concept the complex behaviour of the ACF is due to the presence of

multiple time scales instead of heavy tailed level durations. Analyzing the VBR
video traces one can observe that the level shifts, which are the characteristics
of the scenic behaviour, appear on a larger time scale, as well (Figure 3). These
long term level shifts constitute the modulating process of the scene level process.
These larger time scale levels – we called them epochs – are introduced, which
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Fig. 3. Level shifts on large time scale in the GOP trace of the movie MrBean



A Practical Model for VBR Video Traffic with Applications 91

0 50 100 150 200 250 300

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ACF of the epoch level

0 50 100 150 200 250 300

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ACF of the scene level

0 50 100 150 200 250 300

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ACF of the GOP level

0 50 100 150 200 250 300

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Orig. trace ACF
Weighted average

Fig. 4. The ACF of the epoch, scene, GOP levels and the ACF of the trace (GOP
numbers, up to 150 sec)

serve as an explanation for the large tail of the ACF. Therefore, our model has
3 level characteristics (the index i refers to the GOP number):

– GOP size variation during a scene Ni;
– level shifts due to scene changes Si;
– level shifts due to epochs (a group of scenes) Ei.

Si and Ni are zero-mean processes. The GOP trace Ti is then simply the sum
of the three level processes: Ti = Ei + Si + Ni. Note that this concept con-
tains no specific information about the size or duration distributions, or about
the correlation structure of the individual level processes. Moreover, long range
dependency is not a requirement to produce the desired ACF function.
The hypothesis that Ni, Si and Ei are independent is not completely true,

but it proved to be a reasonable modeling assumption. The weighted average
of their ACFs gives the ACF of the whole trace, as can be seen in Figure 4.
This structure explains the quickly decaying start (due to Si and Ni) and the
slowly decaying tail (due to Ei), which has also been observed by several authors
[6]. The stochastic behaviour beyond some time lag may be the result of non-
stationarity, i.e., the epoch process varies too slowly to be evaluated from a
”short” 1 hour trace.
The concept of defining epochs in a movie has some practical rationale, since

consecutive scenes may be filmed in a similar environment and background.
Thus, this modeling approach is based on the real traffic behaviour, and it is
probably easier to generalize to other coding schemes. On the other hand, level
shifts on the large time scale mean sudden jumps in bandwidth requirement
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Fig. 5. The ACF of a ”stationary” soccer video

instead of slow changes. This can be a significant property in adaptive envi-
ronments, like, e.g., TCP background traffic, WCDMA or measurement based
admission control. Finally, the three-level model is supported by the fact that
movie traces always possess large ACF tail (up to even 400 sec lag), while those
TV broadcasts that contain ”stationary” environment, like tennis or football,
have significant tail only up to ∼20 sec lag, as can be seen in Figure 5. This
phenomenon indicates that the epoch time scale in this video type is missing.
This means that the distribution of the epoch mean is already meaningful and
can be used as a video traffic descriptor. (One can also see that the negative
correlation values of Figure 4 have also disappeared in Figure 5, since these were
the result of making empirical averages for the level processes.)
The next step is characterizing the three level processes. As mentioned above,

the marginal distribution of the epoch level Ei is the main descriptor of a VBR
video. On the other hand, the temporal behaviour of Ei is of no importance
at all in most of the applications. In particular, it is not interesting from the
queueing point of view, since this time scale is too large to be smoothed in a
buffer of reasonable size [9].
The scene level process Si can already be smoothed in case of streaming video

applications (e.g., video on demand or Internet streaming applications), where
a delay of 10-20 sec is allowed. We have not developed a parsimonious model for
this process yet, but a short example shows that despite the Weibullian scene
length distribution, a Markovian model may be an appropriate description. The
process Si is quantized to 50 levels and a 50 state Markov chain is fitted to Si

(note that it is not for modeling purpose, only for demonstration). The queue
tail distribution of the original trace Si and a randomly generated trace S∗

i is
illustrated in Figure 6 for different service rates on logarithmic scale.
The GOP level process Ni is similar to Si but appears on a smaller time

scale. It should be accounted for in case of low-delay video applications.
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5 Applications

Dimensioning for streaming video. In this application the GOP time scale
process Ni is not necessary to appear in the model, since its average is approxi-
mately zero on 4-5 sec interval, while the smoothing buffer is typically larger. The
epoch process Ei affects the bandwidth requirement only through its marginal
distribution. After some analysis of the 20 available video traces the Gamma
distribution seems to be a good conservative approximation (see Figure 7). For
the estimation of the traffic description parameters a large video database should
be used. The required capacity can be calculated separately for the epoch level
processes (with bufferless multiplexing) and the scene level processes (effective
bandwidth with a given buffer [13]).

Admission control for streaming video. Based on the above reasoning
a robust admission control method can be constructed [3]. While a simple mea-
surement based admission control (MBAC) is not a reliable method for VBR
video traffic due to its long term variations, a compound, measurement based
and parametric admission control is already suitable. While the bursts coming
from the scene time scale (and GOP) bit rate variations can be buffered and
thus, its temporal behaviour must be accounted for by the measurement based
scheme, the large time scale variation affects the bandwidth requirement only
through its marginal distribution. The two time scales can be separated in real-
time by applying moving average. Thus, the algorithm is measurement based on
small time scales and parametric on the large time scale.

Video traffic simulations.With the proposed model it is possible to gener-
ate video traces for simulations that have similar characteristics to the real video
traffic. The main impact of the model on packet level simulations is that the large
time scale variation actually appears as level shifts. This causes a sudden jump
in the bandwidth requirement occasionally. These level jumps may have serious
effects on the performance of adaptive background applications, like TCP or
adaptive video. In these applications, besides the bandwidth oscillation, it also
causes bursty packet losses.
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6 Conclusion

VBR video traffic is known for its high correlation on large time scales. In this
paper we argued for multiple time scale video models instead of long range de-
pendent models. We described a modeling approach which explicitly captures
the time scales of video traffic. The model is scene-oriented, but large time scale
level shifts are introduced, called epochs. This time scale process has a physi-
cal meaning and can be used for parsimonious characterization of video traffic.
The model also explains the compound structure of a typical video traffic auto-
correlation function without the use of long range dependent models. Although
the model has a composite structure, certain time scales are irrelevant in the
performance analysis, thus, it remains parsimonious for a given application. In
particular, the time scales beyond the epoch levels and their temporal behaviour
is of practically no importance. Examples were also shown that the model can
be used in a wide range of applications.
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Abstract. Real-time video communication over a packet switching network is
subject to losses and errors. In few networking environment, a partially reliable
transport service based on error control by retransmission is a possible option.
We propose a retransmission-based correction scheme which is driven by the
time remaining for the data delivery and also by the importance of artifacts the
data loss produces in the reconstructed video. This scheme is applied to con-
tinuous MPEG video packet streams. Experimental results show that the picture
quality of MPEG video is degraded more gracefully in the presence of network
errors, and those with a low cost on network bandwidth. In addition, the best
QoS policy to use the partially reliable transport service is highlighted.

1   Introduction

Real-time compressed video stream over a packet switching network is very sensitive
to losses and errors. Network errors require the use of error correction and conceal-
ment techniques to provide the video quality necessary for the video based applica-
tions to be widely accepted and used. In general, error correction by retransmission is
considered as not useful because video data must be played back continuously with a
short delay time. In addition, when errors are due to network congestion, the retrans-
mission of lost packets is not the correct reaction because it aggravates the situation
and jams the network. Nevertheless, when time driven retransmission can be per-
formed with a high probability of success, a retransmission-based approach becomes a
viable option for error control on real-time stream, as is shown in [5] for audio, and in
[20] for video. In comparison with forward error correction (FEC) which is very
costly in extra bandwidth [18, 19], correction by retransmission can be very attractive
under the condition that the number of retransmissions is well controled.
In this paper, we propose a novel retransmission-based error control scheme in order
to provide a partially reliable transport service suitable for interactive video applica-
tion. Retransmission is driven by the time remaining for the data delivery, as well as
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the importance of artifacts the data loss produces in the reconstructed video. A such
transport service is attractive for error control on video coded with motion compensa-
tion techniques where losses in certain parts of the data stream are more annoying
when viewed than losses in other parts of the data stream. Also, our scheme is applied
to the MPEG coded video. In the following, section 2 presents the special features of
our retransmission-based scheme in framework of an unicast transport protocol. Sec-
tion 3 briefly describes the MPEG standard and evaluates the impact of losses on the
coded MPEG video packet stream. The most and the least important parts of coded
video packet stream are highlighted for partially reliable transport service require-
ments. In section 4, the experimental results are shown and discussed with an accom-
panying analysis. This shows the error control policy which is the best in the ratio
between the picture quality improvement and the network bandwidth cost. Finally,
section 5 concludes with a discussion of the possible extensions for the proposed
service and future research developments.

2   An Error Control Scheme for Partially Reliable Transport Service

In this section, we present a partially reliable transport service, so that application’s
delay and error requirements are best respected. Few error control schemes for a such
transport service have been yet proposed in [5, 7, 16, 6, 8]. However, the novel error
control scheme that we propose is attractive in interactive multimedia application
because application can specify the packet’s QoS on the fly of the packetized stream.

2.1   Motivations

Our error control scheme, TSR, is based on retransmission which is driven by the time
remaining for the data delivery and also by the packet’s QoS class. This scheme is
original due to QoS driven retransmission, which distinguishes two kinds of data
packets :
� valuable packets (v-packets) : The loss of these packets is judged as serious for the

application, and the retransmission should be tried if the time remaining until its
scheduled playout time is more than one network round trip time.

� ordinary packets (o-packets) : The loss of these packets is considered as tolerable
for the application, and the data transfer should proceed on as if nothing happens.

For requirements of interactive multimedia applications, we assume an error control
that is characterized by two main features :
� Firstly, we give the responsibility of the error correction to the receiver side. In this

case, the receiver returns to sender a negative acknowledgment (NAK) in order to
request the retransmission of lost v-packets. The NAK approach is the best for the
bandwidth cost to be added by the error correction scheme in comparison to cumu-
lative acknowledgment (ACK) approach : With the ACK approach in effect, when an
ACK message is lost, the sender will execute many useless retransmissions.
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� Secondly, the QoS class associated with a data packet is attributed by the applica-
tion to the sender side. It is absolutely necessary to prepare an on-line, and fine-
grained QoS specification of all data units, which are marked on the fly of the
packet stream building by the application. This feature is well suitable with the
ALF (Application Level Framing) architectural concept [4].

The set of these two features conduces to a tricky challenge : When a packet is lost by
the network, the receiver must to be able, both to detect this loss and also to identify
its QoS class in order to launch a correct reaction. We treat this problem by using a
technique for lasting coloration of data packets.

2.2   Technique for Lasting Coloration of Packets

This technique was presented in detail in [13]. Its principle consists in packet tagging,
depending on the QoS class of the contained data, and with a lasting property in order
to be recoverable without the packet itself. Informally, we refer to this tagging as the
lasting coloration given to the packet.

2.2.1   Tagging the Packet Coloration at Sender Side
The coloration is tagged directly in the data packet by a packet numbering using a pair
of counters (i, j). The counter i is used to trace the evolution of the v-packet sequence ;
the counter j serves to trace the evolution of the o-packet sequence. However, this
sequence number is not used for the usual sequence number because the roles are
different. The packet numbering technique is shown in Fig. 1 with any QoS policy for
partially reliable service.

U1 as
v-packet

U2 as
o-packet

U3 as
o-packet

U4 as
v-packet

U5 as
v-packet

Application
QoS Policy

1 , 0 1 , 1 1 , 2 2 , 0 3 , 0

U6 as
o-packet

3 , 1
Transport

(i, j) tagging

Fig. 1. A sample of (i, j) numbering for coloration of packets. The QoS class which is affected
to a data packet is carried on the counter j. When j is equal to 0, it is a valuable data packet (v-
packet). When j is greater than 0, it is a ordinary data packet (o-packet).

The sequence number (i, j) evolves according to the following rules:
� i and j are cyclical ordinal counters, with 0 � i < k and 0 � j < p, where (k, p) de-

fines the dimension of the numbering range (by example k = p = 232).
� The associated packet color is carried on the counter j, j=0 indicating a v-packet

while j�0 an o-packet.
� i and j are initialized both to 0 at the connection establishment.
� When the application requests to transmit a v-packet, i is incremented and j is re-

seted in the general case. Assuming this one follows (i, j) packet, it is numbered
(i+1, 0) if i+1<k, or (0, 0) if i+1=k.
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� When the application requests to transmit an o-packet, j is incremented in the gen-
eral case. Assuming this one follows (i, j) packet, it is numbered (i, j+1) if j+1<p.
But it is numbered (i+1, 0) if j+1=p and i+1<k, or (0,0) if j+1=p and i+1=k. The
coloration of the packet is forced to the v-packet by the protocol in these both last
cases. More the k and p values will be big, more a such situation will be rare.

2.2.2   Identifying the Coloration at Receiver Side
On the receiver side, the coloration of the lost packet should be identified to launch a
correct reaction. A proper functioning requires the detection of all v-packet losses in
order to test this correction. This is the case with the proposed numbering technique.
In the following, we assume the last packet received correctly is numbered (1,0), as
that is shown in Fig. 2. The next expected packet would have a number that depends
on its color : the number (1,1) for a o-packet, or (2,0) for an v-packet. In one case the
packet (1,1) is delivered is normal. In a second case of the packet (2,0) also, but an
ambiguity could not be resolved by the receiver if the loss of o-packet series beginning
with (1,1) occured. Finally, the arrival of a packet having a number different from
(1,1) and (2,0) presents a third case, where the packet loss can be detected. A compari-
son between the two last packet numbers allows the determination of the lost packet
color : If the counter i has not changed, the loss has affected only o-packets ; in the
other case, where the counter i has changed, the loss affects v-packets.

1st case

1 , 0 1 , 1

No gap � OK

3rd case

����� �����

(a) Gap : Counter i has not changed
� o-packet lost only

2nd case

����� ����

No gap � OK

����� �����

(b) Gap : Counter i has changed
� v-packet lost

Fig. 2. Identification of its lasting coloration when packet is lost.

This original lasting coloration tagged directly in the packet guarantees the detection
by the receiver of any v-packet loss, and allows the detection of most o-packet losses.
This lasting coloration given to each packet, indicates how it needs to be controlled for
its loss. This is a deterministic error correction scheme.

2.3   Technique for Time Driven Retransmission

In time driven retransmission part, the scheme is classic, based on the playout delay
initialization, the packet timestamp, and the network delay and jitter estimation. The
playout delay must to be adjusted in order to compensate for variable network delays,
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and also to give extra time to attempt some correction. As in [17], the playout delay is
defined to be the difference between the playout time for the receiver and the genera-
tion time for the sender. Various studies concluded that for natural hearing, interactive
real-time applications can tolerate a latency of about 250 ms for only video stream [9],
and of about 100 ms for audio/video stream [12]. Received packets are first queued
into a smoothing buffer until their scheduled playout. When a loss of packet is de-
tected on the side of the receiver, its retransmission can be requested if the delay till its
scheduled playout is more than one round trip time (RTT).

2.4   Global Protocol Building

We have implemented a connection oriented transport protocol which is based on TSR
scheme. This transport protocol (TSR-TP) has been designed as a light-weight proto-
col working on the top of UDP/IP. It is characterized as below :
� A three-way handshake procedure is used to establish a TSR-TP connection. In this

step, network delay is estimated for playout delay auto-adjustement.
� NAK strategy is used to request packet retransmission applying selective repeat

policy. The NAK message contains information including the part i in (i, j) number
of the last v-packet that has been received in sequence and such a 64-bits value rep-
resenting the table of the 64 next v-packets. One bit is set to 1-value in order to in-
dicate that the corresponding v-packet in the table must be retransmitted. Inversely,
one bit is reset to 0-value when the corresponding v-packet has been received suc-
cessfully by the receiver.

� In a similar way to RTCP, report is periodically generated by the receiver to convey
feedback on quality of data delivery and information of sender. The report message
contains information including the highest packet number received, the number of
packets lost, and timestamp. In the experiments described below, the delay between
a report and the following is configured to 250 ms (i.e. 2 per GOP).

TSR-TP provides a partially-reliable transport service, i.e less-than-fully reliable and
more-than-no reliable data transfer. That is akin to the concept of partial order con-
nection (POC) presented in [1]. In this viewpoint, TSR-TP can be considered as an
example of POC.

3   MPEG over Best-Effort Network

This section shows that the MPEG coding is well adapted to the partially reliable
transport service which has been presented in previous section when this video stream
is transmitted over best-effort network.

3.1   MPEG Video Coding

The MPEG-1 (Motion Picture Experts Group) video encoding standard [11] was de-
signed to support video encoding at bit rates of approximately 1.5 Mbps. The image
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size is based on the QIF-format (352x288 pixels). The quality of the video achieved
with this standard is rough, but is good enough for person-to-person audio/video inter-
action or video-aided remote control. MPEG-2 was developed to meet the demands
for high quality video coding. It is similar to MPEG-1. The MPEG compression algo-
rithm relies on two basic techniques : block-based motion compensation (MC) for the
reduction of the temporal redundancy and Discrete Cosine Transform (DCT) based
compression for the reduction of spatial redundancy [14].
Three types of compressed frames are generated by an MPEG encoder : Intra-coded
(I), Predictive (P), and Bi-directional (B) frames. The use of these three frame types
allows MPEG to be robust (I-pictures provide error propagation reset points) and
efficient (B- and P-pictures allow a good overall compression ratio). An I-frame is
encoded independently from other frames based on DCT coding. A P-frame is en-
coded with reference to a past I- or P-frame, and is used as a reference point to the
next P-frame. A B-frame is an interpolated frame that requires both a past and a future
reference frame (I or P), and results in the highest amount of compression. B frames
are never used as reference frames.

SeqHdr Group of Pictures Group of Pictures . . . SeqEndCode

GopHdr Picture Picture . . . Picture

SeqHdr

PictureHdr Slice Slice . . . Slice

SliceHdr Macrobloc Macrobloc . . . Macrobloc

MbHdr Bloc Bloc . . . Bloc

Coef. Coef. . . . BlocEndCode

Fig. 3. An MPEG video stream is highly hierarchically structured, with six layers : Block,
macroblock, slice, picture, GOP, and sequence. Each layer supports a definite function : Either a
signal-processing function (Discrete Cosine Transform, Motion Compensation) or a logical
function (Resynchronization, Random access point).

The MPEG video bitstream is hierarchically structured as illustrated in Fig. 3. The
smallest entity defined by the standard is the block, which is an area of 8x8 pixels of
luminance or chrominance. A macroblock contains four blocks of luminance samples
and two, four or eight blocks of chrominance samples, depending on the chrominance
format. A variable number of macroblocks is encapsulated in an entity called slice. A
picture is composed of a variable number of slices. The entity called group of pictures
(GOP) defines the relative frequency of occurrence of I, P, and B frames in the se-
quence. The application can fixe the encoding pattern by specifying the value for both
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of M, the distance between successive P frames, and N, the distance between succes-
sive I frames. A I-frame (one per GOP) is always placed at the beginning of the GOP
and followed by a number of P-frames, which are interspersed between B-frames.
Each frame contains exactly one picture.

I0 – GOP 1 … P9 … I0 – GOP 2 … P6 (GOP 2) …

Fig. 4. The video robot sample used for experimentations. Encoding parameters value N=12,
M=3, and S=18. The GOP is structured as I0-B1-B2-P3-B4-B5-P6-B7-B8-P9-B10-B11.

3.2 The Video Sample Used for Experimentations

All the experiments are executed in this paper on an two-minute long MPEG-1 ele-
mentary video stream with data constant bit rate encoding of 1 Mbps, for a total size
of 16,8 Mbyte. The video sample shows a manufacturing robot in operation, as shown
in Fig. 4. The scene was shot in a single fixed plan. The table 1 provides the statistics
on the MPEG robot sample.

Table 1. Statistics for video robot sample.

Frames BytesFrame
Type nr. % nr. %

I 251 8.4 3430184 19.5
B 750 25.0 5945588 33.8
P 2000 66.6 8223618 46.7

Total 3001 17599390

3.3   Network Loss Effects on MPEG Video Data

In an MPEG video stream, packet loss by the network reduces quality depending
strongly on the type of the lost information [2]. Losses of syntactic data, such as head-
ers and system information, affect the quality differently than losses of semantic data
such as pure video information (e.g. motion vectors, DCT coefficients, etc.). Their
effects on video quality are studied in detail in [3]. The MPEG sequence header in-
formation is very important in configuring system and computation environment. The
picture header contains crucial information to initiate and configure the decoder for
picture stream decoding. The GOP header provides a resynchronization point when
errors occur. However, the GOP header is not so important as the sequence header and
the picture header : Indeed if the GOP header is lost, there is no effect on the video
quality.
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I0 – GOP 1 … B1 … … B2 … … P3 …

… P6 … … P9 … B11 … I0 – GOP 2

Fig. 5. Impact of the loss of the picture header on P3. It seriously disrupts the decoding process
and leads to the loss of the original picture. Since P3 is used as a reference picture, it affects also
the predicted pictures, which reference the P3’s macroblocks.

Furthermore, quality reduction depends on the location of the lost semantic data due,
not only to the predictive structure of MPEG video coded streams, but also to the
visual relevance of the data. Data loss spreads within a single picture up to the next
resynchronization point (e.g. picture or slice headers) mainly due to the use of differ-
ential coding, run-length coding and variable length coding. This is referred to as
spatial propagation and may damage any type of picture. When loss occurs in a refer-
ence picture (intra-coded or predictive frame), the damaged macroblocks will affect
the non intra-coded macroblocks in subsequent frame(s), which reference the errored
macroblocks. This is known as temporal propagation and is due to inter-frame predic-
tions. Fig. 5 shows an example of network loss effect on the robot sample.

3.4   Packetization Scheme to Transport MPEG Video Stream

A well-designed packetization scheme may ease the influence of the packet loss on the
picture quality. Some recommendations are suggested in [10] about the packetization
to transport video or audio flow over transport protocols supported by RTP. For exam-
ple, each header must be completely constrained within the packet. In addition, the
packetization scheme must take into account the Maximum Transfer Unit (MTU) of
the network to bind the maximum packet size. Packets larger than MTU size may be
divided into fragments. If any of the fragments is lost during the network transmission,
then the entire packet is lost. It is therefore expected that packets larger than MTU size
will have a higher packet loss rate than packets smaller than the MTU size. Our
MPEG frames are fragmented, respecting the following rules :
� Individual slices from I- and P- frames were put in their own packet. This require-

ment insures that the beginning of the next slice, after a packet loss, can be found
without the receiver having to scan the packet contents for headers.
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� Since B-frame slices are small, and their loss is less noticed, it would be inefficient
to pack B-frame slices individually. Also, as far as it is possible in relation to the
MTU of the network, we placed several slices from B- frames into a single packet.

� Picture headers were packed at the beginning of the packet enclosing the first slice
of the frame they prededed.

� Sequence headers and GOP headers were included in the same packet as the picture
header of the I- frame which they preceded.

The packetization scheme takes advantage of the MPEG video stream structure to
reduce dependencies among packets and to maximize the amount of decodable data at
the receiver end in case of packet losses. It contributes to improve the robustness of
the MPEG video.

3.5   Packet Classification by QoS Order

Due to the nature of MPEG video data streams, network losses in certain packets are
more annoying when viewed than losses in other packets of the data stream. When the
packetization scheme is used to transport the MPEG encoded bitstream, a packet error
sensitivity list can be established to provide useful information for error control pur-
poses. This list, which is given in table 2, shows a priority list in order to control the
losses by QoS driven retransmission.

Table 2. Packet loss sensitivity list.

Error Propagation
Rank

Pck
Type

Enclosed Data
Spatial Temporal

1 A Sequence Header all pictures multiple GOPs

2 B
I- Picture Header
P- Picture Header

all slices
all pictures in GOP

multiple pict. in GOP

3 C I- Slice one slice all pictures in GOP

4 D P- Slice one slice multiple pict. in GOP

5 E
B- Picture Header

B- Slice
all slices

one or more slices
one picture

A good policy in order to drive a partially reliable transport service is to try not too
much correction (i.e. only for the loss concerning the most important packets in term
of error sensitivity). The table 3 provides the packet statistics on the MPEG robot
sample when the packetization scheme is applied.
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4   Experimental Results and Discussion

In this section, the partially reliable transport service is evaluated for MPEG video
stream. Several application QoS policies are tested. Results demonstrate a good ratio
between the gain of video quality and the cost of network bandwidth.

Table 3. Statistics for packetized video sample.

Packets Packet SizePacket
Type nr. % avg. min max total

A 251 1.0 614 584 628 153992
B 750 3.0 326 180 488 244816
C 4267 17.2 768 260 1436 3276192
D 13101 52.7 435 64 896 5700772
E 6504 26.1 1264 256 1368 8223618

4.1   Description of the Experiments for Performance Evaluation

For data gathering, we have carried out many experiments. The architecture of the
environment is depicted in Fig. 6 : The sender and the receiver use TSR-TP, as de-
scribed in the section 2. On the sender side, the program controls the target bit rate for
transmission of the video sample, 1 Mbps. Packets exchange between both sender and
receiver systems go accross the lossy router which introduces ramdom packet losses
and articifial delays, in a same way as well-known dummynet.

Lossy

router

TSR-TP

UDP/IP

TSR-TP

UDP/IP

Sender applying
QoS policy

Receiver
playing video

MPEG
robot

sequence

Playout
sequence

Fig. 6. The experimental environment is based on three computerized systems : The sender, the
receiver, and the lossy router.

This experiment has been conducted with the robot sample for variable network loss
rate. The average network delay and maximal jitter introducted by lossy router are
respectively configured to 25 ms and 5 ms. In this network condition, we assume that
the POC can to attempt only one retransmission when the playout delay is initialized
to 100 ms. In order to observe the performance of the POC using the proposed selec-
tive packet correction, the sequence has been transmitted with five different applica-
tion QoS policies :
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� PACK :  The video stream is only packetized. The QoS policy is to specify all pack-
ets as o-packets. Then none packet is corrected by transport protocol when loss oc-
curs. In this case, the POC provides a full-unreliable transport service.

� SPC1 : Here, the correction must be tried for the most annoying losses – i.e. those
which cause an important degradation in the video quality. The QoS policy is to
specify packets of type A and B as v-packets, and the others as o-packets. On the
robot sample, the POC provides a partially reliable transport service, and 4 % of
packets are under the error control.

� SCP2 : Here, the application is more demanding than previously. The QoS policy is
to specify packets of type A, B and C as v-packets, for 21 % of packets being under
the error control.

� SPC3 : With error concealment technique, MPEG replace a damaged slice in P-
picture with the spatially corresponding slice of the first P- picture of the GOP. For
this reason, first P- picture in the GOP is more important than other P- picture. So,
the QoS policy is to specify packets of type A, B, C as v-packets, more the ones of
type D which enclose slices of the first P- picture of each GOP. In the case of this
POC, 39 % of packets are under the error control.

� SPC4 : The QoS policy to be evaluated is to specify packets of type A, B, C and D
as v-packets. In the case of this POC, 74 % of packets are under the error control.

The experimental result is based both on objective QoS parameters extracted from
real-time capture video traces as well as on subjective QoS viewed on the video client.
For each experiment run, we computed the average PSNR for all pictures in the video
sequence. In addition to assessing the subjective QoS perceived by the end user, 17
users watch the video signal decoded on the video client in all the traffic scenarios.
The video material is assessed according to ITU BT.500-7 methodology. With this
methodology, the user grades the video material in a 5-value impairment scale : Im-
perceptible (5), perceptible but not annoying (4), slightly annoying (3), annoying (2),
and very annoying (1).

4.2   Gain of Picture Quality vs. Cost of Bandwidth Quantity

The gain is measured with a different transmission realization as a function of the
packet loss rate, as shown in Fig. 7. It can be seen that the partially reliable service at
the transport level enhances the packetization at the application level, achieving grace-
ful degradation as the packet loss probability increases. With the SPC1 policy, the gain
of PSNR is low. However, by the correction of I- and P- picture header SPC1 policy
allows to rebuild more pictures at the receiver side (2755 vs 2558 with the robot sam-
ple of 3001 pictures when the packet loss rate is equal to 12 %). The loss of a picture
is not noticed in the results because in this case, the PSNR is calculated with previous
picture. In the cases of SPC2, SPC3 and SPC4 policies, the improvement on the average
PSNR is more important. The results of the subjective tests confirm the general idea of
an improvement in the video quality.
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Fig. 7. Gain of picture quality. Part (a) shows the results of the objective tests. The largest gain
is equal to 0.30 dB for SPC1, 2.98 dB for SPC2, to 5,58 dB for SPC3, and to 6.36 dB for SPC4
when the network loses 12% of packets. Part (b) shows the results of the subjective tests. The
policies under test contribute to improvement respectively until 0.1 point for SPC1, 0.8 point for
SPC2, 1.4 point for SPC3, and 1.6 point for SPC4 in the score given by human viewers.
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Fig. 8. Cost of bandwidth quantity. Part (a) shows the percentage of retransmissions which are
attempted depending on packet loss rate and the QoS policy applied by application. Part (b)
shows the extra bytes imposed by retransmissions. When packet loss rate is equal to 12 %, the
overhead is to 0.5 % for SPC1, to 4.6 % for SPC2, to 6.4 % for SPC3, and to 10.1 % for SPC4.

The partially reliable transport service which is based on TSR scheme, provides a
significant gain of picture quality by well-selected error correction by retransmission.
In return, it imposes overhead on network bandwidth which must be evaluated.The
results are shown in Fig. 8. We can see that the TSR scheme is not very costly to the
network bandwidth in comparison to the use of FEC-based scheme such as Priority
Encoding Transmission [15]. Although the performance gains entailed are notable, this
FEC-based approach introduces a traffic overhead of about 25 %.
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4.3   Toward a Proposal of the Best QoS Policy

In order to achieve the comparison between the tested QoS policies for the TSR-based
partially reliable transport of interactive MPEG video, our purpose is to establish if it
is better to define many of packets as v-packets (i.e. to address the picture quality)
than define many of packets as o-packets (i.e. to address the network availability). We
have adopted as criteria the ratio between the cost of the retransmissions and the gain
of picture quality. On this criteria for comparison, the results show clearly that the
SPC3 QoS policy is the best, as depicted in Fig. 9.
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0,0

5,0

10,0

15,0

20,0

25,0

S P C1 S P C2 S P C3 S P C4

(a)

Cost in Bytes per PSNR point

0

2000

4000

6000

8000

S PC1 S PC2 S P C3 S PC4

(b)

Fig. 9. Cost per PSNR point. Part (a) shows that TSR-TP generates an average 12 extra packets
in order to gain 1 point of PSNR when SPC3 is applied. It is better than with SPC1 (20 extra
packets), with SPC2 (14 extra packets), and with SPC4 (19 extra packets). Part (b) conduces to
similar results. In order to gain 1 point of PSNR, TSR-TP generates an average 4537 extra bytes
when SPC3 is applied. It is better than with SPC1 (7180 extra bytes), SPC2 (6043 extra bytes),
and SPC4 (6277 extra bytes).

5   Conclusion

In this paper, we have proposed a partially reliable transport service based on time and
QoS driven retransmission scheme in order to achieve a deterministic error control.
We have shown that this scheme is very suitable when all data packets in the transport
packet stream have not the same importance for the QoS perceived by the end user, as
this is the case in MPEG video packetized stream. When the use of a such partially
reliable service is possible, this approach is attractive because it imposes little over-
head on network resources, as that has been resulted from our performance evaluation
executed by experimentations. This experiment has highlighted the best QoS policy
for MPEG video based application, on the criteria of ratio between the picture quality
improvement and the network bandwidth cost. Finally, a perspective of this work is to
show that TSR-TP is suitable on MPEG-4 as well as JPEG2000 coded video streams.
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Abstract. IP and MPEG-4 digital video are two key technologies that will be
increasingly combined in the very near future for the deployment of next
generation Internet multimedia services. This article discusses technical issues
related to the transport and the QoS control of MPEG-4 multimedia
applications, such as interactive video-on-demand, over Internet. In particular, it
describes the design, implementation and performance evaluation of an
experimental Java-based MPEG-4 interactive VOD system over IP DiffServ
networks. We demonstrate that Assured Forwarding Per Hop Behavior is a
performing candidate for conveying real-time video communications in
conjunction with video-aware packet marking and scheduling mechanisms and
advanced MPEG-4 DMIF signaling protocol. In this issue, we also propose a
Video packet Marking Algorithm for IP Diffserv routers, called DVMA that
reduces video packet loss probability and end-to-end transfer delay during
network congestion.

1   Introduction

The rollout of Internet opens up a new frontier for the digital video broadcasting
industry. Two worlds that were barely connected are on the verge of being merged:
namely, real-time video and Internet. Thanks to the transition of the video medium
from analogue to digital, and the rise of powerful video compression standards, such
as MPEG-2 and MPEG-4, it is now possible to combine video, audio, and data within
the same signal and transmit it over an integrated packet switching network
infrastructure, such as Internet.

This combination leads to powerful new multimedia applications, with limitless
possibilities of great commercial potential. For example, computers can be turned into
traditional TV receivers and the digital set-top boxes can host applications such as
interactive TV, e-commerce, and customized programming.

This article discusses technical issues related to the delivery of MPEG-4
multimedia content, such as interactive video-on-demand, over next generation
Internet. The article is organized as follows. Section 2 is devoted to the description of
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IP QoS networking and MPEG-4 video technologies that contribute to this issue.
Section 3 discusses the design and the implementation of the proposed interactive
video distribution service. Interaction between MPEG-4 framework and IP Diffserv
architecture is also investigated. In section 4, a QoS control mechanism named
DVMA, for IP DiffServ video packet Marking Algorithm, is presented and integrated
in our architecture. Performance evaluation and analysis is carried out in section 5 and
6 respectively. Finally, we conclude and discuss future work in Section 7.

2   Internet and Digital Video Convergence

2.1   Internet Multimedia Protocols: RTP, RTCP, and RTSP

Unlike ordinary data services, multimedia services are sensitive to delay, jitter, and
loss, which in turn are affected by the volume and pattern of traffic load in the
network. A Transport Control Protocol (TCP)-based stream will respond to losses or
excessive delays by triggering a retransmission and exerting window flow control,
both of which will have negative effects on the quality of the multimedia service.

The IETF Audio/Video Transport (AVT) working group has partially addressed this
issue by proposing the Real Time Transport Protocol (RTP), the associated Real Time
Transport Control Protocol (RTCP) and the Real Time Streaming Protocol. RTP is a
lightweight transport protocol based on the concept of application-level framing [1].
Since the reliable transmission mechanism offered by TCP incurs considerable
overhead by retransmission, RTP does not rely on TCP. Instead, applications are put
on top of UDP. How to cope with the lost packets is up to the applications. Following
the application-level framing principle, RTP functionality is usually integrated into the
application rather than being implemented as a separate protocol entity. RTP provides
basic packet format definitions to support real-time communication but does not
define control mechanisms or algorithms. The packet formats provide information
required for audio and video data transfer, such as the incoming video data packet
sequence. Continuous media such as non-compressed PCM audio can be synchronized
by the use of sequence numbers. Non-continuous data such as MPEG can be
resynchronised by using the time stamp fields [17].

RTCP is the control protocol for RTP, and provides mechanisms for data
distribution monitoring, cross media synchronization, and sender identification [1].
The sender transmits a multimedia data stream by using RTP packets. The receiver
periodically sends RTCP packets that contain information about the received RTP
packets. The information includes statistics such as the highest sequence number
received, inter-arrival jitter, or packet loss rate.

RTSP [28] is used for initiating and controlling delivery of stored and live
multimedia content to both unicast and multicast destinations. RTSP borrows time
concept from MPEG-2 DSM-CC, but unlike DSM-CC, it does not depend on an entire
set of supporting protocols [29]. RTSP is transport-independent, and can use either
TCP or UDP as the transport protocol. The state machine makes RTSP suitable for
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remote digital editing and retrieval. RTSP is also text-based protocol, and therefore
easy to parse. RTSP reuses the HTTP concept, but unlike HTTP, RTSP is a stateful
protocol.

2.2   Internet QoS Architectures: INTSERV and DIFFSERV

The provision of quality of service within the Internet has been the subject of
significant research and deployment efforts recently. Two approaches have drained the
attention of the IETF: namely the IntServ and the DiffServ architectures.

The Integrated Service (IntServ) model is motivated by the ability for applications
to choose among multiple, controlled levels of delivery service for their data packet
[5]. In the integrated service framework, many functions are used to provide QoS: the
first function is control services such as Controlled-Load [6] and Guaranteed [7]. The
second function may be provided in a number of ways, but is frequently implemented
by a resource reservation setup protocol such as RSVP [8].

The Differentiated Services (DiffServ) model [9] uses a small, well-defined set of
building blocks from which a variety of aggregate router behaviours may be designed
to provide quality of service [10]. IP packets are tagged with distinct labels before
entering an IP Diffserv domain and will receive particular forwarding treatment at
each network node along the path. This set of routing function is called a Per-Hop
Behavior (PHB). The PHB is characterized and invoked according to the
Differentiated Service Code point (DSCP) value located in the packet’s header. A
small number of PHBs has been currently standardized by the IETF Diffserv working
group. The most well known are Expedited Forwarding (EF) [11] and Assured
Forwarding (AF) [12].

The key difference between Intserv and Diffserv is that while Intserv provides end-
to-end QoS service on a per-flow basis, Diffserv is intended to provide better
scalability through flow aggregation and class differentiation over a long timescale.

Therefore, we believe that IP Diffserv is the most suitable model for delivering
interactive video content over Internet and we present, in the following lines, some
related works in this field.

In [2], The authors present a content-based packet video forwarding mechanism
where the QoS interaction between video applications and Diffserv network is taken
into account. The interaction is performed through a dynamic mapping between the
RPS (relative priority score) of each video packet and the differentiated forwarding
mechanism.

In [3], the authors introduce a QoS management system for multimedia servers that
benefits from the scaling properties of layered media streams. The presented system
enable to map application QoS demands to available streams according to inter-stream
QoS dependencies.

Authors in [4] present a bit-stream classification, prioritization, and transmission
scheme designed for MPEG-4 video. Different type of data are re-assembled and
assigned to different priority using IP Diffserv model.
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2.3   MPEG-4 Multimedia Framework: BIFS and DMIF

MPEG-4 is an emerging digital multimedia standard with associated protocols for
representing, manipulating and transporting natural and synthetic multimedia content
(i.e. audio, video, data) over a broad range of communication infrastructures.  The
original characteristic of MPEG-4 is to provide an integrated object-oriented
representation of multimedia content for the support of new ways of communication,
access, and interaction with digital audiovisual data, and offering a common technical
solution to various telecommunications, broadcast, and interactive services. MPEG-4
addressed a broad range of existing and emerging multimedia applications such as
video on the Internet, multimedia broadcasting, content-based audiovisual database
access, games, audiovisual home editing, advanced audiovisual communications and
video over mobile networks.

This is achieved by a set of tools defined in several recommendations of the
standard. First, the media compression schemes are defined in the Visual [14] and
Audio [15] parts of the MPEG-4 framework. Every multimedia element to be
compressed are presented as individual audiovisual objects. The combination of these
elements is assured by the scene description language called Binary Format for Scenes
(BIFS) defined in MPEG-4 Systems document [13]. The delivery of the media is
defined in the Delivery Multimedia Integrated Framework (DMIF) [16], which is the
part 6 of MPEG-4 specification. DMIF is actually the control plane of MPEG-4
Delivery layer, which allows applications to transparently access, retrieve and view
multimedia streams whether the source of the stream is located on a remote or local
end-system.

MPEG-4 terminal architecture is composed of three layers (see Figure 1): the
Compression Layer, the Sync Layer and the Delivery Layer [13].

Media aware
Delivery unaware

ISO/IEC 14496-2 Visual
ISO/IEC 14496-3 Audio

Media unaware
Delivery unaware

ISO/IEC 14496-1 System

Media unaware
Delivery aware

ISO/IEC 14496-6 DMIF
ISO/IEC 14496-1 System

Compression Layer

Sync Layer

Delivery Layer

DMIF Application
Interface (DAI)

Elementary Stream
Interface (ESI)

Fig. 1. MPEG-4 Framework

Compression layer generates representation of content data called Elementary Streams
(ES), the hierarchical relations; locations and properties of ESs in a representation are
described by dynamic set of Object Descriptors (OD). ESs are the basic abstraction
for any data source. ODs are themselves conveyed through one or more ESs. MPEG-4
scene is described by Scene Description (SD) information that addresses the
organization of audiovisual objects within a scene, in terms of both spatial and
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temporal location. SD is performed using BIFS, which is a VRML-based language.
ESs are partitioned into Access Units (AU) which are defined by MPEG-4 general
framework for the framing of semantic entities in ES. For examples, a valid MPEG-4
ES could be an MPEG-1 video, labeled with MPEG-4 system information in its
headers. An AU would then be one video frame I, B or P. Those AUs will be labeled
with priority information, timing information, and others. An AU is the smallest data
entity to which timing information can be assigned.

On the Sync layer, AUs are conveyed into a sequence of packets called SL-PDUs.
A SL-PDU consists of SL packet header and SL packet payload. The header provides
means of continuity checking in case of data loss, carries the time stamps, and
associated control information.

The SL-PDUs are subsequently transmitted to the Delivery Layer for multiplexing
and generating a FlexMux stream. The FlexMux tool is one of the components of the
MPEG-4 DMIF. FlexMux is a flexible and simple data multiplexer that
accommodates interleaving of SL-PDUs. Two different modes of operation for
FlexMux are defined. The first mode is called “Simple Mode” in which one SL-PDU
is encapsulated into one FlexMux packet, and the second mode is called “MuxCode
Mode” in which one or more SL-PDU are encapsulated into a single “FlexMux”
packet. The interface between the Sync layer and the Delivery layer is referred to DAI
(DMIF Application Interface) [16]. It offers content location independent procedures
for establishing MPEG-4 sessions and access to transport channels such as
RTP/UDP/IP. DMIF is primarily an integration framework. It provides default DMIF
signalling protocol which corresponding to DNI (DMIF Network Interface).

3 An Experimental Real-Time and Interactive Video on Demand
Service over IP

3.1   Proposal of a Video Packet Marking Algorithm for IP DiffServ Routers

MPEG-4 uses hierarchical coding for resolving scalability and heterogeneity issues.
Different coding modes exist: Spacial scalability allows the decoder to treat a subset
of streams produced by the coder to rebuild and display textures, images and objects
video with a reduced space resolution. Temporal scalability allows the decoder to treat
a subset of streams produced by the coder to rebuild and display a video with reduced
temporal resolution. With SNR Scalability (Signal to Noise Ratio), the coder transmits
the difference between the original image and the preceding one. This allows
improving subjective quality of the final image to get maximum quality [21].
    We use the IP packet marker Algorithm described in [21] to tag the different
MPEG-4 ESs (see Figure 2). The MPEG-4 video stream is composed of tree
hierarchical layer: Base layer stream that offers a minQoS (Minimum QoS),
enhanced layer 1 stream is used to improve minQoS and to offer a MedQoS (Medium
QoS) and enhanced layer 2 stream is used to improve medQoS and to offer a
MaxQoS (Maximum QoS).
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    In the Best Effort service, when network congestion occurs, packets are discarded
with no distinction. Therefore, essential audiovisual data (i.e. control and decoding
information, audio, …) can encounter important drop probability while less important
information . The result of this situation is that the decoder cannot reproduce properly
the video sequences. The solution of this problem is to distinguish between important
data and less relevant ones. This can be achieved by taking into account MPEG-4
video coding properties and marking the outgoing video packet at the video server
side. In this situation, IP video packets are dropped according to their semantic

Fig. 2. DVMA – An IP DiffServ packet Video Marker Algorithm

relevance. If the packet is marked as low priority, then it will be dropped first in
situation of congestion. In addition, when the video sequence is structured as a multi-
layered video stream, multiple heterogeneous clients can receive simultaneously the
video sequence by selecting the number of layer that they can handle.

3.2   Design and Implementation of the IP Diffserv Experimental Network

The latest Linux kernel (2.4) offers a wide variety of network traffic control features
[18], [17], such as IP Diffserv support. Unfortunately, basic classification and IP
packet DS-field manipulation required by the Diffserv model are not correctly
addressed by Linux.

When a Linux-based IP gateway receives IP packets from it input device that must
be forward to the output device, the traffic control determines if packets have to be
queued or dropped. For example, if the queue length reaches a threshold or if the
traffic exceeds some rate limit, the scheduling module decides which packet should be
served first according to given priority. Finally, it can delay the sending of packets, for
example to limit the rate of outbound traffic. Linux Box can operate as Edge or Core
router. The Edge router can classify, police, mark aggregates and reshape traffic. The
Core routers provide transit packet forwarding service between other core and edge
routers. It manages traffic to avoid and cope with congestion.

 if  s t re a m  is  “a u d io  s tr e a m ”  th e n  (a p p l ic a t io n  o f  p ro p e r ty  2 )  
if   c o d e r  ra te  is  “ lo w  ra te ”  

 th e n  D S C P = A F  L o w  D ro p  P re c  
 / /e x a m p le  A F 1 1  

if  c o d e r  ra te  is  “m e d iu m  ra te ”  
 th e n  D S C P = A F  M e d iu m  D ro p  P re c  
 / /e x a m p le  A F 1 2  

if  c o d e r  ra te  is  “h ig h  ra te ”  
 th e n  D S C P = A F   H ig h  D ro p  P re c  
 / /e x a m p le  A F 1 3  
 
if  s t re a m  is  “v id e o  s t r e a m ”  (a p p lic a t io n  o f p ro p e r ty  3 )  

if   “b a s e  la y e r  v id e o  s tr e a m ”               ( le v e l 1  =  m im im u m  Q o S )  
 th e n  D S C P  =  A F  lo w  D ro p  P re c   
 / /e x a m p le  A F 2 1  

if   “  e n h a n c e d  la y e r  v id e o  s tr e a m  1 ”    ( le v e l 2  =  m e d iu m  Q o S ) 
 th e n  D S C P  =  A F  M e d iu m  D ro p  P re c   
 / /e x a m p le  A F 2 2  

if   “e n h a n c e d  la y e r  v id e o  s tre a m  2 ”    ( le v e l 3  =   m a x im u m   Q o S )  
 th e n  D S C P  =  A F  M e d iu m  D ro p  P re c   
 / /e x a m p le  A F 2 3  
 
if  s t re a m  is  “o b je c ts  d e s c r ip to r , s c e n e  d e s c r ip to r ”  (a p p lic a t io n  o f p ro p e r ty  4  )  
  th e n  D S C P  =  E F  
 / /d e s c r ip t io n s  s t re a m s   a re  s ig n i f ic a n t,  n o  lo s s  
 / / i t ’s  n e c e s s a ry  th a t  th e s e  s tre a m s  w il l b e  a v a ila b le   

/ /a s  s o o n  a s  p o s s ib le  in  M P E G -4  p la y e r  to  in te rp re t   
/ /c o r re c t ly  th e  s c e n e



116 T. Ahmed, G. Buridant, and A. Mehaoua

The traffic control code in the Linux kernel consists of the following major
conceptual components: (1) queuing disciplines, (2) classes (within a queuing
discipline), (3) filters and (4) traffic policing. Figure 3. depicts the Linux traffic
control components.

The queue determines the order in which packet will be served and send to the
outgoing ports. Traffic can be divided into different classes according to specific rules.
Each class maintains a queuing discipline to serve the packets, and it is associated with
a priority. Actually there are 11 queuing disciplines implements in the Linux Kernel
[18].

Fig. 3. Linux Traffic Control Components

Filters are used to discriminate the packet and to associate them with the
appropriate class of traffic. The classification is based on certain properties of the
packet. In the differentiated service the classification is based on the IP DSCP
(DiffServ Code Point) field.

Traffic policing is used to control the amount of entering traffic in each class. It
controls that a specific traffic does not exceed a predefined bound.

3.3   Design and Implementation of the Proposed MPEG-4 Interactive VOD
System

We developed an MPEG-4 interactive video on demand system consisting of a video
server and a multimedia client communicating over the previously described IP
Diffserv network testbed as illustrated in Figure 4. The client and server code is based
on Java Media Framework developed by Sun Microsystems [19]. We extended the
client and the server functionalities by integrating DMIF signalling. Thus, the client
can establishes a session with the server using DMIF primitives to select, negotiate
and retrieve MPEG-4 video sequences. The DMIF implementation is out of the scope
of this paper but additional information can be found in [20].

The MPEG-4 Server consists of MPEG-4 pump, DMIF Instance for IP network,
and tools for RTP/UDP/IP stack.

The server delivers ES packetized Stream to FluxMux tools witch encapsulates ES
packet in RTP packets. For our testbed we have used a video only presentation with
three hierarchically stream, which are carried in three separated RTP session.
Document [21] explains in more details the video encapsulation protocol used.

Queuing Discipline

Filter

Class

Queuing
discipline

Class

Queuing
discipline

Filter

FilterInput Output



Delivering of MPEG-4 Multimedia Content over Next Generation Internet         117

The MPEG-4 pump talks to a clients via DMIF and delivers RTP stream during the
time of the session. The DMIF Instance is responsible for session setup request and
release, it also provides QoS requirement for the application. This option is not yet
supported in our implementation. The signaling channel for DMIF uses TCP protocol
for reliability.

When a client requests a presentation from the server, he queries its local DMIF
daemon to initiate a session with the remote video server. The local DMIF contact the
remote DMIF to establish a signalling channel. The server answers client using the
same channel with response code. When the session is setup, the client requests one or
several stream channels for presentation, afterwards, the server pushes the audiovisual
data in the RTP channel and marks the stream with the appropriate PHB using
DVMA.
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Fig. 4. A JAVA-based MPEG-4 VOD system with DMIF Session Signaling Implementation

The example below resumes the steps for activating a VoD session by the client:
1. The client application initiates the services by calling in it local DMIF a

DA_ServicesAttach primitive.
2. The DAI determines weather a new Network Session is needed. If it is, it calls a

DN_SessionSetup.
3. The server DMIF replays the client DMIF by attaching creating a new session.
4. The DMIF server activates the session in the video server.
5. Upon these steps, media channels are opened and media flows can be sent..

4   Performance Evaluation

4.1   Network and Traffic Models

Let is consider the IP network testbed depicted in Figure 5., where a server delivers
MPEG-4 video content to several heterogeneous receivers. The receiver can be a
simple wired PC or any wireless terminals such as a mobile GSM/GPRS/UMTS
phone capable of rendering MPEG-4 video sequences. The network nodes are IP
Diffserv compliant routers. We use Linux-based IP routers with Diffserv
implementation.
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Fig. 5. IP DiffServ Network testbed

Our IP Diffserv network testbed is composed of a video server application that
plays MPEG-4 video stream for many heterogeneous clients. The server and clients
are connected through TCP/IP network. We exploit some test-scenario on the
transmission process. We quantify QoS measurement and we compare between
transmission process in Best Effort service and in Differentiated Service.

We’ve implemented an MPEG-4 video streaming system to test and evaluate the
performance of the proposed marker algorithm. The testbed is illustrated in Figure 5.
The testbed is composed of tow edge routers and a core router running Linux with IP
Diffserv components. All Ethernet links are 10 Mb/s.

4.2   Edge Router Configuration

Edge routers accept traffic into the network. They can characterize, police, and/or
mark customer traffic between other edge or core routers.

Within the Diffserv domain, service association is performed according to the
DSCP value in each packet’s IP header. Therefore, the video application must mark
the packets correctly to obtain a particular level of service within the Diffserv region.

It is not desirable to let the network (edge router) marking the incoming traffic as
several algorithms do. The marking algorithms such as Time Sliding Window Three
Colour Marker (TSWTCM) [19] and a Two Rate Three Color Marker (TRTCM) [23]
cannot be used in the case of multimedia traffic. These algorithms make no distinction
between essential audiovisual data and less important ones and thus cannot mark the
packet correctly for future control within the network.

The configuration of the edge router is simple in our testbed. Our edge router limits
the amount of EF traffic to 15% of the bandwidth capacity rate i.e. 1.5Mbit. We used a
policing mechanism to limit the EF traffic, because EF is more require in term of
latency time and losses. Furthermore, the router must make sure that the departure rate
configured is greater than the arrival rate and the queuing delay is minimized. This is
extensively sufficient since we use EF only for sensitive information such as OD and
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BIFS signalling, that should be transported to the destination as early as possible, with
no loss and with a minimum jitter. The EF flow is bounded and isolated.

For the Edge Router we used a simple Class-Based Queuing (CBQ) discipline to
classify the incoming traffic.

4.3   Core Router Configuration

Core routers are configured to perform (1) packet classification based on DSCP, (2)
packet scheduling, (3) queue management, (4) policing and (5) packet dropping.

We used CBQ as the packet scheduler, which is a classical assumption as proposed
in [24]. For CBQ a single set of mechanisms is proposed to implement link-sharing
and real-time services. In our implementation, CBQ is used to classify EF, AF, and
BE traffic classes so each connection can get appropriate resources based on packet
marking.

Our CBQ mechanisms include:

� a classifier to classify arriving packets to the appropriate class. This classification
is based on DSCP field in the IP header,

� a scheduler to determine the order in which packets from the various classes will be
sent. Linux Kernel implements several queuing disciplines (e.g. RED “Random
Early Detection” or GRED “generalized RED”). The GRED queuing discipline is
used to support multiple drop priorities as required by AF PHB. One physical
GRED queue is composed of multiple VQ (Virtual Queue). GRED can operate in
RIO (RED with In/Out bit) mode [25], with coupled average queue estimates from
the virtual queues, or in standard mode where each virtual queue has its own
independent average queue estimate as required by RED [26]. In our testbed, we
used GRED as queuing discipline for the AF classes, since our marker algorithm
takes into account these properties to give different level of QoS: minQoS,
MedQoS and MaxQoS.

For the AF classes we allocated 1.5Mbit/s for each AF sub-classes namely AF1,
AF2, AF3 and AF4, all of which are bounded. For the best effort traffic, we allocated
a minimum of 3.5Mbit but this traffic is allowed to borrow any available bandwidth.

5   Performance Analysis

Figures 6 and 7 give statistical properties of the MPEG-4 video traffic generated by
the video server to the client. The network is loaded by TCP and UDP background
traffic. In our testbed, the background traffic is marked as best effort traffic.

The first set of performance measurements are on packet loss probability for each
video elementary streams, in both IP best effort and Diffserv models. The second set
of measures concern the end-to-end one-way delay encountered by video packet
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Fig. 6. Instantaneous packet length in MPEG-4 Video Elementary Stream

between the server and the destination. Two different network loads have been tested,
i.e. 80% and 95% of the available bandwidth.
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5.1   IP Packet Losses

Figures 8 and 9 depict the variation of the video packet loss versus network load for IP
Best Effort and IP Diffserv respectively. Individual MPEG-4 video layers encounter
different packet loss probability. With IP Best Effort, the most essential video layer
(i.e. base layer) obtains the highest loss with 60 % for a network load of about 80%.
Using IP Diffserv and DVMA, the base layer faces the lowest packet drop probability
with a maximum of about 0.2 %.
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Fig. 9. MPEG-4 video packet Loss ratio vs Network load with IP Best Effort

Figure 10 shows the percentage of packets losses when the amount of background
traffic is about 80% (6.5 Mbit/s) of the bandwidth. This leads to some losses
essentially at time t=30s i.e. when the video server sends at its peak rate (figure 9).
The majority of the losses are concentrated within the base layer stream. This provides
a degradation of the video quality at the client. Moreover, the receiver can’t decode
properly the other elementary video streams without the good reception of the base
layer. Loss increases dramatically when the network load increases (Fig. 11).

The high losses of the base layer are due to his highest requirement of bandwidth.
We can compare it with a MPEG-2 video stream where I pictures are bigger than P
and B pictures. However, they are much more important. In this case, I packet’s losses
must be lower than the other packets types losses. When talking about MPEG-4, the
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base layer stream must have a low packet loss when the enhanced layers streams 1 and
2 must have a respectively increasing drop probability.
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Fig. 10. Packet drops in Best Effort scenario. - Network Load 80% -
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Fig. 11.  Packet drops in Best Effort scenario. - Network Load > 95%

With IP Diffserv, we can see that the video packet losses are almost equals to 0,
and we have ensured that the base layer has no losses. Figures 12 and 13 illustrate this
fact.

5.2   End-to-End Transmission Delay

Figures 14 and 15 illustrate the end-to-end delay, which is an important component of
the user-perceived QoS. Since, we are dealing with real time information, two much
delayed audiovisual IP packets are simply discarded by the destination.
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We can notice that the video packet’s losses are the similar regardless the network
load, i.e. 80% or 95% of the bandwidth. It indicated that traffic load variation have no
deep effect upon the video traffic. This is simply due to the static priority-based packet
scheduling mechanism performed by the gateways. We also note that best effort traffic
class (background traffic) can dynamically use any available bandwidth.

Figure 14 shows that during the peak rate, the delay dramatically increases.  When
the network load is about 95%, the one-way delay measurement is the highest, about
150 ms (Figure 15).

When using the Diffserv scenario, the packet delay is decreasing and doesn’t really
increase when the network load reaches 95%. In both Figures 16 and 17 we can also
see that the highest delay is during the peak rate at the middle of the transmission
process; i.e. 116 ms.
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6   Conclusion and Future Work

In this article, a hierarchically encoded MPEG-4 interactive video on demand (VOD)
service over IP Diffserv networks is proposed and evaluated using an experimental
testbed. An IP packet marker, called DVMA, has been also designed and integrated in
this QoS effective IP video delivery framework. Performance results have shown that
two sensitive QoS parameters have been sensibly improved during network overload:
video packet loss and end-to-end video packet transmission delay.
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Fig. 17. End-to-end Transfer Delay with IP Diffserv - Network Load > 95% -

The proposed marking algorithm better takes into account the characteristics and
relevance of MPEG-4 sub streams (audio, video, BIFS, OD signalling…) and
performs well with Assured Forwarding IP Diffserv PHB. Consequently, sensitive
video streams will undergo a privileged processing by the routers using our proposed
transport delivery service.

Further work will examine the interaction between video stream and background
traffic. As mentioned, the background traffic in our testbed is marked as best effort
traffic. This is not realistic in next generation Internet services. Additionally, domain’s
administrators should configure edges and cores routers according to predefined high-
level resource management policies and Service Level Agreements (SLA). It is
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commonly accepted that cooperative Bandwidth Brokers communicating with the
Common Open Policy Service Protocol (COPS) will probably assist them [27]. In this
perspective, we will investigate the performance of such architecture and will propose
solutions for dynamic configurations of multimedia gateways.
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Abstract. An increasing number of applications such as content-based
multimedia retrieval in a distributed system and low-bitrate video com-
munications, require the efficient processing and transmission of video
information. In content-based video retrieval, video segmentation pro-
duces video shots characterized by a certain degree of visual cohesive-
ness. The number of relevant video shots returned by the system can
be very large, thereby requiring significant transmission bandwidth. In
this paper, we present a new algorithm for the representation of visual
information contained in video segments. The approach is based on Prin-
cipal Component Analysis and takes advantage of the characteristics of
the data in video shots, and the optimal energy compaction properties
of the transform. The algorithm can use additional information about
video sequences provided by a video analysis and retrieval system, such
as a visual change estimator, and a video object tracking module.

1 Introduction

In this paper, we present a video representation approach that utilizes a struc-
turing of the video data and determines the optimal energy compaction of the
resulting video entities in order to enable their efficient representation and com-
pression. Although the emphasis of the paper is placed on the video retrieval
context, the extension of the approach to the video compression context is also
discussed.

Content-based multimedia processing and retrieval systems are created to
offer the means to automate the selective access to information, as expressed in
a query. Ideally, the retrieval system should find and return to the user only the
information that is relevant for a particular query. The information obtained as
a result of processing video shots, such as key frames, video objects, trajectories,
can be used for immediate response to a query, or it can be indexed for later
retrieval. The detail level at which the user initially receives visual information
from the processing system as a result of a query is hierarchical in that the
user may be given one or multiple key frames per relevant video shot, a text
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description of the video shot contents, or the full-resolution shot. Text or key
frames are limited in their capacity to provide dynamic information about a
video shot. For a large video archive the number of video shots returned by
the system may be significant. A full resolution video shot might have to be
separately decoded and then re-encoded by itself for transmission. An alternative
for providing the user with sufficient video information to allow for a decision
about the full resolution video shot is to efficiently transmit a lower resolution
representation of it.

In this paper, we discuss a method for the efficient representation of video
shots. This approach can be applied hierarchically both in terms of resolution,
and scene contents (i.e., full frame, or objects). For this purpose, we utilize the
optimality properties of the Principal Component Analysis transformation in
terms of energy compaction. Also, information provided by other components
of the multimedia processing system, such as the video segmentation and video
tracking modules, is used to facilitate the operation of the PCA-based algo-
rithms at the corresponding hierarchical levels mentioned above. We propose an
approach that utilizes the notion of visual activity in video sequences to facilitate
important savings in the number of transform coefficients required to represent
each video frame, while maintaining a reasonable level of distortion of the recon-
structed video sequence. The information about the activity in a video segment
is provided by a statistical estimator of visual changes in the video scene. The
granularity of the video segmentation process can be adjusted to ensure a suf-
ficient degree of visual consistency and locality in video shots. Given this new
structuring of video information, a local PCA-based representation at the level
of video shots becomes very efficient. This representation can be applied at the
full frame level, or at the video object level. For the latter case, moving video
objects can be extracted and tracked through the video sequence, for the purpose
of enabling their PCA representation and separate encoding.

The PCA-based video representation approach presented can also represent
a basis for developing video compression algorithms. The temporal segmentation
of the original image sequence is achieved through the use of video segmentation,
to obtain the video segments which are processed by the algorithm. The same
video segmentation approach mentioned above can be applied for full or lower-
resolution image sequences. The determined video segments can be encoded at
various resolution levels, taking into account the increasing computation that
comes with increasing image resolution. The hierarchical operation of the algo-
rithm in terms of scene contents is also applicable through the separate encoding
of video objects. This can be made possible by object recognition and tracking
in the image sequence. Also, in this paper, we investigate the PCA-based trans-
formation of the video data for the purpose of compressed representation. The
issues of optimal quantization and entropy coding are beyond the scope of this
presentation.

The paper is organized as follows. Section 2 reviews related work. In Section
3, algorithms for PCA are discussed. Section 4 presents the PCA-based repre-
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sentation of video sequences. Section 5 contains simulation results. The paper is
concluded in Section 6.

2 Related Work

Content-based multimedia processing, retrieval and transmission naturally
shares topics with the low bit rate video compression area. Content-based video
retrieval and indexing [1], [2], [3], [4], has the potential to automate to a large de-
gree the multimedia retrieval process. The objective of such systems is to provide
selective access to multimedia data, by finding query-relevant video segments and
presenting them to the user. Once video segments have been found as relevant,
various levels of information regarding the shots must be transmitted to the
user. This information can include a text description of the shot, one keyframe
per shot, visual storyboards consisting of multiple keyframes, time-compressed
video shots, and low or full resolution versions of the video shot. Dynamic video
information is the most preferable to be transmitted to the user.

Next, video coding techniques are briefly discussed. Waveform coding meth-
ods (i.e., transform and subband coding) encode data using the pixel structure
of an image, whether at full frame level, or block level. Although these methods
are well-established at high bit rate encoding, they have known limitations at
low bit rates and introduce artifacts to which the human visual system is very
sensitive. Block-based transform techniques have been included in video com-
pression standards such as the MPEG family and the H.26x. Subband coding
[5],[6], utilizes a decomposition of the image as produced by an analysis filter
bank which is followed by down-sampling. The resulting subbands can represent
the input to other stages of analysis/downsampling, producing a hierarchical,
multi-resolution description of the image data.

Second generation (object level) coding techniques utilize the scene contents
to improve the low bit rate coding performance and eliminate artifacts of the
waveform coding techniques. However, contour and texture may require com-
plex encoding operations and a significant bit rate allocation. These techniques
attempt to provide better performance by considering the visual scene contents
and its structure, as opposed to an artificial partition of an image into blocks.
Object-based coding [7], [8], depends on the ability to recognize objects in the
scene and represent them by shape, texture, and motion. The extraction of ob-
jects from the video scene is difficult and currently can be achieved satisfactorily
if there are not many moving objects in the scene, the object motion is dominant
and moderate, and camera motion is limited. The possibility that object/region
based encoding may fail for particular types of video sequences or portions of a
video sequence has prompted the creation of hybrid coders that use block based
coding when the object based techniques become unfeasible.

The use of PCA for optimal dimension reduction and transform coding for
still images has received renewed attention [9], [10]. In [9], the resource allo-
cation using local linear models for non-linear PCA is discussed. In the local
PCA model, the data is partitioned into regions and PCA is performed in each



Video Skimming and Summarization 131

region. The local PCA model is applied to image dimension reduction and trans-
form coding. The allocation of PCA representation and coding to different image
regions permits the adjustment of the dimension locally, while the average di-
mension is constrained to a particular value. In [10], the problem of finding an
appropriate data partition for the application of the local PCA is investigated. In
this paper, we use the PCA transform as the basis for encoding video data. We
introduce a video sequence representation approach that can facilitate impor-
tant savings in the number of transform coefficients required to represent each
video frame. Using a visual activity-based structuring of video sequences and
video object tracking in scenes, a PCA-based representation becomes suitable
for use in encoding video segments, with additional computational methods to
make such algorithms efficient.

3 Algorithms for Efficient Principal Component Analysis

Let P be an Nc × L data matrix corresponding to a set of L data vectors with
dimension Nc × 1. In the following, we use deterministic estimates of statistical
variables, by taking the matrix C = PPT to be an estimate of the correlation
matrix of the data. Let Xk denote a data vector (column) of matrix P. The Prin-
cipal Component Analysis (PCA) performs a partial KL transform by finding
the largest M < L eigenvalues and corresponding eigenvectors of C. The new
representation Yk of an original data vector Xk is Yk = ΦT

MXk, where ΦM is
the eigenmatrix formed by selecting only the M eigenvectors corresponding to
the largest M eigenvalues.

Assuming that Nc >> L is very large for the case of interest, the size of ma-
trix C is also large, which would result in computationally intensive operations
using the direct PCA computation. As described in [11], an efficient approach for
negotiating this problem is to consider the implicit correlation matrix C̃ = PT P.
The matrix C̃ is of size L × L, which is much smaller than the size of C. The
M ≤ L − 1 largest eigenvalues λi, and corresponding eigenvectors ei of C can
be exactly found from the M ≤ L − 1 largest eigenvalues and eigenvectors of
C̃ as follows [11]: λi = λ̃i, ei = λ̃

− 1
2

i Pẽi, where λ̃i, ẽi are the corresponding
eigenvalues and eigenvectors of C̃. The eigenvectors ẽi of C̃ = PT P are given
by the right singular vectors of P, determined using the SVD.

An efficient iterative approach for computing approximations of theM largest
eigenvalues and corresponding eigenvectors of C was also proposed in [11]. It
is assumed that the data vectors are processed sequentially. The algorithm is
initialized by direct computation of the M most significant eigenvectors of an
initial set of (M+1) data vectors. In the following iterative procedure only theM
eigenvectors corresponding to the largest eigenvalues are retained at every stage
of the iteration. For every new input vector, the M eigenvectors computed in
the previous step are refined. Let us denote by {x(i)}i=1...L the L data vectors.
Assume that only the M most significant eigenvectors {ψ(i)

L }i=1...M , obtained
after all L data vectors have been processed, will be retained. Let Ak be an
(M + 1) × (M + 1) correlation matrix formed at iteration k. Its corresponding
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eigenvectors and eigenvalues are {a(i)k }i=1...M and {λ(i)k }i=1...M . The iterative
PCA algorithm proceeds as follows:
Step 0:
Set k =M + 1.
Read the (M+1) data vectors {x(i)}i=1...M+1.
Determine the matrix Ak

Calculate eigenvectors {a(i)k }i=1...M and {λ(i)k }i=1...M by direct calculation.
Compute the initial set of M eigenvectors {ψ(i)

k }i=1...M as follows:

ψ
(i)
M+1 = (a(i)M+1)1x

(1) + (a(i)M+1)2x
(2) + . . .+ (a(i)M+1)M+1x

(M+1). (1)

where (a(i)k )I is the Ith component of the ith eigenvector a(i)k , at iteration k.
Step 1:
k = k + 1.
As the new vector x(k) is processed, re-compute the (M + 1) × (M + 1) matrix
Ak from x(k) and the previous principal vectors {ψ(i)

k }i=1...M as follows ((Ak)i,j
represents the (i, j)th entry in matrix Ak):

(Ak)i,j =
k − 1
k

(λ(i)k−1λ
(j)
k−1)

1/2δij ; i, j = 1 . . .M, (2)

(Ak)i,M+1 = (Ak)M+1,i =
1
k
ψ
(i)T
k−1x

(k); i = 1 . . .M,

(Ak)M+1,M+1 =
1
k
x(k)Tx(k).

The updated principal eigenvectors {ψ(i)
k }i=1,M and their corresponding eigen-

values {λ(i)k }i=1...M are then obtained by finding the eigenvalues and eigenvectors
of matrix Ak and using the following formula:

ψ
(i)
k = (a(i)k )1ψ

(1)
k−1 + (a(i)k )2ψ

(2)
k−1 + . . .+ (a(i)k )Mψ

(M)
k−1 + (a(i)k )M+1x

(k). (3)

Step 2:
Repeat Step 1 until k = L (all vectors have been processed).

At k = L, normalize the M retained eigenvectors {ψ(i)
L }i=1...M by 1/(

√
Lλ

(i)
L )

to obtain the normalized principal vectors of the data set {x(k)}k=1...L.

4 PCA-Based Representation of Video Sequences

The video representation and compression algorithms presented in this section
are intended for use in two contexts that require the efficient coding of video
sequences. In the case of a distributed multimedia processing and retrieval sys-
tem, the query-relevant video shots must be transmitted to the user’s location.
Within computational considerations, the proposed compression approach can
represent the basis for encoding video data at very low bit rates. In both cases,
the use of video segmentation, visual change estimation, and object tracking,
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enables the operation of the PCA-based video representation algorithm. A video
segmentation algorithm can be applied to compressed or raw video data. The
object extraction and tracking information, however, is obtained differently de-
pending on the context. For example, for motion-compensated video, objects can
be extracted and tracked as presented in [3].

4.1 Video Shot Representation in a Multimedia Retrieval System

In the case of a distributed multimedia processing and retrieval system, the
query-relevant video shots must be efficiently transmitted to the user. As men-
tioned before, the information presented to the user can be hierarchical in nature
(a single key frame, multiple key frames, story boards (tree structures) of key
frames, lower-resolution versions of the video shot, time-compressed video shots,
or the full-resolution video shots).

We shall illustrate the operation and characteristics of the proposed video
representation algorithm for the case of a video shot extracted from a compressed
MPEG-2 video sequence. The preliminary operations of video segmentation and
video object tracking are assumed to have already taken place. Thus, we have
access to the video shot of interest in compressed form. Additionally, as produced
by the other modules of the retrieval system operating on compressed bitstream
([3], [4]), there exists information regarding the visual changes in the video shot,
and objects of interest in the shot. To introduce the algorithm, its functionality
is presented for the case of low resolution, frame-level operation. For efficiency
purposes, a low resolution version of the original video shot can be directly
extracted from the bistream by considering only the DC coefficients of the blocks
in each picture of the shot. One of the important characteristics of video shots is
that they are relatively visually-coherent, that is, the visual information in the
scene is expected to vary within certain limits.

For the case considered, the video segment to be encoded consists of a se-
quence of DC images. Each of these images are lexicographically ordered, result-
ing in the corresponding sequence of DC vectors. Let us denote these vectors
by {Xk}, having dimensionality Nc × 1. Let us also assume that the number
of vectors in the video segment is L. We are interested in approximating the
original vector space by a much smaller number M of eigenvectors. In order to
use a PCA-based representation of the video segment, a number of options are
available. The PCA-based representation algorithms can use the training sample
approach, or the iterative approach, as described in Sect. 3.

For the training sample PCA approach (TS-PCA), a training subset τ of
sample vectors taken from the entire vector set can be used. The M largest
eigenvalues and the corresponding eigenvectors of τ can be found using the pro-
cedure outlined in Sect. 3. The retained eigenvectors can be utilized to represent
the original DC vectors Xk in the video segment by the corresponding trans-
formed vectors Yk of dimensionality M × 1:

Yk = ΦM
TXk. (4)

where ΦM is the corresponding eigenmatrix.
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Additionally, two options are available for the selection of the training set τ .
The first one is to select this set randomly from the vectors forming the video
segment. The second option is to use information provided by modules of the
retrieval system. Specifically, one by-product of the video segmentation approach
presented in [4] is related to the fact that the activity or visual changes in a video
shot are indicated by the test statistic gk that is used for the detection of scene
changes. The test statistic can be used as an estimator of activity in the video
shot in order to improve the performance of the PCA representation, by means
of selecting a training sample from the shot. The samples can be assigned in
a non-uniform manner, by taking more samples in portions of high activity in
the shot. The simulations conducted show that the performance of the TS-PCA
algorithm is dependent on the degree of visual change that takes place in the
video shot. Also, as expected, taking a training sample that spans the entire video
segment results in improved performance compared to selecting the training set
only from the first images in the shot. The alternative to using a training sample
for the PCA video representation, is to use the iterative PCA algorithm (I-PCA)
presented in Sect. 3. Because this approach uses all the data vectors in the set in
determining their PCA representation, the corresponding algorithm is expected
to provide an improvement in the quality of the representation. This is confirmed
by the simulations presented in Sect. 5.

For the lossy reconstruction of the images in the video shot, the informa-
tion needed consists of the eigenspace description as provided by the retained
eigenvectors in matrix ΦM , and the coordinates of each image in this space, rep-
resented by its corresponding vector Yk. Formally, using the orthogonality of the
transform, a reconstructed vector (image) is obtained as follows:

X̂k = ΦMYk. (5)

Up until now, we have considered the case of applying the PCA-based repre-
sentation algorithm for low-resolution video shots and at the frame level. Its
functionality can be extended to a hierarchical level based on video scene con-
tents. In general, tracking can provide us with information about the position
and size a specific object through the frames of the shot. This information can
be used to extract query-relevant object ’streams’ in a video shot, by recording
the images of the object as it appears in each frame of the shot. Furthermore,
this enables the diversification of video representation and encoding at both full
image and object levels. Simulations conducted show that the separate PCA-
representation of moving objects in the scene results in superior quality of the
reconstructed object images, compared to the exclusive frame-level PCA repre-
sentation, for small to moderate affine changes of the object inside the tracking
rectangle.

4.2 Video Compression

The functionality of the PCA-based video representation and compression can
constitute a basis for developing algorithms for encoding raw video data. The
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original video data can be assigned new structure through the use of video seg-
mentation, change estimators, and video object tracking.

The video segmentation approach can be applied to images at a given res-
olution. For example, a subband transform can be used for generating a multi-
resolution representation of the original images. As we know, low-resolution im-
ages are sufficient for the detection of scene changes in the video. The resulting
video segments are represented using the PCA algorithm with a similar tech-
nique to that described in Sect. 3. This is shown in the block diagram in Fig. 1.
From a practical point of view, two challenges arise. One is related to the fact
that as the resolution of the images increases, the visible distortion introduced
by the PCA representation can increase for video sequences with large motion
in the scene. The locality of the data has to be ensured by selecting the gran-
ularity (threshold) of the video segmentation process. Also, for video frames at
full resolution the dimensionality increases, and therefore the computation cost
associated with the PCA algorithm increases as well. An alternative to the PCA
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Fig. 1. Hierarchical video compression for different image resolutions.

representation of the actual image sequence is to encode the sequence of corre-
sponding error images. If the image with index k in the sequence is denoted by
Xk, then the error image Ek is obtained as Ek = Xk −Xk−1. The vectors cor-
responding to the sequence Ek are represented by the PCA algorithm discussed
in this section. The most significant M eigenvectors of the residual sequence
and the PCA representation of each residual image, along with the first image
in the video sequence must be encoded and transmitted. Through the inverse
transformation, the residual images are reconstructed, and using the first im-
age for the initial step, all other frames of the video segment are obtained, i.e.,
X̂k = X̂k−1 + Êk. One additional area that is currently investigated consists
of the use of a PCA-based approach in conjunction with motion compensation
(MC). For example, the motion fields corresponding to frames from a video shot
can be modeled and transmitted using a PCA-based technique.

The PCA-based video representation can also be applied hierarchically based
on video scene contents, similarly to the case of compressed content-based pro-
cessing. Tracking allows for the registration of the objects inside the tracking
rectangle and contributes to the locality of video data at the object level. The
objects are extracted and tracked inside a determined video segment, obtained
through the prior video segmentation of the image sequence. The PCA trans-
form can be applied to the sequence of object images. For video object tracking
in video segments two options are available. Firstly, objects can be extracted
and tracked through the frames of the raw video sequence. The images of the
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objects as delimited by the tracking bounding box form the object streams that
are processed by the PCA representation algorithm, as shown in Fig. 2.
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Fig. 2. Object level video compression.

Secondly, block-level motion compensation can be applied to the original
image sequence so that the object recognition and tracking can use the generated
motion information. This information can be used to extract the object streams
in a video segment, composed of the images of the tracked object. This process
is illustrated in Fig. 3.
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Fig. 3. Object level video compression on motion compensated video sequence.

One additional observation is that whenever object tracking is used for sepa-
rate encoding, the resulting sequence of object images through the frames of the
video segment may have variable size due to variation in the object size. If this
variation is small and the tracking frame is fixed in size, the object bounded by
its tracking frame can be directly processed by the PCA. In the case where there
exists variation in the size of the tracking frame, and thus in that of the object
images, additional processing is required to prepare the resulting images for the
input to the PCA-representation module. If the variation is relatively small the
largest size of the tracked object can be used to determine the dimensionality of
the data vectors to be processed by the PCA.

For all cases presented, the PCA-based compression of video sequences offers
the advantage of a high compression ratio due to the optimality of energy com-
paction for a given number of transform coefficients. The effectiveness of this
approach is dependent on the structure (locality) of video data obtained as a
result of temporal segmentation and object tracking, as well as on the image
resolution at which the algorithm operates.

5 Simulation Results

The original video sequences utilized in the simulations were encoded using the
MPEG-2 video compression standard. The size of the video frame was 240 x 352
pixels. The encoding pattern was ’IPBBP’, with a GOP of length 12.
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The objective of simulations of the PCA-based video representation was to
evaluate the allocation of transform coefficients for each frame of the video seg-
ments determined as discussed in the previous Sections, and the objective quality
of the reconstructed frames of the video sequences. The use of PCA represen-
tation in a motion compensation context is part of on-going work. Following
the presentation in Sect. 4, a low resolution version of video segments was used
for simulations. For simplicity, only the luminance part of the image data was
retained. These low resolution video sequences were created by extracting the
DC coefficients of blocks from the compressed video frames. Thus, the dimen-
sionality of the resulting DC vectors is 1320× 1 (corresponding to DC images of
size 30× 44). As described in Sect. 3 and 4, the original set of DC vectors com-
prising the low-resolution video shot is processed by the PCA-based algorithm.
The DC images can also be seen as a raw image sequence that are subject to a
transform. The video shots utilized fall into three categories ranging from low
(shot 1), moderate (shot 2), and high activity (shot 3).

Each DC image in the video shot was also represented using both frame level
and block-level DCT transforms. A subset of the DCT coefficients of each DC
image was retained either at the frame or block level. For example, for frame level
DCT, there are 1320 DCT coefficients corresponding to a 30 × 44 DC image. A
subset of these coefficients can be utilized for a lossy representation of the image,
e.g., 900 coefficients. Similarly, at block DCT level, if blocks are taken to be of
size 4 × 4, there are 16 DCT coefficients per block, of each one could retain
only the first 9 in plane order. Blocks of size 4× 4 yield the best representation
performance for DC images (the spatial correlation present in the full resolution
images is diminished in their DC representation). The lossy representations of
each image in the video shot are then used for its reconstruction, through the
inverse transformation.

In the first part of the simulations we use the PCA-based representation of
the DC images in a video segment by utilizing a training set of samples. The in-
formation needed for reconstruction of the images comprises the M eigenvectors
of the representation space, and theM -dimensional representation (coordinates)
of each DC image in the determined space. As presented in Sect. 3, 4, a training
sample of M + 1 DC vectors in each video segment must be selected to enable
the TS-PCA representation. If additional information is available about the vi-
sual changes taking place in a video shot such as given by a statistical change
estimator, the sample can be selected accordingly (see Sect. 4). Once the PCA-
representation of the video shot is obtained, the images in the video shot are
reconstructed as presented in Sect. 3.

Figs. 4 - 5 show the SNRs of reconstructed DC images in the video shots con-
sidered. These images were encoded using a TS-PCA-based representation, and
lossy frame and block DCT-based representations of each DC image (identified
by the abbreviations DCT and BDCT). The number of coefficients retained for
each representation, as well as the total number of coefficients per frame are also
indicated in the figures.
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Fig. 4. Reconstructed sequence SNR: Training set PCA - Video shot a) 1, b) 2.
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Fig. 5. Reconstructed sequence SNR: Training set PCA - Video shot 3.

A characteristic of the training sample-based PCA (TS-PCA) is that the
images that were part of the training sample used for the representation are
perfectly reconstructed, and thus are present in the figures as spikes in the SNR.
For the video shots with low to moderate visual activity, the performance of
the PCA representation is comparable to that of the DCT-based representations
using a much larger number of coefficients, as seen in Fig. 4. The video shot in
Fig. 5 is more difficult to represent for a TS-PCA-based representation (especially
if processed as one shot), due to significant and continuous changes in the visual
information. Two approaches can be used to improve performance. The most
effective remedy is provided by the appropriate selection of the video segments to
be encoded, i.e., the original video shot should be split into two sub-shots which
are much more consistent visually. The second method to improve representation
performance is to increase the dimensionality of the subspace, with the cost of
increasing the number of eigenvectors that have to be transmitted.

An alternative to the training sample methodology is made computationally
efficient by the iterative algorithm discussed in Sect. 3. An initial estimate of
the representation space having the desired dimensionality M is obtained by
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Fig. 6. Reconstructed sequence SNR: I-PCA - Video shot a) 1, b) 2.

computing the most significant M eigenvectors of M + 1 images from the video
shot by the direct method presented in Sect. 3. Once the initial representation is
determined, the algorithm refines the representation space iteratively, with each
new image from the video sequence, until all images have been processed. At the
end of its operation, the iterative PCA algorithm (I-PCA) produces approxima-
tions of the most significant M eigenvectors corresponding to the entire set of
images.

The SNRs of reconstructed images corresponding to the PCA-based represen-
tation using the I-PCA algorithm and the DCT-based representation are shown
in Figs. 6-7. The images used to compute an initial estimate of the space are
selected to be the first ones in the video shot. Other choices would be a random
selection, or a selection based on an activity estimator, similarly to the training
sample methodology. As expected, there is a marked improvement in the recon-
structed video quality in the case of I-PCA, reflecting a more precise description
of the image sequence space. The performance of the representation is also im-
proved for the third video shot in Fig. 7(a), although the previous considerations
regarding additional gain that can be obtained through separate processing of
its two component sub-shots remain valid. The performance of the I-PCA com-
puted using a spread sample initialization instead of selecting the first frames
in the shot for the initial estimation of the eigenspace, is shown in Fig. 7(b)
for the last video shot considered. As expected in this case, the SNR is slightly
improved compared to Fig. 7(a), using a selection of the sample that spans the
entire video shot. For the case of the PCA-based encoding, similarly to intra-
coded images in a motion compensation context, the M eigenvectors must be
intra-coded for transmission. For all other images in the video sequence, only the
M × 1-dimensional vector representing coordinates of the corresponding image
in the subspace must be transmitted. For the I-PCA algorithm, M was chosen
so as not to exceed the number I of intra-coded images needed for a motion
compensated sequence.

As discussed in Sect. 4, by taking into account information regarding the
scene contents, the proposed algorithm can be extended to operate at object
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tion.)

level. Through extraction and tracking of moving objects, their PCA-based rep-
resentation has better performance due to the virtual registration of the objects
inside a tracking bounding box. In Fig. 8(a), sample frames show two objects
marked by their corresponding tracking frames, which were tracked through the
frames of a video shot by the algorithm presented in [3]. Thus, these objects
can be extracted and encoded separately using the PCA-based algorithm. Sam-
ple original object images and their reconstructed counterparts are also shown
in Fig. 8(b). Even though while being tracked the objects suffer a moderate
degree of change inside the tracking box, their PCA-based representation and
reconstruction is very good.

(a) Original images

(b) Reconstructed images

Fig. 8. Snapshots of video tracking for retrieval of multiple templates.

6 Conclusion

In this paper, a new algorithm for the efficient representation of video segments
based on Principal Component Analysis was presented. This approach can be
used in the context of content-based multimedia processing and retrieval, as well
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as a basis for developing video data compression algorithms. For both application
domains, the PCA algorithms can be hierarchically applied at both resolution
and scene contents level. Simulations of the PCA algorithms show the potential
for a very economical representation of video segments, using a small average
number of transform coefficients for the images of the sequence. The performance
of the approach can be maintained by a temporal segmentation of the video
sequence. With increasing resolution of the image sequence, the computational
cost of the algorithm increases as well. Depending on the nature of the video
segment, a variable number of eigenvectors may be used for representation. It
is of interest to determine the optimal number of eigenvectors to be used for
each video segment subject to a constrained number of eigenvectors used for
the entire video sequence. Also, a hybrid encoder can utilize different encoding
methods (PCA-based, motion compensation) depending on the resolution of the
image sequence, and degree of visual changes in a video segment.
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Abstract. This paper presents a policy-based software architecture and
implementation for application Quality of Service (QoS) management.
The approach is dynamic in that the application is started with an
initial resource allocation, and if it does not meet its QoS requirement,
a resource manager attempts to allocate more resources to it until its
QoS requirement is met. One key problem is that of determining the
corrective action(s) to be taken when an application’s QoS requirements
are not being satisfied. For example, one possible action is to adjust the
application’s CPU priority when its QoS requirement is not being met.
However, if there are several applications on the same host with QoS
requirements, this may not be feasible. In other words, there may be
constraints on the corrective actions depending on other factors. This
paper explores the use of administrative policies to guide decisions on
actions to take to meet QoS requirements and presents a prototype and
initial experimentation.

Keywords: Dynamic Quality of Service, Policies, Control Actions, Mul-
timedia

1 Introduction

There has been an increase in distributed applications that involve the ex-
change of data which is time-sensitive. These types of applications arise in a
number of areas including video-on-demand, distance education, tele-medicine,
tele-conferencing, electronic commerce, and several others [7]. Users of these ap-
plications expect them to perform at “acceptable” levels, that is, they expect a
high level of quality of service (QoS). Quality of service in this context refers to
non-functional, run-time (or operational) requirements, such as the application’s
performance or availability.

QoS management techniques, such as resource reservation and admission
control techniques, can be used to guarantee the QoS requirements, but these
techniques usually base the resource reservation on worst-case needs which leads
to inefficient resource utilization. In addition, these approaches often require that
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the developer or user have intricate knowledge of resource needs (e.g., the num-
ber of CPU cycles needed). Other QoS management techniques focus on either
having applications adapt their behaviour based on reduced resource availability
(e.g., change of video resolution) or make adjustments to resource usage in the
system. Generally, the adjustments to resources refers to making adjustments to
the behaviour of the service providing the resources (e.g., frame dropping will
cause a server to back off). Thus, monitored resource usage is used to determine
adaptations.

As will be described in detail in the next section, most of the related re-
search is not suitable for environments and applications with the characteristics
just described. (i) Often, the QoS requirements are considered to be soft, i.e.,
applications with these requirements are still considered functionally correct if
the QoS requirement is not satisfied. This is opposed to hard QoS requirements
where applications (e.g., flight control systems, chemical process control systems,
patient-monitoring systems) must meet the QoS requirement to avoid disastrous
consequences. (ii) Many distributed applications are dynamic in nature. For ex-
ample, the QoS requirements may vary for different users (and different sessions)
of the same application, for the same user of the application at different times,
or even during single session of the application. Also, during a session the QoS
requirements may change. For example, in a multicasting application it is not
unusual to have new clients join a multicasting session. (iii) The user or devel-
oper will not have intricate knowledge of the hardware architecture and system
software in the target environment. This is especially difficult to do for widely
heterogeneous environments. (iv) It is also likely that the users of these appli-
cations will have multiple applications on their systems, likely running concur-
rently, and that these applications will also have to co-exist with more traditional
applications for transaction processing, data processing, and software develop-
ment.

This paper describes an approach to QoS management for an environment
and applications with the above characteristics.

Section 2 describes related work. Section 3 describes the strategy taken by
the our approach to QoS management. Section 4 provides a brief discussion of
QoS requirements and policies. A proposed architecture for a system dynami-
cally allocate resources to meet QoS requirements is presented in Section 5 and
details of a prototype are presented in Section 6. Some experimental results are
presented in Section 7. A conclusion is presented in Section 8.

2 Related Work

There is a large body of work related to QoS management that is briefly described
in this section.

2.1 Single Resource Algorithms

Over the years, a number of algorithms have been developed for CPU, disk
and network resource allocation (e.g. [20,3,22,16,15]). A single algorithm is not
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enough to support QoS management. Users and developers should not interface
with or be exposed to these algorithms and approaches directly. Our work ad-
dresses this issue by allowing the user and application developers to focus on
defining the QoS requirements e.g., “The number of video frames per second
displayed to the user must be at least 25”, but not having to define low-level re-
source needs such as the number of CPU cycles. Our QoS management approach
hides these details.

2.2 Static QoS Infrastructures for Network Resources

There are a number of approaches for providing network quality of service for
multimedia applications. An excellent review can be found in [1]. Most of these
approaches are relatively static, although some support some form of renegotia-
tion of the resources allocated to them for satisfaction of their QoS requirements.
These approaches have two disadvantages: (i) They require major modifications
to the operating systems or (ii) The technique is based on worse-case needs (as
the result of using resource reservation) which often leads to inefficient resource
utilization. Our work makes use of the existing features provided by the oper-
ating system and does not need to use resource reservation which is generally
more applicable for systems with hard real-time requirements.

2.3 Dynamic QoS Management Approaches for Application
Adaptation

One class of application adaptation mechanisms adapts the resource consump-
tion needs. An example of this can be found in [9]. Another type of application
adaptation mechanism alters the topology of the end-to-end processing. Yet an-
other application mechanism allows the user to prioritise services. If there are
not enough computing resources then the behaviour of the application changes
by changing or eliminating a service. For example, an application may be told
to reduce the resolution that it is displaying an image at or eliminate audio and
leave video.

Many of the techniques are either used or modified for use in middleware
services. For example, the work in [12] introduces a Task Control Model for
QoS application adaptations in the Agilos middleware control architecture. The
adaptations usually take the form of changing request or delivery rates in applica-
tions based on control theory models. The QuO project [17] proposes extensions
to standard CORBA components and services for supporting application adap-
tation. Other work [6] includes that which combines resource reservation with
application adaptation.

Our approach can support application adaptation (although we do not ex-
tensively focus on this in this paper). Our approach does not rely on existing
middlewares like CORBA before it can be applied. In fact, our approach can be
used to manage multiple and concurrent applications that use CORBA, Java or
sockets. As a result, our work can be more easily extended to QoS management
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across multiple administrative domains. This is not the case with using a sys-
tem like QuO which assumes that the CORBA services are in all administrative
domains.

2.4 Dynamic QoS Management Approaches for Dynamically
Changing Resource Allocation

There is relatively little work on dynamic QoS management approaches for
changing resource allocations of an application. The work in [2] proposes a qual-
ity of service management scheme that dynamically adjusts resource allocations
(e.g. the operating system adjusts its computing resource allocations). The ap-
plications make most of their own resource management decisions, instead of
the operating system or other services. While this may get better results for
individual applications, it places additional burden on application developers to
develop this logic, and can be dangerous since it relies upon all applications and
users to behave in a fair and equitable manner when resources are being allo-
cated. Unfortunately, the implementation and validation of this approach has
been self-described as ad hoc and incomplete; further refinements of this work
have not been done. Our work is different in that it will allow for the potential
to optimise performance across all applications.

The work in [4,11] describe dynamic approaches to QoS management where
the environment adapts as much as possible to application needs. The user is
central to this process, as it is up to the user the decide when quality is unac-
ceptable, and what to do to correct the problem, with the assistance of feedback
from the system. This degree of user involvement places a great deal of burden
on the user.

3 Strategy

Our approach to QoS management does not require user or developer knowl-
edge of their application’s computing resource needs. Computing resources are
allocated as needed (if available), if the application does not satisfy its QoS re-
quirements. For example, the CPU priority of an application may be adjusted
if that application is not satisfying its QoS requirements. This is different than
having the application re-adjust its behaviour. Rather, the computing resource
allocation is dynamically changed.

This approach entails several problems: (1) The application needs to be mon-
itored in order to determine if the QoS requirements are being met. If they are
not, then this must be detected (violation detection). (2) Once a QoS require-
ment has been detected by the monitoring system, the cause of the degradation
must be determined (location). For example, a violation of the QoS requirement
would occur if a video application was expecting to receive at least 23 frames per
second, but was not. This could be caused by several situations, e.g., the video
application might not be getting enough local processor cycles, the server process
might not be getting enough cycles, a process failed, or there is an unexpected
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load on a network link. Locating the cause is an important step in determining
the appropriate resource allocation. For example, if the problem is that there is
an unexpected load on the network, then there is no need to adjust resources
on the video application process’s host. (3) The resource allocation should be
adjusted. Examples include providing more processor cycles or restarting a failed
process. The actions to be taken depend not only on the cause of the violation,
but also depend on the constraints imposed on how to achieve the QoS require-
ment. For example, one possible corrective action is to adjust the CPU priority
of the video application receiving the video stream. However, if there are several
multimedia applications on the same host, then perhaps attaining the desired
level of service for all is not possible and a different action is necessary, e.g.
adjust the priority based on who the user of the video application is.

These constraints constitute a second category of requirements. These are,
however, not QoS requirements on the expected behaviour of an application.
Rather, they are administrative or organizational requirements. These require-
ments will vary among different administrative domains and will vary over time.

4 Types of Requirements and Policies

We have identified two different types of requirements: requirements on the run-
time behaviour of an application (hence referred to as application QoS require-
ments) and requirements that express constraints on the set of possible corrective
run-time actions (hence referred to as administrative requirements). Clearly, for
both types of requirements to be useful in the management of distributed ap-
plications, and given the run-time nature of both sets of requirements, it must
be possible to represent both within the management system and it must be
possible to determine the specific components that they apply to.

Application QoS requirements for a particular application will change. For
example, the requirements of an application may depend on the user who has
invoked the application. Thus, different sessions of the same application may
have different QoS requirements. Administrative requirements will also change,
since the constraints on the possible adaptations will also change during the
lifetime of the system.

As described earlier, an application QoS requirement may be violated. In
these cases, it must be possible to specify an action. In many cases we will want
this action to include sending a notification of the violation to another entity
that is doing the diagnosis and determining the adaptation to be taken.

The implication of these two observations is that it must be possible to store
both application QoS and administrative requirements. The application QoS
requirements should be accessible by an application when that application is
started up. It must also be possible to specify the action(s) to be taken if the
application QoS requirement is not satisfied.

This suggests that we allow the requirements to be expressed as policies.
A policy can be defined [19] as a rule that describes the action(s) to occur
when specific conditions occur. There has always been some use of some form of



Distributed Resource Management 147

policies to manage networking resources in most enterprises. For example, system
administrators often define policies regarding what types of traffic a firewall can
reject. The Internet Engineering Task Force (IETF) is currently developing a set
of standards (current drafts found in [14,18,21]) associated with policies.

A policy for an application QoS requirement has as its condition the nega-
tion of the QoS requirement which means that the specified action(s) is to take
place when it has been detected that the QoS requirement has been violated.
We call these expectation policies. The action(s) will include where to send the
notification of a violation of the QoS requirement.

Policies can also be used for administrative requirements. These are called
enforcement policies. A more detailed description of how these polices can be
formalised and supplied to the application upon start-up is described in [13].

5 Architecture

This section describes the key architectural components (depicted in Figure 1).
For illustrary purposes, we shall use the following QoS requirement in examples
in the remainder of the paper: “The application deliver video at a frame rate
of between 23 and 27 frames per second.” (lower and upper bounds are used to
indicate when the frame rate is too slow or too fast).
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5.1 Instrumented Process

Expectation policies express application QoS requirements which are charac-
terised by conditions that must be satisfied about attributes of the application.
For example, the frame rate of a video application is an attribute and the state-
ment “a frame rate of between 23 and 27 frames per second” is a condition about
that attribute that should be satisfied by the application at run-time.

Instrumentation code is code inserted into an application at strategic loca-
tions to collect the values of attributes. While some measurements of attributes
can be taken by observing external application behaviour and rudimentary con-
trol can be achieved through operating system interactions, work in this area
has found that these approaches are limiting in both accuracy and the kinds of
metrics and control available.

An instrumented process is an application process with embedded instru-
mentation code. It is this instrumentation code that enables the management of
the application process. This instrumentation is provided by several components.

Sensors. Sensors (represented as S in Figure 1) are used to collect, maintain,
and (perhaps) process a wide variety of attribute information within the
instrumented processes. Each attribute is part of a policy (or policies) being
applied to the application; policies specify constraints on process attributes. For
simplicity, we associate a sensor with one attribute. Sensors get their input data
from probes inserted at strategic points in the application code or by reading
other sensors. During run-time, sensors can be enabled or disabled, reporting
intervals can be adjusted and thresholds can be modified.

Probes. Probes are embedded in process code to facilitate interactions with
sensors. Probes allow sensors to collect metric information. Each probe is specific
to a particular sensor. Probes are the only instrumentation component that must
be injected into the original process source code—all other components need
only reside in the same address space as the process, and do not require code
modifications.

Coordinators and sensors are defined as classes. Probes are methods of the
sensors.

Example 1.

As an example, consider the sample pseudo-code for a video playback application
in Figure 2 that has the QoS requirement stated at the beginning of this section.
This QoS requirement is translated into initial thresholds for sensor s1, capable
of measuring the frame rate. The target threshold is 25 frames per second, the
upper threshold is 27 frames per second and the lower threshold is 23 frames per
second.

Sensor s1 includes at least the following two probes which are also methods
of s1: (1) An initialisation probe that takes as a parameter the default threshold
target value. This probe gives a value to the target, as well as the upper and lower
thresholds. (2) A probe that (i) determines the elapsed time between frames. (ii)
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checks to see if this time falls within a particular range defined by the lower and
upper acceptable thresholds, and (iii) informs the coordinator if the constraints
on the values of the frame rate are not satisfied c. ✷

Given: Video application v.
QOS expectations e.

1. Perform initialisation for v.
2. Initialise coordinator c.
3. Initialise sensor s1 with e.
4. while (v not done) do:
5. Retrieve next video frame f.
6. Decode and display f.
7. Execute s1 → probe
8. endwhile

Fig. 2. Instrumentation Example

How does a sensor relate to policies that express application QoS require-
ments? A sensor collects values for an attribute of the process. This attribute
is part of a policy (or policies) being applied to the application. Application
policies specify constraints on process attributes. We assume that a sensor
is responsible for monitoring a specific attribute. If the sensor finds that a
constraint involving the frame rate attribute is violated, it reports this to the
coordinator as an alarm report. For our example QoS requirement, it is assumed
that one sensor is needed for the frame rate. We note that a sensor may provide
values to be used in more than one policy. This means that there is a many to
many relationship between policies and sensors. An application may also have
more than one policy and it is possible that these policies share attributes.
We note that not all sensors measure attributes that are directly used in the
specification of a QoS requirement of a policy (this will be illustrated later).

Coordinator. A coordinator maintains information about each policy including
the following: (i) The policy identifier. (ii) A condition list where a condition is
represented by the attribute, comparison operator and value that the attribute
is to be compared to using the comparison operator. (iii) An action list. Since a
policy may be specified using more than one condition on attributes, when the
coordinator receives an alarm report from a sensor it needs to check to see if a
policy has been violated. If so, it takes the actions specified in the action list
which most likely include a message notifying the QoS Host Manager. It also
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disables the policy – this means that violations of the policy will not send out
any more messages. This prevents a flood of messages at the QoS Host Manager.

Example 2.

There is a policy that has the negation of QoS requirement stated at the begin-
ning of this section. Thus, when this condition is true (meaning that the QoS
requirement is not being satisfied), the associated action list (maintained by the
coordinator) specifies that the following actions take place: (i) The size of the
communication buffer is requested from the buffer sensor (ii) The communica-
tion buffer size, the current frame rate, the identifier of the policy are among
information sent to the QoS Host Manager for further analysis.

5.2 Quality of Service Host Manager and Domain Manager

The QoS Host Manager receives notifications from a process (through the pro-
cess’s coordinator) when a policy has been violated. The QoS Host Manager has
a set of rules that are used to determine the corrective action(s). This involves
determining the cause of the policy violation and then determining a corrective
action(s). The process of determining the rules to be applied is called inferenc-
ing. Inferencing is used to formulate other facts or a hypothesis. Inferencing is
performed by the Inference Engine component of the QoS Host Manager. The
inferencer chooses which rules can be applied based on the fact repository. The
inferencing that can take place can either be as complex as backward chaining
(working backwards from a goal to start), forward chaining (vice-versa) or as
relatively simple as a lookup. In this work we used forward chaining.

Consider the QoS requirement stated at the beginning of Section 3. A possible
corrective action is to increase the CPU priority of the process receiving the
frames so that it can process more frames in shorter time. However, what if
the problem is not local e.g., the server process feeding the frames is on a host
machine that is overloaded or the network connections between the server and
the client are congested. If the problem is not local, then changing the CPU
priority of the client process will not improve the frame rate. Worse yet, it will
have a negative impact on the performance of other processes.

One rule for the QoS Host Manager is informally stated as follows: If the
communication buffer size is above some threshold (implying that the process
is not able to process frames fast enough), then the CPU Manager is invoked
to adjust the CPU priority of the violated process. Additional rules are used to
determine how much to increase CPU priority based on how close the priority
is to being satisfied.

Another rule for the QoS Host Manager can be informally stated as follows: if
the communication buffer size is below some threshold then send a notification
to the QoS Host Manager, which can then locate the source of the problem,
perhaps by interacting with the QoS Host Managers. The implication of a small
buffer size is that the video client is able to process the received frames fast
enough and that the problem is either a network problem or a server problem.
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The QoS Domain Manager also has a rule set that is used to drive the location
process and guide the formulation of corrective actions. One such rule for the
QoS Domain Manager is informally stated as follows: Upon receiving an alarm
report from the client-side QoS Host Manager, ask the corresponding server-
side QoS Host Manager for CPU load and memory usage. Another QoS Domain
Manager rule states that if the CPU load exceeds some predefined threshold or
the memory usage exceeds some threshold then an alarm report is sent to the
server-side QoS Host Manager.

This is a relatively simple set of rules A more complex set of rules would
include rules that reflect administrative requirements. We will describe some of
these in section on experimental results.

6 Details of the Prototype Implementation

To evaluate the approach, we have developed a prototype system based on the
architecture presented in the previous section. This prototype has been imple-
mented for Solaris 2.6.

6.1 Instrumentation

We have built a C++ instrumentation library that implements a hierarchy of
sensor classes. The base of the hierarchy provides a registration method that
provides the ability to have all sensors register with the coordinator in a uniform
manner. Other base methods are for enabling/disabling and read/report.

A coordinator retrieves policies from a file. The coordinator creates a random
port number with which to listen for messages from the QoS Host Manager. The
port number is registered with the QoS Host Manager. Policy violation reports
are issued by the coordinator using an IPC message queue that the QoS Host
Manager creates.

6.2 QoS Host Manager

The QoS Host Manager was implemented to permit multiple violation reports
to be examined concurrently by maintaining a violation queue with a policy
identifier, server host, client host, application type and application mode (e.g.,
is it in client mode or server mode).

The inference engine, rule set and fact repository are implemented using
CLIPS [8]. CLIPs rules are used to do the following: (i) Distinguish between local
and non-local causes of the policy violation and (ii) Implement the enforcement
policies. These rules represent the enforcement policies.

One rule has as its condition that the complaining process is registered (if it
hadn’t then this is not a QoS-enabled process), the frame rate is low and the size
of the buffer is high or the trend is that the buffer size is increasing relatively
quickly. This indciates that the frame rate is low and that the problem is local
since a full buffer or a buffer whose size is increasing indicates that the process is
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not processing the frames fast enough. If this condition is true, then the action
to be taken is briefly described as follows: Determine if there are enough CPU
resources to be allocated to the complaining process. If so, then allocate and
if not then assert a serv diff fact. This causes the condition of another rule to
become true which in turn has the associated action that the complaining process
scales back its threshold for a specified period of time.

6.3 CPU Manager

The CPU Manager is organised as follows. There is a communication component
that deals with communication with the inference engine. Requests from the
inference engine like are received using message queues. The results are available
through shared memory. Requests include the registration and deregistration
of processes, allocation adjustment requests, enabling/disabling requests, and
service differentiation requests. These requests are dispatched to the scheduler
manager component whose functionality is explained shortly.

The scheduler manager component is an application running at the superuser
level and has the highest priority that maintains information about the number of
processes running at each of the real-time priority levels as well as the maximum
allowed (which can be changed). By default, all user initiated processes start
out as time sharing. Resource allocation is done by having the scheduler manager
component change the priority of a process using the priocntl system call. This
has the effect of moving a process to the end of a queue at a different level of
the array. Different classes at the user level are mapped to a set of priority levels
associated the real time class. If the maximum is reached then they remain as a
time-sharing process.

6.4 QoS Domain Manager

There is one QoS Domain Manager in the local network that receives reports
from QoS Host Managers. It has rules that can distinguish between a remote ma-
chine problem and a network problem (this usually requires a query of other QoS
Host Managers) and can tell a QoS Host Manager on a remote machine to adjust
CPU and memory allocations where appropriate. Communication between QoS
Host Managers and the QoS Domain Manager is through TCP.

7 Experiments

We have implemented a prototype system based on the architecture described in
Section 3. The prototype is implemented in a Sun environment running Solaris
2.6.

To examine the effectiveness of this approach, we evaluated the prototype
in a number of experiments involving three different applications - a real time
video conferencing application (rtvc), a video player application (mpeg), and a
multi-person game with video (doom). The applications were chosen because
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a) they involve multiple systems, b) they have significant demands for system
resources and c) they have soft QoS requirements for the display of video and
images. Each application was instrumented with a sensor (fps) that measures
frames per second.

The experiments presented in this section show results when the problem
causing the QoS violation is the client CPU load. The applications were run
under different scenarios and the delivered frames per second on a client system
were collected during execution. We graphically present several experiments
and briefly discuss each.

Experiment 1: No Management
As a baseline, we ran all the application concurrently, as a single user might

do. Figure 3 depicts the frames per second as measured over several minutes.
The quality of each, as measured in terms of frames per second varies widely
for each application. Given that all are competing for system resources, this is
not surprising.

Fig. 3. All Applications with No Management

Experiment 2: Managed Environment
In a second experiment, we introduced our management prototype and de-

fined policies. The QoS requirements for the real time video conferencing appli-
cation and the video player application was a defined frame rate of 25 frames
per second, plus or minus 2 frames per second, i.e., it was acceptable if the frame
rate was between 23 and 27 frames per second. The game (doom) was assigned
no specific policy – in effect, it was designated as “best effort”.
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We introduced an administrative policy which favoured the video conferenc-
ing application over the video player application.

Fig. 4. All Applications in Managed Environment

The results are presented in Figure 4. Doom is started first, followed by mpeg
and thenrtvc. Within the first minute of the start of rtvc, the system quickly
begins to differentiate among the applications, allocating more resources to the
video conferencing and video player applications. It is able to manage system
resources to enable rtvc to meet its QoS target of 25 frames per second and does
a fair job of ensuring that mpeg meets its QoS requirements.

Once rtvc terminates, resources are freed. The system continues to manage
the video player application, but now the game can grab available resources.
The variability in the delivered frames per second for doom is understandable
- it is a best effort approach for getting resources. The reason for the brief
decrease in the frames per second for the mpeg application after rtvc terminates
and for the variability of the frames per second subsequently is not clear.
It could be a side effect of our algorithm, its implementation or unexpected
behaviour arising because of the interplay between the real-time scheduler and
the time-sharing scheduler in Solaris. We are currently exploring this in greater
detail.

Experiment 3: Loaded Processor
In the third experiment, we introduced a load on the local processor. A locally

developed load generator was started before the applications which created and
maintained a run queue of 6. The “load” measured used the systems load monitor
and represents an average of the run-time queue length.
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Even with the load, the prototype manages to allocate resources to rtvc and
mpeg. The results are shown in Figure 5.

Fig. 5. Managed Environment with Load

Once rtvc terminates, doom is able to grab more available resources.
Interestingly, there is less variability with load on the system than without
(Experiment 2). We speculate that this is because the prototype is forced to
continue to control resources with a load in place than without, where it “lets
go”.

Experiment 4: Multiple QoS Demands
As a final experiment, we considered the situation in which more than two

applications were executing and which demanded QoS. In this case we created
somewhat artificial situation in which two “users” would try to run the video
player application and the game on the same system. The QoS associated with
each mpeg application was the same, namely, a frame rate of between 23 and 27
frames per second. Each game was treated as “best effort”. One user (user a) also
ran the video conferencing application. As with the previous experiments, the
prototype had an administrative policy which favoured the video conferencing
application. The results are depicted in Figure 6.

The prototype was able to allocate resources to meet the QoS requirements of
rtvc. This meant that both mpeg applications and both doom applications were
given less resources. As the graph illustrates, the frames per second for both mpeg
applications was around 10-15 frames per second. Since doom is “best effort”,
the prototype also allocated more of the resources to both mpeg applications,
leaving doom to cope with less computing resources.
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Fig. 6. Multiple Applications with Same QoS Requirements

Once the video conferencing application terminated, the system allocated
more resources to both video player applications bringing to about 23-24 frames
per second.

8 Conclusion and Future Work

The results of the experiments with the prototype are promising. First, the pro-
totype was able to manage resources to meeting the QoS requirements of multiple
applications on a single host, even under loaded conditions. Enforcement policies
were successfully used for differentiating between applications. This is significant
in that it shows that it is possible to manage resources on behalf of all applica-
tions running on a host, server or across a network. This allows administrators
to determine their goals in optimising resource allocation to applications. These
goals can be mapped to administration policies. As seen in the CLIPS rules, if
the service differentiation rule is applied, the thresholds of the policy attribute
are scaled back. This requires that the QoS Manager send a message to the co-
ordinator which causes the coordinator to invoke a method in the sensor that
causes a scale back of the threshold. This has the effect of reducing the resource
needs of the application which is a form of application adaptation. Other appli-
cation adaptations are possible and more discussion of how our work supports
other adaptations can be found in [10]. Although not shown in this paper, we
are able to diagnose between client and server machine overloads and affect the
CPU allocation on the server machine.

Second, our work supports satisfying QoS requirements in a dynamic envi-
ronment as follows: (i) QoS requirements for an application can be retrieved
by the application when the application starts up. When the application starts
executing it registers with a policy agent process. The application process passes
information about that process that is relevant in determining the expectation
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policies that are applicable to that process. This includes a process identifier, an
application identifier, an executable identifier and a role identifier. The policy
agent uses this information and maps it to the appropriate policies (which is
retrieved from an LDAP directory). This is sent to the coordinator component
that creates a list of policy objects that it maintains. More information can be
found in [13].

Third, in our work neither the user nor developer needs to have intricate
knowledge of the hardware architecture or system software. We have instru-
mented a number of third party applications besides those described in the
experimental part of the paper. This includes the Apache Web Server. The only
knowledge needed was the name of the probes and knowing which libraries to
link in. It was not necessary for the instrumentor to have any knowledge of what
sort of QoS management was taking place.

Fourth, our work can be extended to support other languages. We are cur-
rently developing an instrumentation library for Java software. The instrumented
Java programs will be able to communicate with the QoS Host Manager.

Future work includes the following:

– The prototype focussed on one resource. We will consider other resources,
such as memory, network bandwidth and input-output throughput. We cur-
rently have implemented a resource manager for memory and for networking.
These will be integrated into the current prototype. This raises many ques-
tions in terms of how different resource managers would interact.

– We will further study the prototype across multiple systems. There are two
types of studies: When the multiple systems are in the same administrative
domain and when they are in different administrative domains.

– The CLIPS rules are relatively difficult to specify. We have used a formalism
based on [5] for specifying expectation policies (for more detail see [13])
and we are currently writing specifications for enforcement policies and a
translator that takes the enforcement policies and translates them to CLIPs
rules. This should make it easier for administrators to specify enforcement
policies.

– In our work, we found that enforcement policies across different hosts to be
difficult to define. We will study the informal policies used at our university
to give help better formulate reasonable enforcement policies.
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Abstract. As Virtual Leased Line (VLL) type point-to-point connec-
tions over Internet are now possible with the Expedited Forwarding (EF)
Per Hop Behavior (PHB), Internet Service Providers are looking for ways
to sell bandwidth services to prospective corporate customers with the
so called Bandwidth Brokers (BB). Based on this approach most of the
recent implementations consider providing such services only in a single
provider domain. However, many of the ultimate customers might actu-
ally want to extend VLLs up to the periphery of other providers. In this
paper, we describe the implementation of a BB that uses simple signal-
ing mechanism to communicate with other cooperative Brokers to enable
customers to dynamically create VLLs over multiple Diffserv domains.

1 Introduction

Virtual Leased Line (VLL) type point-to-point connections can now be built
over various IP segments with the recently proposed Expedited Forwarding (EF)
[1] Per Hop Behavior (PHB) in the differentiated services [2] architecture. To
take advantage of this new technology Bandwidth Brokers that can dynamically
create VLL on demand have been proposed in [3], [4] and refined in [5], [6].
New Bandwidth Broker models based on the existing architectures have also
been proposed in [7], [8], [9] and several implementations have been reported in
[7], [5], [6], [10]. Most of these implementations of Bandwidth Brokers have the
following characteristics in common:

– They are mostly responsible for a single Diffserv Domain. The Bandwidth
Brokers are capable of advance or immediate reservation only in the domains
they maintain.

– All the concepts propose policing users traffic at the ingress edge only. Except
[11] most of the BBs don’t consider interior provisioning.

– Almost all except [7] and [11] rely on RSVP for signaling.

E.S. Al-Shaer and G. Pacifici (Eds.): MMNS 2001, LNCS 2216, pp. 160–174, 2001.
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While the existing Bandwidth Broker implementations don’t yet have mech-
anisms to communicate with other neighboring domains, they mostly propose
modified RSVP or similar mechanisms as the method for both inter-domain and
intra-domain signaling. Although both of these have the potential to be inte-
grated in the future advanced Bandwidth Brokers, at the moment when there
are core Service Level Agreements (SLAs) and resource provisioning issues yet
to be solved [12], they (i.e. the use of RSVP like signaling) might further compli-
cate implementation issues and delay easy and rapid deployment. For example,
as mentioned in [4], for resource reservation over a Diffserv network using such
Bandwidth Brokers, both sending and the receiving hosts need to be present dur-
ing reservation and also during the period the reserved interval starts. In reality,
the sender or receiver might not even exist during the reservation process.

In this paper, keeping this in mind, we present a simple approach to make
advance reservations in the absence of senders or receivers in a multi-domain
scenario. Rather than using RSVP in inter-domain signaling to reserve capac-
ity across domains, we use a novel method to identify domains, and hence the
Bandwidth Brokers that are responsible for maintaining them. Section 2 presents
basic components and ingredients for making reservations over several Diffserv
domains with Bandwidth Brokers. Section 3 describes implementation archi-
tecture and the components in that architecture. In section 4, we describe op-
erational details and system flows of the BB, and in section 5 we clarify the
operational details by presenting some real examples. Finally, in section 6, we
conclude our paper with a summary and future research directions.

2 End-to-End Capacity Reservation

2.1 An Example Scenario

Consider the scenario as shown in Figure 1. The domains are Diffserv [2] enabled
and under different administrative control. This means that if stub networks
C or D in domain 1 want to establish VLL with Stub network A in the same
domain or with stub network B in domain 2, traffic entering domain 1 is classified
and possibly conditioned at the boundaries (edge router 2) of the network, and
assigned to different behavior aggregates. Each behavior aggregate is identified
by a single DS codepoint (DSCP for EF). In the interior (and also egress) of
the network, with the help of DSCP- PHB mapping certain amount of node
resources can be allocated for this quantitative traffic.

2.2 An Automated System: Bandwidth Broker

In the example above if the administrative control of each ISP is given to an
automated system like a Bandwidth Broker, its responsibilities will be :

– Check request validity. In the example, for the VLL over domains, BB 1
needs to check the validity of stub network A’s request and BB 2 needs to
check the request of ISP domain 1.
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Fig. 1. Diffserv Deployment Scenario across Multiple Diffserv Domains

– Perform admission control in its domain. In a simple case, this can be only
checking resource availability at the border routers as these are the obvious
points that will traversed by a VLL connection. In a more advanced case
this can be checking resource availability at all the routers along the path
from ingress towards egress.

– Coordinate with other separately administered Bandwidth Brokers. In the
example, Bandwidth Broker 1 will need to signal to Bandwidth Broker 2 for
resource reservation on behalf of stub network A. If there are several ISP
domains each managed by such Brokers, the job of this coordination also
means identifying the right domains and corresponding brokers for a certain
resource allocation request (RAR).

– Configure ingress router of its domain if a request is accepted. Configuring
ingress router means dynamically marking the traffic as EF and policing to
limit the volume of traffic.

2.3 Service Level Agreements

Service Level Agreements are generally contracts between network service
providers and their customers to guarantee particular quality of service levels for
network performance. SLAs exist between a customer and its provider (called
intra-domain or customer-ISP SLA) and also between two providers (called inter-
domain or inter-ISP SLA).

A customer normally has a contract with the local ISP regarding the maxi-
mum amount of traffic he can send or receive for a VLL service. Such customer-
ISP SLA, however, doesn’t automatically guarantee that a customer will always
receive the service upon request - it only indicates the upper limit of the request
and successful reservation of the requested VLL depends on admission tests at
different points along the VLL. Referring to Figure 1, if a customer wants to
establish a VLL between stub network A and C, an intra-domain SLA would
suffice. However, for a VLL to be established between stub network A and B and
inter-domain SLA between domain 1 and 2 must be in place. Based on inter-
domain SLA the sending domain can send a maximum, say X Mbps aggregated
traffic, to a receiving domain, and ensures that it doesn’t send more than X Mbps
by shaping at the outgoing interface connected to receiving domain. Receiving
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domain polices the incoming traffic at the ingress router’s inbound interface to
make sure that the sending domain doesn’t send more than X Mbps.

2.4 Service Provisioning and Call Admission Control

Determination of resources required at each node for quantitative traffic needs
the estimation of the traffic volume that will traverse each network node. While
an ISP naturally knows from the SLA the amount of quantitative VLL traffic
that will enter the transit network through a specific edge node, this volume
cannot be estimated with exact accuracy at various interior nodes that will
be traversed by VLL connections. However, if the routing topology is known,
this figure can be almost accurately estimated. For simplified provisioning and
admission control we assumed the following:

– Pre-configure interior and other border routers with scheduling mechanism
like Priority Queuing (or CBQ, WFQ) so that traffic marked as EF are
served by high priority queue.

– Traffic follows a known path.

If the domain is QoS rich, for a simple model it might suffice only to perform
CAC at the edge points. For a more sophisticated model, considering the neces-
sity of interior provisioning the BB may also check the availability of resources
at the interior points that would be traversed by a VLL. In such a case, virtual
core provisioning [11] might be suitable that only requires a capacity inventory of
interior devices to be updated based on VLL connection acceptance, termination
or modification.

2.5 End-to-End Signaling

A user sends a request to the Bandwidth Broker that maintains the user’s ISP
domain. The request contains source and destination addresses and also the
requested bandwidth. While the source naturally resides in the stub networks
attached to the ISP’s network, the destination might well be in the stub network
that is attached to another ISP’s domain. That domain might not be the final
domain and there might be one or more domains in between. If both the source
and destination addresses are in the stub networks of the same ISP domain,
the Broker that maintains the domain can find the ingress and egress routers
by some simple lookup in the various Broker related databases (explained in
the next section). The Broker performs admission control at the points (ingress
and egress) before deciding whether the request should be granted or not. If the
destination is in another domain other than the source domain, then the Broker
must identify the followings:

– the domain that has the destination stub connected to it.
– intermediate domains (if any) that will be traversed by VLL connection if

the request is accepted.

Before we investigate the above two issues it would be useful if we give a
brief overview of Resource Allocations Requests.
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BB Resource Allocation Request Format. A Resource Allocation Request
(RAR) may come from an individual user to a BB or from one BB to another
neighbor BB. We call the first one intra-domain RAR while the latter one is
referred as inter-domain RAR. Their formats are:

– Intra-domain RAR: To setup a new VLL this request contains user id and
password, source and remote addresses of the VLL to be established and the
bandwidth required for it:
Newflow -u userid -p password -s source -d remote -b bandwidth

– Inter-domain RAR: Inter-domain RAR is automatically generated by a
broker when it detects that the remote address indicated in the request is
not attached to its domain. The request is then sent to another neighbor
domain. Since the actual requester is a domain broker, the recipient broker
needs to check its validity as an inter-domain request.
Newflow -bb brokerid -p password -s source -d remote -b bandwidth -tbb
final domain

Domain Identification. A scalable and simple way for each Broker would be to
send boundaries of the domain that it maintains to other cooperative domains.
By boundaries we mean the IP addresses of the edge devices. Lets consider
domain 1 and 2 in Figure 2 where each of the domain is actually constituted
from several edge devices. All these edge devices have unique IP addresses. If we
can identify an edge router by the destination IP address in the RAR, then we
can readily identify the domain, and hence the Bandwidth Bandwidth Broker
that represents the domain. For example, when a user wants to establish a VLL
to send traffic from any of the stub networks 7.7.x.x to one of the sub networks
5.5.x.x, Broker BB1 can easily identify that it has to finally communicate with
BB7 by reading a domain identification database.

7.7.1.100 8.8.1.100

9.9.1.100Domain 1
(BB1)

Stub
Networks

Bandwidth
Broker4.4.1.100 5.5.1.100

6.6.1.100

(a) (b) (c)

Domain 7

7.7.0.0           BB1
8.8.0.0           BB1
9.9.0.0           BB1
4.4.0.0           BB7
5.5.0.0           BB7
6.6.0.0           BB7

(BB7)

Fig. 2. (a) Domain 1 (b) Domain 2 (c) Domain Identification Database

Bandwidth Broker Message Forwarding. When the Bandwidth Broker
identifies the Final Broker there might be one or more intermediate Brokers
that need to be contacted as well for end-to-end capacity reservation. How does
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Broker (first Broker or any intermediate Brokers) determine the next appropriate
Broker when there are several neighbor Brokers and a VLL needs to established
over several domains? In the previous example the VLL needs to be established
over domains that are managed by BB1, BB2 and BB7. If each Broker knows
the neighbor brokers and by exchanging that information every Broker can build
a message forwarding table as shown in Figure 3(c) and 3(d). From the table
is obvious that BB2 is the intermediate broker that needs to contacted first
by sending an Inter-domain RAR from BB1 before BB2 finally sends another
inter-domain RAR to BB7 on behalf of BB1.
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Fig. 3. (a) Several Diffserv Domains represented by Bandwidth Brokers (b) Neighbors
tables of some Brokers (c) BB Message forwarding table in BB2 (d) BB Message
forwarding table in BB1.

3 Implementation of the System Components of the
Broker

3.1 Architecture

Based on the requirements for end-to-end capacity reservation the Bandwidth
Broker has been developed to dynamically establish VLL on customer’s request.
Our earlier analysis and functional requirements of BB resulted in a four layer
implementation architecture of Figure 4. The top layer is responsible for validat-
ing both intra- and inter-domain requests. The two middle layers are composed
of several databases that are invoked for admission and signaling purposes of
valid requests. The bottom layer decides and configures edge routers based on
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processing of requests in the three above mentioned layers. In the next few sec-
tions we will describe the components of these layers.

Database
Domain Edges

Database
BB neighbours

Database
Forwarding
BB Message 

Database
Interface Connection

Database
Edge

Resource
Database

Towards Network

CAC
Manager

Configuration
Daemon

Database
Inter ISP SLASLA

Database Layer
SLA/Policy

Layer

Layer
Intra-domain

Inter-domain

Decision/Configuration
Layer

Fig. 4. Layered Implementation Architecture: Components of a BB for Resource Pro-
visioning, Admission Decision and end-to-end Signaling

3.2 The Databases of the Bandwidth Broker

The customer-ISP SLA database contains not only the user’s identification,
but also specifies the maximum amount of traffic one can send and/or receive
over a VLL. As VLL might be established between two points (i.e. source and
destination) out of several possibilities, a SLA also contains the boundary of a
valid VLL area and are put in this database as source and remote stub addresses.
User authentication process prohibits malicious users to setup unauthorized VLL
and access network resources illegally. It contains the following tuple:

<User ID, Password, Maximum BW in Mbps, Source Stub Address, Remote
Stub Address>

The inter-ISP SLA database is invoked by a domain when it receives
inter-domain RAR. By doing so the receiving domain can check the validity of
the request sent by the sending domain. Here this validity means identification
of the sending domain and the maximum amount of bandwidth it can reserve
on a certain edge interface in the receiving domain that is directly connected to
it.

<Domain ID, Domain Password, Maximum BW>
The interface database contains necessary records of edge routers that are

used as VLL end-points for the outsourced VLL model. In such a model since
some customer stub networks are connected to the ISP edge router we need to
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specify which stub networks are connected to a particular edge router. Also, an
edge router might have one or more inbound and out-bound interfaces which
also need to be specified for each stub network that is actually connected to a
particular in-bound interface of a router. This is important because normally at
the in-bound interface VLLs are policed on individual basis and at the out-bound
they are shaped on an aggregated basis. The tuples are :

< stub network, edge router, generic router name, in-bound interface, out-
bound interface >

The connection database contains a list of currently active VLLs. When
a request for a new VLL connection or termination of an existing connection
arrives, the BB can check if that connection already exists or not and then make
its decision. The storage of detail connections indicates the amount of resources
consumed by VLL users at various edge and interior nodes.

<user id, source address, VLL ID, rmt address, bandwidth, activation time>
The edge resource database contains information regarding resource pro-

visioned (CTOTAL) for different router interfaces and used (allocated) capacity
(Callocated) to existing VLL connections. The difference between the two is the
spared capacity that can be allocated to incoming connections. The tuples are,
therefore:

< edge router, CTOTAL, Callocated >

The VLL ID database maintains a list unique VLL IDs and their status
for each edge router. An ID that is available is marked as 1, and the one that is
used is marked as 2. The tuples are: < edge router, Tunnel ID, Status >

The BB Neighbor Database hold records of neighbor Bandwidth Brokers
IP addresses as well as IP address of the router interfaces (both in-bound and
out-bound) that interconnect the peer domains.

< Neighbor BB, InsideInterface, OutsideInterface >

The Domain Edges (or Identification) Database hold records of the
networks that reside at the periphery of a domain. Its purpose is described in
details in the previous section . An example entry of this database is also shown
in Figure 2.

< Stub Network, BB >

The BB Message Forwarding Database contains next hop BB’s IP ad-
dress to send resource allocation request to final Remote Bandwidth Broker.

< Remote BB, NextBB >

3.3 CAC Manager and Configurations Daemons

CAC manager is a functional engine of BB that basically invokes the databases
described above and decide the fate of an incoming request by performing ad-
mission control at various network nodes. Configuration Daemons are intelligent
provisioning agents that are able to translate user request and BB generated
pseudo rules into device specific rules to configure the routers/switches since we
might have several different devices from various vendors.
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3.4 Inter-domain Signaling

From earlier sections we have seen that a Bandwidth Broker not only receives
RARs from a customer of its own domain or other BBs, but also sends RAR to
neighbor BBs. Therefore, we have designed a Bandwidth Broker that consists of
server and a client Socket program. When a Broker’s Server receives a request
from a client and finds itself to be the final destination BB it can convey the
CAC decision back to the client, otherwise the Server tells the client of that
Broker to talk to the appropriate neighbor Broker’s server. So, there is a chain
of communications which are handled by client-server concatenations. This is
shown in Figure 5.

user client program
(ex: telent, web CGI+socket)

BB BB BB BB

Server

Client

Server

Client

Server

Client

Server

Client

Fig. 5. Client-Server Concatenation for Inter-domain Signaling

4 Operational Details and System Flows

In this section we will describe how a connection is established or terminated,
how various components interact with the BB, and under which circumstances
a new connection request or termination request gets refused.

4.1 VLL Establishment

Figures 6 and 7 show all the communications involved in setting up a VLL
connection between two stub networks or simply between an originating host
and a remote host. Both intra and inter-domain cases are explained. Although
an intra-domain scenario is not the focus in this paper, yet we describe it because
its similarities in system dynamics with an inter-domain case, and many of the
communications involved in an intra-domain scenario are actually repeated in
the latter one. We will start describing the operational details by referring to the
communications marked on Figure 6. Considering each communication in turn :

- 1) A user sends a VLL connection request message to the BB via http or
other interfaces able to communicate to the BB server.
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- 2,3) The BB contacts the customer SLA database that is responsible for
validating the user and his request. If the user is identified correctly, his
source and remote address conforms the contract, and also the bandwidth
requested is less than or equal to the agreed traffic contract, it proceeds
further.

- 4,5) The BB contacts the configuration daemon to check its status. The
status can be busy, available, or down. Only in the case of availability the
user request can be processed further.

- 6,7) The BB contacts the connection database to check the existence of an
exactly similar VLL. This is because for a source and destination pair only
one VLL can remain active.

- 8,9) The BB reads domain edges database to find out whether the VLL is
needed to be created only in the domain under its supervision or might well
span over other autonomous domains.

Intra-domain Case. If (Figure 6(a)) the BB finds that both source and desti-
nation are in the same domain,i.e. the VLL is needed to be created over a single
domain, it proceeds as follows :

- 10,11) BB reads the interface database to find out ingress and egress edge
routers. One or both are configured depending on a traffic contract.

- 12,13) Once the edge routers are detected from the interface database the BB
communicates with the resource database and performs admission control on
certain router interfaces to allocate a VLL of the requested amount. It might
perform admission control on only the appropriate edge router interfaces or
even on the interior routers interfaces that can be detected from the topology
database. The resource database responds to the BB and either allocates the
resource or denies based on resource availability.

- 14) The BB tells the configuration daemon to create appropriate configu-
ration scripts. This is to be noted that configuration script is created only
for the ingress edge router because this the only router that is configured to
mark and police the incoming traffic. In the case of double edged SLA the
egress router is configured as well for allocating QoS in the other direction.
In the meantime, the resource and the connection database update their
records. Another point to note is that BB also fetches a VLL ID from the
VLL ID database that is unique for each VLL and needed while configuring
the router. The new connection request data is appended to the connection
database and the VLL ID that has just been allocated from the VLL ID
database is marked as used.

- 15,16) The CD puts a busy signal on itself and creates the routing scripts.
It then sends configuration scripts to the routers. The routers send signals
to the CD.

- 17,18) The CD removes the busy signal from itself and sends acknowledgment
to BB which sends a notification to the user.
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Inter-domain Case. In the case a VLL (Figure 6(b))is supposed to be estab-
lished over several DiffServ domains the BB follows the steps described below:

- 10,11) Once the final destination domain has been determined the Band-
width Broker finds out the next hop BB by reading the BB Message For-
warding Database. Now a search in the BB Neighbor Database gives current
domain’s outgoing interface towards the next hop BB. The BB also fetches
the appropriate ingress router interface from the interface database.

- 12,13) These steps are similar to the steps 12 & 13 in the previous case.
As the BB now knows the ingress and egress router interfaces, it performs
admission control on those interfaces.

- 14) A positive CAC response leads to sending an inter-domain RAR to the
next hop BB.

Next Hop BB as Final BB
If the next hop BB finds that the destination stub is in the domain maintained

by it, the following steps are followed (Figure 7(a)):

- 15,16) Upon receiving an inter-domain RAR the next hop BB contacts inter-
ISP SLA database to check the validity of the request.

- 17,18) It reads the BB Neighbor and interface databases to identify ingress
and egress interfaces.

- 19,20) BB contacts the resource database and performs admission control
on the previously identified ingress and egress interfaces.
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- 21) The BB sends CAC decision to the sender BB.
- 22-26) If the response received by the sender BB is positive then it contacts
the appropriate configuration daemon to configure the ingress edge router.
These steps are essentially the same like what we have seen in steps 14-18
in the intra-domain case.

Next Hop BB as Intermediate BB
The behavior of an intermediate BB is similar to that of a final BB with the

exception that this one generates an inter-domain RAR based on positive CAC
response from the resource database . The RAR is sent to the next BB which
might be another intermediate BB or a final one. Figure 7(b) illustrates this
case.

4.2 VLL Termination and VLL Request Rejection

VLL termination process involves the followings:

- The VLL connection entry is deleted from the connection database of the
origin domain. Only the ingress edge router is configured to reflect the con-
nection release.

- The resource databases are updated in all the domains that are traversed by
the VLL, i.e. as resources are released Callocated is update as Callocated+Cvll

where Cvll is the capacity of terminated connection.

A VLL request is rejected if

- user’s SLA profile doesn’t match in the origin domain, or in the case when
inter-domain RAR is sent from one domain to the next neighbor domain,
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interISP SLA profile of ISP that sends RAR doesn’t match in the received
domain.

- VLL connection already exists in the connection database of the origin do-
main.

- Admission control fails in any of the domains that are traversed by the VLL.

5 Examples of Dynamic Admission Control and
Configuration with a BB

To test our implementation of the Broker System and its capabilities to setup
VLL we ran some experiments over the public SWITCH [13] network between
Bern and Geneva. The topology we used is shown in Figure 8. We have two
domains with several end-systems that have private addresses and all these
machines are connected to routers having public IP addresses. The domain in
Geneva is represented by Broker 130.92.65.29 and the domain in Bern is managed
by Broker 130.92.65.40. We also statically created VPN tunnels between these
private stub networks so as to allow transparent connections between them. A
Bandwidth Broker is only expected to dynamically configure ingress edge router
assuming that the routers along the way from source to destination have been
pre-configured with CBQ or WFQ.

BBBB
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172.17.0.0

172.18.0.0172.15.0.0

130.92.60.101

172.19.0.0

130.92.50.101
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172.18.0.100

130.92.66.1

130.92.70.101 129.194.8.2

Fig. 8. Experimental Setup for Demonstration of Dynamic VLL Creation over Multiple
Domains

Based on the setup as shown in Figure 8 we will now explain when a VLL is es-
tablished over several Diffserv domains (Figure 9, 10). Assume that user ibrahim
plans send traffic from 172.17.0.103 to 172.18.0.100. The broker 130.92.65.40 re-
ceives the request as: newflow -u ibrahim -p ****** -s 172.17.0.103 -d 172.18.0.100
-b 3. As the Broker realizes that 172.18.0.0 is in domain Geneva it performs
admission control in its domain (i.e. at 130.92.66.1) and then send an inter-
domain RAR to 130.92.65.29 in form of newflow -bb 130.92.66.29 -p ****** -s
172.17.0.103 -d 172.18.0.100 -b 3 -tbb 130.92.65.29. When the broker 130.92.65.29
receives this request it knows that the request has come from another neigh-
bor Broker (because of the tagging -bb) and therefore checks the interISP SLA
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Fig. 9. An example of VLL Setup in Multi-Domain Scenario.

database to check the validity of the request. The Broker also identifies that
172.18.0.0 is located in the stub network attached to its domains since this is
the final domain (from -tbb 130.92.65.29). While following the steps as described
in the previous section it identifies the ingress and egress router interfaces to be
129.194.8.2 and 172.18.0.1, performs admission control on those and finally con-
veys the decision to the sender Broker 130.92.65.40.Upon receiving the decision
Broker 130.92.65.40 talks to VLL ID database to pick up an ID, configures the
edge router 130.92.70.101, and then conveys acknowledgment to the user.
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Fig. 10. Multi-domain VLL Setup Example Cont’d from Figure of 9

6 Conclusion

In this paper we have described the implementation of a Bandwidth Broker
that uses a simple signaling mechanism to communicate with other cooperative



174 I. Khalil and T. Braun

Brokers to enable customers to dynamically create VLLs over multiple Diffserv
domains. We have presented a simple approach to make advance reservations in
the absence of senders or receivers in a multi-domain scenario. Rather than using
RSVP or COPS in inter-domain signaling to reserve capacity across domains, we
used a novel method to identify domains, and hence Bandwidth Brokers that are
responsible for maintaining them. A detailed implementation of the system and
its operational details and some practical examples show how a simple resource
reservation can be made dynamically over several cooperative Diffserv capable
domains. Further simulation work might be useful to examine the scalability and
effectiveness of our approach and is a topic of future research.
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Abstract. With the advent of ubiquitous access to multimedia content
via wireless networks, users are more likely to have their data traverse a
heterogeneous internetwork. Given the open nature of the Internet and
wireless links, more users will demand end-to-end confidentiality. How-
ever, because of inherent error-expansion properties of secret-key encryp-
tion, it is a challenge to provide good subjective quality and end-to-end
confidentiality for multimedia data, particularly in network environments
subject to both loss and corruption impairments. This paper analyzes the
affect end-to-end confidentiality has on the quality of service (QoS) in
Voice over IP (VoIP) networks. To satisfy a given QoS objective, we show
that mitigating the error-expansion caused by confidentiality comes at a
cost. We measure this cost by increased delay, reduced bandwidth, and
reduced traffic capacity. Thus, for this class of applications, we motivate
the need for error-robust encryption and introduce one such technique
in this paper.

1 Introduction

The Internet is emerging as the network of choice to advance the convergence
of computer and telephony communications, and voice over IP (VoIP) is the
predominate service leading the way. However, because the Internet was not
designed with real-time traffic as a target, there are still a number of challenges
to providing good voice quality. In particular, the lack of quality of service (QoS)
guarantees for delay, jitter, packet loss, and bandwidth affect the voice quality
attainable over the Internet. The Real-Time Transport Protocol (RTP) provides
some functionality suited for carrying real-time content (e.g., a sequence number
and timestamp) [6], but more work is needed to provide voice quality comparable
to that of the Public Telephone Switching Network (PTSN).

In recent years, many authors have contributed to the literature regarding
QoS for VoIP networks [8]. Most of these articles focus on mitigation techniques
for the aforementioned impairments. With recent advances in robust, header
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compression to promote wireless IP [7], VoIP over wireless is also viable. Thus,
future VoIP networks will likely be heterogeneous networks.

Heterogeneity introduces another impairment, corruption, which can further
degrade voice quality. Natural phenomenon present in wireless channels (e.g.,
multipath fading), but not in packet-switched networks, manifest this impair-
ment. A heterogeneous VoIP network must contend with the combination of all
these impairments.

This observation raises a special QoS challenge in providing both good sub-
jective quality and end-to-end confidentiality for VoIP. In particular, secret-key
encryption techniques have inherent error-expansion properties that can degrade
subjective quality. Historically, the purpose of confidentiality has been viewed
solely form the perspective of its strength. Improper deployment of confidential-
ity can lead to weakened security, and encryption that is not secure is useless. In
this paper, we show that improper deployment of confidentiality can also lead to
a trade-off in the QoS targets for delay, bandwidth and traffic capacity. While
the primary concern will always be the strength of confidentiality, its impact on
QoS is also of importance. We motivate the need for error-robust encryption to
provide confidentiality in VoIP networks and introduced one suitable technique
in this paper.

2 Error-Expansion Properties of Encryption

Secret-key algorithms perform bulk encryption of sensitive data in real-time
applications such as VoIP. In contrast, because of their slower performance,
public-key algorithms are usually reserved for non-real-time applications, such as
providing confidentiality of sensitive credentials exchanged during authentication
protocols.

We classify secret-key algorithms in two categories: block and stream. Block
algorithms encrypt/decrypt blocks of bits at a time and stream algorithms en-
crypt/decrypt a single bit at a time. In the cryptography literature, the term
cipher describes a family or grouping of algorithms. For example, the term block
cipher refers to the grouping of a block encryption algorithm with a block de-
cryption algorithm for enciphering and deciphering data. On the other hand, its
plural, block ciphers, refers to the entire family of possible groupings. We will
adhere to this convention in this paper. Furthermore, we call the device that
performs encryption the encryptor and the device that performs decryption the
decryptor. The original messages are called plaintext and the encrypted messages
are called ciphertext.

2.1 Expansion of Bit Errors

Cryptographers design block algorithms to satisfy the avalanche effect [1]. The
avalanche effect states that an average of one-half of the output bits should
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change whenever a single input bit changes. Although it has not been proven
that this property is a necessary condition for security, this property is exhibited
by all block algorithms that have found their way into practice [2,3]. It is a
desirable property because it says that each output bit must depend on all the
input bits. In other words, an algorithm that has this property does not exhibit
any statistical correlation between input and output that an adversary might
use in an attack. The consequence of this property is that block ciphers multiply
bit errors. That is, a single bit error in the ciphertext received at the input to
the decryptor will result in multiple bit errors in the recovered plaintext at the
output of the decryptor.

Fig. 1. Example of bit-error expansion for a block cipher in cipher block chaining
(CBC) mode. Because of the avalanche effect, one or more bit errors in ciphertext
block, ĉ1 , leads to multiple bit errors in the corresponding recovered plaintext block,p̂1.

Fig. 1 illustrates this property for a generic block cipher in cipher-block-
chaining (CBC) mode. The encryptor produces N -bit ciphertext blocks then
transmits them to the decryptor. During transmission, impairment along the
path between encryptor and decryptor corrupts one bit of ciphertext block c1.
Because of the avalanche effect, the decryptor multiplies this error by corrupting
half of the recovered bits in plaintext block p1. Additionally, the next recovered
block (p2) will have a single corrupted bit in the same bit position as the bit
error in c1. For a VoIP service using block encryption for confidentiality, in the
worst case, if there is at least one bit error in every block of ciphertext, then
the recovered voice would make a persistent static sound (i.e., pseudo random
noise). It it does not matter how badly a ciphertext block is corrupted; because
of the avalanche effect, the decryptor will always garble the recovered plaintext
block.

Because of this property, block ciphers are seldom used for real-time services
in environments that have appreciable corruption (e.g., the wireless, land-mobile
channel of cellular systems). However, block ciphers do perform well in envi-
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ronments that have appreciable loss, but negligible corruption (e.g., landline,
packet-switched networks). In the case of VoIP, the latter statement is true as
long as the VoIP service maintains the block framing within a voice packet.

Although there are many modes of operation for block ciphers, there are
four modes that have gained wide acceptance [4]. Each of these modes has a
particular error structure [5]. We highlight CBC mode because it is most often
used as the default operating mode for packet communications. In particular,
the Data Encryption Standard (DES) in CBC mode is specified as the default
encryption method for RTP communications [6].

2.2 Propagation of Synchronization Errors

In contrast, stream ciphers do not multiply bit errors, but do propagate synchro-
nization errors caused by insertion or deletion of bits. That is, if the decryptor
loses synchronization with the encryptor, the decryptor will garble all the re-
covered plaintext bits after the synchronization error until the system restores
synchronization.

Fig. 2 illustrates this property for a synchronous stream cipher: a stream
cipher that requires some external mechanism to maintain synchronization be-
tween encryptor and decryptor. The encryptor produces a stream of ciphertext
bits (formatted as packets) then transmits them to the decryptor. Ciphertext
packet c1 is lost in transmission, thereby causing a synchronization error. Un-
til the encryption system restores synchronization between the encryptor and
decryptor, the decryptor will produce a pseudo-random stream of bits at its out-
put. For a VoIP service using stream encryption for confidentiality, in the worst
case, if the system does not restore synchronization, then the recovered voice
from the voice codec would sound like static.

Fig. 2. Propagation of a synchronization error for a synchronous stream cipher. A
lost ciphertext packet will cause loss of synchronization between encryptor and de-
cryptor. The decryptor will garble all recovered plaintext packets (p̂2, p̂3, ...) until re-
synchronization.
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Because of this property, environments where packet re-ordering is common
and packet loss is appreciable confound the task of re-synchronization. Packet-
switched networks exhibit these characteristics, particularly when data is trans-
ported using a real-time, unreliable, connection-less transport protocol (e.g.,
RTP/UDP). As a result, VoIP applications that provide confidentiality opt to
avoid the synchronization issues of stream ciphers by exclusively using block
ciphers. Stream ciphers do perform reasonably well over connection-oriented
transport, where there might be appreciable loss and/or corruption, but no
re-ordering of packets. Wireless links exhibit this combination of impairments.
However, stream ciphers used in these environments often derive their synchro-
nization means from physical-layer parameters that are not available to higher
layers. For example, Bluetooth derives its cipher’s synchronization from the mas-
ter clock [9]. Moreover, the absence of packet re-ordering over the wireless link
allows the use of heuristics to make reasonable guesses at the cipher synchro-
nization bits, in the event they are corrupted by the channel.

2.3 Heterogeneity

In a heterogeneous network that includes wireless links, it is not clear which type
of cipher to use for end-to-end confidentiality. In such an environment, the end-
to-end path is subject to loss, corruption, and re-ordering of packets. Because
of corruption, block ciphers are not well suited for this scenario. Similarly, the
combination of these impairments exacerbate the synchronization problems of
stream ciphers. In particular, many systems implement synchronization by pro-
viding cipher synchronization bits in each packet. As we show in Section 4, this
method works fine in the absence of corruption, but when corruption is present
this technique leads to degraded QoS. Thus, for VoIP over wireless, end-to-end
confidentiality is a challenge.

3 Why End-to-End?

Confidentiality can be deployed on a link-by-link basis or on an end-to-end ba-
sis. For link-level confidentiality, each end-system and intermediate node (e.g.,
bridges, routers, and gateways) of each link performs encryption and decryption
of each packet passing through that node. Whereas for end-to-end confidentiality,
only the end-systems perform the encryption and decryption operations.

Link encryption is effective for point-to-point communications, where the two
end-systems communicate directly with each other over a single link. However,
this level of confidentiality does not scale well over many links and many net-
works. For example, over an end-to-end path that consists of N secure links, each
packet would be encrypted and decrypted N times. Thus, link encryption adds
processing delay that grows linearly with the number of secure links over the
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end-to-end path. This increased delay can adversely affect the QoS in VoIP net-
works. In contrast, for end-to-end confidentiality, each packet is only encrypted
and decrypted once, regardless of how many links comprise the end-to-end con-
nection. Link encryption might also be effective when there are only a small
number of untrusted links in the end-to-end path. Cellular telephone commu-
nications follow this scenario, where the wireless link between the base station
and the cellular telephone is the only encrypted link. Voice data is sent in the
clear over the backbone network (i.e., PTSN), which is assumed to be a trusted
network. However, one can debate the validity of this assumption. Anyone with
the right equipment can eavesdrop on a telephone conversation by tapping into
the termination box, which is usually not secured and is located on the exterior
of the telephone customer’s premises.

End-to-end confidentiality is more appropriate for heterogeneous, VoIP net-
works because this approach assumes that the entire end-to-end path is un-
trustworthy. Additionally, unlike link encryption, it is flexible and scalable. End
systems (which are usually maintained by end users) have more flexibility in up-
grading to new technology than intermediate network nodes (which are usually
maintained by system administrators).

4 Quantifying the Error-Expansion Properties

In this section, we summarize results that quantify the error expansion caused
by block ciphers in CBC mode and synchronous stream ciphers. We refer the
reader to [5] for the details of our analysis.

4.1 Preliminaries

For the discussion that follows, we assume uncorrelated bit errors as seen at
the input to the decryptor. For a typical VoIP system, this is usually a valid
assumption because bit errors at this point in the system are residual errors.
Corruption enters the system as a result of channel phenomenon (e.g., multipath
fading) experienced from any wireless links over the end-to-end path. However,
the raw channel errors undergo mitigation techniques such as interleaving and
forward error-correction (FEC). If deployed properly, these techniques tend to
mask correlation in any residual errors. Even in a slow fading channel, where the
fade length might exceed the interleaving depth, other diversity techniques, such
as spread spectrum or multiple antennas, can be used to provide the receiver
with uncorrelated samples of the signal [11].

For stream encryption, we assume the T th packet contains N bits for cipher
synchronization (where T ∈ {1, 2, ...}) and packet loss is primarily caused by
corrupt packet headers. We consider packet losses from congestion or re-ordering
of packets negligible. Although these other loss mechanisms do exist in practice,
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inclusion of them here confound the analysis. It suffices to say that any increase in
packet losses beyond this limitation would further exacerbate error propagation.

4.2 Summary of Results

To quantify the error-expansion properties, we used a three prong approach: 1)
we developed stochastic models that describe the error structure of the decryp-
tors for each cipher, 2) using these models, we derived the statistics to describe
the length and frequency of error events (defined below), and 3) from these
statistics, we derived an expression for the average error expansion.

We define an error event as the state in which the decryptor garbles an
integral number of consecutive blocks (or packets) at its output in response to
one or more bit (or synchronization) errors at its input. Thus, an error event
starts when the decryptor begins garbling recovered plaintext and ends when the
decryptor stops garbling recovered plaintext. For block encryption in CBC mode,
a corrupt ciphertext block starts an error event, which ends when the decryptor
receives the next error-free ciphertext block. For synchronous stream ciphers, a
lost ciphertext packet starts an error event, which ends upon re-synchronization.
We measure the length of an error event in blocks for block ciphers and packets
for stream ciphers.

If we consider the case of T equals one, then both these error structures can
be modeled by a Markov Chain with two states: an error state and an error-free
state. This stochastic process is stationary and ergodic, such that the mean time
spent in the error state (H) and mean time spent in the error-free state (R) can
be derived as

H =
1

1 − ρ
and R =

1
ρ

, (1)

where ρ is the transition probability to the error state and 1−ρ is the transition
probability to the error-free state. The variance of these quantities is given by

σ2
H =

ρ

(1 − ρ)2
and σ2

R =
1 − ρ

ρ2
, (2)

respectively. Alternatively, we can interpret H as the mean length of an error
event and R as the mean length between successive error events.

For block ciphers in CBC mode, ρ is the probability the kth ciphertext block
ck is in error. For synchronous stream ciphers, ρ is the probability that in the
kth ciphertext packet ck at least one of the synchronization bits are in error. In
both cases, we can express this quantity as

ρ = 1 − [
1 − BERin

]N
, (3)

where BERin is the average, pre-decryption BER and N is the block size in bits
(for block ciphers) or N is the number of synchronization bits in each packet
(for stream ciphers).
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Using these statistics, we can show that the average post-decryption BER
(BERout) is given by

BERout =
1 − [

1 − BERin

]N

2
. (4)

For BERin small (< 10−2), we can approximate this expression as

BERout ≈ N

2
BERin . (5)

Re-arranging (5), we define the error expansion as

δ ≡ BERout

BERin

=
1 − [

1 − BERin

]N

2BERin

≈ N

2
. (6)

Fig. 3 plots (4) over a range of N and BERin. We observe that BERout,
is directly proportional to N . Additionally, for given N , the error expansion is
approximately constant for BERin less than 10−2. The two most typical block
sizes and number of synchronization bits are N equal to 64 and 128 bits.

Fig. 3. Comparison of bit error expansion in CBC modes for varying block sizes. The
amount of error expansion increases with block size.
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Fig. 4 compares the theoretical BERout from (4) to an empirical BERout

measured using DES in CBC mode. The figure shows error expansion of more
than an order of magnitude for both cases. We obtained similar results for DES in
64-bit output feedback (OFB) mode, which can be shown to have identical error
properties to any synchronous stream cipher that requires 64 synchronization
bits [5].

Fig. 4. Comparison of theoretical, experimental and perceptual bit-error expansion for
block ciphers in CBC mode.

Fig. 4 also compares the results of a subjective assessment to the theoretical
and empirical results. This assessment was conducted using the voice codec of
the Global System for Mobile communications (GSM) [10]. The line with circular
markers represents a set of twenty users mean opinion regarding their perception
of degradation in the average, post-decryption BER. More precisely, the degra-
dation they perceived to maintain the same subjective quality between GSM
voice with and without encryption. These results also show error expansion of at
least an order of magnitude. Similar results were obtained using 64 kb/s pulse
code modulation (PCM).
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5 Cost of Confidentiality

To provide good subjective quality for VoIP, it is necessary to define QoS targets
for delay, jitter, bit-error rate, and packet-loss rate. We define a QoS target for a
given parameter as the minimum (or maximum) value that is acceptable to the
VoIP service. Satisfying these targets comes at a cost, which we measure in terms
of resources (e.g., memory, processing cycles, power, frequency spectrum, traffic
capacity, and channel capacity). For a given QoS target, we show that mitigat-
ing error expansion caused by confidentiality leads to increased consumption of
resources.

5.1 Reduced Channel Capacity

Forward-error-correction (FEC) coding can mitigate the affect error expansion
has on subjective quality. However, for a given modulation scheme, voice codec,
and fixed frequency spectrum, applying FEC to compensate for error expansion
reduces channel capacity. In particular, enough FEC coding must be applied
to compensate for error expansion such that the post-decryption BER satisfies
the BER target (< 10−4 for VoIP). For a typical scenario (e.g., a 64-bit block
cipher), the error expansion caused by confidentiality can be more than an or-
der of magnitude. To improve the BER performance by an order of magnitude,
communication systems typically require rate 1/2 (or smaller) FEC codes, es-
pecially for high BERs (> 10−3). Thus, mitigating error expansion using FEC
can reduce the channel capacity by a factor of two or more. In an environment
where additional frequency spectrum is scarce, reduction in channel capacity is
undesirable, especially for high-bitrate, multimedia applications.

5.2 Increased Delay

Adding any processing in the end-to-end path increases the overall delay. Thus,
using FEC coding to mitigate error expansion will increase processing delay. An-
other way to avoid error expansion is to exclusively use stream encryption over
wireless links and block encryption elsewhere. However, this is not an end-to-
end approach. This approach requires transcoding at each wired/wireless node
to convert from stream encryption to block encryption (and vice versa). Un-
fortunately, transcoding also increases the end-to-end delay. In delay-sensitive
multimedia applications like VoIP, meeting the delay target (which is about 150
milliseconds) is paramount for good QoS. Managing delay for multimedia appli-
cations in IP networks is a challenge. Thus, it is desirable to find other means
to compensate for error expansion that do not trade-off delay.

Additionally, transcoding can lead to weakened security. At each intermediate
node that performs transcoding, the data is temporarily in the clear. Thus, an
adversary who is trying to eavesdrop on a multimedia conversation has another



The Impact of Confidentiality on Quality of Service 185

potential point of attack. These intermediate nodes might have vulnerabilities,
such as swapping secret keys out of main memory to an insecure swap file.

5.3 Reduced Traffic Capacity

In wireless systems, one precious resource is traffic capacity, which is defined as
the number of users the system can support simultaneously. In this section, we
summarize results that show error expansion can reduce the traffic capacity of
a direct-sequence, code-division, multiple-access (DS-CDMA) system by more
than an order of magnitude.

We consider a DS-CDMA system that supports variable QoS for VoIP users
via the optimal power control algorithm in [12]. The algorithm presented in
this paper is optimum in the sense that it minimizes the interference each user
experiences from other users (within a given cell), while satisfying each user’s re-
liability requirement. Following this paper, we consider multidimensional 8-PSK,
which is one example of combined modulation and coding (with low complexity)
that is compatible with the power control algorithm. We consider only two types
of users: those with confidentiality and those without. Thus, the power control
algorithm provides two distinct levels of reliability: BER1 for users without
confidentiality and BER2 for users with confidentiality. There are a total of M

users, M1 users without confidentiality and with reliability requirement, BER1

and M2 users with confidentiality and with reliability requirement, BER2. We
wish to derive an expression that relates the total system traffic capacity, M , to
the fraction of users requiring confidentiality, M2/M .

We want the power control algorithm to provide all users with the same
subjective quality. Therefore, to compensate for error expansion, we use (6) to
obtain

BER2 ≈ BER1

δ
. (7)

A feasible solution for this power control algorithm exists and this solution
is unique and optimum if and only if

M∑
m=1

βmαm < 1 , (8)

where

M = the total number of users , (9)

βm =
{

1, if user m is transmitting
0, otherwise , (10)

αm =
(Eb/N0)m

G + (Eb/N0)m
, (11)
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(Eb/N0)m = the energy per bit to interference for user m , (12)

G = spread spectrum processing gain . (13)

This feasibility condition is identical for both uplink and downlink cases.
Applying (8) to our setup and writing the equation in terms of M1 and M2
yields

M < 1 +
G

(Eb/N0)1
− M2




(Eb/N0)2
G + (Eb/N0)2

(Eb/N0)1
G + (Eb/N0)1

− 1


 . (14)

Equation (14) assumes that G and (Eb/N0)1 are expressed in absolute units,
not in decibels. Since it is often desirable to express parameters in a communi-
cation system in decibels, we can show that (14) is equivalent to

M < 1 − 10[G−(Eb/N0)1]/10 − M2
[

1 + 10[G−(Eb/N0)1]/10

1 + 10{G−[(Eb/N0)1+∆]}/10 − 1
]

, (15)

where G and (Eb/N0)1 are expressed in decibel units. The parameter ∆ rep-
resents the perceptual, error expansion specified in (Eb/N0). That is, ∆ is the
additional (Eb/N0)needed by users with confidentiality such that they can have
the same subjective quality as users without confidentiality.

Equation (15) expresses the reliability requirement in terms of the energy-
to-interference ratio. For a DS-CDMA system, we can approximate the sum of
interference from other users and along multiple propagation paths as being
additive white, Gaussian noise (AWGN) [12,13,14]. A fading channel and in-
terference from adjacent cells complicates the analysis, but we can still achieve
an error performance that approaches an AWGN approximation with the right
techniques to mitigate distortion and provide diversity [11]. We use the AWGN
formulation from [15] for 8-PSK modulation to map BER into (Eb/N0).

Capacity-Percent Confidentiality Curve. Fig. 5 illustrates a capacity-
percent confidentiality cost curve for the two cases: high reliability with BER1

equal to 6×10−5 and low reliability with BER1equal to 3×10−3. We can inter-
pret this figure as follows. For a fixed reliability requirement (and therefore fixed
subjective quality), the capacity decreases as the fraction of users with confi-
dentiality (M2/M) increases. When all users require confidentiality, the traffic
capacity is at its minimum point. In contrast, the traffic capacity is at its maxi-
mum point when all users do not require confidentiality. Furthermore, the greater
the perceptual error expansion, the faster the drop off in capacity. This follows
our mathematical analysis well, since a larger ∆ yields a larger multiplicative
constant in the second term in (15). With a larger multiplicative constant, the
traffic capacity drops off rapidly with more users requiring confidentiality.
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Fig. 5. Traffic capacity-percent confidentiality curve for two cases: 1) high reliability
requirement (star markers) and 2) low reliability requirement (square markers).

In addition, the figure shows that the low-reliability curve has a steeper drop-
off than the high-reliability curve. This results from the fact that, when all users
do not require confidentiality, the system can support almost twice as many users
at the lower reliability. Thus, there is more flexibility in resource utilization and
admissions control when users require low reliability.

6 Error-Robust Encryption for Voice over IP

To eliminate this trade-off between confidentiality and QoS, we propose error-
robust encryption. In this section, we introduce one such method called the
automatic synchronization protocol (ASP), which is a technique that makes
synchronous stream ciphers robust to synchronization errors.

6.1 Design Goal and Philosophy

Our goal is to design a synchronization technique for synchronous stream ciphers
suitable for VoIP over wireless. Our approach to designing ASP is to use existing
cryptographic mechanisms as much as possible, while achieving our design goal
and satisfying the following properties:

1. Packets should not contain any additional bits specifically for cipher syn-
chronization.
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2. The technique should be memory less. That is, correct synchronization of
the ith packet should depend only on the integrity of the ith packet’s header
and not on previous (or future) packets.

3. The security strength of the cipher should be no less than the strength of
the underlying cryptographic mechanisms.

4. The design should be flexible enough to be used with any synchronous stream
cipher or block cipher in OFB mode.

5. The design should be efficient.

6.2 Description

For each received ciphertext packet, ASP re-initializes the cipher to a different
starting point by seeding it with a new key. Fig. 6 depicts how ASP maintains
synchronization for synchronous stream ciphers. For each received ciphertext
packet, the ASP module produces a d-bit secret key (Ki). Each Ki then re-
initializes the keystream generator to a new starting point. ASP takes as input
an s-bit sequence number (Si) that it extracts from each packet header, an n-bit
random initialization vector (IV ), and a k-bit secret key (K1). Both IV and K1
are exchanged during session establishment.

Fig. 6. ASP operation with a generic synchronous stream cipher. Si is a s-bit sequence
number for the ith packet. IV is a n-bit random initialization vector. K1 is a k-bit secret
key for session. Ki is a d-bit secret key for the ith packet. ki,j is the jth keystream bit
for the ith packet. pi,j is the jth plaintext bit for the ith packet. ci,j is the jth ciphertext
bit for the ith packet.

ASP is a pseudo random number generator (PRNG) that produces a new
secret key for each packet. It is based on existing cryptographic mechanisms,
namely block ciphers in counter mode and hash functions. Using PRNGs for
generating secret keys and IVs is common practice. The literature contains nu-
merous PRNG methods that use existing cryptographic mechanisms [17,18,19,
20,21]. However, all the methods we reviewed were incompatible with our design
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goal because they were designed for reliable transport. That is, they were de-
signed with the intent that the sender would generate the pseudo random output,
then reliably communicate that output to the receiver. This approach works fine
during session establishment, but is inadequate for generating a pseudo random
output to be used with each packet in a continuous stream of packets. Yarrow
[17], discloses a well designed PRNG from a security perspective, which could be
adapted to be compatible with our target applications. However, such a modified
Yarrow PRNG would require additional state to maintain its own internal syn-
chronization. Since our goal is to provide cipher synchronization for our target
applications, we thought it best to devise a new method that is optimized in this
sense.

Fig. 7. Internal structure of ASP. Si is a s-bit sequence number for the ith packet.
IV is a n-bit random initialization vector for the session. K1 is a n-bit secret key for
the session. K1j is a n-bit secret key for packets between jth and (j + 1)th update.
K10 = K1. C is a sequence number overflow counter.

Fig. 7 illustrates the internal structure of ASP. There are three major com-
ponents: 1) an n-bit block encryption algorithm with a k-bit key, 2) a modulo
2n adder, and 3) a hash function. The block algorithm is configured in counter
mode, where its input is the output of the adder block. The adder block is es-
sential to the technique. Its inputs are chosen in such a way as to transform a
rather small sequence number into a much larger n-bit index (Ri). This is done
so that the pseudo random output of the block algorithm will have a long period
(i.e., 2n instead of 2s). The hash function is used every P packets to update the
jth session key, K1j . This key-update generator protects ASP output against
key compromises. If an adversary compromises the jth session key (for j > 1),
this adversary will only recover data between the jth and the (j + 1)th session
keys.
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6.3 Voice over IP Example

We implemented ASP in a VoIP application called Speak Freely [22]. Using
simulated errors, PCM voice coding, and DES encryption in 64-OFB mode, we
performed computer-to-computer VoIP communications over the Internet for
three test cases: 1) no encryption, 2) 64-OFB encryption with 128-ASP and 3)
64-OFB encryption with 64 synchronization bits per packet. In Fig. 8, we plot
the results of this experiment for the average, post-decryption BER (BERout)
versus the average pre-decryption BER (BERin). The results for the test case
with 128-ASP was indistinguishable from the test case without encryption. That
is, there was zero empirical or perceptual error expansion with ASP. In contrast,
the third test case exhibits more than an order of magnitude error expansion.

Fig. 8. The average post-decryption BER for three test cases: 1) no encryption (square
markers), 2) 64-OFB DES encryption with 128-ASP (circle markers) and 3) 64-OFB
DES encryption with 64 synchronization bits per packet (star makers).

7 Conclusions

In this article, we showed how the error properties of secret-key ciphers leads to
error expansion for real-time, multimedia applications, particularly in heteroge-
neous networks. For typical secret-key ciphers, this error expansion can be more
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than an order of magnitude. For this class of applications, we showed that tra-
ditional techniques to combat corruption are inadequate because they consume
precious resources. Alternatively, we proposed error-robust encryption and intro-
duced one technique called the automatic synchronization protocol (ASP). This
technique is a flexible synchronization means that makes synchronous stream ci-
phers robust to errors. ASP was designed to work with any synchronous stream
cipher or block ciphers configured in OFB mode. We demonstrated its utility for
computer-to-computer VoIP communications, but it should also be applicable to
digital IP telephones. We hope this article will encourage the wireless networking
and multimedia applications communities to view security at the system level,
from the perspective of good QoS as well as strong security.
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Abstract. In this paper, we present Queue Length based Fair Queueing (QLFQ),
a scheme to approximate fair bandwidth allocation without per-flow state. We
have evaluated QLFQ together with CSFQ and RFQ with several different
configurations and traffic sources. The simulation results show that QLFQ is
able to achieve approximately fair bandwidth sharing in all of these scenarios.
The performance of QLFQ is comparable to that of CSFQ, and it performs
much better than RFQ.

1   Introduction

Many router mechanisms [1, 2] have been developed to achieve fair bandwidth
allocations. Generally, most of these mechanisms need to maintain per-flow state and
therefore are more complex and less scalable than simple FIFO queueing when they
are used in the interior of a high-speed network. Consequently, design of algorithms
that can provide per-flow fair rate without requiring per-flow functionality in the
network core routers has become an active area of research.

Recently several frameworks and mechanisms have been proposed to overcome the
implementation complexity problem and address the scalability and robustness
requirements. Stoica et al. propose a new scheme called Core-Stateless Fair Queueing
(CSFQ)[3], which approximates fair queueing while limiting flow state to the edge of
network and removing it from core routers. Cao et al. proposed Rainbow Fair
Queueing (RFQ) [4], a similar scheme that avoids fair share rate calculation in core
routers and that is better adapted to layered encoding applications. Both schemes
remove flow state but still require computation to determine dropping thresholds for
example.

RFQ is a combination of a layering scheme and a buffer management mechanism.
This is the direction we pursue in this paper, where we take it to its simplest
configuration. In our approach, in order to determine the dropping threshold, we only

                                                          
1 This work is supported by Chinese NSF (item number: 69896240).
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need to know queue occupancy information (i.e. Queue Length) and do few
comparison operations in core routers (so we call our scheme Queue Length based
Fair Queueing (QLFQ)). Compared to RFQ and the other approaches of achieving
reasonable fairness, we believe that our scheme has one of the lowest implementation
cost in core routers. The simulation results demonstrate that the performance of QLFQ
outperforms RFQ and is comparable to CSFQ.

2   Queue Length Based Fair Queueing (QLFQ)

2.1   Network Architecture

The network architecture is the same as that used in CSFQ, RFQ and in Differentiated
Services: namely, a network comprised of edge routers and core routers.  The edge
routers perform packet classification and encode certain state in packet headers, and
the core routers use the state for packet discarding.

2.2   Computation of Flow Arrival Rate

At the edge routers, the flow arrival rate must be estimated, in order to assign a label
to a packet. To estimate the flow arrival rate, we use the same exponential averaging
formula as in [3,4]. This scheme requires an edge router to keep state for each active

flow. Specifically, let k
it and k

il be the arrival time and length of the kth packet of flow

i. The estimated rate of flow i, �i, is updated every time a new packet is received:

new
iγ  = (1- KT k

ie /− )( k
il / k

iT ) + )/( KT k
ie − old

iγ (1)

where k
iT  = k

it  - 1−k
it  and K is a constant. Using an exponential weight KT k

ie /− gives

more reliable estimation for bursty traffic, even when the packet inter arrival time has
significant variance.

2.3   Flow Layering

Flow layering is an important part in both QLFQ and RFQ, by which edge routers
partition a flow and assign a number to each layer of the flow. The numbered layers
have two purposes. First, they reflect the rate of the flow: the larger the number of
layers is, the higher the rate of the flow is; flows with the same rate have the same
number of layers. Second, the numbered layers provide a structure for controlled
discarding in the network when congestion occurs. That is, when congestion is
detected, the core routers will first discard the largest layer and then the second largest
layers and so on.

The preliminary requirement of flow layering is to select layer rates for a flow. If a
flow has an arrival rate r, and ic  is the rate of layer i, then the flow will be partitioned
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into (j +1) layers, where j is the smallest value satisfying rci
j

i ≥∑ =0 . Contrary to

RFQ, which uses a non-linear layering scheme, QLFQ uses a linear layering scheme.
More precisely, QLFQ make all layers have equal rate. Specifically, if P is the
maximum flow rate in the network and N is the total number of layers, the layer rate c
is P/N.  For example, if a flow has a maximum rate of 16Kbps, and RFQ partitions it
into eight layers, then the rate for each layer is 1, 1, 1, 1, 2, 2, 4, 4 (unit: Kbps). Under
the same conditions, for QLFQ the layer rate will be 2, 2, 2, 2, 2, 2, 2, 2 (unit: Kbps).
Apparently the QLFQ scheme can simplify operations of edge routers and is amenable
to hardware implementation.

2.4   Packet Labeling

After estimating the flow arrival rate, each packet is assigned a label, with the
constraint that the average rate of packets in each layer is at most c. In QLFQ, to label
a packet we use a scheme similar to that of RFQ. But our scheme requires lower
computational overhead than RFQ because of the simple flow layering scheme used in
QLFQ. Specifically, if the current estimate of the flow arrival rate is r, and j is the
smallest value satisfying rcj ≥* . Then the current packet is assigned a label i : 0 � i

� ( j-1) with probability 1/j. Whether all packets have fixed size or not, it is easy to see
that the probabilistic label assignment will cause the rates for each layer to approach
the required rates c. Moreover, the probabilistic label assignment can smooth a burst
of packets and avoid temporary buffer overflow.

2.5   Core Router Algorithm

Using QLFQ core routers can achieve approximate fair queueing while maintaining
high utilization In order to doing so, the core routers need to monitor queue occupancy
and accordingly set a dropping-threshold. When network is congested, the core routers
begin to discard layers whose value exceeds the dropping threshold.

The main task of the core router algorithm is to update the dropping threshold
according to the current congestion status. The principle behind this core router
algorithm is that the queue occupancy reflects the congestion status of the core router,
so we can use the queue length information to set the dropping threshold. Namely, the
dropping threshold Drop_threshnew is updated as following:

Drop_threshnew= f (Drop_threshold, qlenold) (2)

where Drop_threshold and qlenold are the dropping threshold and  queue length before a
new packet arrives respectively.

According to the above principle, in the current implementation of QLFQ we
logically divide the queue of an output link into four segments using three queue
length thresholds (see Figure 1):
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Fig. 1. Queue Partition

Segment A where queue length qlen is less than Expo_thresh_ - Because the queue
is nearly empty in the segment, we drastically increase the dropping threshold and
make the aggregate arriving rate match the link capacity as soon as possible.

Segment B where qlen lies between Expo_thresh_ and Incr_thresh_ - In the
segment, the link is uncongested and the buffer capacity has not been sufficiently
utilized, so we smoothly increase the dropping threshold.

Segment C where qlen stays between Incr_thresh_ and Decr_thresh_- With both
the link and buffer capacity at full use, we keep the dropping threshold unchanged and
make the system work steadily.

Segment D where qlen is larger than Decr_thresh_ - When the queue length
exceeds Decr_thresh_, the link becomes congested, and we reduce the dropping
threshold to get more packets dropped.

Initially, the dropping threshold drop_thresh is set to the maximum layer value
Max_layer. When the current queue is in Segment A and its length qlen has been
reduced since the last drop_thresh update, the new drop_thresh is computed as:

drop_threshnew = drop_threshold + 2i (3)

where i is the number of continually arrived packets under the above conditions. And
also we track the variation of current queue length qlen so as to prevent drop_thresh
form changing very frequently and ensure stability. If the current queue stays between
Expo_thresh_ and Incr_thresh_ and its length qlen has been reduced since the last
drop_thresh update, we only increase drop_thresh linearly using a simple way as
following:

drop_threshnew = drop_threshold + 1 (4)

We decrease drop_thresh when the current queue length qlen is larger than
Decr_thresh_. But here we discuss it with two aspects: (i) the queue is not full and the
current queue length has increased since the last drop_thresh update - Under the
condition, if drop_thresh equals to Max_layer, we set drop_thresh to
current_max_layer, which is updated to record the largest layer number recently seen
when the queue is not in the Segment D. Subsequently, we linearly decrease
drop_thresh as following:

drop_threshnew = drop_threshold - 1 (5)

Decr_thresh_ Incr_thresh_ Expo_thresh_

ABCD
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(ii)  the queue is full – Under this condition, we need reduce drop_thresh quickly to
alleviate congestion. So we first use a non-linear formula to compute drop_thresh:

drop_threshnew = drop_threshold – MAX(1, 0.1 * drop_threshold * drop_threshold  /
Max_layer)

(6)

Secondly, we set drop_thresh to current_max_layer if drop_thresh is still larger than
current_max_layer. To show the efficiency of expression (6), we give an example.
Assuming that the maximum layer number is 10000, and the current dropping
threshold is 8000, then the new dropping threshold is 7360. If the current dropping
threshold is 1000, then the dropping threshold is reduced to 990. That is, the larger the
dropping threshold is, the more it is reduced.

At core routers, both the time and space complexity of QLFQ are constant with
respect to the number of competing flows, and thus QLFQ could be implemented in
very high speed core routers. In fact, In core routers QLFQ only needs queue
occupancy information and conduct few comparison operations to determine the
dropping threshold in the steady status. It should be pointed out that the multiplication
operation in expression (6) is conditioned, and there is little probability to execute it
unless the traffic is very bursty (the division operation in (6) can be avoided because
Max_layer is a constant). Our simulations also prove this point.

3   Conclusion

In this paper, we present Queue Length based Fair Queueing (QLFQ), a scheme to
approximate fair bandwidth allocation without per-flow state. We believe that, by its
simplicity and efficiency, QLFQ is an interesting approach for future high-speed
network.
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Abstract. There are two cruxes of issues identified in differentiated services
(diffserv) networks: One is TCP dynamics over Assured Services, and the other
is the interaction of TCP and UDP flows for Assured Forwarding Per Hop Be-
havior (PHB). Therefore, we argue unfair distribution of excess bandwidth in an
over-provisioned networks as well as unfair degradation in an under-provisioned
network for TCP and UDP flows traffic. First, we consider Two Markers System
(TMS) that we have proposed, which is able to properly mark packets and fairly
share the bandwidth to each flow for their targeted sending rates. Next, we pres-
ent simulation results to illustrate the effectiveness of TMS scheme over TCP
and UDP interaction. That is, flows in Two Markers System somewhat fairly
share the excess bandwidth and experience degradation in proportion to their
target rates.

1    Introduction

TCP’s complex response primarily to packet losses in a differentiated Services Net-
work affects the Assured Services. TCP reacts to congestion by halving the congestion
window (cwnd) and increases the window additively when packets are delivered suc-
cessfully[1]. However, in the diffserv network these additive-increase and multiplica-
tive-decrease make it hard to protect the reservation rate for Assured Services. When
TCP reacts to an OUT packet drop by halving its congestion window and increases
additively, it may not reach its reservation rate. In [2], in order to alleviate the issue, it
focused on several strategies used to mark packets in order to consider TCP dynamics
and adapt fairness for sharing a bottleneck link of a network, and proposed a modified
marking scheme, so called, Two Markers System (TMS); the first marker (TMS_I) is
located at sources of a network to adapt TCP congestion control algorithm, and the
second marker (TMS_II) at edge to fairly mark the aggregated flow as shown Figure
1. In addition, one of the cruxes identified in the diffserv network is the effect of con-
gestion insensitive flows such as UDP when they share the same AF class with TCP

                                                          
1 This research was supported in part by Information and Telecommunication Research Cen-
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tium(APAN-KR) members for technical discussion on Diffserv related issues.
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flows. TCP and UDP interaction for the AF PHB have become the important issue in
the fairness of diffserv context.

In this paper, we take the problem into consideration between the transport control
protocol (TCP and UDP) and the differentiated drop policies of the network in realiz-
ing the reserved throughputs, using modified scheme called, Two Markers System for
improving the realization of target rates in a differentiated services network.

The rest of this paper is organized as follows: Section 2 reviews the state of the art
in the Two Markers System. Section 3 explores for responsive traffic flows such as
TCP and non-responsive traffic flows such as UDP interaction and presents the results
using TMS algorithms in simulated environments, and performs analysis for simulated
results. Section 4 concludes our work.

2    Two Markers System

This system has two marking modules that are located in the source and at the edge of
differentiated services network, respectively, and each marking module plays different
roles to achieve the reservation rate and the target rate of Assured Services. First, a
virtual- source marker (TMS_I) carries out two main roles: One is to control a flow
and congestion, so called suitable-marking strategy and the other is to give the mark-
ing probabilities to the edge-embedded marker (TMS_II). In [3], it showed that a
source-integrated packet marking engine (PME) properly kept up marking rate rather
than a source-transparent PME, because the measurement of throughputs against the
reservation rate at the source is accomplished more exactly than at the edge of a net-
work. Therefore, TMS_I decreases TCP impacts in the underlying AF services, and
helps the TMS_II to properly mark packets. So to speak, TMS_I can be not a marker
used to mark packets in order to classify the service in the core of a network, but an
indicator that notifies TMS_II in the edge of a network of the marking rate. Second,
the edge-embedded marker (TMS_II) elaborates a fairness strategy for sharing excess
bandwidth of a bottleneck link called marking rate-based fairness, so it monitors in-
coming traffic flows from users at the edge of the network against the profile that the
users have agreed with the service provider. It measures the number of the marked
packets (mi) from sources and partly re-marks aggregated flows for the profile that the
users have agreed with the service provider. IN marking (In-profile), for example,
may change into OUT (Out-of-profile) or reverse. Therefore, a datum point of fairness
strategy is the marking information (Xmi) of traffic flows from users, as fallows:

)][2( iimi mEmX = (1)

where E[mi] represent the average marking rate of all the flows at the edge of net-
work. Therefore, Xmi is used in the computation of a flow’s target rate(Ti) in the edge
of a network, as fallows:

)( ∑−+= imiii RCXRT (2)
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where, C and Ri represent the capacity of a bottleneck link in the network and reserva-
tion rate of each flow, respectively.

3    Interaction of TCP and UDP Flows

In this section, we present the simulation results for TCP and UDP traffics in Two
Markers System we have described in the previous section. The simulation was done
with the Network Simulator-v2(ns-v2.1b8a). For the sake of simulation, we used a
network with the configuration shown in Figure 1. In the simulation, we have 6
sources (1 through 6 counting downwards) that communicate with one of six different
destinations. Long-lived packet streams generated by an infinite file transfers are
originated at source 1 through 4, and destined to source 7 through 10. Constant rate
UDP packet streams are originated at source 5-6, and destined to source 11-12. We
carried out two scenarios: over-provisioned and under-provisioned network. In the
first scenario, the aggregate reservation rate is 6Mbps, and the bottleneck capacity is
set to 8Mbps so that the bottleneck is not oversubscribed. In the second scenario, the
aggregate reservation rate is 6Mps, and the bottleneck capacity is also set to 3Mbps so
that the bottleneck link experiences congestion. The UDP flows source traffic at the
rate of 1Mbps. We assume that the RTT without queuing delay of each flow is ran-
domly pocked from 80 to 220 ms. The sources 1 through 4 are all TCP-Reno sources
(unless specified otherwise). For the RIO implementation, the routers use RED with
the values of 200 packets, 400packets, and 0.02 for min_in, max_in, and Pmax_in and 50
packets, 100 packets and 0.5 for min_out, max_out, and Pmax_out.

Fig. 1.  Simulation topology using the Two Markers System

First of all, we investigate the simulation results of the issues for sharing excess
bandwidth according to the link utilization. We define the link utilization( �, as fal-
lows:

CTi∑=ρ (3)
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where Ti and C represent  target rate of a flow and the capacity of a bottleneck link in
the network, respectively. As the network approaches an under-provisioned state, the
TCP flows suffer acute degradation compared to UDP flows and fall under their target
rates at (? > 80%) as shown in Figure 2(a). However, UDP flows meet their target
rates and the only degradation they experience is reduction of excess bandwidth they
receive, and in the figure 2 the excess bandwidth a flow receives is expressed as per-
centage of its target rate. We assume as fallows: (i) UDP flows in TMS are only dealt
with OUT marking (out-of-profile), (ii) the magnitude of marking rate represents
increase or decrease in demand for bandwidth. If the number of marked packets, for
example, exceeds the threshold value, that is the average marking rate, E[mi], the
edge-embedded marker considers that the flow wants more bandwidth than others in
order to achieve its reservation rate. Therefore, the flow is marked more and has a
higher target rate than others The distribution of excess bandwidth in the over-
provisioned network is more fair than in the Figure 2(a). That is, the idea behind TMS
is to preferentially drop UDP and TCP packets marked OUT which are outside of their
contract when congestion occurs. The excess bandwidth in the Figure 2(b) is percent-
age-wise almost equally divided between TCP and UDP flows. Both traffic types
achieve their target rates in the over-provisioned network, and both suffer the same
level of service degradation in the under-provisioned network.

a) Two Rate Three Color Marker                            b) Two Markers system

Fig. 2. Sharing excess bandwidth according to the link utilization

Next, we present the simulation results considering of marking rate-based fairness
strategy described in the previous section. We set that reservation rate of each flow is
1Mbps, and compare two marking schemes: One is the TRTCM, the other is marking
strategy of TMS. As stated above, the target rate of a flow i in TMS varies in propor-
tion to the probability of marking from the sources. Figure 3 represents the results that
the throughputs of all individual flows of aggregated traffic realize their target rates in
over-provisioned networks. In the figure 3(a), UDP flows captured all excess band-
width, but TCP flows in the figure 3(b) fairly share excess bandwidth elaborating the
marking rate-based fairness strategy against UDP flows Each flow also satisfies its
reservation rate and shares the excess bandwidth of the bottleneck link according to
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the probability of his marking in over-provisioned network. Each TCP flow in Figure
3 (a) often fails to achieve their target rates in under-provisioned networks, because
UDP flows are transmitted constantly irrelative to congestion. That is, UDP gains
unfairly at the advantage of TCP flows. However, Figure 3 (b) shows that each flow in
under-provisioned network is distributed fairer than in the Figure 3 (a), by dint of
dealing with UDP as out-of-profile.

a) Two Rate Three Color Marker                            b) Two Markers System

Fig. 3. Throughput according to network conditions

4   Conclusion

We have described the analysis for the interaction of TCP and UDP flows in a diffserv
Network using the Two Markers System. We have also simulated a TMS model to
study the effects of several factors on the throughput rates of TCP and UDP flows in a
RIO-based Differentiated Services network. First, in over-provisioned network, as
TMS elaborates the marking rate-based fairness, TCP could fairly share excess band-
width that UDP almost dominated and achieve their target rates. Next, although all the
flows couldn’t achieve their target rates, they fairly experienced degradation in pro-
portion to their target bandwidth.

In the near future, we will study the effect of the interaction of TCP and UDP flows
for values of scaling factor,� , , and � issued in the Two Markers System.
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Abstract. The focus of this paper is the traffic shaping at the access
of an network node. We propose a novel algorithm that dynamically
shapes the incoming traffic, based on service curves equations, in order
to meet the QoS constraints in terms of buffer size or delay. We first
estimate arrival parameters within various time intervals in order to make
the incoming traffic fit into a token bucket traffic specification (Tspec)
format. We then derive the shaping parameters based on deterministic
service curves. Those shaping parameters vary dynamically according to
the Tspec of every time window.

1 Introduction

The traffic shaping takes place in the network edges to maintain the logical per-
formance to its highest level and thus respect the traffic contract. The problem
studied in this paper1, is motivated by the desire to obtain applicable perfor-
mance bounds for a very high-speed network. To achieve this aim, a tool for
studying end-to-end, bounded performance is needed. Classical queuing analy-
sis studies average performance for aggregate traffic. It focuses on single server
environments for traffic with somehow periodic inter-arrival times. However, in
the packet-switching, integrated services models, bounds on the end-to-end per-
formance need to be studied in a networking environment with traffic dynamics,
interactions and burstiness far more complex than in the previous case. In this
work, we use the deterministic version of the service curves method [2] and
particularly Network Calculus (NC) [1], its Min-Plus algebra formulation.

2 End-to-End System

For source modeling, we consider the Deterministic Bounding Interval-
Dependent (D-BIND) model, found in [4]. It uses a family of rate-interval pairs
where the rate is a bounding rate over the corresponding interval length. The
1 supported by the “Réseau National de Recherche en Télécommunications” under
the decision number 99S 0201-0204 and the European IST Project DAVID (Data
and Voice Integration over DWDM)
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Fig. 1. End-to-end System

time

b

M

octet
n

nθ

d

B

max

max

R
p

r

T

Fig. 2. Arrival Tspec and service curve

bounding rates used in this study are base on Traffic Specification (Tspec) for-
mulation. Introduced by the IETF for IP, Tspec takes the form of a token bucket,
with rate r and depth b, plus a peak rate p and maximum packet size M . We now
show how sources traffic can be made to fit into a token bucket Tspec format. We
partition the whole process into N equal, non-overlapping blocks, corresponding
to time intervals (Ii)i=1,...,N , of length lN , and approximate the traffic volume
within each interval Ii by a corresponding set of Tspec parameters. In doing so,
we obtain a piece-wise Tspec formulation of the global process which approxi-
mates the actual process.
Using the service curve approach, the arrival curve corresponding to the Tspec
given in terms of p, M, r, b, equals min(pt+M, rt+b). The network is modeled by
n elements in tandem, each one with service rate Ri and starting service at time
Ti, i = 1, .., n, one possible concatenation scenario is a network element with
a service curve c(t) = Rn(t − Tn)+ where Rn = min(R1, R2, .., Rn) and Tn =∑n

i Ti. Figure 2 represents an arrival Tspec and service curve, showing the cor-
responding fundamental bounds of Network Calculus [1], namely the backlog
Bmax and the delay dmax.

3 Shaping

Adding a shaper to the arriving traffic prior to its entrance to the network is
done as follows. A new service curve, corresponding to the actions of the shaper,
with parameters (Rsh , Tsh ) is set between the arrival curve and the network
service curve. In what follows, we assume, without loss of generality, Tn = 0.

3.1 Shaping to Meet Buffer Requirement and/or Delay Constraint

Let us suppose that the maximum buffer size, Bc, at the network level is smaller
than the maximum backlog bound, Bmax, caused by the non-shaped arriving
traffic. The point of introducing a shaper in this case is to assure that the in-
coming traffic does not exceed Bc for a loss-free network performance.
Schematically, and considering the setting of Figure 3, the idea is to vary the
shaping curve through the segment indicating Bc. In this case, the shaded re-
gion, given in Figure 3, shows the region of shaping. Through Network Calculus
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[1] bounds formulations, we easily derive maximal Rsh(buffer constraint) corre-
sponding to optimal shaping case.
In delay constraint case, the point of shaping is to reduce the maximum delay
to be experienced at the network region from the original dmax to a new delay
constraint dc. Let us note that introducing a shaper does not add to the end-to-
end delay. This is again achieved by setting appropriate values to Rsh(delay
constraint). Figure 4 shows the shaping region varying the line the shaping
curve through the segment indicating dc. Rsh(buffer constraint)= Bcr−Rnb

Bc−b (*)

; Rsh(delay constraint)= Rn(b−rdc)
b−Rndc
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3.2 Equation-Based Dynamic Shaping Algorithm

So far, we considered shaping within every interval Ii of length lN . Our ulti-
mate aim is however to shape the global incoming traffic. Parallel to the idea of
partitioning the arrival process so as to locally bound each interval, the shaping
scheme introduced in the previous section shall apply to each interval.
It is clear that the shaping rate Rsh depends on the arrival curve parameters
throughout the whole process. The task in this case is to find optimal, i.e. maxi-
mal, shaping rate Rsh for each interval Ii such that the buffer constraint and/or
delay constraint are satisfied. This is achieved by dynamically changing the shap-
ing rate from one interval to the next. The dynamic shaping algorithm is then
as follows.

1. Set observation window size equal to lN
2. Determine corresponding Tspec in interval (Ii)i=1,...,N

3. Apply Equations (*) and (**). to set shaping parameters such that
i. shaping is optimall : minimal buffer size Bsh and maximal shaping rate
Rsh

ii. requirements are met, i.e., buffer or delay constraint at network level
iii. no loss at shaper, i.e. Bsh not exceeded.
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4 Numerical Results

The end-to-end system studied is shown in Figure 1. We consider self similar
traffic resulting from the LAN sources with mean = 100 Mbit/s, variance = 109,
Hurst parameter H = 0.7, and M equal to 1540 bytes. At the network level, let
Rn = 227 Mbit/s be the rate of the server, with buffer capacity Bn equal to 100
packets.

4.1 Estimation of Arrival Parameters

We first estimate the parameters of the incoming traffic into a Tspec format, for
different observation windows of size lN .
Figures 5 and 6 shows the average rate ri for intervals Ii of lengths equal to 300ms
and 1s respectively. We notice that for a given window size lN , rN

i varies from
one interval to the next keeping the same behavior as the original traffic, i.e.,
incorporating correlation. On the other hand, the family of (rN

i )i=1,...,N behaves

0

5e+07

1e+08

1.5e+08

2e+08

2.5e+08

0 500 1000 1500 2000 2500 3000 3500

M
ea

n 
ra

te
 r

i (
bi

t/s
)

Intervals Ii

"mean_300ms"

Fig. 5. Average rate ri for lN = 300ms

0

5e+07

1e+08

1.5e+08

2e+08

2.5e+08

0 200 400 600 800 1000

M
ea

n 
ra

te
 r

i (
bi

t/s
)

Intervals Ii

"mean_1s"

Fig. 6. Average rate ri for lN = 1s

in the same way in different lengths lN of intervals (Ii)i=1,...,N , i.e., in many
time scales. That means the presence of self-similarity property in the sequence
(rN

i )i=1,...,N . Figures 5 and 6 confirms that for two times scales (rN
i )i=1,...,N

behaviors : 300ms and 1s. The same remarks remain valid for p.
The burst size b estimation consists on the sum of consecutive interarrivals
smaller or equal to the interarrival time within the corresponding peak rate pi

corresponds to the burst size. The obtained values for b vary from 85 packets
for small window size lN to 60 for larger ones.

4.2 Performance

If no shaping is used at the access of the network, a 55 packet buffer size is needed
at the network server to achieve no-loss performance. The maximum delay in
the network level in this case is equal to 0.00268 sec.



208 H. Elbiaze et al.

Let us assume that in fact, the buffer size Bc=10 at the network level cannot be
as large as to hold 55 packets, i.e., if no shaping is used, there will be some loss.
We derive the shaping parameters for every interval (Ii)i=1,...,N of length lN . For
intervals of length lN = 100 ms, Figure 7 shows the mean arrival rate ri versus
shaping rate Rsh throughout the duration of the connection (100 seconds). We
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notice that ri and Rsh are inversely proportional; for every large values of ri,
i.e., high input rate, the value of Rsh is small, i.e., a severe shaping is needed to
accommodate the buffer constraint and the loss-free performance. This done,we
plug the equation-based shaping parameters back into the simulation model.
No loss is observed at the shaper for different observation window lengths lN
because we consider shaper size is largest value over all intervals derived from the
equations. This independence between the shaping queue PDF’s and the interval
sizes lN s, can be explained by the fact that the shaping rate Rsh is adaptive
with respect to the incoming traffic in order to meet the non-loss performance.
Figure 8 shows the probability density function of the buffer occupancy at the
network level for different observation window lengths lN . We notice that the
smallest interval lengths lN = 65 and 100 ms yield a non-loss performance. This
is explained by the fact that at those interval lengths, we obtain higher precision
for estimation of arrival parameters and hence shaping parameters. For larger
interval lengths, lN = 200 and 300 and 1000 ms, some loss, on the order of 2.4
10−7, is observed. This is explained by the fact that for small precision, the
arrival parameters are under-estimated. Put in the equations, they yield high
shaping rates, or equivalently, soft shaping. This in turn results in loss at the
network level. We follow the same steps as buffer-constrained performance to
respect the tolerated maximum delay dc =0.0005 at the network level.
Table 1 illustrates the maximum delay values obtained by simulation for different
window lengths lN : 65ms, 100ms, 200ms, 300ms and 1s. Again, we notice that
the smallest interval lengths lN = 65 and 100 ms yield the target maximum
delay.
For larger interval lengths, lN = 200 and 300 and 1000 ms, the maximum values
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of the observed delay exceed the constraint. This is explained by the fact that
for small precision, the arrival parameters are under-estimated.

Table 1. Maximum delay at the network level for different window lengths lN : 65ms,
100ms, 200ms,300ms, 1s

window lengths lN 65ms 100ms 200ms 300ms 1s
maximum delay a the network 0.0004102 s 0.0004219 s 0.0005413 s 0.0005414 s 0.0005414 s

5 Conclusion

In this paper, we focused on self-similar traffic [5] at the input of an network
node. If this traffic is left as is, it cannot satisfy the buffer and/or delay constraint
at the network level, which may be very stringent in the optical case. In order
to meet those requirements, shaping is essential. In this work, we proposed an
equation-based dynamic shaping with three key steps: 1) estimation and fitting
of interval-wise incoming traffic into arrival curves, 2) solving into the service
curve approach for the shaping parameters in an adaptive manner and 3) fitting
the later back into the original model.
As of the first step of our algorithm, we notice that the input estimate reproduce
the same self-similar, correlated nature of the original traffic. The shaping pa-
rameters derived in step 2 are typically conservative owing to the deterministic
nature of the service curve. However, when put back into the original model,
i.e., step 3, they are shown to be numerically not very conservative. This may
be explained by the correlated nature of the original self-similar traffic.
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Abstract. Most of current video streaming technologies, which protect the
video stream by rate allocation or CRC means according to the bandwidth of
network and the video quality user expected, is unrelated with the content of
video. This paper proposes a new content-based video streaming method, which
is based on video content analysis. The method discusses the rate distortion
function of Fine Granular Scalable (FGS) enhancement layer bitstream based
on the video content, and allocates the suitable bits for video units by the
importance of video content. The experimental results indicate that our content-
based rate allocation method can protect the transmission of video efficiently,
improve the subjective quality of video and use the network bandwidth in
maximum utility.

1 Introduction

Video streaming application over the Internet booms rapidly in recent years. Because
of the lack of Quality-of-Service (QoS) guarantees over the current Internet, the
media streaming data undergoes the dynamic variations of bandwidth, delay and
packet loss. Due to the bandwidth of the channel between the encoder and decoder is
not a fixed number but changes constantly along with time.

To resolve the issues of video streaming over Internet mentioned above, there are
two general types of approaches have been proposed. The one is Network-Centric,
which requests the router/switcher of the Internet to provide the guarantees of the
bandwidth, delay, jitter, packet loss rate for video streaming applications. The other is
End System-based, which does not rely on the implement of network at present or in
the future and be achieved easily. In this paper, we focus on the second (End System-
based) approach.

From the End System-based perspective, there are some conventional methods
proposed to solve the issue mentioned above: (1) Transcode approach is to encode the
video with the highest quality and store the bitstream at the server. Then the encoded
bitstream is transcoded into different bitrate for different users [3]; (2) Simulcast
approach is to generate multiple bitstreams of multiple bitrates at the encoder time.
(3) Scalable encoding or adaptive encoding methods [5] [6]. (4) Rate-shaping
approach is a technique to adapt the rate of compressed video bit streams to the target
rate constraint[1]. Almost all of the current video streaming technologies, which
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protect the video stream by rate allocation or CRC means[2] according to the
bandwidth of network and the video quality user expected, is unrelated with the
content of video.

In this paper, we propose a content-based video streaming algorithm for FGS
coding, which combines the video streaming with video content analysis technique.
This approach allocates the bits by video content based on video content analysis
result and can protect the important video content by selectively and actively
discarding some bits of unimportant video data while the bandwidth descends sharply.

The rest of this paper is organized as follows. In section 2 we focus on our content-
based video streaming algorithm. Section 3 proposes our experimental results.
Concluding remarks are in section 4.

2 Algorithms Description

The rate control is a fundamental technique in the encoding process, which is based
on the rate-distortion theory[7][8]. The objective of rate control is to make encoded
bitstream meet the bandwidth of channel. The rate allocation for the FGS
enhancement is different from the traditional rate control in the encoding process for
that it is independent of the FGS encoding progress and is executed by the feedback
information from the channel before transmission.

In this paper, we propose a content-based video rate allocation algorithm for video
streaming over Internet. In our method the video content is analyzed at first, including
video structure analysis, motion information extraction, video objective
retrieval/identification etc. Then allocate the bits for FGS enhancement based on the
result of video content analysis. In FGS coding, the base layer restructures the low
quality VOP and the enhancement layer, improves the quality of the VOP. In our rate
allocation algorithm, we assume that the decoder can receive all base layer bits. We
focus on how to allocate the enhancement bitstream by video content.

Segmented video clips are used to represent the video sequence:
}… Seg(N)1),-Seg(NSeg(2),{Seg(1), , here N denotes the total number of segmented

video clips.
We propose a video content-weighted rate-distortion (R-D) function:

aRewRD −= **)( 2σ (1)

Here, )(RD denotes the mean square value of the error between decoded video clip

and original video clip; w denotes the weight coefficient of the video clip, which is
determined by the result of video content analysis; ? is a constant number; ?2 is the
variance of the encoding signal; R is the bits number used to encode the video clip.

If Ri denotes the allocated bits number for encode video clip )(iSeg and Di denotes

the mean square error of )(iSeg , the essence of the problem of rate allocation is a

global optimization issue and can be described by the following formula:
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Subject to SRRR N =++ �21 (const), S is the given total number of bits used

for the sequence decoding.
Where )...,( 321 RRRf denotes the total degree of distortion of all video clips.

In order to minimize total distortion )...,( 321 RRRf , we can apply Lagrange

multiplier method to solve it. Firstly, we define the following function:

))(()..,()..,( 212121 NNN RRRSRRRfRRRg +++−−= �λ (3)

Then, we obtain some equations:
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However calculating 
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is a not easy thing during the rate allocation

progress. So a simple method for estimating 
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 must be found. Similarly, we

think the distortions approximately equal when the all enhancement layers are fully
decoded, i.e.
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denote the used bits number to fully encode the enhancement layer

of video clip )(iSeg and )( jSeg . In addition, this information can be generated during

encoding.
Bring equation (7) into equation (5), the bit allocation can be simply represented

as:
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3 Experimental Result

To evaluate the performance of the content-based video streaming algorithm we
proposed in this paper, we use the Stefan sequence that is the standard test sequence
of MPEG-4 as our experimental sequence. The parameters are set as follows: The
sequence format is SIF (352*240). The encoding frame rate is 30f/s. The quantization
scheme of the base layer is the same as in H.263. The bit rate of base layer is
320Kbits/s.

In detail, in our experiment, we adopt motion activity to describe the importance of
video content: we assume that the greater the motion activity is, the higher the
importance of video content is. Here global motion estimation (GME) method is
adopted to measure the motion activity. Detailed algorithm of robust GME can be
referred in[4]. Then, according to the motion activity, the sequences are segmented
into several segments with different importance degree. The segment result is given in
Fig.1.
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Fig. 1. The motion activity segmentation result according to global motion estimation method.

In our experiment, the enhancement layer bits are allocated with two methods: One
is to allocate the bits to each frame averagely. The other is to allocate the bits with our
algorithm. Fig.2 shows the experimental result under the bitrates of enhancement
layer at 320Kbits/s. Here the horizontal axis denotes the frame number and vertical
axis denotes the SNR.

Fig. 2. The curves of PSNR versus frame number of “Stefan” (320Kbits/s)

The experimental results prove that the proposed bit allocation scheme can
improve the performance of FGS to 0.5~1.0 dB at the important parts. For example,
the part of No. 175~200 of sequence “Stefan” has very high motion activity (See fig.
1). We can think this part is more important. From fig.2, we can see that the PSNR of
our method at this part is 1.0 dB higher than contrasting method’s.
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We can draw the conclusion that the content-based rate allocation scheme proposed
for video streaming can protect important video content while transmitting. In other
words, this method can improve the video quality at the receiver and increase the
utilization ratio of the channel.

4 Conclusions

In this paper, we propose a new content-based video rate allocation algorithm for
video streaming over Internet, which is based on video content analysis and fine
granular scalable video coding techniques. This scheme can stream video by content,
so that it can protect the important video content while transmitting under the
conditions of limited bandwidth of channel and improve the utilization of the channel.
The experimental results show that the method proposed can protect video content
efficiently and improve the subjective quality of important video segments.

In the future, we will discuss the content-based video streaming in big picture,
including rate control, error resilience and error concealment etc research areas, and
propose a whole architecture of content-based video streaming/delivery.
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Abstract. In this paper, we overview our approaches and methods to the
topological synthesis and management of Mobile Backbone Network (MBN)
based architectures. Such backbone networks are intended to aid in the support of
multimedia applications across mobile ad hoc wireless networks. An MBN based
ad hoc network employs backbone nodes, operating in a manner similar to that
used by base-stations in a cellular network.  In contrast with the latter, in an MBN
system these nodes are mobile and are selected dynamically to best track the
mobility trends of the involved units and best adapt to the environmental
topography of the area of operations.
Such networks integrate the MBN with ad hoc networking and routing approaches
to support non-realtime and realtime multimedia applications.  In this manner,
network services offer applications a choice of best-effort transport as well as
guaranteed end-to-end quality of service (QoS) performance.
To design the topology of the mobile backbone network, we incorporate mobile-
user location distribution information. We consequently introduce an approach
based on the use of pattern recognition techniques in synthesizing cluster regions
that serve as key components of the mobile backbone.  Intra-cluster and inter-
cluster topology design methods are then used to complete the construction of a
reliable backbone network. Simplified hierarchical routing mechanisms are then
invoked for distributing flows across the backbone.  

1   Introduction

Providing reliable multimedia communications in mobile multihop wireless networks
is a formidable challenge, which has received much research attention. Consider
communication networks in which all users are potentially mobile and untethered to
any fixed wireline infrastructure. Such networks can arise in a variety of contexts. The
mobile users of the system desire reliable communications, including real-time voice
and video, notwithstanding the lack of a fixed infrastructure. 

Recent investigations into the development of next generation wireless networks for
commercial and military applications have led to the consideration of multihop ad hoc
network architectures.  Yet, as an ad hoc multihop network grows large, the performance
tends to deteriorate.  If the network management and traffic handling responsibilities are
                     
1 This work was supported by Army Research Office (ARO) Contract DAAG55-98-1-0338,

and by Office of Naval Research (ONR) Contract N00014-01-C-0016.
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fully distributed, then each individual mobile user must maintain network connectivity
information, perform routing calculations and updates, and monitor network
performance.  This operation, in the presence of mobility, requires sophisticated terminal
equipment and excessive control traffic overhead. The already difficult task of
attempting to guarantee any type of performance on a path with many wireless hops—a
particular concern for the support of real time applications—is made more difficult
because the dynamic nature of the network topology causes inconsistencies in the routing
and connectivity information possessed by each host. Some approaches have been
developed to reduce the traffic control overhead by constructing routes between
specified source-destination pairs only when needed.  These schemes, while reducing
control traffic overhead, have other problems, including the latency introduced by the
computation of a new route, and poor efficiency when many sources are simultaneously
transmitting to many distinct destinations.

In the fully distributed wireless network described above, there is no fixed (wired)
backbone that can be exploited to centralize some of the network management and
routing functions. In order to provide the desired functionality, the mobile terminals must
be organized into a network that has some hierarchical organization or reliable structure
that is maintained under varying network connectivities.  This structure should, if
possible, be dynamically constructed in a distributed fashion, without reliance on a
centralized controller.  The network organization scheme must be designed to cope with
the multiple-access and collision problems inherent in the broadcast nature of the radio
channel, as well as the scarcity of resources present in the wireless scheme.

One method of organizing a large group of mobile users into a network consists of
hierarchically partitioning the overall network into subnetworks called clusters.  Some
network nodes are selected to be local controllers, called clusterheads, while other nodes
join a clusterhead to form a cluster [1].  Clustering facilitates the use of techniques to
resolve scheduling conflicts and facilitates the reuse of CDMA codes and TDMA time
slots.  Once nodes are partitioned into clusters, clustering maintenance techniques are
employed to maintain the cluster organization in the presence of mobility.

Another approach to solving the ad hoc network problem is to use an embedded
hierarchical structure, with physically different networks at the various levels.  Recently,
we have proposed [2]-[4] the employment of a mobile backbone to support guaranteed
QoS (as well as best effort) applications for mobile networks. Certain mobile terminals
are assigned to effectively serve as mobile base stations, and these selected users
("backbone nodes") together with their interconnecting communication links constitute
the mobile backbone.  The backbone network consists of a mesh topology with point-to-
point or multipoint (broadcast) links used to interconnect neighboring backbone nodes.
The mobile backbone, which has a functionality analogous to a fixed backbone in a
cellular network, is then exploited to make the routing, access control, scheduling and
congestion control problems tractable. We are carrying out research investigations aimed
at developing backbone architectures, routing methodologies, medium access control
techniques, queueing algorithms and scheduling policies for mobile backbone networks
(MBNs).  

It must be noted that the two network backbones mentioned above, the clusterhead
backbone (CB) and the mobile backbone (MB), have distinct designs and different
purposes.  The CB construction algorithms do not generally attempt to select a backbone
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with targeted capacity and connectivity features and do not explore all possibilities for
using the backbone as a primary means for routing traffic that requires a specified QoS. 
The established mobile backbone is employed to provide for the support of multimedia
applications, including real-time streams and high intensity imaging and data files.  The
mobile backbone (MB) must be synthesized to offer the mobile stations the required
transport services at acceptable QoS levels, while incorporating the processing/routing
rate and power supply limitations of the nodes and the capacity constraints of the links..

Our investigations allow network nodes to be categorized into a number of classes. 
Single module nodes (identified also as regular nodes, RNs, or terminal nodes TNs)
employ a single module radio that enables them to operate at relatively lower power and
lower data rate levels. Such nodes are more constrained in their power resources. In turn,
multi module nodes employ a multi-module radio system. They are outfitted with a lower
power radio module that allows them to communicate with regular nodes, as well as with
higher power radio module that enables them to communicate at higher data rate and
over a longer range with other such nodes.  The latter nodes are identified as high power
(HP) nodes.  It is desirable to construct the MBN by using HP nodes. We identify the
latter as backbone capable nodes (BCNs).

The MB guarantees QoS connections, a stable operation, a mechanism for network
management and control and a significant simplification in the complexity of the routing
problem.  In constructing a mobile backbone there exists a key design tradeoff between
backbone accessibility (i.e., a certain percentage of nodes should be within a fixed small
number of hops from the backbone) and backbone minimality (also related to overall
power utilization levels).

The backbone must satisfy user-specified accessibility and connectivity
requirements.  Once a relatively stable backbone is synthesized, it can then be used to
manage the networks; for example, allocate network resources during route set-up; and
assign MAC layer resources.  Since the backbone terminals form a small subset of the
network terminals, a simplified routing algorithm can be employed.  Those streams that
require a specified quality of service will use the stable backbone, not just any route. 
Best-effort message traffic may use the backbone or any other access and ad hoc routing
technique.  The backbone can be used for dynamic reallocation of resources to satisfy
varying demands of users and varying link capacities.  Routing algorithms will, of
course, need to incorporate connectivity identification operations, terminal location
tracking and management, and handoff control. Medium access-control algorithms are
used to regulate the access of terminals to their associated backbone nodes. 

2    Mobile Backbone Requirements

We observe the integrated network to consist of the following three hierarchies (Fig.
1):

Level 1: The backbone network is established to provide for communications
between the backbone nodes.  This network consists of a mesh topology with links
used to interconnect neighboring backbone nodes.  The backbone nodes implement
packet switching functions that provide for the transport of packets on a best effort
basis as well as for the provision of QoS guarantees to network flows.
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Level 2: Access nets are used for communications from each backbone node to
its mobile clients and from the terminal nodes to their associated backbone node(s).  A
multiplexing scheme is used to establish forward control and traffic channels that
carry backbone node to terminal node flows.  Multiple access protocols are used to
implement the reverse control and traffic channels that carry message flows from the
terminal nodes to their associated backbone node.

Level 3: Mobile to mobile communications can take place along a direct multi-
hop ad hoc network path, in which case backbone nodes and links are not used for
message transport. The BNs can however be used to set up and control the underlying
routes, as well as to coordinate the MAC resources allocated in each cluster.   Ad hoc
networks are typically used to provide best-effort services.  Such a shared medium
network is identified at times as a terminal net.  Note the latter to me often embedded
into access net(s).

In the following, we define the qualities of an effective mobile backbone. 
a) Covering requirement:  Since the primary mode of routing information in the

MBN is through the backbone, terminal nodes must communicate with
backbone node(s) either directly, or through other terminal nodes.  We permit a
“probabilistic” approach to synthesizing backbones.  In selecting the backbone
topology, we specify that a fraction p (p<1) of network terminals should be
within a distance of h hops from a backbone node.  If we specify a backbone for
which h equals 1.0 while p=0.9, then 90% of all users will be within one hop of
one or more backbone nodes.  If, on the other hand, we specify that h=1 and
p=1, then all users can communicate directly with at least one backbone node,
and, in graph-theoretic terms, the nodes on the backbone are said to form a
dominating set for the underlying graph.

b) Connectivity requirement: Since the backbone will be used for routing
throughout the network, it is necessary for the MBN to have a connected
topology.  We may further specify that the backbone should be k-connected. 
For example, if we specify that k=2 for node connectivity, then there should
exist at least 2 node disjoint paths between each pair of backbone nodes, in
which case the failure of any single node will not disconnect the backbone.  If
we specify that k=1, h=1, and p=1 (all nodes must be within one hop of the
backbone, and the backbone must be connected), the set of backbone nodes is
said to be, in graph-theoretic terminology, a connected dominating set.

c) Minimality requirement: We desire that the number of nodes selected for the
backbone be minimal.  If we specify that k=1, h=1, p=1 and, additionally, we
require the number of nodes in the backbone be minimal, the set of backbone
nodes is said to be, in graph-theoretic terminology, a minimum connected
dominating set (MCDS).  Determining the MCDS for a general graph is known
to be an NP-hard problem.

d) Robustness requirement: The backbone topology should be selected such that
it will not change too often in the face of node movements and node
connectivity variations. 
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Fig. 1.  Architecture of a Mobile Backbone Network (MBN)

e) Degree requirement: The degree of each backbone node may be specified to
be no higher than a value of DEG.  This places a limit on the number of radio
links that may be incident at each backbone node. 

f) Diameter requirement: We may specify that the length of the shortest route
between all pairs of backbone nodes be limited to d radio links.  In graph-
theoretic terms, if we compute the length of the shortest path joining each pair
of nodes in a graph, the maximum value of the shortest path over all node pairs
is termed the graph diameter.

g) Loading requirement: Traffic loading requirements and nodal pro-
cessing/routing capacities must be taken into consideration when constructing
the backbone. Specifically, the backbone must be able to provide sufficient
bandwidth to support the required best effort and guaranteed traffic loading.  In
an area that contains a larger number of high intensity terminals, a larger
number of backbone nodes may be needed in comparison with an area that
contains a larger number of low intensity terminals. Note that QoS guarantee
requirements will affect the backbone construction. 

It is noted that several of the above requirements conflict with each other.  For
instance, it is intuitively clear that a backbone chosen for its robust, unchanging topology
(requirement d) is not likely to constitute a minimal set of nodes (requirement c).
Similarly, the diameter, loading and degree requirements adversely affect backbone
minimality. Therefore, when synthesizing a backbone algorithm, we consider which
"requirements" are most important in a particular application, and what compromises and
trade-offs have to be made to loosen other constraints.
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3   Network Partitioning Using Pattern Recognition

Most techniques and algorithms presented in the literature that seek to impose a
backbone on a mobile wireless network are graph-theoretic in nature.  That is, known
backbone construction algorithms model the communications network as an unweighted
graph wherein the users comprise the nodes of the graph, and an edge exists between two
nodes (users) if they can communicate with each other.  These algorithms then use graph
parameters (such as node degree) or graph-theoretic concepts (such as dominating sets)
to determine which nodes should be placed on the backbone.  

An actual real-world mobile wireless network consists of a certain number of mobile
terminals, each with a certain transmitter power level, and each located (at a given
instance of time) in a certain geographical position. Users operate in an existing
geographical terrain under certain existing atmospheric conditions.  When this real-world
system is modeled as an unweighted graph, information is lost.  With the advent of
worldwide commercially available global positioning systems (GPS), it is a simple
matter for hosts to determine their geographic position. The geographic distance between
two hosts, which may affect, for instance, the link strength and the optimal route
selection, is not considered in the graph model where an edge either exists or doesn’t
exist.

We use pattern recognition techniques in designing mobile backbones. We avail
ourselves of “positional” information (with a generalized interpretation of the
positional information to incorporate other metrics, such as communications quality
descriptors).  Pattern recognition algorithms are then employed to discern compact
sections of the network, and to choose appropriate representative gateway nodes for
these compact sections.

Our MBN topological synthesis process thus consists of three steps:  network
partitioning into regional clusters (compact regions) using location aware pattern
recognition techniques; synthesis of intra-cluster networks; layout design of inter-
cluster networks using reliability and connectivity objectives. Note that when higher-
power backbone nodes are used to provide access to lower-power terminals, the intra-
cluster network is dominated by the shorter ranges induced by the use of lower power
radio modules.  In turn, the inter-cluster network contains communications links that
are established through the use of mainly higher power radio modules and thus
involves longer range links that use higher data rate communications channels.  In
addition, we make use of relay nodes (including unmanned vehicles, UVs, such as
UAVs) to aid in the construction of the backbone network. 

We further use the backbone nodes to control and manage the allocation of MAC
resources (such as time/frequency/code slots) inside each cluster and across clusters. 
The XBONE algorithm being developed by Prof. Izhak Rubin ensures that such
MAC-layer slot allocation controls the occurrence of interferences that may be caused
by simultaneous transmissions among terminals located inside a cluster, or in
neighboring clusters.  This algorithm integrates the topological synthesis process with
the allocation of MAC resources, the selection of the flow’s route, and the support of
quality-of-service guarantees to realtime flows.  It combines the use of direct source-
destination multi-hop paths (coordinated by the backbone nodes) that do not employ
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the MBN for message transport and the use of the MBN for message transport among
nodes that are not too close to each other, as well as for terminal flows that require
strict QoS performance guarantees, as is the case for realtime applications.
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Abstract. At the current development stage of computer networks, the
emergence of new applications that use the high performance available is
unavoidable. In this context, any service that requires high performance also
requires network QoS (Quality of Service). To help the maintenance of QoS
services and QoS provisioning mechanisms, this work proposes a QoS monitor.
This monitor operates on IP-based networks and its goal is to measure current
QoS parameters observed on the network and compare them with the negotiated
QoS parameters. Thus, network managers can be informed about degradations,
and proceed with proper actions in order to provide adequate conditions to
applications that require strict time warranties in order to operate properly.

1 Introduction

Nowadays, there is a clear need to have IP networks offer more appropriate services
to transport differentiated information. Multimedia applications, for instance, have
more demanding time restrictions than the usual networked applications (e-mail, web
browsing, etc.). In order to make differentiation possible and to allow time-restricted
applications to run properly, IP networks must offer services with some level of
warranty, i.e., IP networks must feature QoS services.

However, having the user or the application request services, or having the service
provider and other involved parties acknowledge user demands is not enough for the
service to work effectively according to needs. It is also necessary to have processes
to monitor QoS and the network manager must bear in mind that the desired QoS
might not be the obtained QoS. This difference causes performance degradation of the
applications, which no longer perform properly. Thus, the presence of monitoring
mechanisms that inform the manager of QoS service performance is a real necessary.

This work presents a QoS monitoring architecture that uses monitors developed to
operate on IP networks. With the aid of the QoS monitor, the network manager can
determine monitoring policies for some network links, so as to be warned when any
of them presents a difference greater than a preset limit. Because QoS monitoring is
distributed for increased efficiency it is necessary to have a central element that
gathers such information and compiles it so that the manager can understand it. The
development of a central element that collects and processes data from network
monitors and detects degradation is also presented.

This paper is structured as follows: section 2 discusses QoS monitoring on IP
networks. Section 3 is concerned with the monitor-related architecture and section 4
explains how the QoS monitor operates and section 5 finishes the paper with
conclusions and future work.
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2 Related Work

Due to the increase of QoS needs, some monitoring solutions present ways to analyze
traffic on the managed network. Waldbusser [1] has proposed the extension of the
RMON MIB functionalities. With RMON2, the agent (probe) has its reach
(monitoring) extended beyond the link level. An RMON2 probe can analyze packets
by accessing information on the network and transport levels (TCP and UDP). This is
very useful to have a monitoring activity by analyzing the media occupation of each
application through the observation of the ports used. However, RMON2 probes
cannot perceive degradation because they cannot check delay, jitter, or loss. Since
these parameters are critical in QoS, RMON2-based QoS monitoring is a poor option.

Brownlee et al. [2] have proposed an architecture called RTFM (Real Time Flow
Measurement) to measure and monitor flow on networks. A flow is the path of data
that starts at a point A and ends at a point B. Because it depends on source and target,
this flow measure is also appropriate to monitor the application level. The risk of
running path-based monitoring between end points is that we are working on a
packet-switch-oriented environment. This feature harms the idea of flow if only end
points are considered because packets of the same flow may even switch places
halfway, causing delays. At best, in case a performance loss is detected, it is not
possible to determine the node that has caused it.

Other tool for monitoring bandwidth utilization proposed by Deri et al [3] is called
Ntop. It was proposed to act like the „top“ command used in UNIX systems that
shows the amount of memory used by processes. The main difference between all the
monitoring application and Ntop is the concern about how its data are presented to the
user. It features a web interface showing statistics about link occupancy, protocols
utilization, machines involved, etc. Because it is not a distributed architecture, the
concept of flow used in Ntop is different of the used (and needed) by other
applications. The manager itself must provide all calculations with the information
from every machines running Ntop in consequence of that it cannot monitor flows
outside the local network, thus any flow formed by an external host cannot be used.

3 Architecture of the Monitoring System

As seen before, QoS monitoring is a need, and distributed monitoring is specially
important to determine degradation points. Given this context, this section presents a
monitoring system that is part of the QAME QoS management environment [4]. The
QoS monitor is subdivided into a central element and monitor agents (fig. 1). This
division is necessary because monitoring is distributed. The central element will
receive the QoS parameters as policies from the user environment, find out which
agents operate on the „area“ to be monitored and divide the monitoring flow into
tasks for each relevant agent, according to its location.

3.1 Central Element

The central or centralizing element supplies a communication interface with the user
environment. The central element, from a technical point of view, is a service that is
run on a machine the manager interacts with. The central element has to receive the
monitoring policies and determine the best strategy to collect the relevant data for that
policy from the agents, compile this information and then send it to the network
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manager. For this constant interaction mechanism to work, the central element not
only has to wait constantly for network manager requests, but also to program the
agent(s) at run-time. The central element is also responsible for assessing degradation
of QoS parameters such as loss and delay, since it only accesses the aggregate data of
the monitoring agents.

Fig. 1. QoS monitoring system

3.2 Monitoring Agents

The main tasks of a monitoring agent are to monitor flows, collect data and send
information about the monitoring requests made by the central element. It is important
to notice that monitors do not exchange messages with one another but with the
central element only and they are able to inform about the link and current flow only.

If a critical flow has a smaller band than necessary, the monitoring agents
associated to the problem node identify this condition and inform the central element.
Another QoS parameter, which can be checked directly on agents, is jitter. When
packets of the same flow or aggregate arrive at the interfaces of the monitored devices
at irregular intervals, the variation is detected and the monitoring agent once again
informs the central element of this event. Besides that, they are unable to process the
collected information. They do not know what policy is under use at that time and,
because they are limited to a sub-network, they would need data from other agents to
generate any useful information, which is a task of the central element.

The degradation of other QoS parameters can only be detected at the central
element. For instance, a packet delay is determined by an analysis of the departure
time of this packet from the interface of a device and its arrival time at another
interface of another device. This information is collected by accessing the monitoring
agents located on each of the involved devices.

4 System Operation

Figure 2 shows an example of the operation of the QoS monitor in two sub-networks.
The used network is made up of two collision domains which form segments A and
B. Each segment has several workstations, represented by the squares. Two
monitoring agents were placed on each segment, represented by the circles. Each
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monitoring agent is, in fact, a workstation with a network interface operating on
promiscuous mode.

The segments were connected to a main backbone through the use of two routers
with at least two interfaces. Besides the routers, the backbone has a station which
holds the central element of the QoS monitor, represented by the central rectangle.
The dotted lines represent the indirect communications between monitoring agents
and the central element.

Several IP flows/aggregates were monitored during the tests. To do so, each
monitoring activity was defined by: sender and receiver IP addresses, sender and
receiver ports, transport protocol and priority (represented by the DS field).

Fig. 2. Operation of the QoS monitor

The direct analysis on the monitoring agents allowed the assessment of flow
bandwidth and jitter. The association of the information collected by the agents
allowed the central element to verify delay and lost rate.

The analyses that were carried out were relevant, but limited by the type of
implementation of the monitoring elements, which were, in this case, workstations
with network interfaces in promiscuous mode. That limits the precision of the results
obtained, since the verification time of the monitored packets on each agent is
different from the real moment when the packet left the source, or arrived at the
destination station. A more effective monitoring activity could be achieved if the
monitoring agents were implemented directly on the routers.

The monitoring process starts when the network manager chooses a flow to be
monitored (table 1). The management application must then send this information to
the central element to have QoS monitoring started. As table 1 shows, the central
element uses the monitoring policies to obtain enough information in order to
distribute tasks to each agent that should be monitoring. The rows on table 1 are
examples of the information the central element sends to an agent.

Table 1. Flows to be monitored

Sender IP Receiver IP Sender port Receiver port Protocol DS field
192.168.0.101 192.168.0.4 1111 4444 TCP 7
192.168.0.101 192.168.0.23 2345 80 TCP 3

The network manager interacts with the central element only. When a monitoring
policy is sent from the network manager to the central element it is broken down into
simpler instructions, which are distributed to the monitoring agents that perform the
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necessary measures within their monitoring scope. The collected data are then sent
back to the central element, which processes the information and sends it to the
network manager.

The only concern of the network manager is the communication with the central
element (the whole QoS monitoring system, from the manager’s viewpoint, is the
central element only).

In case a data transmission service needs continuous flow, which may and most
likely will go through more than one computer network, it is not enough to collect
data on the client’s end and to compare it with the sent data.

As previously discussed, performance loss may be observed throughout the entire
„extension“ of the transmission, i.e., monitors should be distributed along the
transmission. This analysis causes a few problems. One must know which monitors
are part of the monitored connection because it makes no sense to receive data from
monitors that are not part of the connection under assessment. Besides that, the receipt
of monitor messages has to be synchronized and the frequency of value sampling has
to be chosen. A higher frequency results in a more precise analysis, but an excessive
number of messages interferes with performance.

5 Conclusions and Future Work

QoS services are extremely important on a network, but very complex to design and
install. The best effort paradigm of IP networks is not enough to ensure quality to
performance-dependent services such as multimedia.

As the action to be taken most of the times a transmission degrades is already
known (decrease the number of frames on a video, degrade sound quality on a song,
etc.), what matters is to be aware of the link conditions of connections. The QoS
monitor presented in this paper was designed for an environment that needs quality of
service. We presented techniques to develop and install monitoring agents that would
work as network „thermometers“ by measuring QoS and submitting it to be compared
with the hired value. This work also proposes a central element that „bridges the gap“
between the network manager, via management application, and the agents, besides
combining information gathered from several sources and giving the data meaningful
interpretation.
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Abstract. In this paper, we present a framework for supporting intel-
ligent fault and performance management for communication networks.
Belief networks are taken as the basis for knowledge representation and
inference under evidence. When using belief networks for diagnosis, we
identify two questions: When can I say that I get the right diagnosis and
stop? If right diagnosis has not been obtained yet, which test should I
choose next? For the first question, we define the notion of right diag-
nosis via the introduction of intervention networks. For the second ques-
tion, we formulate the decision making procedure using the framework
of partially observable Markov decision processes. A heuristic dynamic
strategy is proposed to solve this problem and the effectiveness is shown
via simulation.

1 Introduction

In a communication network environment, we categorize the term fault as either
hard or soft. Hard faults consist of hardware or software faults [20]. Hardware
faults include incorrect or incomplete logic design, damage, wear or expiry, etc.
Software faults usually come from incorrect or incomplete design and implemen-
tation. However, there are still some other important kinds of faults that need
to be considered. For example, the performance of a switch is degrading or there
exists congestion on one of the links. Another example is to model faults as devi-
ations from normal behavior [21]. Since there might not be a failure in any of the
components, we call such faults soft faults. Hard faults can be solved by replac-
ing hardware elements or software debugging. Such diagnosis is called re-active
diagnosis. Soft faults are in many cases indications of some serious problems and
for this reason, the diagnosis of such faults is called pro-active diagnosis. Han-
dling soft faults is typically part of the functionality of performance management
[8][17] and in the sequel, we use the term fault to represent both hard and soft
faults for convenience.

The task of fault management is to detect, diagnose and correct the possible
faults during network operations. Fault detection can be thought of as an online
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process that gives indication of malfunctioning. Such indications of malfunction-
ing are manifested in the form of events, which must be correlated to diagnose
the most likely fault(s) [5][12][16]. Finally, corrective actions are taken to restore
the normal operations. In this paper, we focus on fault diagnosis issues.

Efficient fault management requires an appropriate level of automation.
Knowledge based expert systems, as examples of automated systems, have been
very appealing for communication networks fault diagnosis [14]. Usually, such
systems are based on deterministic network models. A serious problem of us-
ing deterministic models is their inability to isolate primary sources of faults
from uncoordinated network events. Observing that the cause-and-effect rela-
tionship between symptoms and possible causes is inherently nondeterministic,
probabilistic models can be considered to gain a more accurate representation.

Hood and Ji [9] proposed a pro-active network fault detection scheme based
on AR models and belief networks. However, their belief network model is over
simplistic in that there is only one root node, which will explain whatever anoma-
lies as detected by the AR modeling. It estimates the network status in a snap-
shot; there is no further test suggested. In [10], Huard and Lazar used a more
general belief network model with multiple root nodes as the candidate faults.
They also presented a dynamic programming (DP) formulation for the network
troubleshooting problem. However, single fault assumption was made, which lim-
its the applicability. In this paper, we develop a framework that supports fault
diagnosis for communication networks. General belief network models with mul-
tiple root nodes are chosen as the knowledge representation scheme. We handle
multiple faults and formulate the fault diagnosis procedure as a Partially Ob-
servable Markov Decision Processes (POMDP) problem with optimal stopping.
To help solve the problem, we introduce the notion of right diagnosis for optimal
stopping and provide a dynamic, heuristic strategy for test sequence generation.

The rest of the paper is organized as follows. In section2, we introduce belief
networks and identify two problems when using belief networks for diagnosis.
We introduce the concept of intervention networks and right diagnosis for the
first problem in section 3, and the decision theoretic fault diagnosis strategies
are studied in section 4. We run simulation in section 5, and conclude the paper
in section 6.

2 Fault Diagnosis Problems Using Belief Networks

A belief network, also called a Bayesian network or a causal network, is a graph-
ical representation of cause-and-effect relationships within a problem domain.
More formally, a belief network B=(V, L, P ) is a Directed Acyclic Graph (DAG)
in which: The nodes V represent variables of interest (propositions); The set of
directed links L represent the causal influence among the variables; The strength
of an influence is represented by conditional probability tables (CPT). For any
node in the DAG, given its parents, that node is conditionally independent of
any other node that is not its descendent. This conditional independence makes
a belief network model a compact representation of the joint probability dis-
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tribution P over the interested variables. Belief networks can also serve as the
inference engine, and can compute efficiently any queries over the variables mod-
eled therein[11][22]. Let us look at one example.

Suppose we are handling the problem call failure and identify the possible
causes as follows: Server, link and switch may fail, and there might be heavy
traffic that causes the network congestion. Luckily, we have access to the alarms
associated with link failure and switch failure. This scenario is modeled as a
belief network, as shown in figure 1. Each node takes binary value and the table
associated with it represents the conditional probability distribution, given its
parent nodes’ instantiations.

Serve Failure

Net Congest

Call Failure
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Link Failure
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Fig. 1. An example Belief Network

In communication networks, probes are attached to some hardware/software
components to get operation status. Typically the raw data returned from the
probes will be grouped into vector form d ∈ Rn and then processed to get some
aggregated values (e.g. average, peak value, etc.). A statistics is a function from
Rn to R that maps the raw data vector d to a real number. Such statistics
will usually be quantified and represented using discrete values. We use 0 to
represent normal status, and other positive integers to represent abnormal status
with different level of severity. A node v in a belief network model B=(V, L, P )
is called observable if and only if it represents the health status of a statistics, or
corresponds to a user report. The set of observable nodes is denoted by O. The
non-observable set is simply Õ = V \O. We restrict these observable nodes to be
leaf nodes only, and vice versa. The regular evidence set R contains those nodes
that we observe during regular network monitoring operations. Each r ∈ R is
called a symptom node. The test set ST contains all other observable nodes that
are not currently in R, namely ST = O \ R. The fault set F is the set of root
nodes, and they are not observable, F ⊆ Õ. We restrict that all root nodes are
binary valued. The hidden node set H contains all nodes in Õ but not in fault
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set F , H = Õ \ F . Hidden nodes are intermediate nodes between faults and
symptoms and we don’t usually put queries on them during diagnosis.

The problem domain is said to be working in normal status with respect to
regular evidence set R if and only if every node in R takes value 0, or vector
r = 0, where r = (r1, r2, . . . , r|R|). The problem domain is said to be working in
abnormal status with respect to regular evidence set R if and only if there is at
least one r ∈ R whose value is other than 0. There might be cases when multiple
symptom nodes in R take nonzero values. The syndrome with respect to regular
evidence set R is simply the nonzero vector r. Any syndrome can trigger the
diagnosis process.

After fault diagnosis is triggered, the initial evidence is propagated and the
posterior probability of any f ∈ F being faulty can be calculated. It would be
ideal if we can locate the fault with efforts up to this. But most of the time,
similar to what happens in medical diagnosis, we need more information to help
pinpoint the fault. So naturally, we identify two important problems associated
with belief network based fault diagnosis: When can I say that I get the right
diagnosis and stop? If right diagnosis has not been obtained yet, which test
should I choose next? We address these two problems in the next sections. In
our work, we postulate that all the observations and tests are constrained within
the belief network model.

3 Right Diagnosis via Intervention

Consider what a human usually think during diagnosis. After obtaining one pos-
sible reason, one may naturally ask, for example, “Will the problematic circuit
work normally if I replace this suspicious component with a good one?” He/she
then goes ahead and sees what will happen after the replacement. If the syn-
drome disappears, one can claim that he/she actually found and trouble-shooted
the fault. If the problem domain is tiny, not very complex, and the replacement
burden is light, this paradigm will work well. But for communication networks,
the story is totally different. We would like to do intelligent diagnosis via com-
putation, rather than brutal replacement before we are very confident what the
fault is.

To do this, we need to distinguish between two kinds of semantics for the
instantiation of a node in a belief network: passive observation and active set-
ting. All the instantiations of nodes we have talked about so far are passive
observations, and we would like to know the consequences of, and the possible
causes for such observations. The alternative semantics is that we can also set
the value of a node via active experiment. One example is the above question,
where external reasons (the human diagnoser) explain why the suspicious com-
ponent becomes good and thus all the parent nodes for this node should not
count as causes during belief updating. Other belief updating like evaluating
consequences, however, are not influenced by this active setting. This external
force is called intervention in [23].
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With this set semantics, we could do virtual replacement in our belief network
model. For simplicity, we assume here that the single symptom node is S1. For
each node in F , we could get its posterior probability of being faulty given
S1 = 1. Let f = argmaxg∈FP (g = 1|S1 = 1), and we would evaluate P (S1 =
0|setting(f = 0)). Other nodes in F are treated as background variables and they
keep at the same status as what has just been updated. In our work, we introduce
the so-called intervention belief network to help this virtual replacement.

Definition 1. An intervention belief network B̃=(V,L, P, S, Fs) is obtained
from the original belief network B=(V, L, P ) with the same V , L, P . S is the
symptom set and Fs ∈ F is the set of suspicious nodes. We compute for each
s ∈ S the probability P (s = 0|setting(Fs = 0)) using B̃.

For our particular example above, the virtual replacement procedure is as
follows. First, in B=(V, L, P ), update for each node fi ∈ F the probability

pi
�
= P (fi = 1|S1 = 1). Suppose f1 = argmaxg∈FP (g = 1|S1 = 1). Then

in intervention belief network B̃ = (V, L, P, S1, f1), set node f1 = 0, and with
P (fi = 1) = pi, i = 2, · · · , |F |, compute P (S1 = 0|setting(f1 = 0)). To deter-
mine whether or not this virtual replacement has led S1 to an acceptable status,
we need a reference value for the computed P (S1 = 0|setting(f1 = 0)) to com-
pare with. Without any evidence input, the belief network model B itself gives
the marginal probability of each leaf node to be normal. We use these values as
the reference in our work.

Definition 2. Given a small number ε, we say that node S1 becomes ε -normal
via intervention on f1 if and only if P (S1 = 0) − P (S1 = 0|setting(f1 = 0)) < ε.

Note that during diagnosis process, some of the testing nodes chosen may al-
ready manifested themselves as values other than “normal”. These nodes should
also be included in intervention network B̃.

Definition 3. A nonempty set of suspicious nodes Fs is called the explanation
or right diagnosis if and only if every node in set S, including both initial and
newly-found symptoms, becomes ε-normal if we set every node in Fs to normal
in the intervention belief network B̃ = (V,L, P, S, Fs). It is when Fs explains
the set S that we terminate the diagnosis process.

4 Decision Theoretic Fault Diagnosis Strategies

We formulate the test selection procedure as a partially observable Markov deci-
sion processes (POMDP) problem with optimal stopping. At each decision epoch,
we could either choose a node to test or stop there. Test is rarely free, and termi-
nation incurs some costs. The goal is to find a good test sequence and the right
time to stop. We will show that by choosing termination cost appropriately, the
optimal stopping rule matches our notion of right diagnosis.
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4.1 POMDP Formulation

State Space S
The state is the status of the root nodes F = {F1, . . . , F|F |}, and for a

particular s ∈ S=2|F |, s = {f1, . . . , f|F |}. We use Sk to denote the state at
time k. In our diagnosis case, the current state, which is unobservable, does not
change regardless what tests will be chosen. The goal of diagnosis is to identify
this state by using initial symptoms and subsequent test results. So here we have

P (Sk+1|Sk) =
{
1 ifSk+1 = Sk

0 otherwise (1)

History Process
If we choose one test per decision epoch, the time step set is defined as

N = {1, 2, . . . , |ST |}. The active evidence set AE contains the nodes that are
instantiated during the process of diagnosis. Initially AE = R and it expands as
more test nodes in ST are added into it. Nodes in AE are not to be considered for
future use. The candidate test set Cst contains the nodes in ST that are available
to be chosen and tested. Initially Cst = ST and it shrinks as instantiated nodes
are removed from it. The action set A = Cst ∪ {STOP}. Let Zat denote the
value obtained by observing at, and we define the history process up to time
k as Ik = (Z0, (a1, Za1), . . . , (ak, Zak

)) , where Z0 =
(
(r1, Zr1), . . . , (r|R|, Zr|R|)

)
represents the regular evidence set and corresponding instantiations. Ik grows
with diagnosis and obviously, Ik = (Ik−1, (ak, Zak

)), the Markov property. We
can simply take Ik as the state at time k and obtain a completely observable
Markov decision problem. But the growing state process makes this approach
impractical.
Belief / Information State

Given Ik, we define bk = P (F|Ik) as the probability distribution of states
in S. It is proven that bk is a sufficient statistics that contains all information
embedded in the history process for control, and we call it belief or information
state [2]. Using Bayes rule, we can easily verify that the process {bk} is also
Markov. If we choose bk as the state at time k, we avoid the growth of the state
space; but now, the state space is continuous, and we call it Bc. In our case, if we
are given Ik, ak, andZak

, the next belief state bk+1 is uniquely determined via

belief network propagation, and we define Ψ(bk, ak, Zak
)

�
= Pr(bk+1|bk, ak, Zak

).
If we let X = Bc∪{T} and xk be the state at time k, then the augmented states
evolve according to

xk+1 =
{
Ψ(xk, ak, Zak

) ifxk = T and ak = STOP
T ifxk = T or (xk = T and ak = STOP ) (2)

The observation model for ak = STOP is P (Zak
|Ik, ak) = Pr(ak = Zak

|Ik).
Choosing Suspicious Nodes

After we obtain xk, it will not suffice to give out this probability distribution
directly as the result. What is needed is the explanation. To see if we could obtain
the explanation as defined above, we need to extract from xk the suspicious
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nodes. However, in our belief network model and the parallel intervention model,
we should be discreet in choosing multiple nodes. If we simply choose all nodes
in F and do the intervention, the symptom nodes will all become ε-normal for
sure. But clearly, calling every node in F as faulty is not acceptable; One of the
most important aspects of fault diagnosis in general is to bias among the many
possible faults and locate the real one(s)! In our work, we used the following
scheme.

We first compute the belief state and get a table that contains the joint
distribution of the root nodes given Ik. Then we choose the largest entry from
the table and mark the index of the entry. The suspicious nodes are obtained
from the index. For example, if we only have four root nodes and the binary
string corresponding to the index of the largest entry is 0101, then the second
and fourth nodes are chosen. In this scheme, there is no need to find a good η,
and it adapts to multiple causes easily.
Cost Structure

There is an immediate cost associated with each si ∈ ST . The cost function
C(si, t) entails careful deliberation about many factors like the difficulty and time
to be consumed for the test, etc. Here we assume that the cost function is of form
C(si). This is usually the case in that the cost is normally associated with the test
itself only, and the test itself does not usually change with time. Also, we wish
to diagnose promptly and we penalize on diagnosis steps. If ak = STOP at time
k, no penalty. Otherwise, we penalize this extra step using function g(k). Here,
we simply take g(k) = 1 for all k. At time k with state xk = T , if we choose ak =
STOP , we incur t(xk) as the termination cost. Note that t(T ) = 0. Given xk = T
and suspicious node set Fs, we compute t(xk) as follows. First, in original belie
network, let K = F \Fs and compute for each node in K the probability of being

faulty as qi
�
= Pr(Ki = 1|Ik). Second, in intervention network, set the root nodes

that correspond to those in K with the same probabilities as those in {qi}, and
set the root nodes that correspond to those in Fs to state ”normal”. Finally, in
intervention network for each node Si in the active symptom set S, and for some
given small ε, define ∆ = P (Si = 0) − P (Si = 0|Setting root nodes as above).
If ∆ < ε, tSi(xk) = 0, else tSi(xk) = CONST [∆ − ε ], where CONST is a
constant to make tSi(xk) large. The total cost is t(xk) =

∑
Si∈S tSi(xk). So, the

immediate cost of choosing action ak at time k with state xk = T is

gk(xk, ak) =
{
c(ak) + g(k) if ak = STOP
t(xk) otherwise (3)

At the last step N , the terminal cost gN (xN ) is defined as

gN (xN ) =
{
t(xN ) ifxN = T
0 otherwise (4)

Note that both gk(xk, ak) and gN (xN ) are deterministic functions. Now we have
the finite horizon problem

min
ak,k=0,...,N−1

{
gN (xN ) +

N−1∑
k=0

gk(xk, ak)

}
. (5)
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4.2 Solution for the Problem

Define Jk(xk) as the cost-to-go at state xk and time k [2]. At termination state
T , Jk(T ) = 0, ∀k = 0, . . . , N−1. For xk = T , we have the dynamic programming
algorithm:

JN (xN ) = gN (xN ) (6)

Jk(xk) = min

t(xk), min
ak∈Ak

[ c(ak) + g(k) +
∑

j

P (ak = j|Ik)Jk+1(xk+1)]

 , (7)

where xk+1 = Ψ(xk, ak, Zak
). So the optimal stopping policy is: Choose STOP

if

t(xk) ≤ min
ak∈Ak

[ c(ak) + g(k) +
∑

j

P (ak = j|Ik)Jk+1(Ψ(xk, ak, Zak
= j)) ] , (8)

at current state xk and time k. If we choose t(xk), as shown above, such that
t(xk) = 0 in the case of right diagnosis and let t(xk) be very large otherwise,
then the optimal stopping policy is: STOP if and only if we obtain the right
diagnosis. Now let us look at the test selection strategies.

As discussed above, we need to extract from state xk = T the suspicious
node set Fs. We ignore those root nodes that are not very fault-prone and this is
our first approximation. Now, given that Fs does not explain the current active
symptoms, we need some heuristics to help choose the next test. Let us begin
with a simpler problem for intuition.

Suppose the concern here is to locate the single faulty component. There
are symptoms indicating the malfunction (e.g. car doesn’t start) and for each
possible faulty component there is a direct test associated with it. The cost for
testing component i is ci. Based on the symptoms, we obtain Pi, the probability
that component i is in failure, for every component. We are supposed to test
those components one at a time. As soon as one component fails its associated
test, we claim that we find the single fault and stop. By interchange argument
[2], it is easy to see that in an optimal strategy, all elements must be in non-
decreasing sequence of c/P values, see also [13].

Our problem is different from this scenario in the following aspects. It tackles
failures while our problem integrates both hard and soft faults. It assumes the
existence of direct test while we don’t have that luxury. For a communication
network environment which is distributed, complex and heterogeneous, it is im-
possible to predefine and store a direct test for each possible cause. Actually one
of the goals here is to generate dynamically the test sequence on the fly. In our
setup, right diagnosis is determined through computation, rather than brutal
replacement. Finally, our algorithm should be able to tackle multiple faults.

But the c/P algorithm does provide insight in that it reflects the following
observation: in order to minimize the total cost, people are more likely to try
those more fault-prone, cheaper components before the less-probable, expensive
ones. In our diagnosis algorithm, we wish to find an appropriate test node st
if Fs could not explain the active symptom set S. In particular, we would like
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to choose the test node from candidate test set Cst that is cheapest and most
relevant to Fs. To achieve this, we need a measure for relevance between a test
node in Cst and a fault node in Fs.

Definition 4. Given Ik, the relevance of random variable Y relative to random
variable X is defined as

R(X;Y |Ik) = I(X;Y |Ik)
H(X|Ik) ,

where H(X|Ik) = − ∑
x∈X p(x|Ik) log p(x|Ik) is the conditional entropy of a ran-

dom variable X, I(X;Y |Ik) =
∑

x∈X
∑

y∈Y p(x, y|Ik) log p(x,y|Ik)
p(x|Ik)p(y|Ik)

is the con-
ditional mutual information between random variableX and Y [4]. R(X;Y |Ik) ∈
[0, 1] indicates to what extent Y can provide information about X. R(X;Y |Ik) =
1 means that Y can uniquely determine X, while R(X;Y |Ik) = 0 indicates that
Y andX are independent, given current Ik. Note that R(X;Y |Ik) = R(Y ;X|Ik).
More generally,

Definition 5. Given Ik, the relevance of random variable Y relative to a set of
random variables X is

R(X; Y|Ik) = I(X; Y|Ik)
H(X|Ik) ,

where H(X|Ik) and I(X; Y|Ik) are defined similarly as above.

With the relevance measure, our next test node given Ik at time k is simply

st = argmaxg∈CstR(Fs; g)/c(g), (9)

and our fault diagnosis process is summarized as follows, also shown in figure 2.

– Step 1. Initialization
• Set time step tp = 0, AE = R, Cst = ST .
• Input evidence by setting the nodes in set AE according to current active

values ae.
– Step 2. Belief Propagation in belief network B and get the set of suspicious nodes

Fs according to scheme one or two.
– Step 3. Set the root nodes in B̃=(V, L, P, S, Fs) accordingly, and execute the in-

tervention. If Fs explains S, update total cost and TERMINATE.
– Step 4. Get next testing node

• If Cst = Φ, update total cost and give out the set Fs and say ”Didn’t find the
right diagnosis, but here is the list of possible faults in decreasing order”.

• Else: Get node st according to (9).
– Step 5. Observing test node st and get observation Zst

• Input this evidence st = Zst to original belief network B. Update tp, Cst, and
AE .

• Goto Step 2.
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Belif Network
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Test Node

N

Y

Observation a(k)Z(a(k))

F_sI_k
Choosing

Original Belief Network Intervention Network

Fig. 2. Illustration of the diagnosis process using intervention belief network

5 Simulation

To illustrate the effectiveness of our fault diagnosis algorithm, consider the ex-
ample network in figure 3. Two switches SW1 and SW2 are connected via link
L1. We have a probe a hooked at the end of SW2 to measure the traffic through-
put going out of SW2. Suppose the information we could obtain during network
operation include whether or not: SW1 alarm is normal, A could connect SW2,
B could connect SW2, A could connect C, C could connect SW1, throughput at
probe a is normal, and D could connect SW1. The possible faults are identified
as: SW1 works normal or not, L1 normal or congested, SW2 normal or not,
and source pumped from C to L2 is normal or not. We set up a belief network
model for such situations, and figure 4 shows the structure and initial probability
distributions.

probe a

L2 C

D

SW2SW1
L1

A

B

Fig. 3. Example Network

Let us look at one diagnosis scenario. Suppose we observe that A Conn SW2
goes wrong, and we get the updated distribution as shown in figure 5. We see that
SW1 is the suspicious node and the intervention result is P (A Conn SW2 =
yes|Intervention) = 0.78. Initially, P (A Conn SW2 = yes) = 0.83, and we
have not yet got the right diagnosis for ε = 0.4. Based on our test selection
scheme, node SW1 Indicator is chosen and the observation of it is “normal”.
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Fig. 4. Belief Network for Example Network

The updated distribution is shown in figure 6. Again, L1 is intervened and no
right diagnosis is obtained. The next node selected this time is A Conn C and
the observation is “abnormal”. We got the updated distribution again in figure
7. If we intervene node L1, we have P (A Conn SW2 = yes|Intervention) =
0.87 > 0.83, and we obtain the right diagnosis!
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Fig. 5. After A Conn SW2 Goes Wrong

As a comparison to our node selection scheme, we use the random scheme
meaning that each time we need a test node, we simply choose one uniformly
from all current available nodes in Cst. In our simulation, the outcome of chosen
test node st is uniformly generated as either 0 or 1. The costs for testing each
leaf node is shown in Table 1, with 40 as the penalty for not being able to find
the right diagnosis. Table 2 shows for three scenarios the comparisons of the two
test generation schemes with 2000 runs, which take only about 40 milliseconds
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Fig. 7. After A Conn C Observed as Abnormal

per run for each scenario on a SUN Ultra2 running Solaris 8. We see that node
selection via relevance is much better than that via random selection.

Table 1. Cost for All Leaf Nodes

SW1 Indicator A Conn SW2 B Conn SW2 A Conn C Thru Prob A C Conn SW1 D Conn SW1
2 1 7 1 3 1 3

6 Conclusions

In this paper, we presented a framework that supports intelligent fault and
performance management for communication networks. We used belief networks
as the knowledge representation scheme and inference engine for the problem
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Table 2. Comparison of Node Selection Schemes

Symptom Nodes
Random Selection Relevance Selection

Avg. Cost Success Rate Avg. Cost Success Rate
A Conn SW2 15.38 84.5% 9.13 94%
A Conn C 26.21 70.1% 14.22 88%

A Conn SW2 and A Conn C 24.68 67.8% 3 100%

domain. The optimal stopping problem is tackled by using the notion of right
diagnosis via intervention, and test selection is based on a heuristic dynamic
strategy. Simulation shows that this scheme is much superior than a random
selection scheme.

This framework is quite general. The belief network model and the associated
decision making algorithm could exist at any management station in a network
management system. After a test node is chosen, the observation for this test may
take advantage of the traditional SNMP paradigm by polling appropriate MIB
variables; or, delegated (mobile) agents could be sent to the network elements
to collect the data by using the management by delegation paradigm [6]. As
one example of such an agent-based environment, the authors presented in [19]
a couple of system designs for adaptive, distributed network monitoring and
control. Further, the managed system could be divided into domains [24], and
for each domain we could assign such an “intelligent” module that take charge
of the fault and performance management for it [1][18].

The dynamic heuristic strategy could be improved via reinforcement learn-
ing [3][25], and in particular, Q-learning techniques [26]. The idea is that, by
interacting with the environment, the decision making module could accumu-
late experience and improves its performance. We could use the above dynamic
strategy as the starting point. We will discuss the details in a forthcoming paper.
Also, simulation on a more complex network environment is on the way.
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Abstract. In this paper we introduce GAFT (Generalized Anomaly and Fault
Threshold), featuring a novel system architecture that is capable of setting,
monitoring and detecting generalized thresholds and soft faults proactively and
adaptively. GAFT monitors many network parameters simultaneously, analyzes
statistically their performance, combines intelligently the individual decisions
and derives an integrated result of compliance for each service class. We have
carried out simulation experiments of network resource and service
deterioration, when increasingly congested in the presence of class-alien traffic,
where GAFT combines intelligently, using a neural network classifier, 12
monitored network performance parameter decisions into a unified result.  To
this end, we tested five different types of neural network classifiers: Perceptron,
BP, PBH, Fuzzy ARTMAP, and RBF. Our results indicate that BP and PBH
provide more effective classification than the other neural networks. We also
stress tested the entire system, which showed that GAFT can reliably detect
class-alien traffic with intensity as low as five to ten percent of typical service
class traffic.

1   Introduction

Network faults can be classified into two types: hard failures, in which the network, or
some of its elements, are not able to deliver any traffic at all; soft failures,
network/service anomaly or performance degradation in various performance
parameters, i.e., decrease in bandwidth, increase in delay, etc. A hard fault can be
easily noticed by all, the system administrators as well as the users. However, defining
and otherwise characterizing and detecting soft faults is difficult. Wireless networks
are particularly vulnerable to soft faults in that they have much lower bandwidth than
their wired counterparts, while they are more prone to overloads, noise, congestion,
etc.
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In the past few years, some research progress has been made in soft fault detection.
A proactive fault management system is presented in [3]. In [2] a study was carried
out of path failure detection. In [4], neural networks are applied in billing fraud
detection in telecommunication voice networks. Performance anomaly detection in
Ethernet is discussed in [5]. In [1]. Cabreta et. al. described their practice of using
Kolmogorov-Smirnov (K-S) statistics to detect Denial-of-Service and Probing attacks.
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Fig. 1. PDF of a Network Parameter

In this paper, we propose a hierarchical, multi-tier, multi-window, soft fault
detection system for both wireless and wired networks, which operates automatically,
adaptively and proactively. The system uses statistical models and neural network
classifiers to detect anomalous network conditions. The statistical analysis bases its
calculations on PDF algebra, in departure from the commonly used isolated sample
values or perhaps their averages. The use of PDFs is much more informative, allowing
greater flexibility than just using averages. The sample PDF of some network
performance parameter, shown in Fig. 1, helps illustrate that point.  The figure depicts
a hard service limit at some parameter value, drawn as a vertical line. Such a limit
might apply for a real-time service, for example, the total packet delay parameter for
packetized voice. From the point of view of the hard limit, the network condition
described by the PDF in this figure would represent a service failure, in that some
packets exceed the limit.

However, the PDF shows that the totality of such failing packets, those in the tail of
the PDF to the right of the limit, may be small. Thus, if in fact, this total is smaller
than the maximum packet loss rate specification, the service may remain in
compliance to the delay limit simply by discarding the laggard packets. Our system
generalizes further by combining information of the PDFs of the monitored
performance parameters, either all of them or subgroups of them, in one integrated and
unified decision result. This combining is powerful in that it achieves much higher
discrimination capability that enables the monitoring of individual service classes in
the midst of general traffic consisting of all other classes. It is also capable of
discriminating against intrusion attacks, known or novel. In fact, network intrusion
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detection is one of the promising applications of this technology. Others, include
transaction oriented e-commerce networks, that typically support large numbers of
service classes concurrently, and, as mentioned, various wireless networks, where
monitoring the service classes may be challenging due to adverse network conditions.

GAFT gathers data from network traffic, the system log and hardware reports; it
statistically processes and analyzes the information, detects network anomaly and
failures, for each parameter individually, or in combined groups using neural network
classification; it generates the system alarms and event reports; finally, GAFT updates
the system profiles based on the newly observed network patterns and the system
outputs (see Fig. 2).

Network Data

é Network Traffic
Information (IP,
UDP, TCP, ...)

é Higher Layer Log
Information

é Hardware reports
and information
from some other
sources

Event Probe and
Analysis

Fault Detection

System Update

w Anomaly Alarm
w Network Reports
w Event Log

Inputs GAFT Outputs

Fig. 2. The Inputs and Outputs of GAFT

The rest of the paper is organized as follows. The system architecture is outlined in
Section 2. Section 3 introduces the statistical algorithms that we are using. Section 4
describes the five neural networks we tested. The simulation environment is given in
Section 5. The experimental results using neural network classifiers are presented in
section 6. Section 7 reports the results of stress testing on GAFT. Section 8 draws
some conclusions and outlines future work.

2   System Architecture

Our system is a distributed application, deployed hierarchically, which consists of
several tiers, with each tier containing several Fault Management Agents (FMAs).
FMAs are management components that monitor the activities of a host or the network
it is attached to. Different tiers correspond to different network scopes that are
monitored by the agents affiliated to them.

Generally speaking, each FMA collects network status reports from FMAs one tier
below and combines them with data that it collects from its own system logs, as well



244 Z. Zhang, C. Manikopoulos, and J. Jorgenson

BS1

Gateway Router 1 Gateway Router 2

Router

MS

Network Display

Network DisplayNetwork Display

BS2

BS3

BS4

Fig. 3. Sample Wireless Network

as its monitoring of the network; it then generates a network status report, that it sends
to the FMA of the next higher tier.
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Gateway
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Router

Tier 1
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Fig. 4. System Hierarchy

For the sample IP wireless network shown in Fig. 3, the fault detection system can
be divided into 3 tiers. Tier 1 agents monitor system activities of the base stations, as
well as the nodes in the subnet that the base station supports; they also periodically
generate reports for the next higher tier, i.e. Tier 2, agents. Tier 2 agents combine
network data that they gather within their cell, based on the network traffic that they
observe, as well as the reports they receive from the Tier 1 agents, to formulate their
network status decision; they report this to Tier 3 agents. Tier 3 agents collect reports
from Tier 2 agents and combine them with their own network observation data, to
generate status reports to send to the next higher tier, and so on, tier by tier. The
system hierarchy is shown in Fig. 4.

The FMAs of all tiers have the same structure, thus simplifying the system. A
diagram of an FMA is illustrated in Fig. 5, which consists of the following
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components: the probe, the event preprocessor, the statistical processor, the neural
network classifier and the post processor. The functionalities of these components are
described below:
• Probe: Collects data of host activity or associated network behavior, abstracts the

data into a set of statistical variables to reflect the network status, and periodically
generates reports to the event preprocessor.

• Event Preprocessor: Receives reports from both the probe and FMAs of the next
lower tiers, and converts the information into the format required by the statistical
model.

• Statistical Processor: Maintains a reference model of the typical network and host
activities, compares the reports from the event preprocessor to the reference
models, and (1) generates a decision for one or each of the monitored parameters
individually, or (2) forms a stimulus vector that combines all or groups of
parameters to feed into the neural network classifiers.

• Neural Network Fault Classifier: Processes the stimulus vector from the statistical
model to decide whether the network status and traffic adhere to the service
requirements for each class. Section 4 introduces the neural network classifiers
used in the system in more detail.

• Post Processor: Generates reports for the agents at higher tiers. At the same time, it
may display the results through a user interface.

Probe Event Preprocessor

Reports from FMAs
One Tier Below

Network
Traffic

Statistical Processor

Neural Network Fault
Classifier

Post Processor
To User
Interface

Reports To
Higher Tier

Fig. 5. Fault Management Agent

Because network traffic is not stationary and network soft faults may have different
time durations, varying from a few seconds to several hours or longer, we need a
statistical model, which is capable of efficiently monitoring network traffic with
different simulation observation time windows. Based on the above, we designed and
deployed a layer-window statistical model, shown in Fig. 6, with each layer-window
corresponding to a monitoring time slice of increasing size.
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Fig. 6. Statistical Model

The newly arrived events will first be stored in the event buffer of layer 1. The
stored events are compared with the reference model of that layer and the results are
then fed into the neural network classifier to decide the network status during that time
window. The event buffer will be emptied once it becomes full, and the stored events
will be averaged and forwarded to the event buffer of layer 2. This process will be
repeated recursively until the top level is reached where the events will simply be
dropped after processing.

3   Statistical Algorithm

Statistical methods have been used in fault management systems to detect anomaly
network activities; however, most of these systems simply measure the means and the
variances of some variables and detect whether certain thresholds are exceeded. SRI’s
NIDES [7][8] developed a more sophisticated statistical algorithm by using a χ2-like
test to measure the similarity between short-term and long-term profiles. Kolmogrov-
Smirnov (K-S) statistics is used in [1] to model and detect anomaly traffic patterns.

Our current statistical model uses a similar algorithm as the above two algorithms
but with major modifications. Therefore, we will first briefly introduce some basic
information about the χ2-like test and the KS test.

3.1   χ2-Like Test

In NIDES, user profiles are represented by a number of probability density functions
(PDFs). Let S be the sample space of a random variable and events E1, E2,…, Ek a
mutually exclusive partition of S. Assume Pi is the expected probability of the
occurrence of the event Ei, and let Pi

’ be the frequency of the occurrence of Ei during a
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given time interval. Let N denote the total number of occurrences. The NIDES
statistical algorithm used a χ2-like test to determine the similarity between the
expected and actual distributions through the statistic:

∑
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−×=
k

i i

ii

P

PP
NQ

1

2’ )( (1)

When N is large and the events E1, E2,…,Ek are independent, Q approximately
follows a χ2 distribution with )1( −k degrees of freedom. However in a real-time

application the above two assumptions generally cannot be guaranteed, thus,
empirically, Q may not follow a χ2 distribution. NIDES solved this problem by
building an empirical probability distribution for Q, which is updated daily in a real-
time operation.

3.2   Kolmogrov-Smirnov Statistic

In using the Kolmogrov-Smirnov test, the reference models and the observed system
activities are represented by a number of cumulative density functions (CDF). The
equation to compare a theoretical, completely specified target cumulative distribution
function (CDF), FT(x), and a sample CDF, Fs(x), is

)()(max xFxFD sT
x
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∞<<∞−

(2)

What makes the K-S statistic powerful is the fact that, in the case of the null
hypothesis (data sets drawn from the same distribution), the distribution of D is
independent of F(x) and can be calculated with useful accuracy. This is very important
property for network monitoring, when little may be known about the underlying
distribution for either the typical or the anomalous traffic.

There are several variants on the K-S tests. Among them, the Anderson-Darling
statistic calculates a weighted K-S measure:
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As another example, Kuiper’s statistic is the sum of the maximum distance of FT(x)
above and below Fs(x).
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3.3   The Algorithms Used in GAFT

Similarly to the approach taken by NIDES, in our system, the network activities are
sampled and abstracted into PDFs. However, since we are using a neural network fault
classifier, that is capable of learning from examples by training, to discern network
degradations, we are not so concerned with the actual distribution of Q. Nevertheless,
because network traffic is not stationary and network faults may have different time
durations, the algorithm must be reliable in detecting the differences between the
observed and the reference PDFs, so as to adapt effectively to the observed traffic
patterns.

The similarity-measuring algorithm that we are using is shown below:
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where f(N) is a function that takes into account the total number of occurrences
during a time window.  This similarity algorithm may be interpreted as incorporating
the KS statistic in equation (2) along with the area of the difference between the target
and sample PDF curves.

Besides similarity measurements, we also designed an algorithm for the real-time
updating of the reference model. Let 

oldp  be the reference model before updating, 
newp

be the reference model after updating, and 
obsp  be the observed user activity within a

time window. The formula to update the reference model is

oldobsnew pspsp ××−+××= )1( αα (6)

where
α is the predefined learning rate
s is the dynamic adaptation step based on the output of

the neural network classifier.
Assume that the output of the neural network classifier is a continuous variable u

between –1 and 1, where –1 means fault with absolute certainty and 1 means normalcy
again with complete confidence. In between, the values of u indicate proportionate
levels of certainty. The function for calculating s is



 ≥

=
otherwise,0

0 if, uu
s

Through the above equations, we ensured that the reference model would be
updated actively for typical traffic while kept unchanged when failures occurred. The
fault events will be diverted and stored for future neural network learning.

4   Neural Network Fault Classifiers

Neural networks are widely considered as an effective approach to classify patterns. In
[10], BP neural networks were used to detect anomalous user activities. Jiang et al [6]
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Fig. 7. Neural Network Architectures

built a network fault management system using artificial intelligence technologies. In
order to comprehensively investigate the performances of neural network classifiers,
we examined five different types of neural networks: Perceptron, BP, PBH, Fuzzy
ART MAP and RBF.

The perceptron [11], Fig. 7(a), is the simplest form of a neural network used for the
classification of linearly separable patterns. Although our data sets will not, in
general, be linearly separable, we are using the perceptron as a baseline to measure the
performances of other neural networks.

The Backpropagation network [11], or BP, Fig. 7(b), is a multi-layer feedforward
network. BPs have strong generalization capabilities and have been applied
successfully to solve a variety of difficult and diverse problems. Here we tested BP
networks with the number of hidden neurons ranging from 2 to 8.

The Perceptron-backpropagation hybrid network [9], or PBH, Fig. 7(c), is a
superposition of a perceptron and a small backpropagation network. PBH networks are
capable of exploring both linear and nonlinear correlations between the input stimulus
vectors and the output values. We tested PBH networks where the number of hidden
neurons ranged from 1 to 8.

The Fuzzy ARTMAP [12] in its most general form is a system of two Fuzzy ART
networks ARTa and ARTb whose F2 layers are connected by a subsystem referred to as
a “match tracking system”. We are using a simplified version of Fuzzy ARTMAP
[13], Fig. 7(d), which is implemented for classification problems. We tested ARTMAP
networks with the number of category neurons ranging from 2 to 8.

The Radial-basis function network [11], or RBF, Fig. 7(e), involves three entirely
different layers. We tested RBF networks with hidden neurons ranging from 2 to 8.
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5 The Simulation Environment

To validate our statistical models and to test the system architecture, we built a virtual
network using simulation tools. The experimental testbed that we built using OPNET,
a powerful network simulation facility, is shown in Fig. 8. The testbed is a 10-BaseX
LAN that consists of 11 workstations and 1 server. This might correspond to the lower
tier (Tier 1) only of the system hierarchy diagram shown in Fig. 4. It adequately
illustrates the performance of a typical GAFT agent at Tier 1, as well as provides
insight for the GAFT agent to be basically the same at all tiers.

UDP flooding attacker wkstn_1 wkstn_3 wkstn_5 wkstn_7 wkstn_9

wkstn_0 wkstn_2 wkstn_4 wkstn_6 wkstn_8 Svr_0

Fig. 8. Simulation Testbed

In the real network environment, a network/service degradation or failure may be
caused by equipment malfunctions, transmission media breakdowns, malicious
external or internal attacks, etc. In this work, we simulated network condition
degradation by injecting high volumes of class-alien UDP traffic into the simulation
testbed. This causes increased delays and may lead to decreased throughput and
increased packet loss rates.  The simulation generates class-normal traffic using
standard driving distributions, such as Poisson, uniform, constant, etc. The class-alien
traffic is also simulated using the standard distributions but different parameters. Other
methods of simulating network degradation can be employed as well. Because in
Ethernet all classes of traffic are transmitted over the same media, an anomaly
behavior of one class will interfere with other network services. In other words, the
behavior of different classes of traffic becomes correlated, as is often the case in many
real-life networks.

To extensively test the performances of the system, we ran several independent
scenarios with different typical and anomaly traffic loads. For each simulation
scenario, we collected 10,000 records of network traffic. We divided these data into
two separate sets, one set of 6000 records for training and the other of 4000 records for
testing. The training records included typical as well as traffic tainted by the injected
alien packets and thus labeled. In each scenario, the system was trained for 100
epochs.
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6   Results on Neural Network Classifiers

We evaluated the performance of each of the neural networks based on the
misclassification rates of the outputs. The misclassification rate is defined as the
percentage of the network traffic that is misclassified by neural network fault
classifiers during one epoch, which includes both false positive and false negative
misclassifications.

TABLE 1 lists the traffic loads of the four simulation scenarios that we ran for neural
network testing.

Table 1. Traffic Loads of the Four Simulation Scenarios

Typical Class Traffic Class-Alien Traffic
Scenario 1 600kbps 50kbps
Scenario 2 600kbps 100kbps
Scenario 3 2Mbps 50kbps
Scenario 4 2Mbps 100kbps

In the rest of this section, we will present and analyze the simulation results of the
neural network classifiers one by one.

6.1   Perceptron

The mean squared root errors and the misclassification rates of the perceptrons within
the four simulation scenarios are tabulated in TABLE 2.

Table 2. The simulation results for perceptrons

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Misclassification rate 0.167 0.202 0.234 0.119

We can see that the perceptron performed poorly in all the four scenarios: Mean
squared root errors are between 0.6 and 0.7; and misclassification rates are between
0.1 and 0.2. Both the MSR errors and the misclassification rates are unacceptably high
for a fault detection system.

6.2 Fuzzy ARTMAP and RBF

The results of Fuzzy ARTMAP and RBF nets are shown in Fig. 9. The x-axis values of
the figures represent the number of category neurons in Fuzzy ARTMAP and the
hidden neurons in RBF. The y-axis values represent the lowest Misclassification Rates
that these neural classifiers achieved within the 100 epochs.
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Fig. 9. Results of Fuzzy ARTMAP and RBF

From the above figures, we can see that, as the number of hidden neurons increases,
the performance of both, ARTMAP and RBF networks, improves. In most of the
cases, both of them outperformed the perceptron.
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Fig. 10. Results of BP and PBH

6.3   BP and PBH

The results of BP nets are illustrated in Fig. 10. The figures indicate that BP and PBH
networks have similar performance, and that both neural networks consistently
perform better than the other three types of neural networks. The curves in these
figures are flat: the MSR errors and misclassification rates do not decrease as the
number of hidden neurons increases. We believe the reason is that, the stimulus
vectors provided to the neural network classifier are very powerful and telling,
especially in the sense that multiple performance parameter K-S similarity measures
are combined together in one integrated pattern. Thus, there is ample room for the
classifier to undertake more challenging network conditions.
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7 Stress Testing the GAFT System

In this section, we will stress test the sensitivity, and thus effectiveness, of our system.
We simulated various network fault scenarios using the test bed we introduced in
section 5. The traffic loads of the simulations we ran for stress testing are specified in
TABLE 3. From section 6, we can see that BP and PBH performed the best among the
five neural networks tested, and that, for these two neural networks, increment in the
number of hidden neurons did little to help with their performances. Therefore, the
neural network that we chose for stress testing was a BP network with 2 hidden
neurons.

Table 3. The traffic loads for stress testing

Typical-Class Traffic Class-Alien Traffic
600 Kbps 10Kbps, 20Kbps, 30Kbps, 40Kbps, 50Kbps, 70Kbps,

100Kbps, 200Kbps
2Mbps 10Kbps, 50Kbps, 100Kbps, 150Kbps, 200Kbps
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Fig. 11. The results of Stress Testing

Through the simulations, we expect to see the changes in the Misclassification
Rates of the system as functions of the typical and anomaly traffic volumes.

The results of stress testing are shown in Fig. 11. From the figure, we can see that
both the MSR errors and the misclassification rates decrease as the class-alien traffic
level increases. This is because traffic patterns of higher-volume foreign traffic yield
greater differences from the reference model than those created by lower-volume. We
can also notice that, for a certain class-alien traffic level, the performance for the
600Kbps typical traffic background is consistently better than that of 2Mbps, as one
may reasonably expect.

Fig. 12 shows the ROC (Receiver Operating Characteristic) curves of some selected
simulation scenarios. The x-axis of the figure is the false alarm rate, which is the rate
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Fig. 12. ROC Curves

of the typical traffic events being classified as faults or anomalies; the y-axis of the
figure is the detection rate, which is calculated as the ratio between the number of
correctly detected faults/anomalies to their total number. For each curve, the point at
the upper left corner represents the optimal detection with high detection rate and low
false alarm rate. From the figure, we can observe the same tendency as in Fig. 11: The
detection performance improves as the alien traffic intensity increases. In fact, we can
see that, when the alien traffic level is 70Kbps for 600Kbps typical class traffic and
100Kbps for 2Mbps typical traffic, the system performance approaches the optimum.

8   Conclusions

In this paper, we introduced the framework of a hierarchical, multi-tier, multi-window
fault detection system, using statistical preprocessing and neural network
classification. We described our experiments using five different neural network
classifiers. The results showed that BP and PBH nets outperform Perceptron, Fuzzy
ARTMAP and RBF networks. Thus, the classification capabilities of BP and PBH
classifiers are more desirable for statistical anomaly fault detection systems. We also
presented some of the results of stress testing. The results indicate that the system is
very efficient. It can reliably detect soft faults with traffic anomaly intensity as low as
five to ten percent of the typical service class traffic intensity.
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Abstract. With the deployment of native multicast in commercial net-
works, multicast is getting closer to becoming a ubiquitous service in the
Internet. The success of this deployment largely depends on the avail-
ability of good management tools and systems. In this paper, we focus
on reachability monitoring as an important multicast management task.
First, we provide a general architecture for multicast reachability moni-
toring systems and focus on three critical functions: agent configuration,
monitoring and feedback collection. For each component, we provide a
number of alternative approaches to implement the required function-
ality and discuss their advantages and disadvantages. Then, we focus
on the feedback collection component. To a large extent, it determines
the complexity and the overhead of a monitoring system. We compare
a number of alternative approaches for feedback collection using simu-
lations and make suggestions on when to use each. We expect our work
to provide insight into the issues and considerations in designing and
developing multicast reachability monitoring systems.

1 Introduction

With the deployment of native multicast in commercial networks, multicast is
getting closer to becoming a ubiquitous service in the Internet. However, before
multicast can be used as a revenue-generating service, its robust and flawless
operation needs to be established across both the intra- and inter-domains. This
requires availability of good management tools to help network administrators
configure and maintain multicast functionality within and between multicast
enabled domains.

While unicast management is well established and provides good support for
robust network operation, there exists a need for good multicast management
tools and systems. The difference between unicast management and multicast
management derives mainly from the simple fact that multicast traffic can be
destined to multiple receivers. Multicast data sent to multiple receivers travels
along a logical tree that is dynamically built on top of the underlying network
infrastructure. The construction and maintenance of this tree topology is au-
tomatically done by network devices (e.g. routers) depending on the joins and

E.S. Al-Shaer and G. Pacifici (Eds.): MMNS 2001, LNCS 2216, pp. 256–270, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



Providing Scalable Many-to-One Feedback 257

leaves of multicast session receivers. It is this dynamic behavior that makes mul-
ticast more difficult to manage and monitor compared to unicast services in the
network.

The management function that we focus on in this paper is reachability mon-
itoring. Reachability monitoring is one of the most important yet one of the most
difficult multicast management tasks. Reachability monitoring enables a network
operator to test availability and quality of multicast service in a domain. In this
paper, we provide a general architecture for multicast reachability monitoring
systems. First, we identify the functional components of this architecture and
then the steps to configuring a reachability test. Next, we provide a number of
alternative approaches to implementing these steps. The variations in the im-
plementation of these steps are mainly due to the type and scope of different
monitoring tasks. In this respect, we provide some guidelines about when to
use each alternative implementation. We believe that this analysis is useful as
guidance for reachability monitoring system designers and developers.

The rest of this paper is organized as follows. Section 2 motivates the multi-
cast reachability monitoring problem. Section 3 provides a general architecture
for reachability monitoring systems. Section 4 gives a detailed discussion on alter-
native approaches for implementing the functional steps of monitoring systems.
In Section 5, we provide simulation-based comparisons for different feedback col-
lection approaches and present guidelines for their applications in Section 6. The
paper concludes in Section 7.

2 Motivation

From network management point-of-view, successfully deploying multicast re-
quires the ability to instill confidence that the network is working in a correct
and predictable manner. This requires mechanisms to monitor and verify success-
ful multicast data transmission within and between multicast-enabled domains.
For a globally-scoped multicast application, a number of potential receivers may
be located in other domains and the delivery of data to these receivers may be
affected by reachability. Network operators must have the ability to ensure mul-
ticast reachability to all potential receivers. There are two properties that make
this difficult: (1) the dynamic nature of multicast trees, and (2) anonymity of
group receivers.

The goal of reachability monitoring is to verify and help maintain the ro-
bust operation of multicast. Reachability monitoring within a domain is most
effective when both routers and end hosts are used as monitoring agents. Moni-
toring agents can be configured to source test data to a multicast group and/or
join and collect data reception statistics about the group. This information can
then be used by the Network Operations Center (NOC) personnel for network
management purposes. In general, management personnel not only have full
access to all devices in the network but they are also expected to solve prob-
lems by changing parameters or configurations. Even with this capability, NOC
personnel cannot control or easily monitor networks outside their own domain.
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Therefore, intra-domain reachability monitoring may not be enough to maintain
a robust multicast service. Availability of data from sources external to the local
network depends on proper multicast operation in and between other domains.
This requires the ability to perform inter-domain reachability monitoring tests.
These tests require access to agents located in remote domains. In general, due
to security and privacy issues, network operators are not willing to share their
network resources with others. Therefore, inter-domain monitoring test scenar-
ios are generally limited to using end-host-based monitoring agents. In any case,
the information that is made available can be very useful for confirming that (1)
problems do exist, and (2) problems are located in a remote domain.

3 An Architecture for Multicast Reachability Monitoring

In this section we present a general architecture for multicast reachability mon-
itoring systems. In this architecture, we focus on the basic system components
and their functionality. In general, a multicast reachability monitoring system
has a manager component and one or more monitoring agent components. The
manager is a software component that can either be a stand alone program or
can be part of a complex management system that interacts with the other mod-
ules in performing network management. Monitoring agent functionality can be
implemented both in the routers and in end-hosts. Figure 1 shows an example
of this architecture. In this figure, the manager uses both router and end-host
agents in the intra-domain and uses end-host agents in inter-domain. In either
case, the overall monitoring task can be divided into three steps: (1) the man-
ager configures agents for a monitoring task, (2) agents perform monitoring and
collect statistics, and (3) the manager collects statistics from the agents. In the
next section, we discuss these steps in more detail.

4 Reachability Monitoring Steps

In this section, we discuss the steps involved in performing reachability monitor-
ing. For each step, we briefly discuss the main functionality. Then, we provide
alternative approaches to implement this required functionality. When appropri-
ate, we compare these alternatives based on various criteria such as scalability,
functional overhead and security.

4.1 Step I: Agent Configuration

In this step, the manager configures the agents for a particular monitoring task
by sending necessary configuration parameters to the agents. These include the
session address, duration of monitoring, packet encoding format, types of feed-
back reports to collect, etc. The type of communication used between the man-
ager and the agents is an important consideration. Depending on the scale and
complexity of the system, this communication may be as simple as a UDP-based
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Fig. 1. A general case for intra- and inter-domain reachability monitoring.

message exchange (with or without reliability) or it may be as complex as some
type of authenticated and encrypted message exchange. Important issues in this
step are (1) to protect monitoring agents from un-authorized users and (2) to
protect monitoring agents from being overloaded by monitoring requests.

Conducting reachability monitoring introduces both network overhead and
processing overhead. Preventing the overload of router-based monitoring agents
is important as it may interfere with the overall performance of the router in
forwarding traffic. Therefore, the agent configuration step should use an ap-
propriate mechanism to control access to monitoring agents. In this paper, we
discuss two alternative approaches for agent configuration communication: the
Simple Network Management Protocol (SNMP) and an IP Security (IPsec) based
authentication mechanism:

– SNMP-based approach. SNMP provides a standard approach to communi-
cate configuration or control information between a management station and
monitoring agents. Traditionally, SNMP is used to access network devices to
exchange management information[1]. It is a common piece in many network
management systems. Most NOC personnel are comfortable with SNMP and
most are familiar with SNMP-based systems. However, SNMP is not without
its deficiencies. Until recently, SNMP has been primarily used for monitor-
ing and performance management within domains. The current protocol ver-
sion, SNMPv2, provides poor support for inter-domain network management
tasks and suffers from lack of scalability and security. To a large extent, these
problems are being addressed by two threads of effort. First, there is effort in
the Internet Engineering Task Force (IETF) to develop a SNMPv3 protocol
with better support for security and device configuration[2]. Second, there
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are research efforts looking to improve SNMP’s distributed management
capabilities—primarily by adding scalability[3]. We believe that with these
modifications, SNMP can provide solid vehicle for control/configuration com-
munication for reachability monitoring.

– IPsec-based approach. This approach refers to cryptographically strong but
non-SNMP-based techniques. As an example, the Multicast Reachability
Monitor (MRM) protocol uses access control lists and the IPsec Authenti-
cation Header (AH) mechanism to control accesses to monitoring agents[4].
Agent platforms keep a list of authorized sites for agent use and agent config-
uration messages of these sites use AH mechanism to protect against spoofing
attacks. Another example that uses a solution other than SNMP is the Na-
tional Internet Measurement Infrastructure (NIMI) project. In NIMI, mon-
itoring platforms are protected by a password mechanism and (AH-based)
authenticated message exchanges[5].

The second issue for agents is to protect them from being overloaded by exces-
sive simultaneous monitoring requests. This is necessary because each monitoring
task introduces network overhead (in terms of sourcing or receiving multicast
data streams) and processing overhead (in terms of producing statistical infor-
mation). The management system should be aware of the agents’ load and avoid
them. However, because end-host-based agents can be used by multiple managers
simultaneously, the agents also need to protect themselves. Monitoring agents
can regulate their overhead by limiting their network bandwidth usage in mon-
itoring tasks and by limiting the maximum number of test scenarios that they
participate in simultaneously. When an agent receives a new test request that
it can not satisfy, it should deny the request and inform the requester about its
decision and its reason. This protects agents from being overloaded by requests
of authorized users.

4.2 Step II: Reachability Monitoring

In this step, agents perform the actual monitoring and collect data about the
results. The specific functions performed by monitoring agents depend on various
factors such as the type of the monitoring task (active vs. passive), agent platform
capability (router vs. end-hosts) and granularity of collected data. In general,
monitoring agent functionality can be divided into two parts: test sender and test
receiver. A test sender is configured to source multicast data to a test multicast
group address. A test receiver is configured to join and monitor data reception
quality (either for a test session or for a real session).

Monitoring tasks can be divided into two types: active monitoring and pas-
sive monitoring. In active monitoring, network operators create a test multicast
session among a number of agents. Some agents are configured to function as
test senders and some agents are configured to function as test receivers. An
advantage of active monitoring is that test receivers know beforehand all the
important parameters about characteristics of the data stream (e.g. starting
time, duration, delay interval between data packets). This information usually
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simplifies the computation of statistics about the session. In addition, network
operators can create and run various type of monitoring tests, e.g. packet bursts,
constant bit rate, or single packet transmissions. These tests are useful to verify
reachability after an initial deployment or periodically to confirm proper opera-
tion. The disadvantage of these tests is that they create additional traffic in the
network.

In passive monitoring, network operators configure monitoring agents to join
and monitor an actual, ongoing multicast session. One advantage of passive mon-
itoring is that it does not introduce additional traffic in the network. However,
the disadvantage is that passive monitoring requires the agents to be able to
interpret application layer data encoding schemes. This is necessary because the
agent needs to track losses, duplicates and out-of-order packets. In addition, the
monitoring depends on an active source which may not always be available or
transmitting a stream with the desired characteristics.

Agent functionality can have different complexity levels and capabilities de-
pending on the platform. Router-based agents are likely to only be able to provide
a minimum support for reachability monitoring tasks. This is because routers are
mainly used as production network components and any type of secondary tasks
should add only minimum overhead. This requirement puts a limitation on the
types of statistics that can be collected by router-based agents. As an example,
MRM uses the Realtime Transport Protocol (RTP) to provide a minimum set
of feedback information: packet loss, jitter and delay information[4,6].

Compared to network devices, end-host-based agents can support the collec-
tion of more detailed statistical information. In general, end-host-based reacha-
bility monitoring systems are more extensible and can provide more flexibility
for various types of monitoring tasks. For example, there are research studies
that use end-host-based multicast reachability monitoring tests to collect per
packet loss information and use this information to estimate loss characteristics
of individual network links[7]. In a related joint study, we proposed a number
of extensions to the RTP reporting mechanism[8] that could provide a standard
model to collect more detailed information about multicast data reception qual-
ity. Even though end-host-based agents are better than router-based agents in
almost every way, routers provide a view from inside the network that is hard
to obtain otherwise.

4.3 Step III: Feedback Report Collection

In this step, agents send their feedback reports back to the manager site. The
reporting mechanism can be divided into two types: off-line reporting and real-
time reporting. In off-line reporting, agents store the statistics that they gener-
ate during the monitoring step and then send them to the manager at a later
time. Off-line reporting requires local storage and therefore it is more suitable
for end-host-based agents. Real-time reporting can be divided into two parts:
polling-based reporting and alarm reporting. In polling-based reporting, agents
create and send a feedback report based on an explicit request by the manager.
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In alarm reporting, agents create and send feedback reports based on detect-
ing a threshold violation event. The alarm reporting mechanism has potential
scalability problems. In a monitoring task where a large number of agents are
configured to send alarm reports back to the manager site, a threshold violation
close to the session source can cause a large number of agents to create and send
feedback reports to the manager. If not controlled, these feedback reports can
create scalability problems both in the network and at the manager site.

Depending on the type of test scenario, a number of different approaches can
be used for alarm report collection. In this paper, we discuss four different ap-
proaches: (1) plain reporting, (2) report suppression, (3) delayed reporting and
(4) probabilistic reporting. Each of these alternatives have different characteris-
tics in terms of processing overhead, scalability and information granularity. We
describe each of these alternatives below:

1. Plain reporting. This is the most straightforward reporting technique. We use
this technique as the baseline in our analysis. In plain reporting, agents send
their feedback reports directly to the manager site on detecting a threshold
violation. This approach has the most potential for causing scalability prob-
lems. Depending on the size of the monitoring scenario, feedback reports
may cause report implosion at the manager site.

2. Report suppression. In this approach monitoring agents cooperate with each
other to minimize the number of feedback reports that reach the manager
site. Similar approaches have been used in various reliable multicast routing
protocols. Walz and Levine use a version of this approach in the Hierarchi-
cal Passive Multicast Monitor[9] (HPMM). In report suppression, agents do
not send their feedback reports directly to the manager site. Instead they
use a reporting hierarchy. In this hierarchy, there exists a number of nodes
performing feedback suppression. Monitoring agents are configured to send
their reports to appropriate suppression nodes. A suppression node can be
either an agent participating in the monitoring task or an end-host specially
elected for this purpose. Based on the type of suppression node, the suppres-
sion functionality may have different implementations. Suppression function-
ality implemented in routers should have minimum processing overhead and
therefore should use a simple method for suppression. On the other hand,
end-host-based suppressors can perform more complex functions. In general,
the report suppression approach aims to inform the manager site about the
existence and (approximate) location of a threshold violation event. How-
ever, it may not inform the manager site about which individual agents are
affected by the event. This information can easily be obtained by the man-
ager provided that it knows the monitoring session tree topology.

3. Delayed reporting. In this approach, on detecting a threshold violation,
agents do not send their feedback reports immediately to the manager but
delay them for a period of time. Delayed feedback techniques have been used
in several other multicast protocols. For example, RTP uses a dynamic algo-
rithm to compute an interval during which session receivers collect statistics
about data transmission quality of the session. At the end of the interval,
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group members send this information back to the group. In reachability mon-
itoring, agents select a random delay period from a given maximum wait
interval. The maximum wait interval is assigned by the manager as part
of the agent configuration. This approach relaxes the real-time requirement
of feedback reporting and provides more scalability in the report collection
mechanism. That is, scalability is gained by extending the time interval for
agent feedback reports so that they do not cause report implosion problems
at the manager site. This technique is best used when there are infrequent
threshold violations. On the other hand, in the case of frequent threshold
violations, the scalability gain of this approach may deteriorate if several
reports are generated with overlapping report delays.

4. Probabilistic reporting. In this approach, monitoring agents send their re-
ports based on some probability. The reporting probability is assigned by the
manager during agent configuration. In the probabilistic reporting approach,
scalability is gained at the expense of potentially losing some feedback in-
formation (when the reporting probability is less than one). Therefore, this
approach is only useful for collecting an approximation of the reachability
status of a multicast network. A similar approach was used by Ammar to
address scalability issues in distributed computing applications that require
many-to-one response collection[10].

In the above list, we briefly discussed alternative approaches for alarm report
collection. We pointed out the differences between these approaches in terms of
their scalability characteristics and feedback information granularity. In addition
to these characteristics, the processing overhead that these different approaches
put on monitoring agents is also an important consideration. In terms of pro-
cessing overhead, test receivers have similar behavior in all of these approaches.
Mainly, they join and monitor a session; on detecting a threshold violation, they
create feedback reports and send them to the appropriate destination(s). In the
delayed approach, there is additional functionality that requires test receivers to
keep timers to delay transmission of their reports. Also, in the suppression-based
approach test receivers may have to perform suppression in addition to monitor-
ing. In the next section, we compare the performance of these approaches using
simulations.

5 Simulations

The feedback reporting mechanism used in a reachability monitoring system has
an important effect on the overall performance of the system. In this section, we
quantitatively compare the overhead of the feedback reporting approaches that
we discussed in the previous section. We compare these approaches based on
their messaging overhead at the manager site. In our comparisons, we use two
metrics: (1) the number of feedback reports reaching the manager site during
a 100 second simulation and (2) the peak number of feedback reports reaching
the manager site in a small time interval. For the second metric, we collect data



264 K. Saraç and K.C. Almeroth

for 0.1, 0.5 and 1.0 second intervals. In this paper, we present results for the 1.0
second interval and the results from the other intervals exhibit similar behavior.

In the simulations, we use topologies with different sizes and different thresh-
old violation values. We generate random flat graphs for 100, 200, 300, 400 and
500 node topologies using the Georgia Tech Internet Topology Modeler (GT-
ITM)[11]. In these topologies, we identify one of the nodes as the test sender
and all the others as test receivers. Then, we assign loss probabilities for each
link in the network. For loss assignment, we use the guidelines presented in Ya-
jnik et. al.[12]. According to this approach, most of the internal links are assigned
small loss probabilities and a few edge (or close to the edge) links are assigned
larger loss probabilities. The last parameter in our simulations is the thresh-
old value necessary to generate an alarm report. We use loss-based threshold
values with >0% and 10% losses. Briefly considering the effects of our choices
for the parameter ranges, system behavior outside of these ranges are relatively
intuitive. In general, larger graph sizes mean more agents and therefore more
feedback reports for a threshold violation. More losses in the backbone means
more synchronized feedback reports for the threshold violation. On the other
hand, higher threshold values mean less violations and therefore less feedback
reports in the system.
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Fig. 2. Plain vs. Suppression: Reports reaching manager during 100 sec simulation.

The first set of simulations are run to compare the plain report collection
approach and the suppression based report collection approach. These two ap-
proaches have a common property in that the manager site receives feedback
information for all threshold violation events. In other words, these approaches
do not lose any information during feedback reporting. As we mentioned above,
the suppression functionality can have different implementations. We implement
a simple suppression function at agent nodes. According to this implementation,
when an agent detects a threshold violation event, it will create and send a feed-
back report to its upstream neighbor. If and when this report reaches the agent
at the root of the tree, this agent sends it to the manager. In our simulations, the
root agent is always the manager node and at the same time it is the test sender
of the session. After sending a report, an agent A will receive feedback reports



Providing Scalable Many-to-One Feedback 265

40

80

120

160

200

240

280

320

100 200 300 400 500

N
um

be
r 

of
 r

ep
or

ts
 r

ea
ch

in
g 

m
an

ag
er

Topology size

Reporting threshold: 10% Loss

plain method
suppression method

Fig. 3. Plain vs. Suppression: Maximum reports reaching manager in 1 sec interval.

from its downstream neighbors. This is because, any threshold violation that A
detects should also be detected by the agents below it. On receiving a report
from a downstream neighbor B, A will forward this report if the report is for an-
other threshold violation event that has occurred between A and B. Otherwise,
A will suppress this report. Figure 2 compares the plain and the suppression
based approaches in terms of the overall number of reports that reach the man-
ager site during a 100 second monitoring interval. The differences in the number
of reports between the two lines show the saving of the suppression-based feed-
back collection technique. According to the figure, in this particular monitoring
scenario, suppression-based feedback collection provides around 50% savings in
the number of reports reaching the manager site. This saving is gained at the
expense of having suppression functionality at every monitoring agent. Figure
3 compares these two approaches based on the maximum number of feedback
reports reaching the manager site within a one second interval. These results
present the peak number of reports that the manager must process in one sec-
ond. Figure 3 shows that the maximum messaging overhead of plain feedback
reporting is two times more than that of suppression-based approach. These re-
sults indicate that suppression-based feedback collection approach provides more
scalability for feedback report collection without introducing any loss of feedback
information.

In the next set of simulations, we compare the plain report collection ap-
proach with the delayed feedback collection approach. In this set of simulations,
we use >0% loss threshold value and configure the test sender to introduce packet
losses by not sending randomly selected data packets to the group address. This
causes all the agents to detect threshold violation events and therefore to send
feedback reports to the manager. In the simulations, we use 2, 4, 6, 8 and 10
second delay intervals. The actual delay values assigned to agents are randomly
selected within these intervals. Figure 4 shows the results of these simulations.
In this figure, we see that delayed feedback collection approach loses some feed-
back reports. According to this figure, as the delay period increases, it introduces
more feedback losses into the system. Information loss can be avoided by keeping
track of pending feedback reports and sending them on their delay expiration.
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But this introduces extra overhead into the system as agents need to keep track
of all pending reports. Figure 5 shows the maximum number of feedback reports
reaching the manager site within one second interval. According to this figure,
the messaging overhead at the manager site goes down as we increase the delay
period. In the figure, the 2 sec delayed case performs close to the plain method.
We believe that this behavior is due to the randomization in assigning delay val-
ues to monitoring agents. These results indicate that in case of infrequent losses,
the delayed feedback reporting approach provides more feedback scalability in
the sense that the manager does not have a report implosion problem. On the
other hand, it may cause feedback information losses depending on the frequency
of threshold violations.
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In the last set of simulations, we compare the plain report collection approach
with the probabilistic report collection approach. As we mentioned above, in the
probabilistic approach, the manager configures agents to send feedback reports
based on some probability. In our simulations, we use reporting probabilities as
80%, 60%, 40% and 20%. Figure 6 compares the two approaches based on the
number of feedback reports arriving at the manager site during a 100 second sim-
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ulation. As the reporting probability decreases, the number of messages arriving
the manager decrease and therefore the amount of feedback information loss
increases. Similarly, Figure 7 shows that as the reporting probability decreases,
the maximum number of reports reaching the manager site within a one second
interval decreases. These results show that the probabilistic approach loses a
significant number of feedback reports. Therefore, this method should only be
used to get some approximate information about the reachability status of the
network.
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6 Discussion

The feedback report collection mechanism is the most important step in a reach-
ability monitoring system. The complexity and the functional overhead of a
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monitoring system mostly depends on this component. Therefore, it is very im-
portant to choose the most appropriate feedback report collection technique.
This decision usually depends on the needs of individual monitoring tasks. It
may often be necessary for a reachability monitoring system to implement more
than one feedback collection approach. It is then up to the user of this system
to choose the correct alternative for a particular monitoring task. In the rest of
this section, we provide some general suggestions about usage scenarios for each
of the techniques that we discussed in this paper:

– Plain reporting. Plain feedback reporting should be used for test scenarios
that have a small number of test receivers and the monitoring task requires
collecting feedback information from all the agents.

– Report suppression. For monitoring tasks with a larger number of test re-
ceivers, report suppression approach provides more scalability. This approach
should be used for monitoring scenarios where it is necessary to collect all
the feedback information with better scalability than the plain reporting ap-
proach. As we mentioned previously, the report suppression method enables
the manager to learn the existence and the approximate location of a thresh-
old violation event but it does not provide information about which agents
are affected by this event.

– Delayed reporting. Delayed reporting is most suitable for monitoring tasks
where threshold violation events occur infrequently. In the delayed reporting
approach, the manager receives feedback reports from all the test receivers.
Furthermore, feedback reporting scalability can be adjusted by using dif-
ferent delay interval values. As the delay interval increases, the chance of
report implosion at the manager site decreases. In this approach, test re-
ceivers may lose some feedback reports due to frequent threshold violations.
For threshold violation events that occur in the backbone of the multicast
tree (rather than the edge of the tree), feedback loss at a test receiver may
not be very important. This is because another agent that has been affected
by this threshold violation event can inform the manager about it. On the
other hand, feedback losses occuring at the edge of the tree may not be
recovered. Therefore, for monitoring tasks that are interested in learning
threshold violation events in the core of the tree, this approach should work
quite well.

– Probabilistic reporting. The probabilistic approach can be used for monitor-
ing tasks that involve a large number of test receivers and the manager needs
only approximate information about reachability. Furthermore, feedback im-
plosion at the manager site can be controlled by using different reporting
probabilities for the agents. In addition, agents can be assigned different
reporting probabilities based on their strategic locations in the network.

As we have seen above, monitoring operations have potential scalability prob-
lems. These tasks may require configuring and managing a large number of
monitoring agents. In addition, monitoring agents may be configured to send
feedback reports based on some threshold violation and this often worsens the
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scalability problem inherent in reachability monitoring. In a related recent study,
Al-Shaer and Tang proposed adding multicast as a communication mechanism
in more traditional protocols like SNMP[3]. This improvement provides scala-
bility in the one-to-many communication between a management station and a
set of monitoring agents during the agent configuration step. The issue then be-
comes improving scalability of the many-to-one feedback collection mechanism.
In our discussion, we use reachability monitoring tasks as example and evaluate
a number of alternative approaches for many to one report collection. We believe
that our results applies to other monitoring tasks having many to one feedback
collection components.

7 Conclusions

In this paper, we have presented a general architecture for multicast reachabil-
ity monitoring systems and provided a detailed discussion about the functional
components and alternative implementations for these components. We have de-
scribed different approaches to implementing the functionality in each step. The
differences between these implementations are mainly based on the type and
scope of different monitoring tasks. For the agent configuration and actual mon-
itoring steps, the two important considerations are the active vs. passive nature
of the monitoring task and the computational resources available at the agent
platforms. On the other hand, the feedback report collection step is the most im-
portant step of a monitoring system as it affects the overall performance of the
monitoring system. In the paper, we presented four different approaches with
different scalability and information completeness characteristics for the feed-
back report collection step. In addition, we performed simulations to compare
the performance of these different feedback report collection techniques in terms
of their scalability characteristics. Based on the simulation results, we provided
suggestions on when to use which feedback reporting technique.
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Abstract. This paper introduces a framework for event correlation in
communication systems. We will show how the concept of a class in object-
oriented methodology can be used to provide scalability to the framework.
Events and system topology information are combined to generate the causal
information needed for correlation. Geometric representation of codewords is
used to overcome the noise factor. Temporal reasoning is explored to reduce
noise and increase the number of event patterns that can be detected. The
framework has been applied to a wireless communication system.

1   Introduction

Event correlation in communication systems is the process of analyzing the
information (events) received to determine a higher-level picture of the system
behavior. The stream of events arriving at the centralized location is the system
operator’s main view of the managed system.  The operator uses this information in a
variety of ways. He can check the status of periodic test results performed on certain
nodes, look for small sets of events indicating the failure of a node, reconfigure a
remote site (in a wireless system) and wait for a reaction (in terms of events) as to
how successful the reconfiguration process was, etc. A more typical task of event
correlation in large systems is to correlate events from multiple nodes throughout the
system to determine a higher-level picture of the system. Obviously, such nodes are
related in some fashion and information from all of them can be combined to give a
complete picture.

To meet users’ demands for access to information, today’s systems are in constant
change. In addition to the large size and increased complexity, a system’s topology
changes frequently. As the system grows in size and complexity, more events will be
generated that need to be analyzed and acted upon by the system’s operator.
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Moreover, the change in topology changes the relationships between nodes in the
system. Thus, correlating events across nodes becomes a time dependent task that the
operator has to keep track of.

A final challenge to event correlation in communication systems is the factor of
noise. Noise problems can be attributed to one or more of the following: (1) events
lost due to links down, which prevent events from arriving at their centralized
location; (2) limited resources at different levels leading to dropped events; (3)
spurious events; (4) related events that are delayed and/or arriving out of sequence;
and (5) unrelated events arriving at the same time a pattern is being formed.

The system operator’s main task is to operate and maintain the system. Such a task
becomes very difficult to perform effectively given the above conditions. The result is
that important information about the health of the system is misinterpreted or totally
ignored.

A primary use of event correlation in communication systems is the detection and
identification of faults. These two functions are part of fault management, which
consists of a set of functions that enables the detection, isolation, and correction of
abnormal operation of the system [1].

Due to the importance of event correlation, researchers have applied a variety of
techniques that span many fields in their investigation of this problem. Artificial
Intelligence (AI) techniques have been used by [2, 3, 4, 5, 6, 7]. In [8, 9, 10], the
authors utilize the causal relationships between events to generate a causality graph. A
coding technique is then used to identify event patterns. In [11], the authors used the
causality graph outlined in [9] to model the problem, and applied algebraic operations
of sets to identify event patterns. In [12], graph theory and propositional relations
between events were used. Finite-State Machines (FSM) and probabilistic FSMs have
been used by [13, 14, 15, 16]. Probabilistic models have been used by [17, 18]. Petri
Nets have been used by [19, 20].

In this paper, we will investigate the problem of event correlation. We will exploit
the object-oriented concept of a class to provide scalability to our approach.
Techniques using graph and coding theories are presented to correlate events in
distributed, dynamic, and noisy communication systems. Concepts of temporal
reasoning and their application to event correlation are discussed. These techniques
have extended the work of [9] in many ways. This investigation is being applied to a
wireless communication system.

This paper is organized as follows: Section 2 describes the system alphabet.
Section 3 presents the correlation language of the system. Section 4 gives the details
of the event correlation model. Section 5 deals with related research. Section 6 and 7
contain our conclusion and references respectively.

2   The System Alphabet

The structure of a typical event is shown in Fig. 1 below. Here, the event type and
error code together indicate the reason for the event. The network element and object
names identify the source of the event. The reason field provides additional
information about the reason for the event in some cases. The time field indicates
when the event was generated.
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Fig. 1. Event structure

We can think of all the possible events generated by a system as its alphabet. Let’s

define the set of all events (the alphabet) generated by node i as iΣ . The total set of

all the iΣ  in a system with n  nodes is nT Σ∪∪Σ∪Σ=Σ ...21 . It is clear that

the system’s alphabet will increase linearly as the number of nodes in the system
increases.

Communication systems can be characterized as a collection of objects organized
in a way to provide specific services to the end user. An object can be defined as a
distinct entity in the system. It can be a hardware entity, a software process, a
communication link, etc. A node consists of one or more objects. A system consists of
a finite set of node classes (e.g., router, server, etc.). For each of these classes, there
exist one or more instances of such a class.

Given the structure of the events and the environment in which they exist, it is
obvious that nodes belong to certain classes and each class has the same alphabet.
This can be seen in Fig. 2 where we divided an event into two parts: topology
information and event information. The event information is the class’s alphabet.

Fig. 2. Class event structure

The restructuring of events in this fashion shows clearly that the system’s alphabet
can be reduced to that of classes of nodes and objects within nodes. Therefore, a
system’s alphabet is dependent only upon the types of nodes and objects within nodes
and not upon the instances of such entities.

3   The Language

We define a pattern (word) as a concatenation of events, e.g., 3211 eeep =  without

regard to the arrival sequence. Therefore, 321 eee , 312 eee , 123 eee , etc., are the same

pattern. Furthermore, the multiplicity of an event within a pattern is equivalent to a

single occurrence.  Let kΣ denote the set of words with length k. Thus, =Σ k {w| w

is a word over Σ  and (|w| = k)}. For example, if { }321 e,e,e=Σ ,



274         M. Albaghdadi et al.

{ }323121
2 ,, eeeeee=Σ . Let �

∞

=

+ Σ=∪Σ∪Σ∪Σ=Σ
1

321

k

k... . Note that

+Σ is the set of words that might be constructed from one or more events of Σ , and
is the largest set of possible words we might observe from an entity being modeled.

Let ( )CL  be the language of a class, e.g., an object. A language is a set of words that

can be constructed from the alphabet. Therefore, ( )CL  is a subset of +Σ .

4   The Model

An event pattern may consist of tens or hundreds of events. These events are the
contribution of many objects throughout the system. The number of events generated
by each object and the number of objects involved in a pattern are dependent on the
type of the pattern and the size and complexity of the system.

Given this framework, the correlation process is divided into two phases: local
correlation, which is an object level correlation, and global correlation, which
combines the outcomes of the local correlation process in a way to determine a
higher-level picture of the system behavior. This model is appropriate for the problem
at hand. What we are saying is that objects generate events in two situations: (1)
changes in the state of the object itself; and (2) the object’s reaction to external
changes. In both cases, an object’s behavior is based on its own limited view of the
system. The global correlation process collects and assembles these objects’ views to
determine the system view.

The correlation language can be modeled as a bipartite graph, where one set of
nodes is the alphabet and the other is the words (patterns). Fig. 3 below depicts an
example of such a graph. The figure shows three patterns and eight events, and the
causal relationships between them. The causality is depicted by the arrow “ → ”
pointing from the pattern to the event.

Fig. 3. Relationships between patterns and events

The figure above shows that patterns share common events. This is typical of real
systems where subsets of the alphabet overlap but identify different patterns.
Sometimes we are not that lucky and the same subset may indicate more than one
pattern. In that case, the correlation result will have multiple outcomes.

There is more than one way to process the graph above. As an example, our initial
but brief investigation was directed toward the use of neural networks using the
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software package described in [21]. Our approach follows that of [9]. The language
can be modeled as a set of patterns (a template) for an object class. This template can
be seen as a matrix where the columns are the different patterns and the rows are the
types of events making up the patterns. The above graph is shown below as a matrix,

where there is a 1 in row i  and column j  iff  there is an arrow from jp  to ie .

Fig. 4. Correlation matrix

4.1   Pattern Identification in a Noisy Environment

Given the noisy environment in communication systems, there is a need for an
algorithm to compensate for this inevitable problem. Coding and information theory
is in large part concerned with noise when transmitting and storing information.
Techniques for error-detecting and error-correcting codes are well established in this
area and are suited to address this problem.

In [9], Hamming codes were to represent and identify (decode) event patterns.
However, their work does not specify the type of the decoder being used. Our
investigation utilizes the same technique and at the same time provides a suitable
decoder for the problem at hand. First we start with some definitions of the principles
of error-control coding.

A codeword is a fixed length vector of 0s and 1s. Fig. 4 depicts three codewords

1p , 2p , and 3p . The Hamming distance weight ( )ipw  of codeword ip  is the

number of 1s in ip . The Hamming distance ( )jiij ppdd ,=  between codewords

ip  and jp  is defined as the number of positions in which ip and jp  differ. The

greater this number, the greater the geometric distance between them. The distance
between two codewords can be obtained by applying the modulo-2 addition ⊕  (the

logical operator Exclusive-OR in Boolean Algebra) to the two codewords ip  and

jp  as follows: ( )jiij ppwd ⊕= . For example, the Hamming distance between

the two codewords 1p  and 2p  in Fig. 4 is 6.

The power of a code has been stated in [22] as follows:
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correctionerror
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(1)

Here a code that can detect up to e  errors per word and correct up to e  errors per

word must have a minimum Hamming distance md . It is obvious that a code having

all distinct codewords must have a minimum Hamming distance of at least 1.
Given this equation for a minimum Hamming distance, we can construct a code

with different levels of resilience to noise. This concept can be used to tailor a given
code to different operating environments, i.e., different systems facing different noise
levels. It also helps optimize the size of the correlation matrix, which [9] refers to as
the “codebook”.

The following equation is our Hamming decoder:

vu

vu ⋅=θcos
(2)

This decoder corresponds to a geometric representation of two vectors u  and v  in
n-space. Assume that the two vectors have been positioned so their initial points

coincide. The angle between them satisfies 20 πθ ≤≤ . The term

nnvuvuvuvu +++=⋅ ...2211  is the dot product of the two vectors, while

22
2

2
1 ... nxxxx +++=  is the norm of a vector x . When θcos  is equal 1, i.e.,

θ  is zero, we have a perfect match while for a value of 0 ( )2
πθ =  the two vectors

are complete opposites. To compensate for noise, a pattern match is declared once
θcos  exceeds some threshold, e.g., 9.0cos ≥θ .

4.2   Local Correlation

Our approach is to identify the correlation matrices for all object classes in the system
under study. As events arrive at the Operations and Maintenance Center (OMC), or
are read from the event log offline, we use the topology information part of the event
to identify the source of the event. The topology information provides us with the
node instance and the object name of the source of the event as well as the node’s
hierarchy in the system. The event will be stored in the object’s queue in a FIFO
fashion. If this is the first event generated by the object, a new queue is created and
the event is placed first in the queue. The event is assigned a number based on the
object’s alphabet and is labeled as an uncorrelated event. This means that the event
has not been identified as part of a pattern yet. The queue length is a system
dependent parameter. We have used a length of twenty based on our system’s
empirical evidence. Using this technique, old events will be pushed out of the queue
as more events arrive at the queue.
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With the arrival of every new event in an object’s queue, uncorrelated events are
used to form a vector called a “running vector”. A similarity measure is applied to the
running vector and every vector (pattern) in the object’s class template. The vector
that is most similar to the running vector is declared as its match. All events that
contributed to the pattern are labeled as “correlated” and can be removed from the
queue. A local correlation result, i.e., a composite event, will be generated as a result
of the match. If however, no match is found, no action is taken.

Defining bipartite graphs in local correlations start with the definition of event-
pattern pairs. This knowledge is stored in text files, which are then read into the
system during initialization.

In local correlation where an object class within a node class is the focus, each
event-pattern pair consists of the three fields:

� LCEC: Local Composite Event Code which is the result of a local correlation;

� PEC: Primitive Event(s) Code is a set of primitive events represented numerically.
This is a subset of the object’s alphabet;

� LCED: Local Composite Event Description. It is a text description of the local
correlation result. It is used by the human operator to describe the correlation result
if needed.
To illustrate the above, we use Fig. 4 as an example. First, assign a unique LCEC

value for each pattern as follows: p1 = 1, p2 = 2, and p3 = 3. Second, assign a unique
PEC value for each event as follows: e1 = 1, e2 = 2, e3 = 3, e4 = 4, e5 = 5, e6 = 6, e7
= 7, and e8 = 8. Third, assign a unique LCED field to each pattern. This can be a
simple description of the pattern, which can be used by the operator. Finally, each
field is separated by a delimiter (e.g., vertical bar |).

1 | 3 5 6 7 | BSC link object is down

2 | 1 2 4 5 | BSC link object is up

3 | 3 7 8 | BSC link object is active.

4.3   Global Correlation

We define a correlation zone (CZ), as a logical entity that represents a collection of
objects. A CZ is modeled as a bipartite graph where one set of nodes represents the
correlation patterns and the other represents the composite events. A CZ subscribes to
the composite events, which are received from objects within the system. The
bipartite graph must consist of one or more pattern nodes and the composite events
must be from two or more objects within the system. The objects can be located
within the same node or different nodes or a combination of the two. A CZ is
represented by a queue, which receives composite events from the objects it
subscribes to. Like the local correlation decoder, the CZ uses the same approach to
identify arriving patterns. The CZ is identical to the concept of an object and its
approach to event correlation. The only difference is that a CZ does not generate
events and therefore it does not have its own alphabet. Instead, the user defines its
alphabet and its language according to known causal relationships. The global
correlation process is recursive. This means that a CZ class can be made of smaller set
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of CZs. This concept fits well given the hierarchical nature of communication
systems.

While the events in local correlation are the object’s alphabet, the global
correlation’s alphabet is made up of the composite events subscribed to by the CZ
based on casual relationships. Therefore, a CZ can be represented by any arbitrary
bipartite graph that consists of patterns and composite events. Our objective in this
step of the correlation process, however, is to address the scalability issue while
finding a solution that works. This can be achieved by using the class concept we
explained in the local correlation step.

In wireless communication systems the concept of hierarchy is evident. A system
consists of thousands of base stations and hundreds of site controllers, both of which
are located remotely. Other types of nodes including the OMC are located in the
central office. These nodes belong to a few node classes, which make them ideal
candidates for object-oriented methods.

Defining bipartite graphs in global correlations is similar to that of local
correlation. It starts with the definition of event-pattern pairs. This knowledge is
stored in text files, which are then read into the system during initialization. However,
there are two problems that need to be addressed.

Fig. 5. A small segment of a system

First, patterns of a CZ are dependent on the system’s size and complexity.
Therefore, the bipartite graph of a CZ must be built dynamically with input provided
by the topology information collected from the OMC. To illustrate this concept,
consider, for example, Fig. 5, where a small segment of a wireless system is depicted.
Here, BSC1 controls four sites while BSC2 controls twenty-five sites. There is an
X.25 connection between each site and the OMC that passes through a BSC.
Moreover, an X.25 connection exists between every BSC and the OMC. If we
consider a BSC outage pattern to be all the X.25 link failure events between the OMC
and the sites controlled by that BSC, then BSC1 has a different outage pattern than
BSC2. This information can only be captured by accessing the topology information
stored at the OMC.

Second, we need a way of collecting all the composite events subscribed to by a
CZ in a single location for correlation. This can be achieved through the following
steps:

� During system initialization, for each global pattern, identify the node(s), the
objects, and the local result LCEC(s) that make up the global pattern;
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� Send a message to each object identified above indicating the need to subscribe to
the specified LCEC(s);

� Objects receiving such messages will store the destination address of the CZ along
with the corresponding LCEC in a table;

� During normal operation, once an object detects a pattern, an LCEC is assigned to
it. The object will search through its subscription table to see whether it needs to be
routed to a destination for global correlation or not.

Each composite event is defined as follows:

1. CZ Class: The name of the class that the CZ belongs to;

2. Object Class: The object class within the CZ class;

3. LCEC: Local Correlation Event Code of the object’s result.
Using topology information, classes are converted into instances with which a CZ

has a causal relationship. Once this conversion is completed, a global bipartite graph
is generated, which is similar to that of a local correlation. Like the local correlation
step where a code is assigned for each pattern (LCEC), we will assign a code for a
global pattern and call it a Global Correlation Event Code (GCEC).

The relationship between an object and the global correlation patterns may be one-
to-one or a one-to-many relationship. This means that a single LCEC can be sent to
one or more CZs. The type of relationship is governed by the causal relationships
between them.

An example illustrating these concepts appears in Fig. 6, which depicts a segment
of a wireless system. There is an X.25 link between every S node and the OMC which
passes through a BSC. Let us define a CZ class to be an S node. We define an S node
failure as one of the patterns within this CZ.

Fig. 6. Simple segment example

The composite events making up this pattern are as follows: a link object failure in
the controlling BSC (between BSC and an S node), a BSC controller object failure
which controls a set of S nodes, a link object failure between a D1 and an S node, and
the X.25 link object failure in the OMC that controls a specified S node. The pattern
can be specified as follows:

S| BSC-S-Link| 1

S| BSC-Cntrl|1
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S| D-S-Link|1

S| OMC-S-X25|1

The next step is to convert this template pattern into an instance for a specified CZ.
Let us take the S1 node as an example. The template pattern becomes:

S1|BSC1-S1-Link|1

S1|BSC1-Cntrl|1

S1|D1-S1-Link|1

S1|OMC-S1-X25|1

The CZ for S1 then sends a message to subscribe to all the objects in the pattern. It
is important to note that the BSC1-Cntrl has a one-to-many relationship with the S
node class. Therefore, when the controller object generates an LCEC of 1, it will send
it to all the S nodes it controls, i.e., CZ of S1, S2, and S3, even though CZ S2 and S3
do not need it. This is not a problem to be concerned about since S2 and S3 will flush
out these unwanted events either due to the limited size of the queue holding the
events or through temporal reasoning.

4.4   Temporal Reasoning

The temporal relationships between events are as important as causal relationships.
We plan to utilize the temporal relationships in two different areas, (1) reducing noise
and therefore improve the accuracy of the correlation results; and (2) solving the
problem of variable length codes.

Local and global entities are represented by queues where events arrive for
correlation. Spurious and delayed events among others are the cause of noise. The
events stay in the queue until they are flushed out by the FIFO effect. This FIFO
effect is helpful but not enough to solve the noise problem completely. Next, we
introduce ways to incorporate the temporal relationships between events to improve
the noise problem.

There are three levels at which a temporal relationship can operate: (1) event level;
(2) pattern level; and (3) queue level. We start with the event level temporal
relationships. Here, events are considered as independent entities. Only the aging
concept will be considered at this level. Three different types of aging techniques can
be employed: (1) Threshold: an event will be active until a predefined value is
reached when it is considered obsolete and should be removed from the queue. This
behavior can be modeled as a step function; (2) Mathematical functions: an event is
assigned a weight based on its age in the queue. Upon arrival in the queue, an event
has a weight of 1. This weight decreases as time goes by until the weight becomes
zero and the event is removed from the queue. The weight value follows the behavior
of some function. Finding the best model for event aging is not simple and is system
dependent. Simple functions such as linear or truncated exponential can be easily
implemented and might be a good starting point.

If we treat all the different events within a queue equally, then the same techniques
described for an event level can be applied to a queue. As an example, consider the
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threshold level technique. Here, we assign a threshold value for a queue where any
event older than that value will be considered obsolete and must be removed. The
queue level temporal relationships can be seen as a simplified version of event level
temporal relationships.

The last technique uses the pattern level temporal relationships. Here, every set of
events that make up a pattern is treated differently. This is true of the same event
belonging to different patterns. This level of temporal relationships is the most
effective in dealing with the noise problems in communication systems because it
treats the temporal constraints of every pattern differently.

Pattern level temporal relationships require more than a simple aging technique.
There is a need for a temporal language to allow for the specification of a variety of
temporal relationships between a set of events. In [23], an overview of existing
temporal logic programming languages was given. While [24], provided composite
event specification language that can be used to express complex temporal
relationships between events. For now, we will define the following single operator:
All events comprising a pattern must arrive within a specified period of time. This
temporal constrained operator is useful in eliminating old and unrelated events.

So far we have been concerned with using temporal logic to reduce noise. Another
important use of temporal logic is in the area of variable-length codes. Consider for
example the following scenario: A periodic process runs every 30 minutes and if
successful, it generates a pattern of 3 events: Ready, Start, and Complete. If the
process fails, only one or two events are generated, i.e., Ready or Ready and Start are
generated. The problem of distinguishing between the two patterns is that the failure
pattern is a prefix of the success pattern; that is, the failure pattern is the same as the
beginning of the success pattern. This problem is similar to the variable-length code
problem – the receiver does not know when one pattern is over without looking
further.

To illustrate the problem further, consider the following example which is outlined
in [25]. Let’s assume we have four symbols to be coded as follows: s1 = 0, s2 = 01, s3
= 011, and s4 = 111. Assume that the receiver receives the string 0111 . . . 1111. It
can only be decoded by first going to the end and then identifying groups of three 1s
as each being an s4 until the first symbol is reached. Only then can the first symbol be
identified as s1, s2, or s3.

Waiting until the end of the string does not work in a noisy environment, i.e., with
delayed, missing, or spurious events. Temporal logic can be used to address this
problem more effectively. We can devise a pattern level temporal operator where
once a pattern is detected, it is activated some time later if the same conditions still
exist, i.e., the same events that triggered the pattern detection still in the queue. This
operator is similar in concept to a watchdog timer activation and deactivation. Say we
have two patterns p1 and p2 and assume that p1 is a prefix of p2. When p1 is
detected, the watchdog timer is activated and is set to a predefined time. If p2 is
detected before the watchdog timer expires, it is disabled and p2 is declared as the
detected pattern. If, on the other hand, the watchdog timer expires, p1 is then declared
as the detected pattern. This concept can be extended to multiple patterns where each
is a prefix of the other. Such an operator will help terminate an arriving pattern
properly for positive identification.
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5   Related Research

As we mentioned earlier, many researchers have investigated this problem applying a
variety of techniques (see section 1). This section is intended to only describe
previous research that we used to build our work on. We hope that this will give credit
to previous work we used and highlight our contribution.

The work of [13] was based on fault detection using a Finite-State Machine (FSM)
as a model of the system. In the system language section, we have modified some of
the definitions used by them to fit our model.

In [8, 9], a graph theoretic approach was applied by utilizing the causal relations
among events. The authors describe a distributed event correlation system and at the
same time address some major issues in event correlation, i.e., scalability, resilience
to noise, and generality.

The notation sp →  is used to denote causality of event s by event p. Causality is

defined as a partial order relation. The relation →  is described by a causality graph,
which is a directed graph whose nodes represent events and whose edges represent
causality.  Each event in this causality graph is either a symptom event or a problem
event. This graph is then pruned (all indirect symptoms and cycles are removed) to
produce a correlation graph. Finally, a codebook with a predefined minimum
Hamming distance is extracted from the correlation graph.

These graphs are generated automatically based on a specification model of the
network at hand. The specification model is written in an object oriented modeling
language called MODEL (Managed Object Definition Language). MODEL is an
extension of the CORBA IDL language. It adds new syntactic constructs to specify
semantics that cannot be specified in CORBA IDL: relationships, events, problems,
and causal propagation.

6   Conclusion

We have introduced a framework for event correlation in communication systems.
We showed how the concept of class in object-oriented methodology is used to
provide scalability to our approach. Graph and coding theories are used for
correlation. Finally, temporal reasoning was investigated for this framework.

We believe that this work has extended the research done by [8, 9] in many ways.
We replaced the MODEL language with a simple free text causal language. We
introduced a new decoder for pattern identification. Entities and their queues are
created only if they generate events and are deleted once their queues are empty. This
helps reduce memory requirements and decrease system complexity. Temporal
relationships have been shown to be effective alongside the causal relationships
between events.

References

1. ANSI T1.215, OAM&P - fault management messages for interface between operations
systems and network elements, 1994.



A Framework for Event Correlation in Communication Systems         283

2. Appleby, K., Goldszmidt, G., Stiender, M., “Yemanja - A Layered Event Correlation
Engine for Multi-domain Server Farms,” Integrated Network Management VII, pp. 329-
344, May 2001.

3. Jakobson, G., Weissman, M., Brenner, L., Lafond, C., Matheus, C., “GRACE: Building
Next Generation Event Correlation Services,” Proceedings of IEEE/IFIP Network
Operations and Management Symposium, pp. 701-714, April 2000.

4. Jakobson, G., Weissman, M., “Alarm Correlation,” IEEE Network, Vol. 7, No. 6, pp. 52-
59, Nov. 1993.

5. Sheers, K., “HP OpenView Event Correlation Services,” Hewlett-Packard Journal, pp. 31-
42, Oct. 1996.

6. Wietgrefe, H., Tuchs, K., Jobmann, K., Carls, G., Frohlich, P., Nejdl, W., Steinfeld, S.,
“Using Neural Networks for Alarm Correlation in Cellular Networks,” International
Workshop on Applications of Neural Networks in Telecommunications, pp. 248-255, June,
1997.

7. Weiss, G., Eddy, J., Weiss, S., “Intelligent Telecommunication Technologies, ” in
Knowledge-Based Intelligent Techniques in Industry, Jain, L., Johnson, R., Takefuji, Y.,
Zadeh, L., Editors, pp. 251-275, CRC Press, Boca Raton, FL, 1999.

8. Kliger, S., Yemini, S., Yemini, Y., Oshie, D., Stolfo, S., “A Coding Approach to Event
Correlation,” In A.S. Sethi, Y. Raynaud, and F. Faure-Vincent, editors, Proceedings of the
Fourth IEEE/IFIP International Symposium on Integrated Network Management, pp. 266-
277, Chapman and Hall, London, UK, May 1995.

9. Yemini, S., Kliger, S., Mozes, E., Yemini, Y., Oshie, D., “High Speed and Robust Event
Correlation,” IEEE Communications Magazine, Vol. 34, No. 5, pp. 82-90, May 1996.

10. Albaghdadi, M., Hood, C., Hamlen, M., “A Framework for Distributed Event Correlation,”
Proceedings of the 17th IASTED International Conference - Applied Informatics, pp. 467-
470, Innsbruck, Austria, Feb. 1999.

11. Lo, C., Chen, S., “Robust Event Correlation Scheme for Fault Identification in
Communications Network,” GlobeCom, pp. 3745-3750, 1998.

12. Hasan, M., Sugla, B., Viswanathan, R., “A Conceptual Framework for Network
Management Event Correlation and Filtering Systems,” Sixth IFIP/IEEE International
Symposium, pp. 233-246, 1999.

13. Wang, C., Schwartz, M., “Fault Detection with Multiple Observers,” INFOCOM, pp.
2187-2196, 1992.

14. Bouloutas, A., Hart, G., Schwartz, M., “Simple Finite-State Detectors for Communication
Networks,” IEEE Transactions on Communications, Vol. 40, No. 3, pp. 477-479, March
1992.

15. Bouloutas, A., Hart, G., Schwartz, M., “Fault Identification Using a Finite State Machine
Model with Unreliable Partially Observed Data Sequences,” IEEE Transactions on
Communications, Vol. 41, No. 7, pp. 1074-1083, July 1993.

16. Rouvellou, I., Hart, G., “Automatic Alarm Correlation for Fault Identification,”
INFOCOM, pp. 553-561, 1995.

17. Deng, R., Lazar, A., Wang, W., “A Probabilistic Approach to Fault Diagnosis in Linear
Lightwave Networks,” IEEE Journal on Selected Areas in Communications, Vol. 11, No.
9, pp. 1438-1448, Dec. 1993.

18. Dawes, N., Altoft, J., Pagurek, B., “Network Diagnosis by Reasoning in Uncertain Nested
Evidence Spaces,” IEEE Transactions on Communications, Vol. 43, No. 2/3/4, pp. 466-
476, Feb./Mar./Apr. 1995.

19. Boubour, R., Jard, C., Aghasaryan, A., Fabre, E., Benveniste, A., “A Petri Net Approach to
Fault Detection and Diagnosis in Distributed Systems. Part I: Application to
Telecommunication Networks, Motivation, and Modeling,” Proceedings of the 36th
Conference on Decision and Control, pp. 720-725, San Diego, CA, Dec. 1997.



284         M. Albaghdadi et al.

20. Aghasaryan, A., Fabre, E., Benveniste, A., Boubour, R., Jard, C., “A Petri Net Approach to
Fault Detection and Diagnosis in Distributed Systems. Part II: Extending Viterbi algorithm
and HMM Technique to Petri Nets,” Proceedings of the 36th Conference on Decision and
Control, pp. 726-731, San Diego, CA, Dec. 1997.

21. Stuttgart Neural Network Simulator (SNNS). University of Stuttgart, Institute for Parallel
and Distributed High Performance Systems (IPVR), [cited 7 September 2000]. Available
from http://www.informatik.uni-stuttgart.de/ipvr/bv/projekte/snns/snns.html.

22. Stremler, F., Introduction to Communication Systems, Third Edition, Addison Wesley,
Reading, MA, 1990.

23. Orgun, M. A., Ma, W., “An Overview of Temporal and Modal Logic Programming,” in
Temporal Logic, First International Conference, ICTL 94, pp. 445-479, Springer-Verlag,
Bonn Germany, July, 1994.

24. Liu, G., Mok, A. K., Yang, E. J., “Composite Events for Network Event Correlation,”
Integrated Network Management VI, pp. 247-260, May 1999.

25. Hamming, R., Coding and Information Theory, Second Edition, Prentice-Hall, Englewood
Cliffs, NJ, 1986.



E.S. Al-Shaer and G. Pacifici (Eds.): MMNS 2001, LNCS 2216, pp. 285–298, 2001.
© Springer-Verlag Berlin Heidelberg 2001

Policy-Based Management for Multimedia
Collaborative Services

Hamid Harroud
1
, Mouhsine Lakhdissi

1
, Ahmed Karmouch

1
, and Cliff Grossner

2

1 Multimedia & Mobile Agent Research Laboratory, School of Information Technology &
Engineering (SITE), University of Ottawa,

161 Louis Pasteur St. Ottawa, ON, Canada K1N 6N5, Canada
{hharroud, mlakhdis, karmouch}@site.uottawa.ca

http://deneb.genie.uottawa.ca
2 Nortel Networks, Ottawa, Canada

Abstract. Virtual team issue has emerged as an important new teamwork
model, distinguished from the conventional way in which people work by its
ability to transcend distance, time and organizational boundaries. A virtual team
consists of a dynamic collection of individuals, a set of collaborative services
and network facilities that ensure a flexible and secure coordinated resource
sharing. In the Multimedia and Mobile Agent Research Laboratory we have de-
veloped the V-Team system, an agent-based multimedia collaborative environ-
ment to support virtual teams. V-Team aims to provide a set of team services for
better collaboration between a virtual team participants, facilities for managing
virtual teams with fully customized team services, and a simpler interface to
network services. In this paper, we describe the main components of V-Team,
the principles of context customization and the system monitoring approach via
policies.

1   Introduction

With recent advances in network infrastructures and computing capabilities, group-
ware technology is becoming an important issue to offer an appropriate collaborative
environment for distributed teams that transcend distance, time zones, and organiza-
tional boundary, known as virtual teams [1].

A virtual team consists of a dynamic collection of individuals, a set of collaborative
services and network facilities that ensure a flexible and secure coordinated resource
sharing. It requires agile and flexible groupware system that overcomes technical and
organizational difficulties, without sacrificing the ability of its easy use and manage-
ment from participants’ point of view.

In the Multimedia and Mobile Agent Research Laboratory we are exploring differ-
ent aspects of agent and groupware technologies in order to provide virtual teams with
a system capable of supporting such requirements. The goal of the V-Team system is
to develop a collaborative environment that would not only provide a set of team
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services for better collaboration between a virtual team participants, but also facilities
for managing virtual teams attributes and the context customization of their collabora-
tion.

Our previous research experience has shown that agent paradigm combined with
the use of policies is a promising approach for the development of flexible distributed
systems [2][3]. Agents have the necessary autonomy to act on behalf of users or pro-
grams and to migrate from host to host on a network while performing their tasks. The
use of policies carries out the ability to dynamically change the behavior of the system
without altering its code. These characteristics highly reduce the system complexity,
while permitting an efficient control of virtual team services at different levels.

Thus, we have designed an agent-based system that offers virtual teams an appro-
priate collaborative environment, with fully customized team services and flexible
agent-based monitoring. Team services include multimedia conferencing, distance
group meeting facilities and virtual teams’ context management service. The context
management service includes participants’ attributes, their capabilities, the selection of
applications and resources, and network mechanisms to be used.

The organization of the paper is as follows. The following section introduces the
main components of V-Team. The basic principles of context customization are then
described, with the policy-based approach and the system monitoring being presented
in subsections. Then, basic team services that offer virtual team participants mecha-
nisms to “meet” without being in face to face situation are presented. The benefits of
our approach and related work are then discussed. Finally, we draw our conclusion
and future work.

2   Agent-Based System for Collaborative Environment

In this section we first present fundamental requirements on an environment to permit
collaborative work within a virtual team. Based on the identified requirements, we
present a generic conceptual framework that supports synchronous collaboration be-
tween virtual team members. Then, we describe agents that compose the system ar-
chitecture, the agent platform that supports them, and the inter-agent communication
protocol.

2.1   System Requirements

In developing V-Team, we considered various requirements that could enable an effi-
cient relationship among a recognizable team of people, a set of collaborative services,
a set of network capabilities and a collection of rules binding these elements together
such they behave in a consistent manner to satisfy team needs. For an environment
supporting the integration of such entities, we have identified the following specific
requirements:
� Ability to create and manage a virtual team context that enables a full customiza-

tion of services.
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� Automatic authentication of team members, and configuration of collaborative
sessions without requiring their direct intervention.

� Enabling a seamless physical resource allocation of logical resources requested
when creating the team.

� A separation between team services (applications) and network services (e.g.
mobility location, CoS/QoS, multi-party, peer to peer, multimedia session con-
trol), so that a team service may dynamically be adapted to network conditions
and team’s context.

� Distributed control and management of dynamic changes that may occur during
the team life cycle, either in its structure, its activity and planning, or in its mem-
bers’ locations.

2.2   Conceptual Approach

We have designed the V-Team environment as agent architecture. Agents show spe-
cial promise in enabling the rapid construction of robust and reusable software [4].
Agents cooperate and communicate with each other, and have the ability to communi-
cate with and directly control explicit applications. To monitor the behavior of an
agent and its decision making, we attach to the agent a set of policies. A policy is a set
of conditions that prohibit or permit an agent (called the subject) to perform actions on
target entities. Conditions may concern the subject, the target or the state of the sys-
tem. A policy may trigger events for performing some actions when conditions are
applicable. The use of policies, in V-Team, highly reduces the system complexity,
while permitting an efficient control of virtual team activities.

The key component of V-Team system is that of V-Team Context Agent (VTC).
VTC agent manages information about one virtual team participants’ attributes, their
capabilities and roles, team services to be used by all or certain team members, logical
resources requested when creating the team, network services and different forms of
underlying transport mechanisms. By gathering information about a virtual team and
its context, the VTC agent generates a set of policies that monitor the behavior of
agents representing a virtual team’s participants.

V-Team also features the network service agent (NSA) and the team control agent
(TCA).

NSA provides a simple interface to network services, such as mobility manage-
ment, transport classes-of-service, privacy of transport and multimedia session control.
It exposes these, and other, services to teams and their team services in a manner that
makes the services easy to access and use. NSA also permits the underlying mecha-
nism to change dynamically according to the network conditions and the environment
context as needed.

TCA supports collaborative session and controls interactions between active virtual
team members. It manages the distributed events’ serialization and dispatches them to
each active participant. Management includes the reordering and the filtering of
events.
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These three agents establish a relationship between participants, team services or
applications to collaborate with and the network links that enable participants’ inter-
actions (figure 1).

Fig. 1. V-Team system basic model

The Policy Service Agent (PSA) manages policies that govern the utilization of the
system and network resources at each participant location. For instance, PSA may
prohibit authorizations to a participant for obtaining a particular team service or re-
sources at a specific location. Policies include the monitoring of the overall system
configuration at different levels.

When an authorized authority (i.e. team leader) creates a virtual team, the system
assigns a VTC agent to manage its specific environment and a NSA agent to support
its network services. A TCA agent will then be associated to each collaborative ses-
sion that would be activated by team participants.

2.3   System Components

The architecture of the system is depicted in figure 2. It is composed of several coop-
erating agents that work together to provide a collaborative environment for virtual
teams.

Part of the V-Team context agent is the automatic authentication of participants, via
their Personal Assistants (PAs). PAs are agents that represent participants and act on
their behalf. The VTC agent provides a user interface that allows an authorized
authority (i.e. team manager) to create a virtual team by specifying its members with
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their privileges, logical resources assigned to the team, and the QoS assigned to differ-
ent team services and media. The Team Participant Agent (TPA) customizes the user
interface according to each user’s privileges and the context. To setup a V-Team ses-
sion, a negotiation process among PAs may then be engaged under the control of the
VTC agent, which plays the role of a mediator.

Fig. 2. Generic V-Team agent-based architecture

At the time of starting a V-Team session (e.g. audio conferencing), the NSA agent
is required to locate the team members wherever they are and to control the session,
using W-SIP and W-RTP agents that wrap SIP protocol [5] and Real-time Transport
Protocol respectively.

Different network services become, in effect, integrated to the system by wrapping
them through agents.

V-Team is intended to provide a basic set of team services that could be either a
collaborative aware or unaware services. Any team service becomes “collaborative”
by defining its corresponding Team Service Agent (TSA). TSA agents facilitate inter-
action among participants under the management of the team control agent (TCA).

V-Team is designed to be highly flexible and dynamically manageable through
multi-level policies. Policies are maintained and distributed over V-Team agents
through the PSA.

V-Team agents are executed under the control of FIPA-OS platform [6], which
provides a framework for agent communication and management, including Agent
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Communication Channel (ACC) using Agent Communication Language (ACL),
Agent Management Service (AMS), Directory Facilitator (DF), and mobility services.

Fig. 3. V-Team System View

Figure 3 shows an example of V-Team system view. TSA provides linkage and
execution environment necessary to control Collaborative Conferencing and Custom-
ized Workspace services. The NSA provides the control and resource reservation
necessary to enable Class-of-Service and privacy in underlying transport mechanisms.
Team participants are in different locations and may move from one location to an-
other. Automatic locating of team participants is then required. Using SIP proxy server
and location server, tunnels may be automatically established between participants.
Participants “meet” at virtual places. The collaboration center permits places storage
and playback, resource sharing, and information management.

3   Policy-Based Context Customization and Monitoring

A system architecture like that of the V-Team system described in the previous section
requires specific mechanisms to collect and maintain virtual teams’ context, and to
dynamically manage the overall behavior of the system. Those are the VTC and the
PSA agents’ roles that are described in this section.

3.1   V-Team Context Agent

The VTC is a context-aware agent that uses context information to adapt the corre-
sponding virtual team behavior to the current situation of use. Context information
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includes any information that characterizes the team operating-environment, such as
member’s identity, the role within the team, location, time, and availability of re-
sources (e.g. bandwidth and device capabilities) to name but a few.

The VTC features are the following:
� To collect the entire context about a particular virtual team, by gathering infor-

mation from the system entities such as the team manager, participants via their
PAs, the network service agent and the PSA.

� To interpret context information by translating it from different representation
formats to a set of context policies that could then be distributed to specific agents
via the PSA (e.g. TPA, TCA) or used by the VTC agent itself.

� To evaluate context-triggered policies and to execute enabled actions accordingly
when in a certain context. This includes the selection of information and services
to be customized to the virtual team members. An example of customization
would be that when a participant joins a collaborative session on a phone, he
would use audio only and other materiel of the ongoing session (e.g. shared
document) would be e-mailed to him or shown on a nearby terminal (e.g. fax ma-
chine). The VTC agent is also able to satisfy a participant specific needs by ena-
bling a third party application (e.g. MS-Word), combined with a selection of net-
work capabilities, as a customization of an authorized team service  (e.g. join ed-
iting document).

   Fig. 4. VTC context information     Fig. 5. VTC components

As shown in figure 5, the VTC agent is composed of three components: policy gen-
erator, team manager, and team assistant.
� The Policy Generator implements and interprets context information. The inter-

pretation consists of translating received and caught notifications from different
representation formats (e.g. user interface, ACL messages and events) to a set of
policies, called context policies. Context policies maintain different types of in-
formation. These types are virtual team’s attributes (members and roles), team’s
activities (team services), scheduling (time, day) and network services (location,
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class of services, QoS). These policies are represented and stored in same way as
the PSA does.

� The Team Manager provides the VTC agent with access to context information.
It is responsible for context acquisition, which is achieved either by using user
interfaces (e.g. team creation and personal preferences) or by interacting with
agents that are involved in the virtual team activities.

� The Team Assistant uses context policies to trigger events that apply to specific
agents according to their state and the context of their use. At setup phase of a
collaborative session, the team assistant manages a negotiation process, that
guides PAs agents to persuade each other for making decisions on users’ behalf
(e.g. when to “meet”, duration, frequency, ...etc). The team assistant monitors the
negotiation and helps agents to achieve a join agreement in conformance to en-
abled policies.

3.2   Policy Service Agent

3.2.1   Policy Definition
A policy is a set of rules reflecting an overall strategy or objective, affecting the be-
havior of agents and thus designed to help control and administer a system. A policy
rule is a set of actions to be performed by a subject agent on a target agent providing
some conditions are satisfied and/or some events are triggered.

The conditions, events and actions are all related to one or more agents of the sys-
tem. Conditions are typically based on the state of an agent or a resource in the sys-
tem. The events are triggered either by a time-period condition, a change in the state
of an agent or as a result of an action (i.e. before/after events).

Policies could be applied through several levels of a system. From the low network
level where policies monitor network devices to the organizational level where they
define the role of members of a team. Policies are also useful for resource manage-
ment and service monitoring.

3.2.2   Policy Management System (PMS)
In the architecture of the PMS (Fig.4), two agents are of particular interest, the Policy
Management Agent (PMA) and the Policy Service Agent (PSA). These two agents are
interacting and cooperating through the Policy Information Base.
� Policy Management Agent (PMA): the purpose of the PMA is to assist the ad-

ministrator of the application through the policy editing process. PMA is also re-
sponsible for detecting static conflict between policies that may occur during the
editing process. Policies are stored in the Policy Information Base under the man-
agement of the PMA. The PMA is application-independent.  Information about
the application is stored in the application profile within the PIB. Application pro-
file is a set of attributes (e.g. application structure and components) used by the
PMA to communicate with the applications.
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� Policy Service Agents (PSA): each application (V-Team in our case) is associ-
ated with a Policy Service Agent that is responsible for locating the events and
conditions likely to trigger a policy through the Event Listener and Constraint
Manager. To enforce a particular policy, the PSA invokes a set of actions to be
executed. For each triggered policy, the PSA keeps track, in a log file, of the re-
sult of policy evaluation and enforcement.

� Policy Information Base (PIB): a database of information about the application
storing information about agents in the application, the services they provide and
the resources they manage along with the policies monitoring their behavior.

Fig. 6. Policy Management System Global Architecture

4   Basic Team Services Implementation

We have implemented V-Team components as Java-based agents on the top of FIPA-
OS platform, and we have defined appropriate interfaces for linking and setting up
existing basic services. Such services consist of SIP proxy and SIP User Agent (SIP-
UA) developed by Columbia University [8] and RAT audio conferencing and WBD
shared workspace tools developed by the Networked Multimedia Research Group at
University College London  [9].

SIP is a protocol for initiating interactive communication multimedia sessions be-
tween users. It provides mechanisms so that user agents and proxy servers can deter-
mine the location of participant and perform call setup including SDP for media de-
scription. We have developed a wrapper agent (W-SIP) that interfaces SIP-UA to the
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NSA for automatic team participant’s availability and invitation. An example of SIP-
UA call invitation is shown in figure 7. Karm team member is invited, via the proxy
server (i.e. spica.uottawa.ca), to participate in Advanced Networks team meeting (i.e.
subject), with audio conferencing and shared workspace (i.e. Media). W-SIP sets up
SIP-UA parameters and waits for the invitation status and SDP description that are
then sent to the NSA using ACL messages.

Fig. 7. An example of SIP-UA call setup

In the following, we provide a scenario that describes the V-Team approach and, in
particular, highlights features that have already been implemented as a prototype.
Since the behavior of the system is aimed at being completely monitored by policies,
the administrator, using the PMA, defines policies that determine who can create vir-
tual teams and what logical resources are available to those team leaders.

The virtual team creation is customized according to the team leader privileges (e.g.
resources assigned to the team, media and QoS to be assigned). The team leader plays
the role of the team controller, but can assign other team members as team controllers.
The team controller has access to the TCA agent, which provides collaborative session
facilities.

When creating the team, the team leader can either set up scheduled team services
(i.e. team meeting) or delay these to be done later by a team controller. Team man-
agement is performed by assigning policies to the system agents, as shown in figure 8.

In figure 9 one can see an example of customized TPA user interface (i.e. Allen
participant). It displays, on the left, two virtual places (Advanced Networks and Ar-
chitecture Engineering), since Allen participates in two teams. Allen can collaborate in
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Fig. 8. A sample of editing TCA policies

one or another by selecting the corresponding virtual place. A virtual place corre-
sponds to the pair virtual team and session. It represents a place where virtual team
members can “meet” and work on a certain topic.

Fig. 9. TPA interface with white board and audio tools

The right part of figure 9 shows an on going session among Advanced Networks
virtual team members (Allen, Joe, Cliff and Karm). In this example, members collabo-
rate using integrated shared-workspace and audio-conferencing tools that are WBD
and RAT respectively, however, there is one member (i.e. Joe) that has been invited
but presently is not participating in the audio conferencing (e.g. Joe’s terminal capa-
bilities, authorization policies).
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TPA interface provides also other options, top of figure 9. A member uses these
options to specify personalized preferences (Settings option), create new virtual places
or enter existing ones (Places option) and access authorized team services such as
virtual team creation, scheduling and support for joining or leaving an on going col-
laborative session (Services option).

5   Related Work

Many collaborative environments providing a shared team workspace with common
tool-set and shared applications have been developed. These systems generally attempt
to single-handedly provide necessary services to serve a large broad user base, and
tend to use the network only for transport. In contrast, V-Team is strongly motivated
by providing different users with different levels of reliability and awareness, and by
enabling the integration of a variety of network services to satisfy the unique needs of
diverse classes of virtual teams.

V-Team has certain similarities to mSTAR environment [10]. mSTAR features an
agent-based architecture and separates application agents from the network agent,
which makes the collaborative application more adaptable to existing network condi-
tions. Despite these characteristics, mSTAR is primarily a framework that supports
developers in creating distributed and real-time multimedia applications.

NCSA Habanero [11] is also an approach that supports the development of collabo-
rative environments. Habanero lets developers create and convert Java applets into
multi-user applications, known as “Hablets”. DISCIPLE [12] lies mainly in using Java
event delegation model in conjunction with JavaBeans applications.  DISCIPLE, like
Java Collaborative Environment (JCE) [13], extends the Java-AWT to intercept
events. These approaches have the cost of altering the application code in order to
make it collaborative. The use of policies, combined with context-aware agents, en-
ables V-Team to dynamically combine a collection of third party applications with a
selection of network capabilities, and off-loads the need of dealing with these capa-
bilities directly.

6   Conclusion and Future Work

In this paper, we have presented an agent-based multimedia collaborative environment
to control and coordinate resource and service sharing in dynamic virtual teams. The
proposed approach aims at more of a teamware approach, where the team context is a
key factor that extracts, interprets and uses context information.

Since the structure and context of a virtual team may change significantly across
time and space during its life cycle, the use of policies in managing dynamically the
team behavior at different levels is of the highest relative value. We have introduced a
policy management as a service that guides a team manager in the process of defining,
enforcing and auditing policies.
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The system uses the session initiation protocol as a basis for locating team mem-
bers, and uses existing multicast-based media applications (i.e. RAT, and WDB) as
basic tools for multimedia conferencing service. Future work includes integration of
various network services, which will contribute to off-load collaborative services from
large transport-related capabilities, resulting in a broader range and potential customi-
zation of these services.

Our current focus is on extending the virtual team context with more capabilities in
collecting context information and adapting the system behavior accordingly. The use
of policy-based agents that allows each agent to monitor its own policies is important
in our work as well.
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Abstract. Current network infrastructures are experiencing rapid transformation
from providing mere connectivity, to a wider range of flexible network services
with Quality of Service (QoS). We propose an agent-enhanced system that fa-
cilitates dynamic Service Level Agreement (SLA) activities, such as end-to-end
QoS specifications and service price negotiations in such an environment. A
prototype system consisting of real-time Java-based agents that interacts with a
simulated network was developed to demonstrate scenarios and enable analysis.
The studies show that this form of dynamic SLA negotiation introduces many
innovative ways on how network services can be provisioned. This paper also
highlights the effects of implementing dynamic connection bandwidth pricing
on traffic load and network provider’s revenues.

1 Introduction

 After years of rapid technical and standardization efforts, various Quality of Service
(QoS) architectures such as Differentiated Services (DiffServ) [1], Multi Protocol
Label Switching (MPLS) [2] and Resource Reservation Protocol (RSVP) [3] begin to
take a foothold in today’s networking environments. Over the next few years we are
going to witness rapid transformation in current network infrastructures from provid-
ing mere connectivity to a wider range of tangible and flexible network services with
QoS. Faced with increasingly complex network, to provision, manage and bill services
are becoming some of the biggest challenges for the service, network and content
providers today.

 Issues regarding Service Level Agreement (SLA) arise due to the need to maximize
customer satisfaction and service reliability. According to [4], many end users and
providers are still unable to specify Service Level Agreements (SLAs) in a way that
benefits both parties. Very often, the service or network providers would overprovi-
sion their services that leads to degradation or on the contrary, failed to provide serv-
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 ices to the best of their systems or networks capabilities. Hence, the abilities to deci-
pher what the end users want from what they asked for and to response effectively are
critical as the competitiveness of future providers does not only rely on the diversity of
the services they can offer, but also the ability to meet customers’ requirements. As
users are more discerned about QoS, it is believed that value-added services and appli-
cations are best to be delivered and billed on per session or per-transaction basis [5]. A
well-defined pricing scheme is not only important as a tool to enable users to match
and negotiate services as a function of their requirements, it can also be a mechanism
itself, as the dynamic setting of prices can be used to control the volume of traffic
carried [6]. In this paper we introduce an agent-enhanced system that facilitates dy-
namic SLA specifications between end users and various providers in order to setup
end-to-end connections or Virtual Leased Lines (VLLs) with preferred QoS and
prices. Here, agents are employed as autonomous negotiators on behalf of various
parties involved.

 The rest of the paper is organized as follows: Section 2 summarises some related
work. Section 3 gives some background on the definitions of SLA and the metrics
used in our work. Section 4 presents some advantages of employing agents as the SLA
mediator. This is followed by the description of our agent-enhanced service brokering
architecture in Section 5. Section 6 illustrates the components within the agent envi-
ronment and their interactions. Since bandwidth is a shared finite resource, a fair dis-
tribution policy such as pay as much as you used is proposed. This is highlighted in
section 7 where we demonstrated how dynamic bandwidth pricing strategy can affect
the overall network utilization as well as the generated revenues if users are putting
service quality and cheapest price as their priorities.

2 Related Work

 Our current work is motivated by a number of research. First, the researchers in [7]
proposed the implementation of bandwidth brokers to support SLA trading which
includes resource allocation, path selection and pricing between DiffServ networks.
The authors in [8] introduced Virtual Network Service (VNS) that uses a virtualisation
technique to customize and support individual VPNs’ QoS level. The authors in [9]
proposed a QoS management architecture that employs distributed agents to establish
and maintain the QoS requirements for various multimedia applications. Here, QoS
specification is categorized into 2 main abstraction levels: application and system. The
capability of current RSVP signalling is extended in [10] where users are allowed to
reserve bandwidth or connections in advance so that blocking probability can de re-
duced. Authors in [11] offered a similar idea but use reservation agents to help clients
to reserve end-to-end network resource. The Resource Negotiation and Pricing Proto-
col (RNAP) proposed by [12] enables network service providers and users to negotiate
service availability, price quotation and charging information on per application basis.
Researchers in [13] implemented adaptive bandwidth pricing and bidding at the lower
level of granularity such as path or link via multi-agent systems (MAS).
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3 SLA Metrics

SLA provides a means of quantifying service definitions. In networking environment,
it specifies what an end user wants and what a provider is committing to provide such
as the definitions for QoS, performance levels, etc [14]. The definitions of SLA vary
at business, application or network level. Business level SLA involves the issues such
as pricing schemes and contract. Application level SLA concerns the issues of server
availability (e.g., 99% during normal hours and 97% during other hours). Network
level SLA or often referred as Service Level Specification (SLS) involves lower layer
parameters such as throughput, latency, packet loss and jitter. In our work we first
focus on the basic SLA metrics involved in establishing Virtual Leased Line (VLL) on
demand type of services which are described in table 1 as follows:

Table 1. SLA metrics and descriptions

SLA metrics Description

Guaranteed BW
(bi)
*for request i

The amount of guaranteed/reserved bandwidth allocated to
VLLi. We only consider this metric at present due the ease
of its configuration. It is also the single most important
factor (not always the case) that affects other lower level
QoS parameters such as delay, jitter, etc. Guaranteed BW
can be quantified in units of 1kb, 10kb, etc.

Start Time (Tsi)
This is applicable to scheduled services such as VoD, video
conferencing, news broadcast, MTV, etc. For instant ac-
cess, this metric is simply assigned as the current time.

Session Length
(Ti)

The duration required for this VLL. This is applicable to
Video on Demand (VoD) or news broadcast type of serv-
ices where the session time is known in prior. However the
session time can be extended automatically depending on
the availability, policy, etc.

Price (Pi)
This can be the maximum price a user is willing to pay for
this service.

Option ( i)
It consists preferences and priorities in the form of rules.
This is useful at times when not all the requested SLA
metrics can be granted. User can specify which parameter
is the priority and which is tolerable.

* Other hardware and software specifications such as application types, IP/MAC ad-
dresses, port numbers and other resources though not explicitly mentioned, are as-
sumed to be taken care of by lower level agents.

From the metrics described above a SLA request i can then be represented by:

Requesti(bi, Tsi, Ti, Pi, i)
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4 Why Agent-Mediated SLAs?

Software agents offer many advantages in this kind of environment. Agents can assist
the end users, the service and network providers, to perform expertise brokering tasks.
These include service selection, QoS specification, pricing negotiations, etc. Agents
are particularly suited for the tasks where fast decision making is critical. These sat-
isfy the two most important aspects of performance in an SLA; availability and re-
sponsiveness [14]. The following attributes highlight the capabilities of agents in car-
rying out brokering tasks [15].

� Autonomy. Agents can be either responsive or proactive. It is able to carry out
tasks autonomously under pre-defined rules or constraints. The level of their intelli-
gence depends on the given roles or tasks.

� Communication. With this ability, negotiations can be established between two
agents. Agent Communication Language (ACL) from Foundation for Intelligent
Physical Agent (FIPA) has been widely adopted as the de-facto language.

� Cooperation. Agents can cooperate to achieve a single task. Hence, agents repre-
senting end users, service providers and network providers are able to cooperate to
setup an end-to-end VLL that spans across multiple domains.

� Mobility. Java-based agents can migrate across heterogeneous networks and plat-
forms. This attribute differentiates mobile agents from the other forms of static
agents. Mobile agents can migrate their executions and computation processes to
remote hosts. This saves shared and local resources such as bandwidth and CPU us-
age compared to conventional client/server systems. Thus, intensive SLA negotia-
tion processes can be migrated to the service provider or network provider’s do-
main.

ObjectSpaceTM Voyager ORB 3.0 [16] is used to implement of our agent system.
Voyager Agent API offers the ability to construct remote objects in the remote host
and a set of control mechanisms that offer more flexible instructions on how the agent
should terminate itself. There are two types of communication mechanisms, namely
Method Calling and ObjectSpaceTM by which Voyager agents interact with each other.
The former mechanism enables an agent to call methods of another agent. This is
provided if the calling agent knows a-priori the method interface of the called agent.
The latter mechanism enables voyager agents to multicast an event message to other
agents for example advertising for new services or offers.

5 Agent-Enhanced Service Brokering Architecture

In this architecture, the network provider has the control over all the access points
within its managed domain. To setup a VLL, an end-to-end path must be configured in
advanced before the actual traffic can be admitted. Hence, the network provider must
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maintain a global view of the network resources which can be realized using Internet
Gateway Protocol (IGP) link state algorithm [17]. This is contrary to RSVP [3] peer-
to-peer approach, where network nodes such as routers or switches can decide locally
whether to accept or reject resource reservation. Distributed admission control com-
plicates the service management task and especially when comes to billing. Figure 1
illustrates the open architecture:

 

  Application Layer User Agent Service Broker  
Agent 
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Agent Communication Channel (HTTP/CORBA) 

Network Broker Agent 

Network Manager 

User A 

Network Layer 

Element Layer 

Content Provider 

Command & Configuration 

Policy Server & 
Repository 

Status Monitoring 

Legacy Router 

Content Provider 
Agent 

Legacy Router 

SNMP Agent 

Fig. 1. Agent-Based Service Brokering Architecture [18]

Here, agents act as autonomous negotiators on the application layer. Conventional
HTTP or CORBA can be utilized as the communication channel for agents. The role
of an User Agent (UA) is to automate the service request procedures on the behalf of
the end user. The Content Provider Agent (CPA) provides information or advertising
facilities for it services such as news broadcast, Video on Demand (VoD), etc. The
Network Provider Agent (NPA) acts as an access broker for its domain. Logically it is
a component of the network manager but physically it may reside at the domain access
router. The Network Manager has the direct access to a policy server which adminis-
trates policies rules and actions for different services’ SLAs. The policy repository
stores defined policies as sets of rules for this domain. It may be a single physical site
or replicated at several places in the form of databases, files, an administrative server
or a directory server. Currently, Light Lightweight Directory Access Protocol (LDAP)
directory is favoured by most vendors [19]. The Policy manager within the policy
server validates policies in the policy repository so that it is mutually consistent in the
network. The Network manager can also be an agent manager that assigns NPAs to
serve the incoming agents. The Service Provider Agents (SPA) acts as a mediator
between multiple parties involved. An UA first asks SPA for a service with various
QoS preferences. The SPA then negotiates with respective CPA and NPA before set-
ting up a VLL. The NPA then makes decisions based on the requested SLA and
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propagates the required configurations down to the element layer. Conventional
SNMP agents can be employed at the element layer to configure queues and monitor
links and flows’ states. The multi-party relationship model is illustrated in figure 2. If
the route spans across multiple domains, the SPA may need to negotiate with different
network providers and content providers in order to set up a VLL.

6 Agent Environment and Multi-party Interactions

A prototype multi-operator network model has been built using the Block Oriented
Network Simulator (BONeS) [20] as a testbed for our proposed architecture. This
allows functional and dynamic behaviour of the network under various agent-
supported scenarios to be investigated. Figure 2 illustrates the interactions between
various agent components. In our framework we have real-time agents running in
LAN and virtual networks in simulation environment. Our agents use BONeS’ Inter
Process Communication (IPC) protocol to interface with the Sun Solaris-based Net-
work Simulator via TCP/IP socket.
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(BONeS Network 
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Fig. 2. Agent Components Interaction [15].

There are four main parties involved this scenario: the End User, Service Provider,
Content Provider, Network Access Broker and the Network Provider. Each component
consists of its own database, agent(s) and a manager. The manager's job is to provide
service for any arriving agents, handle data transactions, storage retrieval, agent crea-
tion and task assignment. Figure 2 shows that when requesting a service, an end user
can launch its agent to the central meeting point (SP) to interact with the local object
(SP Manager). The manager then asks its server to create an agent with a task list.
These agents can request for content listing from the CPA and then setting up a VLL
with the NPA according to user SLA specification. At this stage, our agent security is
based on ‘trusted hierarchy’ scheme where agents only communicate with trusted
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remote hosts. However, it is anticipated that future development of the agent system
will need to implement a much more rigorous security policy [15].

7 Demo – Agent Mediated SLA and Dynamic Bandwidth Pricing
Scenario/Game

A demonstration on the prototype system was carried out during the technical visit
session at Fujitsu Telecommunications Europe Ltd. headquarter in Birmingham in
conjunction with World Telecommunication Congress/Integrated Signal Symposium
(WTC/ISS2000). In each session, three volunteers were invited from the audience to
assume the role of the future network operators. Their common goal was basically to
maximize their network revenue by dynamically price the bandwidth under agent
brokering environment. The scenario presents three individual networks owned by
different operators; each is identical in terms of the number of devices, topology and
available resources. Each network consists of nodes connected in a mesh topology. As
a means of creating competition, all three networks offer the same access to a remote
content provider that provides multimedia services as shown in figure 3 as follows:

           Fig. 3.   Agent Brokering Scenario                                Fig. 4.   System Set-up

A simple LAN was set-up for this demo as shown in figure 4. The multi-operator
network model coupled with internal agent brokering mechanisms was run on the Sun
Ultra 10 workstation. A few PCs were set-up for the competing network operators and
a separate monitoring screen was provided (Fig. 6).

In this game we considered some universal customer preferences such as best QoS
(guaranteed BW) and cheapest price. We assumed most users would want QoS as their
first priority and the cheapest offering price as the second priority. Hence the options
for User SLA request are:

i (bi, Tsi, Ti = NOT negotiable AND First Priority, Pi = Cheapest AND Second Prior-
ity)
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If the cheapest network provider could not provide the required guaranteed VLL
BW, the service provider would opt for the second cheapest one. During the game,
SPA continually requested NPAs to setup VLLs to the multimedia server. In order to
show the effects of dynamic pricing, we allowed the invited audience/acting network
operator to manually change the BW price. For this demo we did not provide different
pricing schemes for different user classes. The table below describes various billing
parameters for the network operators in this demonstrator.

Table 2. Billing Parameters Description

Parameters Description
BW selling price, Pi The selling price for a BW Unit per minute for VLL i.

Cost Price, iθ
The cost price for a BW Unit per minute for VLL i
that changes according to link’s reservation load
status. This loosely represents the management over-
head cost.

Operation Cost, � This represents the overall maintenance cost, hard-
ware cost, labour cost etc per minute.

Guaranteed BW, ib This is the size of Guaranteed unit bandwidth allo-
cated to VLL i.

No. of links, i�
The number of links used by VLL i. Here all the
possible paths are pre-computed. Since no. of links is
considered in the charging equation, the shortest
available path is therefore preferred.

Session, iT The session length in minute subscribed by VLL i.

*Note: In this game, price and bandwidth were simply given in term of units. Some
attributes are specifically created for this game.

In this game, users were charged at the end of their sessions. The calculation for
gross revenue earned by a network operator from each VLL i is based on the follow-
ing equations:

 iRev = ( ) iiiii TbP ⋅⋅⋅− �θ (1)

Therefore the total gross revenue, Revgross after period t hence:

( )tgrossRev  = 
( )∑ =

tn

i 1 iRev (2)

Where 
t = simulation time elapsed in minute.
n(t) = total number of VLLs sold after t.

Total net revenue Revnet after t hence:

( )tnetRev = 
( )∑ =

tn

i 1 iRev – �.t (3)
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Where

� = operating cost per minute.

Each player or acting network operator could monitor his/her competitors’ offered
BW prices and set their own price at the console shown in figure 5. Network links’
reservation load, cost and network topology showing current network utilisation were
also displayed. Users and network blocking statistics were also reported. For this
game, the operators’ revenues were solely generated from VLL sales. The monitoring
window (figure 6) displayed the total revenues (profit/lost) generated by each network
operator. We associated the link QoS level in terms of Gold, Silver and Bronze by
referring to link’s reservation load of 0-50%, 50-75% and 75-100% respectively. This
is different from per-user’s QoS as each user’s VLL was already assigned an amount
of guaranteed BW. Therefore link reservation load is the aggregation of all the inde-
pendent VLLs’ guaranteed BW.

        Fig. 5.   Network Operator Console                              Fig. 6.   Monitoring Window

The users’ service request arrival rates were generated according to different Pois-
son arrival distributions. Table 3 shows the characteristics set for the three basic
classes of VLL subscribers.

Table 3. User Characteristics

User
Classes

Mean Request
Arrival Rate
(per hour)

Mean b
(Guaranteed

BW unit)

T
(Session in

mins)

Example Applications

1 70 2 3-10 VOIP/Live Music
2 15 30 10-60 VoD/Conferencing
3 28 20 1-10 File Transfer

Figure 7 shows the accumulated bandwidth request (offered load) profile with this
specification. The profile shows that Class 1 users (e.g. audio) requested for relatively
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low BW but arrived very frequently. Class 2 users (e.g. VoD) required high bandwidth
VLLs over long periods of time and they were the dominant traffic contributors. Class
3 users requests produced bursty type of traffic profiles that suited applications such as
FTP.
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Fig. 7.   Multimedia Users Bandwidth Request Profile (Accumulated Bandwidth)

8 Result of Dynamic Pricing

The results from one of the sessions were collected and analyzed in figures 8 through
figure 11. Figure 8 shows the pricing history of the three acting network operators.
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Fig. 8.  Bandwidth Price bidding vs. Time (minutes)

Here, the three network operators were trying to maximise the revenues by setting
different BW prices dynamically. At t>20mins, network A lowered its bandwidth
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price to 1 and caused a sharp increase in load over the measured link (see figure 9). At
t>50mins, network A increased its price dramatically, and soon became much more
expensive than the others. As a result, a significant drop in traffic was observed after
t>75mins. This was most likely due to class 2 subscribers leaving the network. At
another time instant, t>110mins when network B’s price remained constant, network
A beat network B in price and attracted traffics to its network.
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Fig. 9. Network load measured at one of the links(link2) vs. Time

Notice that at time t>100mins, when network A was still the most costly network,
traffic was coming into the network because the other two networks were saturated
and were unable to provide the required bandwidth. This earned network A a sharp
rise in revenue (see figure 10) and a short lead in revenue race as a result of users
buying high cost connections at bulk volume. In figure 11, we can observe a close
relationship between load and price. In this case, it seemed that the cheapest provider
earned the most revenues. However if we look at figure 10, network B was just mar-
ginally lost to network A. This means network B can actually bid a higher average
price and win the game because network C had a significantly higher average band-
width price compared to network B. Nevertheless, this strategy is only applicable for
this scenario.

Figure 12 shows the importance of setting the right price at the right time. Network
A made a loss at 20-40 minutes interval due to low offer price. However much of the
loss was compensated at 100-120 interval due to bulk bandwidth sales at high price.
On the whole, network C managed to maintain a good stream of revenue generated
throughout the session. It is also observed from this simple experiment that it is more
profitable to get revenue from high BW, long session stream such as video
conferencing.
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 9 Conclusions and Future Work

In this paper we demonstrated a futuristic scenario where agents can be employed to
support dynamic SLA specification for network services. Various aspects of SLA
especially regarding the guaranteed BW and pricing were investigated. A demonstra-
tor consisting of real-time agents and simulated networks was built to support our
analysis. The studies show that dynamic SLA negotiation introduces many innovative
ways on how the future network services can be provisioned and priced. At this stage,
our agents only exercise the simplest form of negotiation such as resource query and
pricing comparison. Hence, BW consumption during the negotiation process is negli-
gible whether client-server based agents or mobile agents were used. Nevertheless it is
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believed that when agents have acquired a higher level of negotiation capabilities and
intelligence, this issue must be further addressed.

During the demonstration, we allowed the audience to manually set the BW price.
In the future, operator agent can potentially take over this task where it can set the
right price at the right time based on a more sophisticated pricing model or mechanism
i.e. different pricing schemes for different service classes. Advance reservation option
and various tolerance parameters can be incorporated as part of the SLA metrics.
Links segregation can be also implemented to facilitate lower granularity BW resource
control such as preventing high BW services e.g. VoD or FTP flows to starve all the
bandwidth.
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Abstract. WEBARM enables end-to-end response time measurement for
Web applications through Web page instrumentation. WEBARM-agents
are a form of mobile code capable of moving with the Web application to
monitor response time. WEBARM includes the software components re-
sponsible for interception and processing of the WEBARM API calls in-
cluding support for response time measurement, collection, and communi-
cation. This work provides an assessment of WEBARM instrumentation
impact on application response times as well as insights into the design is-
sues involved. We first provide a general overview of alternative ap-
proaches to Web response time measurement. We then consider alternative
WEBARM agent software designs, focusing on techniques to store timers
across Web page references and communicate logged data to a server.
Next, we present measurement results for the implementation alternatives
to provide insight into the overhead involved with instrumentation and the
developed designs. Finally, we present conclusions and a description of
future work.

1   Introduction

The dramatic expansion in use of the Internet represents one of the major technologi-
cal revolutions of recent history [2].  As organizations deploy Web applications over
the Internet, we have entered an era where direct customer contact with an organiza-
tion’s Web applications is commonplace. The quality of this experience in terms of
functionality, performance, and availability will ultimately affect the customer’s view
of the organization.  Thus, maintaining a high performance Web application is di-
rectly related to customer satisfaction [1] and ultimately an organization’s success.

The solution for any performance issue begins with a program of objective meas-
urements - knowing what service is delivered can lead to the necessary root cause
identification and corrective action implementation processes.  Not knowing the
service delivered to the end-customer is dangerous - equivalent to not knowing an
organization’s financial results.  So given that service (response time) measurement is
important - how should a comprehensive Web response-time measurement program
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be implemented? The alternatives we consider in this paper are server-based estima-
tion, site monitoring, and client agent based measurement.
• Server-based measurement: Web Server logs or network monitors local to the

Web server are used to estimate end-to-end response time delivered to the end-
customer (Passive Monitoring).

• Site monitoring: Utilizes strategically deployed workstations called "probes" to
execute scripted transactions at various locations within the network.  The probe
machines capture and analyze the scripted transaction responses to estimate over-
all application availability and performance (Active Monitoring).

• Client agent: Apply client based agent technology to monitor client Web browser
and system activity to derive end-to-end response time or utilize application in-
strumentation to measure response time.

Knowing that a response time problem exists is an important first step in imple-
menting a corrective action. For Web applications some examples of possible correc-
tive actions are as follows:
• An installation may decide to relocate parts of the Web server equipment (Proxy

servers) nearer to problem areas to reduce network latency [3].
• Capacity and/or technology upgrades along the transaction path may be driven

based upon the service delivered.
• The installation may decide to develop adaptive applications [4] capable of using

the recorded response time information to vary resource demands and conse-
quently mitigate the impact of network or server latency.

But for any or all of these and other corrective actions to occur, it must begin
with measurement. WEBARM represents an easy to implement, minimal overhead,
and reduced maintenance cost approach to Web application response time measure-
ment.  It provides a set of instrumentation APIs, similar in nature to the ARM Version
1.0 APIs, but without the complexity.  Deployment, often a barrier to agent imple-
mentation, is also addressed through WEBARM’s mobile code based agent architec-
ture.

This paper is organized as follows.  Section 2 provides and overview of various
Web response time monitoring techniques commonly used to capture or estimate re-
sponse time, and introduces our focus technique, the Client Based Mobile code agent
technique (WEBARM) which is evaluated in the remainder of this paper.  In section 3
we provide and in depth description of the WEBARM technique used to capture and
record Web application response time.  Section 4 presents the results of measurement
experiments designed to assess the overhead involved with the response time meas-
urement technique presented in section 3.  And finally, a summary and conclusion are
offered in section 5.

2   Web Application Response Time Measurement

In this section, we examine commonly used approaches to Web application response
time measurement. Considering an application’s life cycle stage, measuring response
time under various loads during development is an essential part of application per-
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formance engineering.  However, equally if not more important and sometimes ne-
glected is measurement of applications during the production stage. It is at this point
where application users including customers are directly affected by application per-
formance.    It is at this point where knowing and adapting to changing infrastructure
conditions begins with knowing the actual service delivered.  We have identified three
Web Application Response Measurement techniques: Server based measurement, Site
Monitoring, and Client Agent based measurement. Each of the presented techniques
measures overall response time and the components thereof in varying degrees of
completeness and accuracy.

2.1   Server Based Measurement Techniques

A common approach to Web application response time measurement is to use the
Web Server logs to measure Web page references; bytes transferred, and server time
[5]. However, the measurements are server focused and consequently do not capture
the entire end-to-end response time.  Server logs typically include per page or object
measurements, so where multiple browser objects are requested server response time
estimations must consider the first to last object timings.  Further, only objects not
cached at the client browser are included in the server logs complicating the estima-
tion of response time.

If the server application is instrumented, server focused measurements can be en-
hanced with a ping or traceroute measurement to estimate the network latency. By
applying a fixed client time the overall end-to-end transaction response time is esti-
mated.  Alternatively, where server measurement is not possible, network "Sniffers"
or monitors may be used to measure Web server response time calculating the differ-
ence between connect and disconnect times or page service time. Web server meas-
urements captured by operating system facilities and/or by network monitoring collect
a wealth of information regarding the performance, availability, and reliability of the
Web server and hosted applications.  Useful measurements, but Server Based Meas-
urements do not provide a true assessment of end-to-end response time.

2.2   Site Monitoring Techniques

As commercial enterprises become more dependent upon the Internet, external site
monitoring services have emerged as an approach to Web application response time
and availability monitoring.  This involves the strategic placement of a set of applica-
tion monitoring probes designed to periodically execute a scripted reference to a Web
site’s home page or, in a more involved procedure, invoke a series of Web site trans-
actions[6][7].  The script timings are recorded for response time analysis, availability
trending, and problem alerting.  Some implementations involve placement of probes
connected to specific locations throughout the Internet to enable assessment of re-
gional variations. This approach facilitates the understanding of how accessible
/available the specific Web site and how responsive the site is likely to be.  This tech-
nique is also useful for Intranet sites within and organization’s firewall.  However, it
does not capture the true end customer experience.  End user PC processor capacity,
memory, hardware/software platform, and modem access speeds vary widely and may
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play a significant role in the end user performance.  Regarding response time, what is
measured from a probes perspective is the probes view of the Web site or application
and this may or may not be representative of actual end-user equipment and experi-
ence.  While clearly a useful and valuable approach to performance and availability
measurement, site monitoring is not a complete solution since it does not capture the
end-customer’s experience.

2.3   Client Agent Monitoring Techniques

This technique involves the application of client agent technology to locally monitor
Web browser activity and calculate response time.  Two forms are prevalent, installed
agents [8] and mobile code/agents [9]. Installed agents exist as services on the end-
user’s equipment.  The client agent monitors Web browser activity for transaction
start/stop events and then logs the transaction response time information either locally
at the client or to an external server. The difficulty is that an agent must be installed
and active to monitor the Web application.  Since the Web client machine is often
beyond the control of the organization, the ability and justification involved in de-
ploying agents on the customer’s machine represents a significant implementation
challenge. Moreover, the Client agent must be parameterized to intercept the transac-
tion start and stop events; application changes may disturb the agent’s understanding
of transaction events and thus, it is likely the agent must be retrained or parameteriza-
tion for each application change.

Mobile client agent code moves with the Web application to the target machine
[9].  The mobile agent code is directly integrated into the application’s Web page.
Since the agent code is integrated with the application, interception of transaction start
and stop events is accomplished through instrumentation.  In addition, since a "light-
weight" end-customer presence is desired, recorded response time information is
logged directly to an external server.  The advantages are that no formal agent de-
ployment is needed and consequently remote maintenance costs are reduced.  The
disadvantage is that the mobile code must be transmitted at least once to be cached
locally at the end-customer’s workstation, and depending how frequently the local
browser cache is purged impacts how frequently this overhead is incurred.

3 WEBARM – Mobile Code Based Web Response Time
Measurement

In this section, we provide an in-depth examination of the client based mobile code
agent (WEBARM) technique introduced in section 2.   As indicated, the client based
agent alternatives are to deploy an agent service/daemon to capture transaction start
and stop events or integrate the response time measurement instrumentation into the
application ’s Web pages to capture transaction response time.

3.1   WEBARM Relationship to the ARM API Standard

For instrumentation we use a set of Application Programming Interface (API) func-
tions that are a simplified adaptation of the ARM Application Response Measurement
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API [10]. We define three API functions ARMstart, ARMstop, and ARMwrite.   The
ARMstart API function records the start or beginning of a Web transaction by storing
the start time in a frame based array variable or a cookie. The ARMstart API, as we
present it here, combines the ARM version 1.0 arm_init, arm_getid, and arm_start
API calls into a single function call [11]. ARMstart is typically invoked in reaction to
a transaction event such as a "mouse click" or "function key".   The ARMstop API
function records the transaction stop or end-time and calculates the response time.
ARMstop emulates the arm_stop ARM API to the extent that it records the stop time
and computes the response time; however, the response time logging process is built
as a separate function to allow the Web application the freedom to select when to log
the response time information. ARMstop is invoked at a point in a Web page repre-
senting a transaction end point.  The last WEBARM API defined is ARMwrite.  While
there is no direct ARM equivalent, the function is normally embedded in the arm_stop
API. ARMwrite directs the recorded transaction information to a logging server and
should be coded at a point in the Web page processing that overlaps the log process-
ing with user think time.

3.2   Timer Storage Alternatives

To facilitate response time determination, an important consideration is the storage of
timer information between the ARMstart and ARMstop API calls.  Two alternative
techniques are presented: the Cookie method and the Array-Frame method.
• The Cookie Method: Client Web browser "cookies" are typically used to main-

tain state information locally at the client.  For example, a Web application may
collect some information in a session to be used in subsequent sessions.  To avoid
re-requesting the information from the end user, the entered data is stored in tem-
porary storage, referred to as a "cookie", and later retrieved as needed.  Rather
than store end-user information, the WEBARM Cookie method uses cookies to
store the transaction start time as part of the ARMstart API (Figure 1).  ARMstart
is normally called in response to a "submit button" or other event designating the
start of a transaction. The ARMstop API retrieves the transaction start time from a
specific cookie, calculates and returns the response time.  The response time is
then logged to a server using the ARMwrite API. The advantages of this method
exist predominately in that a cookie can store information across browser ses-
sions and instances.  The main disadvantage is the slightly higher overhead in-
volved in comparison to the Array-Frame technique.

• The Array-Frame Method: As opposed to using cookies to store the transaction
start time, the Array-Frame method utilizes a "top-frame" JavaScript array vari-
able to store the transaction start time and identification information.  Similar to
the cookie technique, the ARMstart API saves the transaction start time, but
rather than in a "cookie" an array variable is used (Figure 2).  ARMstop retrieves
the start time from the array, calculates, and returns the response time. The
ARMwrite API is then invoked to log the ARM data to a server. The advantage is
the lower overhead and simplicity of implementation.  The main disadvantage is
that access to the stored time is not persisted across sessions and a separate frame
is needed to store the start time value.
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Fig. 1. Cookie Method
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Fig. 2. Array-Frame Method
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3.3   The WEBARM Instrumented Web Page

The WEBARM APIs and supporting functions are included and referenced in the
Web page by the programmer during development, as a set of embedded functions or
as a separate object on the Web page. However, using a separate object allows the
WEBARM functions to be cached locally at the client, and subsequent references can
avoid the network transfer time for each reference from the cache.

The HTML statements below illustrate the separate object approach to instru-
mentation, in a basic two-page Web application.  Page 1 (Figure 3) is an example
Web page including a basic HTML form and the associated "submit" button to initiate
the form processing. When activated, "submit" generates the onClick event and in-
vokes the ARMstart function to store the current time in a timer identified as
ARM_Timer.  Next, our sample application opens Page2.html (Figure 4) in the same
window to complete the transaction.

The JavaScript object ARMn.js contains the WEBARM APIs, supporting func-
tions, and the in-line code to invoke the ARMstop/ARMwrite APIs to compute, log,
and display the response time. Note each page must reference the same ARMn.js ob-
ject to facilitate browser caching, and "n" represents the method employed, for exam-
ple, ARMCookie.js or ARMArray.js.
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Fig. 3. Sample Web Page 1

Filename: Page1.html

<html><head>
<title>Test Web App</title>

<script lan-
guage="Javascript1.2"
SRC="/ARMn.js"> </script>

</head><body>

<FORM>
<INPUT TYPE=button
VALUE="Submit"
on-
Click="ARMstart(’ARM_Timer’);
window.name=’test’;
win-
dow.open(’Page2.html’,’test’)"
>
</FORM>

<p> The submit button records
the start time and opens page2
in the same window.
</body>
</html>

Fig. 4. Sample Web Page 2

Filename: Page2.html

<html><head>
<title>Test Web App</title>

<script lan-
guage="Javascript1.2"
SRC="/ARMn.js"> </script>

</head><body>

<p> Web page returned, in-
cluding response time.
</body></html>

Fig. 5. Frames Example

Filename: Page0.html

<HTML><HEAD>
<TITLE>ARM Test Frame
</TITLE></HEAD>

<FRAMESET ROWS="1,*">
  <FRAME SRC="dummy.html"
NAME="FR1">
  <FRAMESET >
  <FRAME SRC="Page1.html"
   NAME="FR2">
  </FRAMESET>
</FRAMESET>
</HTML>

The Array-Frame technique requires the use of frames to persist the recorded
timers across Web page references. Without the "top frame" storage area, the timer
information is cleared when a subsequent HTML document is loaded.  Figure 5 pro-
vides an example page using frames to reference the sample Web application.  Note
the frames page (Page0.html) must be loaded first which in turn references and loads
Page1.html.

3.4   WEBARM Transaction Logging Alternatives

Once the response time data has been collected and communicated to the Web server,
the information must be logged to disk to facilitate analysis and reporting. The log-
ging alternatives considered for WEBARM are as follows:

1. Web server logs: Web servers typically log information for each server access,
including HTML page references, image loads, and script executions.  In the case
of (IIS) Internet Information Server (Microsoft’s Web Server), the invocation of
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the CGI logging script (ARMweblog), called during the ARMwrite API, is logged
including all the parameters used to invoke the CGI – notably response time.

2. CGI Script logging: Since the ARMwrite API invokes a script (ARMweblog) to
communicate the response time information to the Web server, the passed CGI
parameters are then logged to disk under the control of the ARM Web logging
script. We evaluate the processing impact associated with alternatives 1 and 2 in
section 4.3.

3.4.1   WEBARM Log Collection
For many mission critical Web application implementations, parallel scalable Web
clusters[12] are configured to enhance availability, performance, and scalability.
However, this creates a design challenge for WEBARM, the separate Web server logs
must be merged to develop a complete assessment of the application's performance.

Fig. 6. WEBARM Collector

Consequently, we developed a separate asynchronous process, known as the
WEBARM Collector (Figure 6), to periodically collect the logged data from the clus-
tered servers, into a consolidated database for analysis and reporting purposes.
Moreover, the WEBARM Collector enables the periodic issuance of performance
threshold alerts based upon the collected response time information.

Selecting a flexible log format and database architecture is an important related
design consideration; [13] [14] describe some resent log format research.  WEBARM
utilizes a keyword based log communication format and a variable length delimited
log record when stored in the WEBARM database.

3.5   WEBARM JavaScript Implementation

The mobile agent/code implementation technique described herein utilizes a set of
JavaScript functions to implement the ARM APIs and related supporting subroutines
packaged in a browser cacheable object.  For the Cookie method we have adapted and
renamed some commonly available cookie management functions [15]: setCookie and
getCookie, to support timer storage and access (setTimer and getTimer). All the func-
tions are contained, in the Web page included ARMCookie.js/ARMArray.js object
(see section 3.1) depending upon which alternative timer storage method is employed.

The "setTimer" function, as its name implies, is used to set a named cookie or ar-
ray element to a specific value. For WEBARM, we store the Web application's trans-
action start time.  "setTimer" requires two input parameters: timer-name, and the as-
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Fig. 9. ARMwrite

function ARMwrite(value){
   log_url="http://" + document.domain
   + "/scripts/armweblog.exe?";
   cgi= new Image();
   cgi.src=log_url+" "+escape(value);
   return true;}Fig. 8. ARMstop

function ARMstop(timerName) {
    endtime  = new Date().getTime();
    starttime=getTimer(timerName)
    If (starttime==0 || endtime == starttime){
       resp = 0}
    else{ resp = (endtime - starttime)/1000}
    setTimer (timerName, 0);
    return resp;}

Fig. 7.  ARMstart

function ARMstart(timerName) {
   setTimer (timerName, new Date
().getTime());}

sociated timer value. The other support function -"getTimer" is used to access the
stored timer value i.e., the transaction start time after the transaction completes proc-
essing or when needed by the ARMstop API.  "getTimer" requires that the timer-name
be passed as an input argument.

The individual API functions, support subroutines, and in-line code included are
presented below:

1. ARMstart: This API (Figure 7.) stores the current time in a specifically named
timer using the setTimer function.  By default the name ARM_Timer is used;
however, it is possible to use any unique name.

2. ARMstop: This API computes the transaction response time by, obtaining the
current time, accessing the stored cookie or array start time value, and then com-
puting the response time.  Note the setTimer(timerName, 0) effectively deletes
the timer. It was discovered, when using the Cookie method, that by removing a
cookie through the cookie delete function increased the overhead involved.
Cookie functions that employ the expiration date processing "expires=" experi-
ence significantly higher overhead than functions avoiding this parameter (see
section 4.1.1).

3. ARMwrite: This API logs the measure transaction response time to the initiating
Web server using a technique that passes the response time information along
with an Image object CGI request. This technique eliminates the requirement to
have a signed script or a Java Applet to return log data to the Web server. Since
the response time information is normally logged in the Web server log, the CGI
program can be designed to simply return a null image pointer, or for more so-
phisticated implementations special processing can be performed within the CGI
to store additional measurements.  For example, the IP address of the sending
workstation or client could be translated to the corresponding machine name or a
network traceroute command could be executed to record network round trip
times to assess network conditions near the time of the transaction execution.
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Fig. 12.  setTimer Cookie Method

function setTimer (name, value, expires) {
   if (!expires) {document.cookie = name + "=" +
   escape    (value) + "; path=/";}
   else{document.cookie = name + "=" + escape
(value) + ";
   expires=" + expires.toGMTString() + ";
path=/";} }

Fig. 14.  In-line Code

resp=ARMstop("ARM_Timer");
if (resp>0 ){
   document.writeln("Response Time:" +
resp);
   ARMwrite("resp=" + resp + ";" +
   "tran=" + document.title + ";"   +
   "etime=" + (new Date()).getTime() + ";");}

Fig. 13.  setTimer Array Method

function setTimer (name, value, expires) {
   getTimers()[timerName] = value;}

Fig. 10.  getTimer Cookie Method

function getTimer (name) {
   var result=0;
   var myCookie= " " + document.cookie + ";";
   var searchName = " " + name + "=";
   var startOf-
Cookie=myCookie.indexOf(searchName);
   var endOfCookie;
   if (startOfCookie != -1){
   startOfCookie += searchName.length;   endOf-
Cookie=myCookie.indexOf(";",startOfCookie);
result=unescape(myCookie.substring(
startOfCookie, endOfCookie)); }
   return result;}

Fig. 11.  getTimer Array Method

function getTimer (name) {
   return(getTimers()[timerName]);}

function getTimers() {
   var result = top.ARMTimers ;
   if (result == null) {
      top.ARMTimers = new Array() ;
      result = top.ARMTimers ; }
   return result ;}

4. getTimer: The getTimer function is used to access and return the value associated
with a specifically named timer. The ARMstop API calls getTimer to access the
necessary start time to compute the transaction response time.  The cookie and ar-
ray-frame methods are illustrated in figure(s) 10 and 11 respectively.

5. setTimer:  setTimer stores a value in a specifically named cookie.  Three pa-
rameters are used: the cookie name, the value to set, and an expiration date. As
indicated above, we avoid the use of expiration date to delete a cookie to reduce
overhead

6. In-line code: Optionally this program code can be placed with in the ARMn.js
object (as shown) or maintained separately in the Web page. This code is placed
within the Web page to reflect the end of the Web transaction, normally at the top
of the document.  First, ARMstop is called to compute the last transactions re-
sponse time. Second, if the response time returned is valid the ARMwrite function
is called to log the information at the Web server.  Note the format of the logged
information consists of a string of KEYWORD[x]=value;  pairs - similar to the
Universal Logging Message format described in [13].  The [x] optionally defines
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a unique index number to enable multiple transactions to be logged in a single
communication.

4 WEBARM Instrumentation Performance Analysis

To assess the impact of the WEBARM instrumentation, a series of benchmark ex-
periments were conducted on the following platform configurations to evaluate the
processing delays an application may experience due to instrumentation.

1. Intel Pentium II 266MHz, NT 4.0 SP6, Internet Explorer 4.0
2. Intel Pentium II 266MHz, NT 4.0 SP6, Internet Explorer 4.0, via dial-up 33.6bps

modem.
3. Intel Pentium II 350MHz, NT 4.0 SP6, Internet Explorer 4.0
4. Intel Pentium II 450MHz, NT 4.0 SP6, Internet Explorer 4.0
5. Intel Pentium II 450MHz, NT 4.0 SP6, Internet Explorer 5.0

With the exception of configuration 2 above, a 100Mbs Ethernet LAN connection
to the Web server was used.  The Web server configuration consisted of a dual
466MHz Celeron processor configuration running NT 4.0 and IIS 4.0 at SP6.  Con-
figurations 3-5 were connected to a dual 450MHz Intel Xeon processor configuration
running NT 4.0 IIS 4.0 SP4 via a 100Mbs Ethernet LAN.   Performance measure-
ments and analysis are presented for the "Cookie" and "Array-Frame" techniques (de-
scribed in section 3) in 4.1 and 4.2 respectively.   And finally, we present a volume
stress test benchmark of the "ARMweblog" program in 4.3 to assess logging impact
and efficiency.

4.1   Performance Analysis of the Cookie Technique

To measure overhead of the Cookie technique a simple form based, test Web applica-
tion was developed and instrumented. Measurements include the overall impact on a
set of instrumentation API calls to assess impact per transaction, individual function
call timings, and the recorded test application response times.

4.1.1   Cookie Technique Individual Transaction Overhead Assessment
The objective of this experiment is to measure a complete set of instrumentation calls
for a single transaction including the JavaScript interpretation time. Assuming the
script (ARMn.js) is loaded from the browser cache, this benchmark assesses the ex-
pected impact each instrumented page should experience.  Figure 15 below illustrates
the various measurements observed across the configurations evaluated.

The 450Mhz Pentium II processor NT 4.0 IE5 configuration recorded the lowest
instrumentation impact at 1.20ms and the 266 MHz Pentium II the highest measured
impact.  One result in particular is interesting.  The initial ARMstop API included a
function to delete the stored cookie by setting the expiration date to a specific past
date. This is a frequently used approach to cookie cleanup; however, initially a sig-
nificant 61% greater path-length overhead was observed for the 450MHz IE4 configu-
ration in comparison to the 450MHz Pentium II running IE5.  By removing the "ex-
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pires=" cookie parameter and changing the ARMstop function to recognize a zero as a
deleted cookie, path-length overhead was reduced to - a 7.6% differential between
configurations 4 and 5. This suggests that performance improvements have been im-
plemented in IE5 from the IE4 browser.

4.1.2   Cookie Technique Individual API Measurements
This benchmark scenario involves execution of each API (ARMstart, ARMstop) func-
tion 1000 times for 10 iterations (figure 16).  As indicated, the functions measured
include the ARMstart function, which stores the transaction start time in a cookie, and
the ARMstop function, which reads the cookie and calculates the response time. The
ARMwrite sub-function measures the path-length cost of logging the recorded re-
sponse time to the Web server.  This function was also invoked 1000 times and the
mean path-length computed.

The Pentium II 450MHz IE4 configuration exhibits the best ARMstart and ARM-
stop performance while the PII 450MHz IE5 recorded the most favorable ARMwrite
timing.  The 40% reduction in path-length time for the ARMwrite function from the
PII 450MHz IE4 to the IE5 configuration is also significant.  Note that the reduction
in path-length between IE4 and IE5 occurs predominantly in the ARMwrite function.

4.1.3   Cookie Technique Test Application Response Time
The test Web application used to evaluate the performance impact of the Cookie tech-
nique consists of two Web pages. The first page, page 1, contains a form with a button
control to initiate the response time measurement (ARMstart function) and then open
a second page in the same window.  The second page, page 2, calls the ARMstop
function and displays the response time and function path-length timings, demon-
strating the ability to persist timer information across pages.  Figure 17 examines the
relative performance of all the configurations executing the test Web application.

Figure 16: WEBARM Performance Function 
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Results are generally consistent with the single transaction impact, except that the
266MHz modem configuration is showing at least a 53% increase in response over
the 266MHz LAN configuration.

An important design consideration is that the ARM program logic was configured
as a separate script object (ARMn.js) in the test Web application. The overhead to
access the script initially (non-cached) is .25 seconds for the LAN based configura-
tions and .7 seconds for the dial-up 33.6bps modem.  The alternative to the "separate
script entity" is to integrate the (ARMn.js) script into the application’s Web page.
However, while the initial Web-page response time is reduced, subsequent arm script
references on different pages do not benefit from (ARMn.js) script caching. In addi-
tion, if the script is integrated into the application page, script changes will require all
pages with the integrated script to be updated; whereas, if the separate entity
(ARMn.js) is changed no application page updates are required. Next, we review the
performance of the "Array-Frame" technique.

4.2   Performance Analysis of the Array-Frame Technique

To measure overhead of the "Array-Frame technique" a "frames" based, test Web
application was developed and instrumented. As with the Cookie technique analysis,
measurements include the overall impact on a set of instrumentation API calls to as-
sess impact per transaction, individual function call timings, and the recorded test
application response times.

4.2.1   Array-Frame Technique Individual Transaction Overhead Assessment
As with 4.1.1, this measurement describes the expected impact (using the Array-
Frame technique) each instrumented page should experience given that the script is
loaded from the local cache.  Figure 18 illustrates the various measurements observed
across the subject configurations. The 450MHz Pentium II IE5 configuration recorded

Figure 17: WEBARM Performance Sample 
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the lowest instrumentation impact at (.7ms) and the 266MHz Pentium II the highest
measured impact (4.3 ms). The main difference between the Cookie and Array-Frame
techniques is the location where the measurement timings are stored, i.e., cookie ver-
sus memory array.

4.2.2 Array-Frame Technique Individual API Measurements
Similar to the experiment described in 4.1.2, this benchmark scenario (Figure 19) in-
volves execution of each API (ARMstart, ARMstop) function 1000 times for 10 itera-
tions.  As indicated, the functions measured include the ARMstart function, which
stores the transaction start time in an array variable, and the ARMstop function, which
access the array variable and calculates the response time. The ARMwrite sub-
function measures the path-length cost of logging the recorded response time to the
Web server. Although the Array-Frame technique supports multiple concurrent timer
measurements, a single response was used for our sample application.

4.2.3 Array-Frame Technique Test Application Response Time
The Array-Frame test application employs a Web page consisting of three frames:

1. Frame 1: The Top frame is used to store the ARM measurement array.
2. Frame 2: A Web page is loaded in frame 1 that contains a form, similar to the

"cookie" test Web application, with a submit button. The "submit" button invokes
the ARMstart function and opens an instrumented page in frame 3.

3. Frame 3: When the Web page is loaded a call is made to the ARMstop and ARM-
write functions to display and record the measured response time, function path-
length timings, and demonstrate the ability to persist timer information across
frames.

Figure 20 examines the relative performance of all the configurations executing the
test Web application. As with the Cookie technique, the 450MHz Pentium II configu-
ration exhibited the superior performance with a .02 seconds response time.
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Comparing the Array-Frame to the Cookie technique, in general, response times
are equal or better (for the Array-Frame technique), ranging between .0 and .12 sec-
onds difference.  The Cookie technique path-length timings are consistently less than
the Array-Frame for configurations 1 to 4, and the Array-Frame shows the improve-
ments for the Pentium II 450MHz configuration.

4.3   Web Logging Capacity Requirements

To assess WEBARM logging capacity requirements, we developed a benchmark pro-
gram to repeatedly execute the "ARMweblog" CGI script at various rates while re-
cording the corresponding Web server processor utilization.  The results of the
"ARMweblog" benchmark for the dual 466MHz Celeron processor configuration in-
dicate that in the range of 1 to 25 logs per second, processor usage increases linearly
from 1.9% to 52%.  The alternative, IIS logging technique, extracts the response time
information directly from the IIS (Web Server) logs. The results obtained indicate that
by increasing the transaction rate from 1 to 25 logs per second processor impact var-
ied from .1% to 3.5%.  Note the significant difference in overhead required to spawn
and execute the CGI process in comparison to basic Web server logging.  Web server
logging is clearly the low overhead alternative if additional processing or metric col-
lection is not required.

5   Summary

Web application performance is an important concern for businesses implementing
mission critical applications over the Internet, since the level of performance deliv-
ered directly affects the customer.  In order to understand the level of service an ap-
plication is providing measurement is essential. We presented three forms of Web
application performance measurement methodologies: server based response time
measurement, site monitoring, and client agent/based measurement.

We provided a detailed design and software description of WEBARM a mobile
code based agent application instrumentation tool used for capturing end-to-end re-
sponse times.  Although the application designer must be concerned with the addi-
tional API calls required, the end result is a more manageable application through
service measurement.

We have analyzed several important design aspects of the WEBARM agent soft-
ware. In particular, WEBARM agent architecture, Web page instrumentation, logging
considerations, and log collection techniques were studied. We proposed two methods
of storing timer information across Web page references: the Cookie and Array-
Frame methods, and provided a detailed description of the WEBARM APIs and sup-
porting functions. We proposed, developed, and benchmarked the WEBARM agent
techniques and studied the impact of the WEBARM logging CGI process.

WEBARM is an adaptation of the ARM Version 1.0 API set; however,
WEBARM has been optimized and simplified for Web applications.  While ARM
Version 3.0 incorporates JAVA support, its emphasis is more on JAVA applications
than Web page instrumentation [16].
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Our future work includes continued monitoring of the ARM APIs evolution, in-
vestigation into response-time component analysis for Web applications, and network
based designs for automating server instrumentation.
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Abstract. Content delivery is a growing enterprise in the Internet. Crit-
ical to the management of content delivery systems is understanding cus-
tomer behavior, its impact on the consumption of system resources and
how together, these affect revenue. We believe that price dictates over-
all customer behavior and that understanding the relationship between
price and customer behavior is the key to effective system management.
To this end, we study the impact of price on revenue and system uti-
lization. Our service model is based on customers being able to refuse
content based on their capacity to pay and their willingness to pay the
price quoted. We quantify the effects of such customer behavior on rev-
enue and system utilization. Since customer behavior and characteristics
are highly varying and not known a priori, we develop an adaptive pric-
ing model which tracks user behavior as well as the arrival process to
maximize revenue. We validate it using simulation. Our simulation re-
sults indicate that the adaptive pricing scheme generates nearly the same
revenue as the theoretical expectation under very dynamic workloads.

1 Introduction

The volume of multimedia traffic has been steadily growing over the past few
years. It is very likely that in the future, it will constitute the largest percentage
of data transmitted in the Internet. The sheer volume of data involved makes
content delivery a lucrative business proposition, so much so, that specialized
overlay networks called Content Delivery Networks (CDNs) are being deployed
to meet the demand. Some of the most important issues for managing content
delivery networks include: (1) capacity planning, (2) controlling system utiliza-
tion, and (3) maximizing revenue. Capacity planning is essential to meet future
demand. System utilization is a measure of the popularity of the enterprise as
well as an indicator of the short term availability of resources. Control over
system utilization allows the content provider to provision resources in an ef-
ficient manner. At the same time, revenue maximization is the central goal of
any business enterprise. Therefore, an important task is to develop mechanisms
that control system utilization as well as maximize revenue. In this paper we
investigate pricing and price adaptation as mechanisms to achieve these goals.

A fundamental contribution of this paper is to recognize the probabilistic
nature of user behavior and quantify its impact on the system. Let us consider
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an example to illustrate the probabilistic nature of customer behavior. Consider
a teenager with $15 as pocket money at a video-game parlor. The latest release of
a hit video-game is very attractive to him, but whether or not he chooses to play
the game depends on the price associated with the game and the money he has
with him. He may be very likely to play for $5, but not for $14. He may decide
to wait for another month when the game is not so new and the price falls.
There is a probability associated with his decision to play based on the price
and his capacity to pay. This probability is typically modeled using a utility
function. In this paper, we choose a different but analogous model to represent
this behavior. We can see a direct correlation between the example described
here and purchasing content in the Internet. In general, the probability that
a customer buys the service decreases with increasing price and increases with
his or her capacity to pay. We try to capture this behavior in our work. Under
specific assumptions of user behavior and a system model, we analyze pricing
mechanisms which maximize expectation of revenue. We use the term expectation
in the statistical sense, because the revenue generated depends on a probabilistic
user behavior model. Our work is based on a video-on-demand server, but it is
sufficiently general to be applied to other forms of content.

Delivery of content depends on three factors—resource availability, customer
capacity to pay and customer willingness to pay. In this paper, we analyze pric-
ing mechanisms for a system with limited resources, a Pareto distribution of
customer capacity to pay and a probabilistic model for user willingness to pay
the quoted price. We argue that charging a constant price will maximize the
expected revenue for any user willingness model in which user willingness de-
cays with increasing price. We derive the constant price for the user willingness
models we use in this paper. We also derive a relationship between system uti-
lization and price. Using this relationship, one can control system utilization
in predictable ways by varying the price. Since the parameters of the customer
capacity distribution will not be known to the service provider, we develop an
adaptive pricing model which estimates these parameters. Our algorithm adapts
to the user behavior as well as to dynamic workloads. We show, using simula-
tions, that revenue using the adaptive pricing scheme matches closely with the
expectation of revenue, given the probabilistic customer willingness to pay.

Pricing mechanisms have been suggested earlier for managing resource alloca-
tion and congestion control [1,2]. Researchers have also suggested differentiated
pricing schemes based on service and quality [3,4]. These differentiated schemes
propose creation of service classes with different quality guarantees. In this pa-
per, we assume one single service class for content delivery. Goldberg et al. [5]
suggest flat rates for pay-per-view movies. But they argue that finding the opti-
mal price to maximize profit is difficult. Our adaptive algorithm is a mechanism
to overcome this problem. Basu and Little[6] consider the impact of price on
the request arrival process for video-on-demand systems. They formulate pric-
ing strategies assuming that a good user behavior model can be found using
marketing analyses. In our work we take a different approach. We develop an
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analytical model that describes general user behavior and use an adaptive algo-
rithm to learn the actual values of the parameters governing the user behavior.

The rest of the paper is organized as follows. We describe our basic system
model used in this paper in Section 2. We formulate the theoretical expectation
of revenue and the relationships between system utilization and price in Section
3. In Section 4, we develop the adaptive pricing scheme. We validate it using
simulations in Section 5. We conclude the paper in Section 6.

2 System Model

We consider a system where requests are satisfied if resources are available and
the customer agrees to pay the quoted price. Resources are modeled as logical
channels. Every request which is satisfied occupies a channel for some finite
amount of time. For a video-on-demand server we can think of the channels as
the number of movies that can be served simultaneously. In this paper we do not
focus on how the channel is allocated or how an allocated channel is managed.
These issues have been treated in detail in earlier work [7,8,9,10,11]. We mainly
focus on the interaction between the system and the customer before a channel
is allocated.

Economic theory has established that there are a large number of customers
with a small income and a very small number of customers with a very large
income [12]. It is reasonable to assume that customers’ capacities to spend will
follow a similar behavior. In this paper, we use a Pareto distribution[12] to
represent the capacity to spend. Every customer has the capacity to pay based
on a Pareto distribution with two parameters–shape α and scale b. All customers
have capacities at least as large as b. The shape α determines how the capacities
are distributed. The larger the value of α, the fewer the people with a very large
capacity to pay. The Pareto density function is defined as f℘(x) = αbα

xα+1 , for
x ≥ b. Figure 1 illustrates the Pareto density function for different values of
shape α, and scale b = 671.

Even though customers can spend, they may not be willing to do so. To
adequately describe the willingness of customers to pay, we define a family of
probability functions. Consider an arbitrary customer with capacity χ. We de-
note his/her decision to purchase the service, by the random variable Υ which
can take two values–1 for accept and 0 for reject. As discussed in the example
in the previous section, the probability that the customer accepts the price ψ,
denoted by P{Υ = 1 | ψ} depends on his/her capacity χ, and the price ψ.

P{Υ = 1 | ψ} =

{
1 −

(
ψ
χ

)δ
, 0 ≤ ψ ≤ χ

0 , ψ > χ
(1)

In this paper, we work with a simple model, where P{Υ = 1 | ψ} is defined as
shown in Equation 1. By varying the parameter δ, we can make the willingness
1 For, b=67 and α = 3, the mean of the Pareto distribution is 100.
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Fig. 1. Pareto Density (left) and Probabilistic User Willingness (right)

as elastic as desired. The higher the value of δ, the more willing are customers to
spend money. We show three different willingness models for a customer having
capacity 100, with δ values 2, 3 and 4 respectively in Figure 1. As can be seen,
the model with δ = 4 makes the customer much more willing to spend money
than in the case of the other two models. In fact, as δ increases to around 4.0
or greater, the willingness begins to resemble a “step-function”. To make our
model easier to analyze, we make a simplifying assumption that all customers
will conform to one single model (as opposed to different customers obeying
models with different values for δ). As we shall show later, this does not affect
the adaptive pricing algorithm that we develop in Section 4.

3 Price, Revenue, and System Utilization

In this section, we discuss how customer capacities and their willingness to pay
affects revenue and system utilization. We then derive expressions for the opti-
mal price which maximizes the expectation of revenue under different workload
conditions.

Even though the overall distribution of capacities is assumed to be Pareto,
there is no way to know the capacity or willingness of any given customer. Hence,
to maximize revenue, it makes more sense to charge every customer a constant
price. By choosing a constant price we maximize the chances that they accept.
We have proven this intuition correct using probability theory. The proof hinges
on the fact that the expectation(mean) of a function(in this case revenue) is
maximized when the probability that the function takes the maximum value
is 1, i.e., the function is a constant. The actual value of the price for which
expectation of revenue is maximized depends on the user willingness model. We
state the following theorems without proof (owing to reasons of space):

Theorem 1. If the shape parameter α > 1 (i.e., a finite mean for the Pareto
distribution exists), and willingness P{Υ = 1 | ψ} decreases monotonically with
respect to ψ and tends to 0 as ψ approaches ∞, then the expectation of revenue,
E [γ], is maximized when ψ is a constant.
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Theorem 2. For the user willingness defined in Equation 1, the expectation of
the variable Υ given price ψ, E [Υ | ψ] is as follows:

E[Υ | ψ] =


1 − α

α+δ

(
ψ
b

)δ
, 0 ≤ ψ ≤ b

δ
α+δ

(
b
ψ

)α
, ψ > b

(2)

Theorem 3. For the user willingness defined in Equation 1, the expectation of

revenue, E[γ], is maximized when the price ψmax =
[

α+δ
(δ+1)α

] 1
δ

b. The expectation

of Υ given price ψmax is δ
δ+1 .

According to Theorem 1, the content provider should charge a flat rate to
maximize revenue for the system model used in this paper. Theorem 2 gives an
estimate on the mean rate at which customers accept a quoted price ψ. Theorem
2 tells us that the mean rate of acceptance is at least δ

α+δ if the price is less than
b, and at most δ

α+δ if the price is greater than b. Theorem 3 suggests what price
should be charged to maximize revenue.
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Consider a system with n channels. If requests arrive at a rate λ, and the
mean duration to service the request (e.g., the play-out time for a movie) is d,
then the system utilization, ρ, when we charge price ψ is given by:

ρ =
λE[Υ | ψ]d

n
(3)

According to Theorem 3, when the content provider charges a price[
α+δ

(δ+1)α

] 1
δ

b, the rate at which customers accept the price is δ
δ+1 . Hence, the

system utilization ρmax which yields maximum expectation of revenue is given



334 S. Jagannathan and K.C. Almeroth

by λδd
(δ+1)n . Figure 3 shows how the acceptance rate, E[Υ | ψmax], and ρmax vary

with the elasticity of willingness, δ, for a system with 500 channels, a mean play-
out duration of 100min and an arrival rate of 10 requests/min. Also shown is
how ρmax varies with the arrival rate for the same system when the elasticity, δ,
is 2.0. Note that system utilization cannot be greater than 1. This implies that
resource constraints may prevent achieving the maximum expectation of revenue
when either the arrival rate is high, or willingness to pay is very high. Therefore
in an environment with large fluctuations in arrival rate or one in which customer
willingness is high, the price charged must adapt itself to achieve maximum rev-
enue. Note that in a system with n channels, and mean play-out duration d, on
average, not more that nt

d requests can be served in a time duration t. Also note
that according to Theorem 3, the maximum expectation of revenue is achieved
over time t, when λδt

δ+1 requests are served. Thus, when λδt
δ+1 >

nt
d , resources are

insufficient to achieve maximum expectation of revenue. It is intuitive to increase
the price at such a juncture to such an extent that the acceptance rate declines
to equilibrium, i.e., only as many customers accept the price, as can be accom-
modated by the system. We have proved using calculus that this does indeed
achieve maximum revenue. We state the following theorem without proof:

Theorem 4. Let customer capacities be Pareto distributed with shape α, α > 1,
and scale b. Let their willingness to pay be as defined in Equation 1. Consider a
system with n channels serving content with mean play-out duration d. Let λ be
the request arrival rate. The expectation of revenue for the system is maximum
when the content provider charges a price ψMAX defined as follows:

ψMAX =




[
α+δ

(δ+1)α

] 1
δ

b , δ
δ+1 ≤ n

dλ[(
α+δ
α

) (
1 − n

dλ

)] 1
δ b , δ

δ+1 >
n
dλ ≥ δ

(α+δ)[
λdδ

n(α+δ)

] 1
α

b , δ
δ+1 >

δ
(α+δ) >

n
dλ

(4)

Theorem 4 gives the content provider a mechanism to maximize revenue
based on arrival rate and observed willingness elasticity δ. We delve into this in
greater detail in the next section.

4 Adaptive Pricing Scheme

The theory developed in the previous section tells us how the user acceptance
rate varies with price and what price to charge to maximize the expected revenue.
However, the optimal price is dependent on the Pareto distribution parameters
(shape α, and scale b) and the willingness elasticity parameter, δ. These param-
eters will not be known to the content provider. Moreover, they may not even
be observable, because a customer will not disclose his capacity to pay. The only
observable events are the customer’s acceptance of the quoted price (denoted by
the binary variable Υ ), and the request arrival rate λ.
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We have developed an adaptive pricing algorithm that learns from the rate
at which customers accept a given price. We use the equations developed in
Theorems 2 and 3 to relate the rate of acceptance and the price charged. There
are three unknown variables, α, b and δ and only two observable events, Υ and
λ. Of these two observables, λ cannot always be used. Hence, we must assume
some reasonable value for two of the unknowns to be able to predict the third:

1. We assume an arbitrary value for α. This is because the expected revenue
is not very sensitive to α even for moderately large values of α. And we
expect α to be large for the customer capacities. We shall show later using
simulations that mis-estimating α does not significantly alter our results.

2. We now have to assume some reasonable value for one other unknown. In-
stead of assigning a single estimate we identify a set of possible values and
then compute the other unknown. The parameter that we choose to identify
a set for is the willingness elasticity parameter, δ. We choose the set ∆, con-
sisting of feasible values of δ, such that it covers a wide range of elasticity
of willingness. For instance, if we constrain δ to belong to the set {0.7, 1.0,
1.3, 1.6, 2.0, 2.4, 2.7, 3.0, 3.4, 3.8}, any actual value of willingness elasticity
can be approximated to one of the elements in the set. Now, the problem of
prediction is slightly more tractable.

Normal Alert

Alert
RED

Receding

Low Arrival

High Arrival

High Arrival

High ArrivalLow Arrival

High Arrival

Low
Arrival

Low Arrival

Fig. 3. State Diagram to Monitor Arrival Rate

Our algorithm adapts after observing a round of requests. Each round consists
of 100 customer requests. Note that we chose 100 arbitrarily. We want to observe
acceptance rate over a reasonable number of customers. A constant price ψ is
charged in each round. This allows us to observe the rate of acceptance for
price ψ. This observed rate is then equated to the formula for E[Υ | ψ] derived
in Theorem 2. At the same time, the arrival rate is also monitored. The time
elapsed for one round to complete gives an estimate of the current arrival rate.
For each feasible value of elasticity δ, (i.e., elements of set ∆), we compute a
possible value for b. We choose the appropriate equation to use from Equation 2
based on whether or not the observed rate of acceptance is greater or less than
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δ
α+δ . Once we have a set of feasible values for b, we perform one more round
of experiments. We choose an arbitrary price and compute the expected rate
of acceptance for each of the feasible values of b. After this second round, we
compute which feasible value of b most closely predicted the observed acceptance
rate. We use that value for b, and the corresponding δ in Theorem 4 to get the
price to be charged in the next round. Since the price to be charged depends
on the arrival rate, we maintain a state based on the state diagram shown in
Figure 3. If λδ

δ+1 ≤ n
d , then we term the arrival rate as “low”. Otherwise, we call

it “high”. Since a high arrival rate in one single round of 100 requests can be a
false alarm, we change state to “Red-Alert” only when the arrival rate is high
enough in two successive rounds. Similarly, when in a “Red-Alert” state, there
is a transition to “Normal” only after two successive rounds of low arrival rate.
Since state transitions are dependent on elasticity value δ, for each δi ∈ ∆, we
maintain a separate state Si. Thus, depending on the current value of δ being
used, we charge a price based on that δ and the corresponding b and state S. For

states “Normal”, “Alert” and “Receding”, we charge
[

α+δ
(δ+1)α

] 1
δ

b while for the

state “Red-Alert”, we charge either
[(
α+δ
α

) (
1 − n

dλ

)] 1
δ b or

[
λdδ

n(α+δ)

] 1
α

b based

on the value of ndλ as shown in Theorem 4. The algorithm is presented in Figure
4.

5 Simulations

In this section, we validate the theory and algorithm developed in the previous
sections using simulations. We have implemented a simulator to model the con-
tent delivery system. Our simulations can be divided into two broad categories.
One set of simulations validates the theoretical model developed in Section 3.
We verified that Theorem 2 accurately predicts the acceptance rate and that
the price suggested by Theorem 3 maximizes the revenue. We validated Theo-
rem 4 through simulations. The second category of simulations deals with the
adaptive pricing algorithm. The adaptive algorithm assumes some value for the
shape of the customer capacity distribution. We show that the revenue earned
is fairly insensitive to this assumed value. We compare the revenue earned us-
ing our algorithm with that earned by a prescient algorithm that knows all the
parameters of the customer distribution. We show that the adaptive algorithm
earns revenue very close to the predicted maximum expectation for a wide range
of customer willingness elasticity and highly varying workloads. We also show
simulation results that indicate that the adaptive algorithm is robust in dealing
with situations not modeled by the theoretical framework developed in Section
3.

The following is a description of parameters that we used for our analysis.
We performed simulations with 500 logical channels. We chose a fixed number
of channels because the system capacity typically does not change very often.
We chose request service times from a uniform distribution between 90 and
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1. Choose an arbitrary price ψ0. and a value for α
2. Choose a set of elasticity values ∆ = {δ1, ..., δn}
3. For the next 100 arrivals charge ψ0.
4. Compute the observed acceptance rate p0 and the arrival rate λ0.
5. ∀δi ∈ ∆, initialize state Si to “Normal” or “Alert” based on δi and λ0.
6. ∀δi ∈ ∆, compute scale bi using Theorem 2.
7. Choose another arbitrary price ψ1.
8. ∀δi ∈ ∆, compute expected acceptance rate
for price ψ1 using scale bi and Theorem 2.

9. k ← 1
10. Repeat forever
11. For the next 100 requests, charge a price ψk

12. Compute the acceptance rate pk and arrival rate λk.
13. ∀δi ∈ ∆ update state Si based on λk.
14. For each δi ∈ ∆, compute scale bi using Theorem 2.
15. Compare the acceptance rates predicted in round k − 1

with the observed acceptance rate pk.
16. Identify the δopt whose predicted acceptance rate

most closely matches the observed acceptance rate pk.
Let bopt be the scale computed in this round using δopt.

17. Set price ψk+1 using δopt, bopt and Theorem 4
18. For each δi ∈ ∆, compute expected acceptance rate

for price ψk+1 using scale bi and Theorem 2.
19. k ← k + 1.
20. End loop

Fig. 4. Our adaptive pricing algorithm

110 minutes. This closely models the typical length of movies. Channels were
allocated based on a FCFS policy. Requests arriving when there are no free
channels are rejected. There is no waiting queue. The capacities of individual
customers were chosen from a Pareto distribution with scale 67 and shape 3.0.
This distribution has a mean value of 100. We chose only one representative
Pareto distribution of capacities because of two reasons. First, the actual shape
of the distribution does not affect the results. It is the relative error between
the assumed and actual values that will affect the simulation results. Second,
the actual value of b is more related to the service being sold and its perceived
value. Hence it is largely independent of our prediction algorithm. We chose
values for customer willingness (δ) from the set [0.5, 5.0]. When δ is small, the
customer is extremely unwilling to purchase the content. For δ values around
5.0, the probability that the customer will purchase the content is nearly 1.0 (if
the price is less than his capacity to pay).

The workload models we used in our simulations are shown in Figure 5. These
models are adapted from the work on arrival-rate based scheduling by Almeroth
et al. [9]. The workloads are modeled based on a 24 hour period beginning from
8.00am of one day and running to 8.00am of the next. “Prime time” periods see
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a surge in demand. We have used a steady baseline workload, with no surges in
demand, and three non-steady workloads. The arrival rates during prime time
for the non-steady workloads was around five times greater than the normal
rate, based on statistics reported by Little and Venkatesh [11]. We simulated
both gradual as well as sudden increases in arrival rate. We also used a workload
with hourly spikes in arrival rate during primetime. This type of workload is
based on the belief that the workload for some systems may be synchronized
with an external event like wall-clock time.
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Fig. 5. Workloads

5.1 Validating the Analytical Framework

To validate Theorems 2 and 3, we ran different sets of simulations, charging
a constant price from each customer and varying the price across simulations.
We chose arrival rates which would not overload the system. We found that
the theorems accurately predict the acceptance rate and mean revenue, given
the price. The results of these simulations are described in greater detail in our
earlier work [13].

To confirm our intuition that during peak-hours, we must charge as much
money as will result in highest predicted system utilization, we ran different sets
of simulations with very high arrival rates. In each set of simulations, we varied
the price across simulations. The price charged in each particular simulation
was kept constant. We show the system utilization, acceptance rate and revenue
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earned in two such sets of simulations in Figure 6. The arrival rate in these sets
of simulations were 10 per minute and 30 per minute respectively. Henceforth
we shall refer to these sets as Set 1 and Set 2 respectively. The elasticity δ for
both the sets was 2. Note that according to Theorem 3, a price of 49.93 will
yield maximum revenue and result in an acceptance rate of 0.667. However, this
means that on average we have 6.67 requests (for Set 1) and 20 requests (for
Set 2) being serviced per minute. But the system cannot sustain more than
500
100 requests per minute. Thus we cannot achieve the maximum predicted by
Theorem 3 due to lack of resources. Theorem 4 was derived for such situations.
Theorem 4 predicts that highest expectation of revenue is ahcieved at price 61.16
for Set 1 and at price 89.70 for Set 2. We observe that this prediction is indeed
true for both Set 1 as well as Set 2. Furthermore, the acceptance rate predicted
by our theorems are also accurate. The observed system utilization also closely
matches the predictions. We found Theorem 4 to be accurate in all the sets of
simulations we ran.
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Fig. 6. Verification of Theorem 4

5.2 Validating the Adaptive Pricing Algorithm

Having validated our theoretical framework, we performed simulations to vali-
date our adaptive algorithm. We ran simulations to: 1) evaluate how much rev-
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enue is generated using the adaptive algorithm, 2) study how the assumed value
of shape impacts revenue, 3) study the impact of the starting price and, 4) evalu-
ate the robustness of the algorithm. To evaluate the performance of the adaptive
algorithm, we compared the revenue generated by it to the predicted expecta-
tion as well as to the revenue generated by a prescient algorithm. The presicent
algorithm has knowledge of all the parameters in the simulation except the ex-
act knowledge of the capacity and willingness of each individual customer. The
revenue generated by the prescient algorithm represents a physical upper-bound
on the expected revenue. Since the predicted revenue will vary with willingness
elasticity δ and the workload, we use the ratio of actual revenue and predicted
revenue as a metric. We shall call this ratio as the Revenue-ratio. The greater
this ratio, the better the algorithm. Note that this ratio can be greater than 1.0
because we are predicting the maximum expectation of revenue. We also use the
predicted and observed system utilization as a measure of the performance of
the algorithm. The closer the predicted and observed utilization, the better the
algorithm. The system utilization achieved by the prescient algorithm gives us
an idea of the physical bounds even when we have complete knowledge.
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We ran a wide range of simulations varying the assumed value of shape as
well as the elasticity of willingness δ. Figure 7 depicts the the observed range
of Revenue-ratio for different assumed values of shape. For each assumed value
of shape, we obtained this range by running simulations with different values of
willingness elasticity δ. The values of δ used in the simulations was different from
the set ∆ used by the adaptive algorithm. Also shown is the mean revenue-ratio
of the prescient algorithm for those values of δ. The starting price, ψ0, was 20
and ψ1 was 40, for all these simulations. As can be seen, the adaptive algorithm
performs very well for each kind of workload irrespective of the assumed value
of shape.
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Fig. 8. Impact of Starting Price on Different Workloads

To study the impact of starting price on the revenue generated by the algo-
rithm, we ran a number of simulations with different starting values. We varied
ψ0 in these simulations and always chose ψ1 to be twice the starting price, i.e.,
2 × ψ0. Our simulations indicate that the performance of our algorithm is inde-
pendent of the starting price. This behavior is expected because, the algorithm
computes the scale for a wide range of feasible values of δ. Thus, it is able to
adapt to the correct scenario no matter what the starting price. We present a
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representative plot of the results for each kind of workload in Figure 8. Shape,
α, was assumed to be 2.0 (by the adaptive algorithm) for this set of simulations.
The elasticity δ was varied. As before, we present the range of revenue-ratios
we observed, when we varied δ for a given starting price ψ0. Due to reasons of
space we are unable to present a representative plot of the impact of starting
price on system utilization. Our simulations indicate that, like revenue, system
utilization too is relatively independent of the starting price.
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In this paper, we made an assumption that all the customers conform to
a single elasticity parameter δ. However, in reality, this parameter may vary
from person to person. Our adaptive algorithm will be able to adapt to these
variations. It will choose the closest δ which approxiamtes the overall customer
behavior as a whole. To confirm that this is indeed true, we ran simulations in
which the parameter δ for a customer was chosen from a uniform distribution.
Note that for such customer behavior we do not know the maximum expectation
of revenue. Therefore it is difficult to evaluate the performance of the algorithm.
However, if the workload does not exceed the available resources, according to
Theorem 1, the maximum expectation of revenue is achieved when we charge
a constant price. For such workloads, we can exhastively search for the opti-
mal price using simulations. We chose a steady workload (arrival rate of 6 per
minute) such that resources would be available even when δ for all customers is
the maximum possible. We ran simulations to exhaustively search for the price
which generates maximum revenue. We then ran simulations with our adaptive
algorithm for the same customer behavior. We found that the algorithm per-
formed remarkably well. The ratio of the revenue generated by the algorithm to
the maximum revenue found using simulations is shown in Figure 9. We present
the range of ratios generated when we used different assumed values for the
shape, α, in the adaptive algorithm. Though the performance in the graph does
not “prove” that the algorithm is robust, it does indicate that the algorithm
adapts fairly well to customer behavior.
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6 Conclusions and Future Work

In this paper, we studied the impact of price on the revenue and utilization
of FCFS content-delivery systems. We developed an analytical framework for
maximizing revenue and quantified the relationship between price and system
utilization. This relationship can be used to manage system utilization by con-
trolling the rate at which customers purchase the content. We have also devel-
oped an adaptive pricing scheme that tracks observable customer behavior to
suggest the price. We performed simulations to validate our analytical frame-
work and to evaluate the performance of the adaptive pricing scheme under
dynamic workloads. Our simulations indicate that our algorithm is robust and
generates revenue close to the maximum theoretical expectation. Therefore, with
an effective dynamic pricing scheme, we now have a powerful mechanism to af-
fect system utilization and revenue. Both of these characteristics are critical to
successfully managing a content delivery service.

Our future work is to focus on using price to manage systems which use
sophisticated scheduling mechanisms like batching. Also, the effects of content
popularity and temporal changes in customer behavior need to be studied in
greater detail. Content popularity has a significant impact on its perceived value
and hence the revenue. An eventual goal of our work is to leverage content
popularity and maximize revenue by allowing customer and provider to negotiate
the price for the content.
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Abstract. We have recently proposed a novel approach to distributed man-
agement for large-scale, dynamic networks. Our approach, which we call
pattern-based management, is based on the methodical use of distributed
control schemes. From an engineering point of view, our approach has two
advantages. First, it allows for estimating the performance characteristics
of management operations in the design phase. (This was the subject of an
earlier paper.) Second, it reduces the complexity of developing scalable,
distributed management programs, by promoting the re-usability of key
software components. In this paper, we demonstrate how pattern-based
management programs can be designed and implemented. We propose an
object model for these programs and give a concrete example of how a
management task, such as obtaining the current link load distribution of the
entire network, can be realized. The example illustrates that our model
facilitates writing the key software components in a compact and elegant
way.

1 Introduction

In our recent research, we have proposed a novel approach to distributed
management, which applies particularly well to large-scale networks and to networks
that exhibit frequent changes in topology and network state [5][6]. We call this
approach pattern-based management. It is based on the methodical use of distributed
control schemes. The key concept is that of navigation patterns, which describe the
flow of control during the execution of a (distributed) management program. A
navigation pattern determines the degree of parallelism and internal synchronization
of a distributed management operation.

The concept of navigation patterns has two main benefits. First, it allows for the
analysis of management operations with respect to performance and scalability [6].
Second, from a software engineering point of view, navigation patterns allows us to
separate the semantics of a management operation from the control flow of the
operation. This means that a typical management operation can be realized using
different navigation patterns, which can be chosen according to different performance
objectives. Also, since a pattern is generic and does not encapsulate any management-
specific semantics, the same pattern can be used for different management tasks. We
believe that, as a consequence, our approach will free the management application
programmer from developing distributed algorithms, allowing him/her to focus on the
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specific management task and to select a navigation pattern that captures the
requirements for that task.

Table 1: Management paradigms with different control schemes and programming models

Manager-Agent Centralized control Program runs on manage-
ment station, operates on
‘global’ MIB

Management by Delega-
tion, Remote Evaluation

Centralized control
Dynamic delegation of
subtasks

Program runs on manage-
ment station, subprogram
runs on local MIBs

Mobile Agent Decentralized control,
realized by
intelligent autonomous
decisions

Agent program controls
code migration and oper-
ations on local MIBs

Pattern-based
Management

Decentralized control,
realized by
network algorithms

Distributed program runs
on topology graph whose
nodes are local MIBs

     Table 1 shows how pattern-based management relates to other management para-
digms. The manager-agent model, based on the client-server paradigm, realizes a cen-
tralized control scheme. This control scheme can be characterized by a management
program running on a management station and operating on the Management
Information Base (MIB), which is distributed among agents in the network. The
manager-agent model serves as a basis for the management standards behind SNMP
and CMIP [15][9]. The main limitation of this model is its poor scalability, since it
can lead to a large amount of management traffic, a large load on the management
station, and long execution times for management operations, especially in large
networks [17]. To overcome this drawback, the concepts of management by
delegation (MbD) and remote evaluation (REV) were proposed [1][16]. These
concepts allow for delegating tasks from the management station to the agents in the
network via the downloading of scripts. A further step towards decentralized control
was taken with the introduction of mobile agents for management tasks [11]. Mobile
agents can be characterized by self-contained programs that move in the network and
act on behalf of a user or another entity. Mobile agents are generally complex, since
they exhibit some kind of intelligent behaviour, which allows them to make
autonomous decisions. In contrast to the mobile agent approach, our paradigm,
pattern-based management, stresses the use of simple, dedicated components, which
run in parallel on a large number of network nodes. All of the above paradigms,
except for the manager-agent model, necessitate an execution environment on the
network nodes, which executes scripts, mobile agents or pattern programs,
respectively.

Our work is close to Raz and Shavitt [12], which advocates the use of distributed
algorithms in combination with active networking for network management. We
differ from [12] in our emphasis on the separation of the flow of control of the
management operation from its semantics through an explicit interface.
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Fig. 1. Examples of simple navigation patterns

Figure 1 shows simple examples of navigation patterns. The most basic pattern is
the type 1 pattern, where control moves from one node to another and returns after
triggering an operation. This pattern exemplifies a typical manager-agent interaction.
A type 2 pattern illustrates the case where control moves along a path in the network,
triggers operations on the network nodes of this path, and returns to the originator
node along the same path. A possible application of this pattern is resource
reservation for a virtual path or an MPLS tunnel [13]. In a type 3 pattern, control
migrates in parallel to neighbouring nodes, triggers operations on these nodes, and
returns with result variables. This pattern can be understood as a parallel version of
the type 1 pattern. Finally, in a type 4 pattern, control moves along a circular path in
the network. All these examples illustrate that navigation patterns can be defined
independently of the management semantics.

To fully exploit the advantages of pattern-based management, we envision the
use of patterns with more inherent parallelism than those given in Figure 1. For
instance, in [6] we have introduced the echo pattern, which triggers local operations
on all nodes of the network and aggregates the local results in a parallel fashion.

As discussed in [6], navigation patterns can be defined using asynchronous
parallel graph traversal algorithms, also known as network algorithms [8]. Note that
the concept of a navigation pattern is very different from that of a design pattern as
used in software engineering. While a navigation pattern captures the flow of control
of executing a distributed operation, a design pattern describes communicating
objects and classes for the purpose of solving a general design problem in a particular
context [4].
A pattern-based management system can be realized in various ways. One possibility
is through a mobile agent platform that is installed on the network nodes (or on con-
trol processors that are attached to the network nodes) and provides access to the
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nodes’ control and state parameters through local interfaces [5]. On such a platform,
management operations are coded as mobile agent programs, and navigation patterns
define the migration, cloning and synchronization of the agents, which are executed
on network nodes, perform local operations, and aggregate results. Another
possibility for realizing the concept of navigation patterns is to program patterns on
an active management platform, such as ABLE [12]. Such a platform includes
commercial routers that have been enhanced by an active management node, which
processes active packets that have been filtered out by the router. In ABLE, such
packets contain Java code that is executed on the management node. An interesting,
third possibility is the case whereby the code for performing a management operation
is not transported to the nodes as part of this operation. (The code has either been
installed beforehand or is loaded on demand from a code server.) In this case, pattern-
based management can be realized by a system that exchanges messages between
network nodes, which simply contain part of the execution state of the management
operation.
This paper reports on our research in how to program navigation patterns and how to
develop pattern-based management programs. Section 2 discusses the structure of a
pattern-based management program. Section 3 introduces the three main object
classes in a management program-- navigation pattern, operator and aggregator.
Section 4 gives a concrete example of a management program, using the echo pattern
to compute the current load distribution of all links in the network. This example also
shows how the migration of control, defined by the pattern, can be decoupled from
the management semantics of the program. Finally, section 5 summarizes the results
of this paper and gives an outlook on our future work.

2 The Structure of a Pattern-Based Management Program

Figure 2 illustrates the structure of a pattern-based management program. It is com-
prised of three abstract object classes [14]. The first class, called navigation pattern,
specifies how the flow of control of the program migrates from node to node during
the course of its execution. The second class, called aggregator, specifies the
operation to be performed on each node and how its results are to be aggregated. The
third class, called operator, provides a (management) platform independent interface
to state and control variables of a network node.
The relationship between the instances of a pattern, an aggregator and an operator is
as follows. The navigation pattern controls the execution of the aggregator on the net-
work nodes. The aggregator implements the management semantics of a particular
management operation. It runs in an execution environment and accesses node func-
tions through the operator. A navigation pattern can also access the operator to
retrieve node information in order to make traversal decisions.
The execution of a pattern-based management program involves asynchronously
creating and maintaining a set of distributed states throughout the network. We distin-
guish among three different abstract classes for these states. The pattern state class
contains information used by navigation patterns to traverse the network, while the
aggregator state class holds the state of the distributed management operation.
Finally, the node state class represent the operational state of a network node that is
accessible to management operations.
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Fig. 2. Class diagram of a pattern-based management program. Abstract classes are in italic.

Pattern and aggregator state can exist in two forms. State that is stored on
individual nodes for the lifetime of the management program is called fixed state.
Sometimes, it is required that data is carried from node to node as the program
executes on the network, in which case we refer to it as mobile state. For example, an
aggregator that counts the number of leaf nodes in a network may store sub-totals as
fixed states on certain nodes during program execution. In contrast, a navigation
pattern that “backtracks” to nodes previously visited may carry its return path in form
of a mobile state. While both fixed and mobile states have the same generic structure,
the mobile state implements additional functionality, such as data serialization which
it requires for state migration.

3 Patterns, Operators, and Aggregators

The abstract class navigation pattern is specialized into concrete classes, each of
which defines a particular graph traversal algorithm. These algorithms distribute the
flow of control of the management program in a particular manner. For example, the
echo pattern shown in the Figure 4 represents a navigation pattern that distributes
control according to the wave-propagation algorithm [3][6].

For each concrete class of a navigation pattern, we define a corresponding
abstract aggregator class. A pattern and an aggregator must fit together in order to
function properly. Therefore, as shown in Figure 3, an abstract echo aggregator class
is defined for the echo pattern class. This aggregator class in turn must be specialized
into concrete application-specific classes, one for each type of management operation
to be implemented. For example, the echo aggregator in Figure 3 is specialized into
two different concrete aggregator classes--the leaf counting aggregator, and the
aggregator for computing the connectivity distribution of the network topology.

In Figure 3, we also see that the abstract operator class is specialized into classes
that interface with specific technologies for node access. In this example, three types
of operators are given-- interfaces for SNMP, CMIP and GSMP [10].
       As we will show in the following section, we define and implement a navigation
pattern using the model of a Finite State Machine (FSM). When a management
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Fig. 3. Specialization of patterns, aggregators and operators. Abstract classes are in italic.

program is launched, control is transferred from the management station to the
program’s pattern. The execution of a pattern on a network node involves two
actions. First, the FSM state of the pattern is determined via the internal logic of the
pattern and, second, a function corresponding to that state is triggered in the
program’s aggregator. Note that for each FSM state, there is exactly one function in
the aggregator corresponding to that state. This function defines the local actions or
operations to be performed by the aggregator when the pattern is in the associated
state. In this sense, the interface between pattern and aggregator can be modelled as
an FSM that represent the operation of the pattern and the navigation pattern can be
seen as controlling the execution of the management operation (via the aggregator)
through those states.

4 Writing a Pattern-Based Management Program

Writing a pattern-based management program is a two-step process. In the first step,
a navigation pattern which drives the execution of the management operation, is
developed (or selected from a catalogue of well-known patterns). In the second step,
an aggregator, which performs the actual management operation, is written. In the
following subsections, we discuss both steps in detail.

Consider the development of a management program that obtains the link load
statistics and computes the link load distribution across a large network in near real-
time. Management operations of this nature provide a network operator with an
immediate snapshot about the state of the network and allow decisions to be made in
a responsive manner.

The traditional approach to this problem, using a centralized management para-
digm, calls for writing a management program that polls every node in the network
and then processes the results to compute the histogram. While feasible for small
networks, this approach does not scale for most network topologies, due to the
increasing processing time and the induced traffic overhead. A different, more
sophisticated approach, includes a hierarchy of management entities-- a solution that
is not feasible for dynamic networks with frequent changes in topology.
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In contrast, a pattern-based management system is distributed in nature and
requires no global topology information in order to accomplish the above task. A
pattern-based approach to the problem involves selecting a navigation pattern that
traverses all nodes in the network and implementing an associated aggregator that
computes the required histogram during the pattern’s traversal. As we have shown in
[6] with the example of running the echo pattern on the Internet, a pattern-based
management program can be significantly more efficient in a large network for this
task than a centralized system.

4.1 Programming the Echo Pattern

In this section, we show how to implement the echo pattern, a navigation pattern we
have introduced in [6]. Management operations based on this pattern do not need
knowledge of the network topology, can dynamically adapt to changes in the
topology and scale well in very large networks.

The defining characteristic of the echo pattern is its two-phase operation, which
works as follows. In the first or expansion phase, the flow of control emanates from
the node attached to the management station (start node) via messages called
explorers. When an explorer arrives at a node for the first time (unvisited node), it
sends out copies of itself on all links, except for the one it arrived from (explorer
link). It then marks the node as being visited. When an explorer arrives on an already
visited node, it triggers the second phase of the pattern, the contraction phase, by
sending a message called an echo out on its explorer link. If an explorer arrives at a
leaf node, (one whose only link is an explorer link), it is returned as an echo. When
all the explorers of originating from a node have returned as echoes, a new echo is
generated and sent out on the node’s explorer link. Therefore, for every explorer that
is sent over a link, there is a corresponding echo that returns over the same link. The
pattern terminates when the last echo returns to the management station.

The execution of echo pattern can be visualized as a wave that propagates out
from the start node to every node in the network, before converging back to the start
node.

A navigation pattern is implemented as a distributed, asynchronous program that
runs identical copies of itself on a set of nodes. On each of these nodes, its execution
can be described by an FSM. Upon invocation on a node, the local copy determines
its FSM state by examining the fixed and mobile pattern states (Section 2) and
triggers a function within the aggregator that corresponds to its current FSM state.
When that function returns, it signals to a subset of adjacent nodes (including itself)
to schedule its further execution on those nodes.

In the case of the echo pattern, its local program can be described by an FSM
with the following seven states:

• OnBegin
This state is the first state entered when the pattern is launched from the
management station. It is triggered exactly once on the start node.

• OnTerminate
This state corresponds to the termination of the navigation pattern. It is entered
on the node where the management program has been launched, after the aggre-
gator triggered by OnLastEcho state has returned.
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• OnFirstExplorer
This state is entered when an explorer reaches an unvisited node. It is triggered
exactly once on each node in the network.

• OnSecondaryExplorer
This state is entered when an explorer reaches an already visited node.

• OnFirstEcho
This state is entered when the first echo returns to a node. It is triggered exactly
once on each node in the network.

• OnSecondaryEcho
This state is entered when an echo, other than the last or first echo, arrives at a
node.

• OnLastEcho
This state is entered when the last echo arrives at a node. It is triggered exactly
once on each node in the network.

The seven states listed above can be further classified into three broad categories,
namely, (a) initialization and termination states (consisting of the OnBegin and
OnTerminate states), (b) expansion states (consisting of the OnFirstExplorer and
OnSecondaryExplorer states) and (c) contraction states (consisting of OnFirstEcho,
OnSecondaryEcho and OnLastEcho states).

The initialization and termination states are used by the aggregator to initialize
mobile state variables and to return results back to the management station
respectively. The expansion states are typically used to disseminate information,
initialize fixed state variables or initiate local operations in aggregators. The
contraction states are used to incrementally aggregate results or to propagate the
results of operations back to the start node.

Since the echo aggregator specifies the local actions/operations to be performed
for each of the possible seven states that the echo pattern can be in at any point in
time, it is defined by seven abstract functions corresponding to these states.

Figure 4 shows the implementation of the run() method of the echo pattern in
C++. Note that the interface definition of this method, restricts access to the operator
(op), the pattern state (ps), the aggregator (agg) and the aggregator state (as). The
program begins by testing if it was just launched by checking the mobile state
variable begin_m (line 2). If the variable does not exist (meaning the current node is
the start node), the program creates it and triggers its aggregator by calling its
OnBegin() function (lines 3 and 4).

Next, the program checks if it is an echo or an explorer (line 5). If it is an
explorer, it checks if the current node has been visited (line 6). If not, the program
triggers its aggregator, by calling its OnFirstExplorer() function, flags the
node as visited and obtains a list of its neighbours from its operator (lines 7 to 10).
The program also initializes a fixed state variable first_echo_f to indicate that
the first echo has not yet returned (line 9).

The program then checks, if a mobile (pattern) state variable path_m has been
created (line 11). If not, it creates such a variable to store the return path for use
during the contraction phase (line 12). If path_m has been created before, the
program checks, if the current node has any neighbours other than its parent, which
would result in further expansion (line 13).(The term ‘parent’ refers to the neighbour
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node that is connected via the node’s explorer link.) If not, the pattern has
encountered a leaf node, in which case, the program marks itself as an echo by
creating a mobile state variable is_echo_m (line 14). It then creates a fixed state
variable num_explorers_f with value 1 and schedules itself to run on the same
node (lines 15 and 16). If the current node is not a leaf node, the program saves its
path in path_m, creates a fixed state variable num_explorers_f to count the
number of outstanding explorers, and proceeds by passing control to its neighbour
nodes (lines 17 to 19).

If the executing instance of the pattern is an explorer and the current node has al-
ready been visited, then the program triggers its aggregator, by calling its
OnSecondaryExplorer() function (line 20), marks itself as an echo (line 21)
and returns to its parent node, whose id is stored in path_m (line 22).

If the instance of the pattern program is an echo, it determines if it is the first
echo by checking first_echo_f (line 23). If so, it triggers its aggregator by
calling its OnFirstEcho() function and resets first_echo_f to indicate that
the first echo has returned (lines 24 and 25).

The program then decrements num_explorers_f (line 26) and checks the
result for zero (line 27). If this is the case, this means that all outstanding explorers
have returned as echoes, and the program calls OnLastEcho() of its aggregator
(line 28). Furthermore, if path_m is empty, which would indicate that the pattern
has completed its traversal (line 29), the pattern calls OnTerminate() of its
aggregator (line 30). Otherwise, the pattern calls OnSecondaryEcho() of its
aggregator (line 32).

As can be seen from the description above, programming patterns can be a non-
trivial exercise, requiring a background in distributed algorithms. As such, a key
benefit of the pattern-based management approach lies in the re-usability of
navigation patterns to solve classes of management problems.

4.2 Programming an Echo Aggregator

Programming the aggregator for computing the link load distribution involves (a)
deriving a new class from the abstract class echo aggregator (Figure 3), and (b)
defining the semantics of each of its seven functions. Briefly, its operation can be
described as follows. While the pattern expands, a histogram is created as a fixed
(aggregator) state variable on each node, which is populated with the link utilization
of the outgoing links. In the other case, when the pattern contracts, a node’s
histogram is copied into a mobile (aggregator) state variable and propagated to back
its parent in the echo. When the echo arrives at the parent, this histogram is
aggregated with the parent’s histogram. When all echoes have arrived at the parent
node, the parent sends its aggregated histogram to its parent which repeats this
process recursively.
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Fig. 4.  C++ implementation of the echo pattern

Figure 5 gives the C++ implementation of this aggregator. When the pattern trig-
gers the OnFirstExplorer() function of the aggregator (line 2), an empty histo-
gram is created (line 3). The program then calls the operator to read the link
utilization statistics of each link, quantizes them and updates the histogram (lines 4 to
6). Finally, it stores the results in a fixed state variable histogram_f (line 7).
When the OnSecondaryEcho() function of the aggregator is triggered (line 10),
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Fig. 5. C++ implementation of the link load distribution aggregator

the program checks if a histogram is being returned in the echo through a mobile
state variable histogram_m (line 12). If so, it aggregates its histogram with the
received histogram using the sum() method (line 15) and re-saves it (lines 16).
Similarly, when the OnLastEcho() function is triggered (line 17), the program
checks if a histogram is being returned through histogram_m (line 19). If not, it
creates the histogram from a copy of histogram_f (line 21) and returns.
Otherwise, it aggregates its histogram with the received histogram (lines 23 to 25)
and returns it to its parent as histogram_m. Finally, when the OnTerminate()
function is triggered (line 27), the program prints out the histogram (line 29).
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Note that there is generally more than one way to implement an aggregator,
namely, by associating aggregator functions with different states of the pattern. For
example, in the code of Figure 5, the local operation of reading a node’s link
utilization statistics is performed in the OnFirstExplorer() function, i.e. the
function associated with the OnFirstExplorer state, while the OnFirstEcho()
function is empty. An alternative implementation for the same operation would be to
reverse the associations of these two functions by performing the local operation in
the OnFirstEcho() function instead. The difference between these two
implementations lies in the performance characteristics of the operation. An example
showing this difference can be found in [7]. Network managers can take advantage of
this effect by choosing implementations according to their performance objectives.

Moreover, although the we distinguished five states--excluding initialization and
termination--as part of the echo pattern, one state is sufficient to realize many opera-
tions. This state can be understood as combining the three contraction states, namely
OnFirstEcho, OnSecondaryEcho and OnLastEcho, into a single state. Consider the
task of computing the average load of all network nodes. An aggregator
implementing this task can be written as a function that incrementally aggregates the
partial averages delivered via echoes and the local load. In general, functions, such as
sum, product, average, min, and max, can be implemented using this approach. These
functions are based on operators that are commutative, i.e., , and associative, i.e., .

As explained above, using more than one state allows the implementor to create
operations with different performance profiles, e.g., operations with shorter
completion times. For example, if a local read operation takes a long time, it is often
more efficient to perform the read operation in one of the expansion states and use the
contraction states for aggregation only. Therefore, such an implementation requires
(at least) two states, in addition to initialization and termination.

5 Discussion

One of the primary benefits of pattern-based management is that it allows pattern pro-
grams to be reused to solve a large class of management problems. This is possible
because navigation patterns are generic programs and do not encapsulate the
semantics of a management operation. So far, we have successfully designed echo
aggregators that compute network load statistics and distributions, calculate global
topological properties and perform network initialisation.

In general, aggregators are also significantly less complex than navigation
patterns. Patterns are distributed programs that must be designed operate correctly in
any given network topology. Aggregators, on the other hand, are local function calls.
Aggregator programmers do not need to contend with issues related to network
topology, concurrency, synchronization or termination. Therefore, we envision a
pattern-based management system to contain a catalogue of a few carefully designed
patterns developed by distributed systems specialists and a wide variety of
aggregators written by management application programmers.

In our approach, we model the interface between a pattern and an aggregator as a
FSM. This design hides the distributed nature of the algorithm implementing the

Op xi xj,( ) Op xj xi,( ) i j,( )"=

Op xi Op xj xk( , ),( ) Op Op xi xj,( ) xk,( )( ) i j,( )"=
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navigation pattern from the programmer of the aggregator. In many cases, the number
of states of this state machine can be reduced even further. The cost of this
simplification, as we have shown in section 4.2, is that the programmer has less of a
choice in selecting specific performance profiles. However, as the example also
clearly shows, even this one-state FSM can be used to implement a large class of
useful computations, all without requiring any understanding of how the echo pattern
works.

In order to support the development of pattern-based management programs and
to study their scalability properties, we have built a software workbench for
constructing, testing and simulating a pattern-based management system [7]. The
tool, called SIMPSON, is written in Visual C++ and runs on Microsoft Windows
platforms (Win 95, 98, NT, 2000). Currently, it allows for the interactive simulation
and visualization of patterns on networks as large as 10,000 nodes.

We believe that this work opens up interesting avenues for further research. Cur-
rently, we focus on the following aspects. First, we want to explore the applicability
of our approach to provisioning and management of Internet services, such as
DiffServ. Second, we want to analyse navigation patterns in terms of survivability
properties. For example, the echo pattern in this paper is not resilient to node or link
failures and needs to be enhanced to increase its robustness. Further, we plan to
investigate which classes of management problems can be solved in an asynchronous,
symmetrical and distributed way, which makes them ideal candidates for
implementation on a pattern-based management system. Above all, we want to
develop an inventory of navigation patterns that are applicable to key management
tasks, analyse them regarding performance, scalability, and survivability, and
implement them as software components that can be embedded in management
platforms.

Acknowledgments. The work described in this paper has been supported by a grant
from British Telecom.
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Abstract. In the past decade robotics and the Internet, fed by the great
advances in computing and networking, matured into giant interdisci-
plinary scientific fields. Therefore, it is not surprising that many are try-
ing to merge these two technologies and develop Internet-based robotic
teleoperation. More interestingly, Internet-based bilateral teleoperation,
where supermedia is fed back to the operator in order to increase effi-
ciency and achieve telepresence. Supermedia is the collection of multime-
dia (video, audio, ...), haptic and other sensory information. This paper
studies supermedia enhanced teleoperation via the Internet, concentrat-
ing on the real-time control of such systems and their performance. The
potential of this technology and its advantages will be explored. In addi-
tion, key issues, such as stability, synchronization and transparency, will
be analyzed and studied. Specifically, event-based planning and control
of Internet-based teleoperation systems is presented with experimental
results of several implemented system scenarios.

1 Introduction

When it comes to robotics, the lack of applications has never been an issue.
The same can be said for Internet-based teleoperation, where the potential for
applications is just limited by our imaginations. One of those applications is tele-
medicine, where several successful experiments have been done in this field. The
main use of tele-medicine is in remote checkup and surgery, home care (elderly
and disabled remote assistance) and physical therapy [1] [2]. Another application
is operations in hazard environments, most commonly hazard material manip-
ulation [3], space and deep sea operations [4] [5]. In addition e-services, such
as remote maintenance and monitoring of manufacturing processes, equipment
and products. Also the ability to use sophisticated and expensive manufactur-
ing facilities by several users around the world is very cost effective [6]. Other
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applications relate to law enforcement. Government agencies are already us-
ing remotely operated machines in their operations to reduce human risk. Also
Internet-based teleoperation can be applied to entertainment. There are already
on the web teleoperated games, where users can remotely login and operate a
robot. This application will experience great advance in the coming few years
once businesses realize its potential.

However, before these applications become widely accepted and used, sev-
eral things have to be supplied and ensured. Most importantly is telepresence,
which is the transfer of human senses to remote locations by feeding back sen-
sory information from the remote environment. This would closely couple the
operator with the remote environment and thus gives a more realistic feeling
of remote presence. In addition to realism, telepresence significantly increases
the efficiency of teleoperation. To achieve this, sensory information has to be
presented to the operator, the most common of which is visual feedback. How-
ever this is not sufficient for some applications; therefore, additional types of
feedback are required. Supermedia feedback, which can correspond to different
sensory information, considerably increases operators’ efficiency and makes some
tasks feasible [7] [8]. The general structure of such a system is shown in Fig.1,
where the operator sends velocity commands and receives supermedia (visual
and haptic) information.
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Fig. 1. General structure of an Internet-based teleoperation system with supermedia
feedback.

Examining the literature, Internet-based robots can be divided into three
categories according to the method used to send commands and receive haptic
feedback and according to the nature of feedback supplied. These three cat-
egories are referred to here as: teleprogrammed, telesimulated, real real-time
teleoperated.

Teleprogrammed Internet-based robots are ones that require the operator to
upload a plan or set of commands for it to execute. This uploaded program is
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executed by the robot either autonomously or semi-autonomously. This category
can be further divided into “program and watch” robots or “program, watch and
intervene” robots. Typically, teleprogrammed robotic systems include only visual
feedback [9]-[11].

Telesimulated Internet-based robots include systems that feed forward com-
mands in real-time but the feedback in simulated. This simulated or predicted
feedback can be one of two forms; either it is completely simulated based on
a robot and environment model, or it is partially simulated based on a model
and corrected by actual feedback. Generally feedback is in the form of predicted
display and/or predicted force [12] [13].

Real real-time teleoperated Internet-based robotic systems feed forward com-
mands in real-time and feedback real real-time sensory information. The feedback
comes in several forms the most typical of which are video and force [14] [15].

As in any control system, in order for Internet-based bilateral control to be
acceptable it has to satisfy several performance criteria. Stability is the main
one since it relates to feasibility and safety of the operation. The other two are,
synchronization and transparency, which relate to the efficiency of the operation
and its realism.

However, when it comes to the Internet, ensuring those performance charac-
teristics becomes a significant challenge. The random time delay, network buffer-
ing effects and disconnections experienced over the Internet present major dif-
ficulties. Those difficulties have been extensively studied in the literature, espe-
cially resolving time delay effects in teleoperation systems with haptic feedback
[7] [16]-[19]. But all those studies have several limitations since they assume time
delay to be either fixed, the same in both directions or has an upper bound, none
of which applies to Internet type delays. So there is a need for a planning and
control method that can achieve stability, synchronization and transparency of
Internet-based teleoperation with real-time supermedia feedback regardless of
time delay and its variance. This paper presents such a method, as well as the-
oretical and experimental results.

2 Supermedia in Closed-Loop Control of Internet-Based
Teleoperation

Initially most teleoperation done was open-loop, meaning the only form of feed-
back was video. Once haptic feedback started being considered, the control loop
was closed between the robot and operator. Haptic information is that relating
to the sense of touch, in other words tactile information. This information can be
fed back, where it is reproduced to the operator using force generating devices.
The haptic information does not always correspond to actually physical forces
but can also correspond to other sensory information, such as heat, radiation and
distance to obstacles. The need for haptic feedback is to increase the efficiency
of teleoperations. However, it does not substitute the need for visual feedback,
which is still an important form of feedback. Actually any type of multimedia
(audio, video ...) can be fed back to increase efficiency and telepresence.
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To capture the notion of all these feedback streams the term supermedia
is presented. Supermedia is the collection of multimedia, haptic and any other
sensory information. So the interest of this paper is in studying the effect of
varying time delay on Internet-based teleoperation systems that include super-
media. And to develop a new planning and control methodology that would
ensure stability, synchronization and transparency regardless of the time delay
faced. This time delay, where in the Internet can not be predicted and is random
with a very complex stochastic model.

Several attempts have been made to model delay over the Internet, and
several complex models have been derived [20]. In [20] a wavelet-based model
was developed, where delay was shown to be self-similar [21] in a statistical
sense. However, estimating the arrival time of packets is still difficult to achieve.
Fig.2 gives an example of the round trip time (RTT) between Michigan State
University and Hong Kong, where the randomness of RTT is clearly shown.
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Fig. 2. Round trip delay in ms for packets transmitted between the robot and Hong
Kong station.

This interest placed on time delay is a result of the instabilities it causes. Since
delays on the order of a tenth of a second can destabilize the teleoperator [7].
And when haptic feedback is being used the system is stabilized only when the
bandwidth was severely reduced. In addition to instability, de-synchronization
can occur between the different supermedia streams. Desynchronization is a re-
sult of the buffering effect delay creates, where the network behaves as a FIFO
buffer. This results in desynchronization between the feedback and feed forward
streams thus destabilizing the system, and between the feed back streams them-
selves thus resulting in operator confusion and efficiency reduction. As for trans-
parency, delay causes high frequency haptic changes to be filtered thus reduces
the transparency of the operation.
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3 Event-Based Planning and Control of Internet-Based
Teleoperation

The performance effects discussed in the previous section are a result of using
time as a reference for the different system entities. So intuitively if a different
non-time based reference can be used these effects can be eliminated or at least
reduced significantly. In traditional control systems the dynamics of the system
is modeled by differential equations in which the free variable is the time variable
t. And usually the trajectory is a function of time, but if we do not constraint
the trajectory by time we would allow the system to be at any point at any time.
So the general idea is to model the system and the trajectory with parametric
equations. The parameter is called motion reference or action reference, and
usually denoted by s [22].

This planning and control method is referred to as event-based, which was
extended to bilateral teleoperation applications in [23]. This extension had to
make some alterations to the initial event-based theory in order to be fit for
teleoperation applications. The first main thing that had to be considered was
the fact that in teleoperation there is no predefined path. The path is generated
in real-time by the operator based on the feedback received. The other issue is
that the operator has limited computational power so a simple event or reference
has to be chosen. In addition, the method had to be independent of the operator
and environment model, and it should not require significant overhead.

Therefore, the event, s, had to be carefully chosen in a way that no overhead
is required from the operator and it had to be intuitive. In addition, to maintain
the synchronization between the operator and the remote machine regardless of
time delay the event had to be designed in a way to eliminate the buffering effect
of delay. This effect is shown in time based part of Fig.3, where it is clear in the
time based approach that the delay will cause many signals to be flowing within
the network. So by the time a new command, Vt+m, that was generated as a
result of a force, Ft+k, arrives at the destination, the state of the machine would
have changed due to the commands that were already buffered in the network,
Vt+1, Vt+2, . . . Vt+m−1. This implies that when the robot gets the command Vt+m

at time t+m+n, it has already changed status and is being subject to the force
Ft+n+m; therefore, the command would be a wrong one since it was a result of
Ft+k and not Ft+n+m.

In order to ensure that the right command is being received and executed
the buffering effect should be eliminated. So the communication and control
model should be similar to the one shown in the event based part of Fig.3. As
shown, the transmission of new commands and forces is not specified by time. A
new command, Vn+1, will not be generated and sent until the most up-to-date
status of the robot, Fn, is received. At the same time, a new force, Fn+1, will
not be fed back until a new velocity, Vn+1, is received. This implies that there
are no commands or forces within the network flowing thus the buffering effect
is eliminated.

This setup is achieved by using event-based planning and control, with the
event taken as the command number. So if currently the operator is sending the
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Fig. 3. Illustration of the buffering effect of delay, and the elimination of this effect in
event-based planning and control.

nth command, then the event is n. This choice of the event is intuitive and does
not require the operator to keep track of it, since the communication procedure
will take care of ensuring this specific behavior of the system regardless of the
operator’s command. This is an additional advantage to this approach since the
whole procedure mentioned is transparent to the operator.

4 Performance Analysis of Internet-Based Teleoperation

This section will analyze the stability, synchronization and transparency of the
event-based approach. Concerning the stability of the system under event-based
referencing, the following theorem was proven in [22]:

Theorem 1. If the original robot dynamic system (without remote human /
autonomous controller) is asymptotically stable with time t as its action refer-
ence; and the new non-time action reference, s=

∏
(y) is a (monotone increasing)

nondecreasing function of time t, then the system is (asymptotically) stable with
respect to the new action reference s.

The only assumption needed is that the robot is a stable system, which means
that the original robot dynamic system (without remote human operator) is
asymptotically stable with t as its action reference. This would allow the use
of Theorem1 and proves the (asymptotical) stability of the system with respect
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to the new action reference s, simply by proving that the new non-time action
reference is (monotone increasing) non-decreasing function of time t. The advan-
tage of this approach is that stability is proven independent of the human model
or the statistics of time-delay. Clearly the choice of event used in this approach
gives an event that is a non-decreasing function of time, since the command
numbering can only increase. Therefore, the event-based planning and control
for teleoperation with haptic feedback results in a stable system despite random
time delay.

Examining the event-based case in Fig.3, it is clear that the update of signals
in both directions is not triggered by time. Also since the buffering effect of delay
is eliminated then the haptic force felt by the operator is the most up-to-date
one; there could not have been any change in the system status meanwhile
because there are no velocity commands flowing in the network. The same thing
applies to the velocity received by the robot, it is the most up-to-date one since
there were no new forces flowing in the network that could have generated new
commands. This implies that the operator and the robot are always synchronized
in event regardless of time delay and its variation. These two different entities in
the system can not be at different events; in a closed loop system, the feedback
obtained has to correspond to the most up-to-date status of the plant being
controlled.

From the analysis in the previous section it is clear that the frequency of
events is a function of time delay. Since we have an event per round trip delay
then the frequency by which the haptic information is fed back is a function
of time delay. This implies that the force will be sampled once for each round
trip delay and since this delay is variable then the sampling of force is variable.
From Shannon’s sampling theorem we know that in order to reconstruct a signal
perfectly from a sampled one, the sampling rate should at least be twice Fmax,
where Fmax is the highest frequency component of the original signal. So as
long as the round trip delay is less than the inverse of the highest frequency
component of the force applied on the robot, then the fed back haptic force
can be used to regenerate the actual one almost perfectly and thus the system
transparency is achieved. Once the time delay increases beyond that value the
transparency will decrease accordingly. So this approach does not ensure perfect
transparency regardless of time, but it does ensure that the best transparency
will be achieved for a certain time delay.

5 Experimental Implementation and Results

The details of several experimental setups will be given with their results. These
results will confirm the analysis done in the previous section. The first scenario
is the teleoperation of a mobile robot with haptic feedback. The feedback in this
case corresponds to the distance to obstacles detected in the environment. So
the operator is able to sense the obstacles in front of the robot before hitting
them. The general model of such a system is shown in Fig.4.
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Fig. 4. The system architecture of the mobile base teleoperation system.

This model shows that the operator is sending velocity commands and re-
ceiving haptic information corresponding to sensory information from the envi-
ronment. This system was experimented with an operator in Hong Kong control-
ling the robot at Michigan State University in real-time. The results in Fig.5 are
showing the plot of time versus s, the event, in the first row. The other plot in
the first row shows the desired rotational velocity. The second row shows the de-
sired velocities in x and y directions, which is called Vm. The third row displays
the actual velocities in both directions, which is called Va. Next we illustrate the
force that is played by the joystick in both directions, called τm. The last row
displays the same plot, which is the closest detected distance to obstacles in the
environment.

As seen, the actual velocities are tracking the desired ones as long as the
distance to obstacles is less than a critical distance. Therefore, the system output
stability is illustrated. In addition, the change of the desired and actual velocity
direction is occurring at the same event, thus the system is synchronized.

The second system implemented was a mobile manipulator that is controlled
in real-time, where the operator sends a velocity command that is divided by
the local controller between the arm and the mobile base. This division is done
to achieve an acceptable posture for the arm, so if the robot arm is almost fully
extended or extracted, the mobile platform will be repositioned to achieve a
better posture. The haptic feedback in this case is actual force detected by the
force/torque sensor mounted on the gripper.

The experimental procedure was to have the operator in Hong Kong move the
robot in x and y directions randomly. Meanwhile, a person will subject the robot
gripper to forces in the x and y directions randomly. The average frequency of
communication was 3.1Hz, which implies that on average we had 3.1events/sec.

The main interest was in how close the actual velocity of the robot tip was
following the desired velocity specified by the operator, and in how close was
the force felt by the operator close to the one detected by the force/torque
sensor. In other words, how were the operator’s intentions executed by the mobile
manipulator and how the environment was felt by the operator, despite time
delay and time delay variance.

The results are shown in Fig.6 and Fig.7. In Fig.6 the first row gives the
operator’s desired velocity in the x and y directions with respect to time. The
second row is the actual velocity of the arm tip in the x and y directions with
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Fig. 5. The behavior of the system during the control from Hong Kong.
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Fig. 6. The velocity performance of the system.

respect to time. The first thing to note is that the desired velocity is a step
function since it is a sampled version of the continuous motion of the joystick,
where the sampling rate is a function of the time delay faced and the advance
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Fig. 7. The force performance of the system.

of the event. More importantly we see that the actually velocity is almost a
continuous version of the desired one and it is tracking it very closely.

As for Fig.7, the first row is the force detected by the force/torque sensor
and the second row is the force felt by the operator with respect to time. Note
that the sensor is detecting vibrations all the time, this is due to its sensitivity.
As for the force felt, it is clear that it is a step function that is almost tracking
the actual one. The only slight deformation shown is due to the variable time
delay faced between the two machines.

It is clear from these results that the system is stable and event-synchronized
since the actual behavior of the robot is tracking the desired one and the force felt
by the operator is very close to the actual one the robot is detecting. In addition,
the system has high transparency reveled by the fact that the force felt by the
operator is very close to the one experienced by the robot. Importantly all those
results were achieved under variable time delay with no assumptions regarding
it.

The third experiment done was a multi-operator at multi-site mobile manip-
ulator teleoperation with haptic feedback. In this experiment the mobile ma-
nipulator (Robotics and Automation lab, Michigan State University), operator1
(Robot Control lab, Chinese University of Hong Kong) and operator2 (Nagoya
University, Japan) were connected via the Internet. As seen in the model of
the system in Fig.8, the operators send velocity commands and receive haptic
information that correspond to the velocity sent by the other operator. This
implies that the force felt by each operator corresponds to the intentions of the
other one. This setup increases the efficiency of collaboration since it reduces the
amount of contradicting commands sent and reflects the intentions of the other
operator faster than visual feedback alone.

One of the operators was requested to follow the force felt. This implies that
the slave would eventually track the motion of the master. The results of one
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Fig. 8. The system architecture of the multi-operator mobile manipulator teleoperation
system implemented.

such experiment are seen in Fig.9, where the operator in Japan is controlling the
mobile (slave) and the operator in Hong Kong is operating the puma (master).
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Fig. 9. System Behavior while being controlled from Hong Kong and Japan.

The results show that the desired velocity of the mobile is tracking that of
the puma in real-time. The top row of Fig.9 shows a plot of time versus s, the
event. The other plot in the top row shows the desired rotational velocity. The
second row shows the desired velocities of the mobile in x and y directions, Vm.
The Third row plots the desired velocities of the puma in x and y directions,
Vp. The plots of Vm and Vp also correspond to the forces fed back to operator2
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and operator1 consecutively. The last row is the error between the mobile and
the puma desired velocities in both directions.

The main points to note, are the synchronization and fast response. It is
clear that both robots are event synchronized since the shift in direction occurs
almost at the same s. Fast response is clear from the sharp decrease in the error
between the velocities of the two robots.

Another experiment, that reflects the generality of the approach, is a micro
manipulator teleoperation. A PVDF (Polyvinylidence fluoride) micro-tip was
used as a piezoelectric sensor for the Internet force-feedback experiment [24].
This tip is about 2.5mm long with about 0.8mm at the triangular base. The
output from this sensor is amplified using an inverted amplifier with feedback
gain of 50. Its signal is then feed to a 8255 analog-to-digital conversion (ADC)
card connected to a PC for signal transmission to the Internet. This experimen-
tal setup is housed in the Advanced Microsystems Laboratory (AML) of The
Chinese University of Hong Kong.

Sensor tip is attached to an x-y computer-control positioning table, which
can be control via the Internet by a force reflection joystick in the Robotics
and Automation Laboratory (RAL) at Michigan State University. A cantilever
is attached to a vibration drum and has a tip vibration of 100mm to 1mm
from the frequency range of 1 to 120 Hz. The AML sensor tip position can be
manipulated by the RAL joystick to contact the vibrating cantilever. The RAL
operator observes the AML tip position using a video conferencing software.
The force of the vibrating cantilever sensed by the tip is sent to RAL via the
Internet. Once the force is received the force feedback joystick plays it. After
that the operator generates a new movement command to be sent to the sensor
via the Internet.

The experimental results presented here relate to the testing done between
Hong Kong and Michigan State. During this experiment the operator (RAL)
sends position increment commands and receives force feedback from the sensor
(AML). The position increments are sent for both x and y axes while the force
is sensed only in the y axis. The commands sent are random, which is typical
of a teleoperation scenario. This makes approaches based on prediction of forces
or virtual forces non-realistic. Therefore, actual force had to be sensed and fed
back. Fig.10 presents plots of the force felt by the operator, the force sampled for
the sensor and the error between them. As seen the force felt is closely following
the one sampled from the sensor. Although this is not occurring at the same
time instant, since both plots are with respect to local and not global time, the
system is still stable and event synchronized. Despite the random time delay
experienced between Hong Kong and Michigan State, the system performance
is stable as seen from the error, which is constantly converging to zero and has
a small value at all times.
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Fig. 10. Comparison between the forces felt and the ones sent.

6 Conclusions

This paper examined several issues relating to supermedia in teleoperation over
the Internet. The effects of random time delay faced over the Internet were
studied. Stability, synchronization and transparency were analyzed and a new
planning and control method that ensures those features was presented. The
event-based approach was theoretically and experimentally shown to be adequate
for the planning and control of teleoperation with haptic feedback.

Several experimental setups were examined and their results presented. All
of which showed that the event-based approach resulted in a stable, synchro-
nized and transparent system regardless of time delay and its variance. Other
advantages of this approach is that it is independent of the system model, hu-
man model and environment model. Therefore, it can be easily adopted to any
teleoperation system that includes haptic feedback.
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