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Preface

Each year billions of dollars are spent to maintain engineering systems throughout 
the world. For example, U.S. industry spends over $300 billion on plant maintenance 
and operation annually. It is estimated that about 80 percent of this amount is spent 
to rectify the chronic failure of systems, machines, and humans.

Over the years, the occurrence of human errors in maintenance activities has been 
following an upward trend due to various factors, and the resulting consequences 
can be very serious. Two examples of these consequences are the Three Mile Island 
nuclear accident and the crash of a DC-10 aircraft at O’Hare Airport in Chicago.

Over the years, a large number of journal and conference proceedings articles 
on human reliability, error, and human factors in engineering maintenance have 
appeared, but to the best of this author’s knowledge, there is no book that covers 
these three topics and includes maintenance safety within its framework. This causes 
a great deal of difficulty for engineering maintenance professionals because they 
have to consult many different and diverse sources.

Thus, the main objective of this book is to combine these topics into a single 
volume and eliminate the need to consult many diverse sources in obtaining desired 
information. The sources of most of the material presented are listed in the reference 
section at the end of each chapter. These will be useful to readers if they desire to 
delve more deeply into a specific area or topic of interest.

The book contains a chapter on mathematical concepts and another chapter on 
introductory material to human factors, reliability, and error, which are useful for 
understanding materials presented in subsequent chapters. Furthermore, another 
chapter is devoted to methods considered useful for performing human reliability 
and error analysis in engineering maintenance.

The topics covered in the book are treated in such a manner that the reader will 
require no previous knowledge to understand the contents. At appropriate places the 
book contains examples along with their solutions, and at the end of each chapter 
there are numerous problems to test the reader’s comprehension. An extensive list 
of publications dating from 1929 to 2007, directly or indirectly on human reliability, 
error, and human factors in engineering maintenance, is provided at the end of this 
book to give readers a view of the intensity of developments in the area.

This book is composed of 11 chapters. Chapter 1 presents historical developments 
in human factors, human reliability and error, and engineering maintenance; impor-
tant human reliability, error, and human factors in engineering maintenance–related 
facts, figures, terms, and definitions; and sources for obtaining useful information on 
human reliability, error, and human factors in engineering maintenance.

Chapter 2 reviews mathematical concepts considered useful to understanding 
subsequent chapters. Some of the topics covered in the chapter are Boolean algebra, 
probability properties, probability distributions, and useful definitions. Chapter 3 
presents various introductory human factors, reliability, and error concepts.
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Chapter 4 presents a total of eight methods considered useful for performing 
human reliability and error analysis in engineering maintenance. These methods are 
failure modes and effect analysis, man–machine systems analysis, root cause analy-
sis, error-cause removal program, the cause-and-effect diagram, the probability tree 
method, fault tree analysis, and the Markov method. Chapter 5 is devoted to human 
error in maintenance. Some of the topics covered in this chapter are the maintenance 
environment, causes for the occurrence of maintenance errors, types of maintenance 
errors, typical maintenance errors, and useful design improvement guidelines to 
reduce equipment maintenance errors.

Chapters 6 and 7 present various important aspects of human factors in aviation 
maintenance and power plant maintenance, respectively. Chapter 8 is devoted to 
human error in aviation maintenance. It covers topics such as human error occur-
rence causes in aviation maintenance, types of human errors in aircraft maintenance, 
common human errors in aircraft maintenance activities, maintenance error deci-
sion aid (MEDA), and useful guidelines for reducing human error in aircraft main-
tenance activities.

Chapter 9 presents various important aspects of human error in power plant main-
tenance, including facts and figures, causes of human error in power plant main-
tenance, maintenance tasks most susceptible to human error in power generation, 
and steps for improving maintenance procedures in power generation. Chapter 10 
is devoted to safety in engineering maintenance. Some of the topics covered in the 
chapter are facts and figures, maintenance safety problem causes, factors influenc-
ing safety behavior and safety culture in maintenance personnel, and guidelines for 
engineering equipment designers to improve safety in maintenance.

Finally, Chapter 11 presents a total of seven mathematical models for performing 
human reliability and error analysis in engineering maintenance.

The book will be useful to many individuals, including engineering professionals 
working in the area of engineering maintenance; maintenance engineering adminis-
trators; engineering undergraduate and graduate students; maintenance engineering 
researchers and instructors; maintainability, safety, human factors, and psychology 
professionals; and design engineers and associated engineering professionals.

The author is deeply indebted to many individuals, including friends, colleagues, 
and students for their invisible input. I thank my children, Jasmine and Mark, for 
their patience and intermittent disturbances that resulted in many coffee breaks! 
Last, but not least, I thank my wife, Rosy, my other half and friend, for typing vari-
ous portions of this book and for her timely help in proofreading.

B.S. Dhillon
Ottawa, Ontario
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1

1 Introduction

1.1 Background

Since the Industrial Revolution, maintenance of engineering equipment in the field 
environment has been a challenging issue. Although over the years impressive  
progress has been made in maintaining equipment in the field environment, 
maintenance of equipment is still a challenging issue with regard to factors such 
as cost, complexity, competition, and size. Each year billions of dollars are spent 
to maintain engineering systems throughout the world. For example, U.S. indus-
try spends over $300 billion on plant maintenance and operation annually [1]. It is 
estimated that about 80% of this amount is spent to rectify the chronic failure of  
systems, machines, and humans.

Over the years, the occurrence of human errors in maintenance activity has been 
following an upward trend due to various factors, and their (human errors) conse-
quences could be very serious. Two examples of these consequences are the Three 
Mile Island nuclear accident and the crash of a DC-10 aircraft at O’Hare Airport in 
Chicago that killed 272 people on board [2–5]. Since the late 1920s, a large number 
of publications directly or indirectly related to human reliability, error, or human  
factors in engineering maintenance have appeared. A list of over 200 such publica-
tions is provided in the Appendix.

1.2 History

This section presents an overview of historical developments in human factors, human 
reliability and error, and engineering maintenance.

1.2.1 Human Factors

The history of human factors may be traced back to 1898, when Frederick W. Taylor 
conducted various studies to determine the most appropriate designs for shovels [6]. 
In 1911, Frank B. Gilbreth studied bricklaying, and that resulted in the invention of a 
scaffold. As the result of this invention, the number of bricks laid per hour by brick-
layers almost tripled (i.e., from 120 to 350 bricks per hour).

In 1918, the United States government established laboratories at the Wright-
Patterson Air Force Base and the Brooks Air Force Base for conducting human 
factors-related research [7]. The period between World War I and World War II wit-
nessed significant growth in disciplines such as industrial engineering and industrial 
psychology. By 1945, human factors engineering was recognized as a specialized dis-
cipline of engineering. In the 1950s and 1960s, the United States military and space 
programs further increased the importance of human factors in system design.
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2 Human Reliability, Error, and Human Factors in Engineering Maintenance

Currently, there are hundreds of published documents on various aspects of human 
factors in the form of textbooks, technical reports, design specifications, and articles. 
In addition, many research journals, annual conferences, and professional societies 
around the world are devoted to the field of human factors.

Additional information on the historical developments in human factors is avail-
able in Refs. [7–10].

1.2.2 Human reliability and error

The history of human reliability and error can be traced back to the late 1950s when 
H.L. Williams pointed out that the reliability of the human element must be included 
in the system reliability prediction; otherwise the predicted system reliability would 
not depict the real picture [11]. In 1960, Shapero et al. pointed out that a large pro-
portion of equipment failures (20%–50%) are due to human error [12]. In the same 
year, a study conducted by W. I. LeVan also pointed out that 23%–45% of equipment 
failures were due to human error [13].

In 1973, a well-known journal titled IEEE Transactions on Reliability published a 
special issue on human reliability. In 1986, the first book on human reliability, titled 
Human Reliability: With Human Factors, was published [14]. Additional informa-
tion on historical developments in human reliability and error is available in Refs. 
[14–16] and a comprehensive list of publications on the subject up to 1994 is given 
in Ref. [17].

1.2.3 engineering maintenance

Although the history of engineering maintenance may be traced back to the develop-
ment of the steam engine by James Watt (1735–1819) in 1769 in Great Britain, in the 
United States a magazine titled Factory that first appeared in 1882 played a criti-
cal role in the development of the maintenance field [18, 19]. In 1886, a book titled 
Maintenance of Railways was published in the United States [20].

The term preventive maintenance was coined in the 1950s and a handbook on 
maintenance engineering was published in 1957 [21]. Over the years a vast amount of 
published literature on engineering maintenance in the form of textbooks, technical 
reports, and articles have appeared and today many institutions throughout the world 
offer academic programs on engineering maintenance.

1.3 Human reliaBility, error, and Human Factors in 
engineering maintenance-related Facts and Figures

Some of the facts and figures directly or indirectly concerned with human reliability, 
error, and human factors in engineering maintenance are as follows:

Each year U.S. industry spends over $300 billion on plant maintenance and •	
operations, and about 80% of this amount is spent to rectify the chronic 
failure of people, systems, and machines [1].
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Introduction 3

The typical size of a plant maintenance department in manufacturing organi-•	
zations varied from around 5% to 10% of the total operating workforce [22].
For the period 1982–1991, a study of safety issues concerning onboard •	
fatalities of jet fleets worldwide reported that maintenance and inspection 
were the second most important safety issue, with 1481 onboard fatalities 
[23, 24].
In 1993, a study of 122 maintenance events involving human factors reported •	
that there were four types of maintenance errors: omissions (56%), wrong 
installations (30%), wrong parts (8%), and others (6%) [23, 25].
A study of 213 maintenance problem-related reports, reported that approx-•	
imately 25% were due to human error [26].
In 1990, 10 people were killed on the USS •	 Iwo Jima (LPH2) naval ship because 
of a steam leak in the fire room, after maintenance workers repaired a valve 
and replaced bonnet fasteners with mismatched and wrong material [27].
A study of maintenance errors in missile operations grouped the error •	
causes under six categories: dials and controls (misread, misset) (38%), 
wrong installation (28%), loose nuts/fittings (14%), inaccessibility (8%), 
and miscellaneous (17%) [5, 14].
In 1985, 520 people were killed in a Japan Airlines Boeing 747 jet acci-•	
dent because of wrong repair [28, 29].
A study of various maintenance tasks, including removing, adjusting, and •	
aligning, reported an average human reliability of 0.9871 [30].
A study of 126 human error-related significant events in 1990, in nuclear •	
power generation, reported that 42% of the problems were linked to main-
tenance and modification [4].
In 1979, 272 people were killed in a DC-10 aircraft accident in Chicago •	
because of wrong procedures followed by maintenance workers [5].
A study of over 4400 maintenance history records covering the period •	
from 1992–1994, concerning a boiling water reactor (BWR) nuclear power 
plant, reported that around 7.5% of all failure records could be classified 
as human errors related to maintenance actions [31, 32].
According to Ref. [33] maintenance error contributes to 15% of air carrier •	
accidents and costs the United States industry over 1 billion dollars annually.
In 1988 in the United Kingdom, 30 people died and 69 were injured seri-•	
ously at the Clapham Junction railways accident due to a maintenance 
error in wiring [34].
A study reported that over 20% of all system failures in fossil power plants •	
occur due to human errors and maintenance errors account for about 60% 
of the annual power loss due to human errors [35].
According to a Boeing study, 19.1% of in-flight engine shutdowns are •	
caused by maintenance error [33].
A study of 199 human errors that occurred in Japanese nuclear power •	
plants from 1965 to 1995 revealed that around 50% of them were related 
to maintenance activities [36].
A study reported that maintenance and inspection are the factors in •	
approximately 12% of major aircraft accidents [37, 38].
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In 1988, the upper cabin structure of a Boeing 737-200 aircraft was ripped •	
away during a flight because of structural failure, basically due to the fail-
ure of maintenance inspectors to identify over 240 cracks in the aircraft 
skin during the inspection process [39, 40].

1.4 terms and deFinitions

This section presents some useful terms and definitions directly or indirectly related 
to human reliability, error, and human factors in engineering maintenance [41–50]:

Maintenance.•	  This is all actions necessary for retaining an item/equipment 
in, or restoring it to, a specified condition.
Human reliability.•	  This is the probability of accomplishing a specified task 
successfully by humans at any required stage in system operation within a 
defined minimum time limit (if the time requirement is specified).
Human factors.•	  This is a body of scientific-related facts concerning the 
characteristics of humans. The term includes all psychosocial and biomedical 
considerations. It also includes, but is in no way restricted to, personnel selec-
tion, training principles and applications in the area of human engineering, 
human performance evaluation, aids for task performance, and life support.
Human error.•	  This is the failure to perform a specified task (or the per-
formance of a forbidden action) that could result in disruption of sched-
uled operations or damage to equipment and property.
Corrective maintenance.•	  This is the unscheduled maintenance or repair to 
return equipment/system/items to a specified state and performed because 
maintenance personnel or users perceived deficiencies or failures.
Inspection.•	  This is the qualitative observation of an item’s condition or 
performance.
Safety.•	  This is conservation of human life and its effectiveness, and the 
prevention of damage to items as per specified mission requirements.
Human performance.•	  This is a measure of actions and failures under 
given conditions.
Preventive maintenance.•	  This is all actions performed on a planned, 
periodic, and specific schedule for keeping a piece of equipment in stated 
working condition through the process of reconditioning and checking. 
These actions are precautionary steps undertaken for reducing or fore-
stalling the probability of failures or an unacceptable level of degradation 
in later service, rather than rectifying them after their occurrence.
Failure.•	  This is the inability of an item/equipment/system to perform its 
stated function.
Accident.•	  This is an event that involves damage to a specified system that 
suddenly disrupts the current or potential system output.
Human performance reliability.•	  This is the probability that a human 
will satisfy all stated human functions subject to specified conditions.
Maintenance person.•	  This is an individual who performs preventive 
maintenance and responds to a user’s service call to a repair facility, and 
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carry out appropriate corrective maintenance on an item/equipment. Some 
of the other names used for this individual are field engineer, service per-
son, repair person, technician, and mechanic.
Continuous task.•	  This is a task/job that involves some kind of tracking 
activity (e.g., monitoring a changing situation).
Mission time.•	  This is that element of uptime required to carry out a given 
mission profile.
Hazardous condition.•	  This is a condition with a potential to threaten 
human life, properties, health, or the environment.
Risk.•	  This is the probable rate of occurrence of a hazardous condition and 
the degree of severity of the harm.
Maintainability.•	  This is the probability that a failed item will be restored 
to satisfactorily working condition.
Reliability.•	  This is the probability that an item will perform its specified 
function adequately for the desired period when used according to the 
stated conditions.
Redundancy.•	  This is the existence of more than one means to carry out 
a stated function.

1.5 useFul inFormation on Human reliaBility, error, 
and Human Factors in engineering maintenance

This section lists selected publications, organizations, and data sources that are con-
sidered directly or indirectly useful for obtaining information on human reliability, 
error, and human factors in engineering maintenance.

1.5.1 Publications

These are listed under four distinct classifications: books, technical reports, confer-
ence proceedings, and journals.

1.5.1.1 Books

Reason, J., Hobbs, A., •	 Managing Maintenance Error: A Practical Guide, 
Ashgate Publishing, Aldershot, UK, 2003.
Dhillon, B.S., •	 Human Reliability: With Human Factors, Pergamon Press, 
New York, 1986.
Patankar, M.S., Taylor, J.C., •	 Risk Management and Error Reduction in 
Aviation Maintenance, Ashgate Publishing, Aldershot, UK, 2006.
Whittingham, R.B., •	 The Blame Machine: Why Human Error Causes 
Accidents, Elsevier Butterworth-Heinemann, Oxford, UK, 2004.
Strauch, B.•	  Investigating Human Error: Incidents, Accidents, and 
Complex Systems, Ashgate Publishing, Aldershot, UK, 2002.
Corlett, E.N., Clark, T.S., •	 The Ergonomics of Workspaces and Machines, 
Taylor and Francis, London, 1995.
Karwowski, W., Marras, W.S., •	 The Occupational Ergonomics Handbook, 
CRC Press, Boca Raton, FL, 1999.
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6 Human Reliability, Error, and Human Factors in Engineering Maintenance

Sanders, M.S., McCormick, E.J., •	 Human Factors in Engineering and 
Design, McGraw Hill, New York, 1993.
Hall, S., •	 Railway Accidents, Ian Allan Publishing, Shepperton, UK, 1997.
Dhillon, B.S., •	 Engineering Maintenance: A Modern Approach, CRC 
Press, Boca Raton, FL, 2002.

1.5.1.2 technical reports

Report No. CAP 718, Human Factors in Aircraft Maintenance and Inspection, •	
Prepared by the Safety Regulation Group, Civil Aviation Authority, London, 
UK. Available from the Stationery Office, P.O. Box 29, Norwich, UK.
Circular 243–AN 151, Human Factors in Aircraft Maintenance and Inspection, •	
International Civil Aviation Organization, Montreal, Canada, 1995.
Report No. DOT/FRA/RRS-22, Federal Railroad Administration (FRA) •	
Guide for Preparing Accident/Incident Reports, FRA Office of Safety, 
Washington, D.C., 2003.
Maintenance Error Decision Aid (MEDA), Developed by Boeing •	
Commercial Airplane Group, Seattle, Washington, 1994.
Report No. NTSR/SIR-94/02, Maintenance Anomaly Resulting in •	
Dragged Engine During Landing Rollout, Northwest Airlines Flight 18, 
New Tokyo International Airport, March 2, 1994, National Transportation 
Safety Board (NTSB), Washington, D.C., 1995.
Hobbs, A., Williamson, A., Aircraft Maintenance Safety Survey-Results, •	
Report, Australian Transport Safety Bureau, Canberra, Australia, 2000.
Seminara, J.L., Parsons, S.O., Human Factors Review of Power Plant •	
Maintenance, Report No. EPRI NP-1567, Electric Power Research Institute 
(EPRI), Palo Alto, CA, 1981.
WASH-1400, Reactor Safety Study: An Assessment of Accident Risks •	
in U.S. Commercial Nuclear Power Plants, U.S. Nuclear Regulatory 
Commission, Washington, D.C., 1975.
Nuclear Power Plant Operating Experience, from the IAEA/NEA Incident •	
Reporting System 1996–1999, Report, Organization for Economic 
Co-operation and Development (OECD), 2 rue Andre-Pascal, 75775 Paris 
Cedex 16, France, 2000.
Report No. DOC 9824-AN/450, Human Factors Guidelines for Aircraft •	
Maintenance Manual, International Civil Aviation Organization (ICAO), 
Montreal, Canada, 1993.
Report No. 2–97, Human Factors in Airline Maintenance: A Study of •	
Incident Reports, Bureau of Air Safety Investigation (BASI), Department 
of Transport and Regional Development, Canberra, Australia, 1997.

1.5.1.3 conference Proceedings

Proceedings of the Human Factors and Ergonomics Society Conference, •	
1997.
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Proceedings of the Airframe/Engine Maintenance and Repair Conference, •	
1998.
Proceedings of the Annual Reliability and Maintainability Symposium, •	
2001.
Proceedings of the International Conference on Design and Safety of •	
Advanced Nuclear Power Plants, 1992.
Proceedings of the IEEE 6th Annual Human Factors Meeting, 1997.•	
Proceedings of the 5th Federal Aviation Administration (FAA) Meeting •	
on Human Factors Issues in Aircraft Maintenance and Inspection, 1991.
Proceedings of the 48th Annual International Air Safety Seminar, 1995.•	
Proceedings of the 9th International Symposium on Aviation Psychology, •	
1997.
Proceedings of the 15th Symposium on Human Factors in Aviation •	
Maintenance, 2001.
Proceedings of the IEEE International Conference on Systems, Man, and •	
Cybernetics, 1996.

1.5.1.4 Journals

International Journal of Industrial Ergonomics•	
Reliability Engineering and System Safety•	
Safety Science•	
ATEC Journal•	
Human Factors•	
Rail International•	
Human Factors in Aerospace and Safety•	
Maintenance Technology•	
Industrial Maintenance and Plant Operation•	
Journal of Quality in Maintenance Engineering•	
Maintenance Journal•	
Journal of Occupational Accidents•	
Aeronautical Journal•	
International Journal of Man-Machine Studies•	
Asia Pacific Air Safety•	
Ergonomics•	
Aviation Mechanics Bulletin•	
The CRM Advocate•	
Applied Ergonomics•	
Accident Prevention and Analysis•	
Journal of Railway and Transport•	
Human Factors and Ergonomics in Manufacturing•	
Modern Railways•	
Naval Engineers Journal•	
Maintenance and Asset Management Journal•	
Nuclear Safety•	
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8 Human Reliability, Error, and Human Factors in Engineering Maintenance

1.5.2 data sources

Some of the sources that could be useful, directly or indirectly, in obtaining human 
reliability, error, and human factors in engineering maintenance-related data are as 
follows:

National Technical Information Service, 5285 Port Royal Road, Springfield, •	
Virginia, USA.
Stewart, C., The Probability of Human Error in Selected Nuclear •	
Maintenance Tasks, Report No. EGG-SSDC-5586, Idaho National 
Engineering Laboratory, Idaho Falls, Idaho, 1981.
Gertman, D.I., Blackman, H.S., •	 Human Reliability and Safety Analysis 
Data Handbook, John Wiley and Sons, New York, 1994.
Data on Equipment Used in Electric Power Generation, Equipment •	
Reliability Information System (ERIS), Canadian Electrical Association, 
Montreal, Quebec, Canada.
GIDEP Data, Government Industry Data Exchange Program (GIDEP) •	
Operations Center, Fleet Missile Systems, Analysis, and Evaluation, 
Department of Navy, Corona, California.
Schmidtke, H., Editor,•	  Ergonomic Data for Equipment Design, Plenum 
Press, New York, 1984.
Dhillon, B.S., •	 Human Reliability: With Human Factors, Pergamon Press, 
New York, 1986 (this book lists over 20 sources for obtaining human reli-
ability/error data).
Boff, K.R., Lincoln, J.E., •	 Engineering Data Compendium: Human 
Perception and Performance, Vols. 1–3, Armstrong Aerospace Medical 
Research Laboratory, Wright-Patterson Air Force Base, Ohio, 1988.
Defense Technical Information Center, DTIC-FDAC, 8725 John K. •	
Kingman Road, Suite 0944, Fort Belvoir, Virginia.
Dhillon, B.S., •	 Human Error Data Banks, Microelectronics and Reliability, 
Vol. 30, 1990, pp. 963–971.
DOD-HDBK-743A, Anthropometry of U.S. Military Personnel, •	
Department of Defense, Washington, D.C.
MIL-HDBK-759B, Human Factors Engineering Design for Army Material, •	
Department of Defense, Washington, D.C.

1.5.3 organizations

Some of the organizations that could be useful, directly or indirectly, to obtain human 
reliability, error, and human factors in engineering maintenance-related information 
are as follows:

International Civil Aviation Organization, 999 University Street, Montreal, •	
Quebec, Canada
Society for Maintenance and Reliability Professionals, 401 N. Michigan •	
Avenue, Chicago, Illinois.
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Japan Institute of Plant Maintenance, Shuwa Shiba-Koen-3-Chome Bldg., •	
3-1-38, Shiba-Koen, Minato-Ku, Tokyo, Japan
Civil Aviation Safety Authority, North Bourne Avenue and Barry Drive •	
Intersection, Canberra, Australia
Transportation Safety Board of Canada, 330 Spark Street, Ottawa, •	
Ontario, Canada
Maintenance Engineering Society of Australia (MESA), 11 National •	
Circuit, Barton, ACT, Australia
Airplane Safety Engineering Department, Boeing Commercial Airline •	
Group, The Boeing Company, 7755 E. Marginal Way South, Seattle, 
Washington.
Federal Railroad Administration, 4601 N. Fairfax Drive, Suite 1100, •	
Arlington, Virginia.
National Research Council, 2101 Second Street, SW, Washington, D.C. •	
Society for Machinery Failure Prevention Technology, 4193 Sudley Road, •	
Haymarket, Virginia.
Transportation Research Board, 2101 Constitution Avenue, NW, •	
Washington, D.C.
American Institute of Plant Engineers, 539 S. Lexington Place, Anaheim, •	
California.
Society of Logistics Engineers, 8100 Professional Place, Suite 211, •	
Hyattsville, Maryland.

1.6 scoPe oF tHe Book

Just like any other areas of engineering, engineering maintenance is also subjected 
to human errors. In recent years increasing attention has been given to human errors 
in the maintenance activity due to various factors, including cost and serious con-
sequences such as the Three Mile Island Nuclear accident and the crash of a DC-10 
aircraft at O’Hare Airport in Chicago.

Over the years, a large number of publications on human error, reliability, and 
human factors in engineering maintenance have appeared basically in the form of 
journal and conference proceedings articles or technical reports. At present, to the 
best of the author’s knowledge, there is no book that covers all these three topics 
including maintenance safety within its framework. This book not only attempts to 
provide up-to-date coverage of the on-going efforts in human reliability, error, and 
human factors in engineering maintenance, but also covers useful developments in 
the general areas of human factors, reliability, and error.

Finally, the main objective of this book is to provide professionals concerned with 
human reliability, error, and human factors in engineering maintenance information 
that could be useful to minimize or eliminate the occurrence of human error in this 
area. The book will be useful to many individuals, including engineering profes-
sionals working in the area of maintenance, maintenance engineering researchers 
and instructors, reliability, safety, and human factors professionals, and maintenance 
engineering administrators.
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10 Human Reliability, Error, and Human Factors in Engineering Maintenance

1.7 ProBlems

 1. Write an essay on human reliability, error, and human factors in engineer-
ing maintenance.

 2. Define the following terms:
Human factors•	
Human reliability•	
Maintenance•	

 3. List at least five facts and figures concerned with human error/reliability 
in engineering maintenance.

 4. Discuss historical developments in the following two areas, separately:
Human reliability•	
Human factors•	

 5. What is the difference between accident and risk?
 6. Define the following terms:

Human error•	
Maintenance person•	

 7. List at least five journals considered useful for obtaining human reliability 
and error in engineering maintenance-related information.

 8. List at least seven of the most important organizations for obtaining 
human reliability, error, and human factors in engineering maintenance-
related information.

 9. What is the difference between preventive and corrective maintenance?
 10. List at least six books considered most useful for obtaining, directly or 

indirectly, human reliability, error, and human factors in engineering 
maintenance-related information.
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2 Basic Mathematical 
Concepts

2.1 introduction

Although the origin of the word mathematics can be traced back to the ancient 
Greek word mathema, which essentially means “science, knowledge, or learning,” 
the history of our current number symbols goes back to around 250 BC to the stone 
columns erected by the Scythian emperor Asoka of India [1]. Over the centuries, 
mathematics has developed into various specialized areas, including probability 
and statistics, applied mathematics, and pure mathematics and is successfully being 
applied to solve various types of science- and engineering-related problems.

The application of the mathematical concepts in science and engineering ranges 
from solving interplanetary problems to designing and maintaining engineering 
equipment in the industrial sector. More specifically, over the past few decades vari-
ous mathematical concepts, particularly probability distributions and stochastic pro-
cesses (i.e., Markov modeling), have been used to study various types of problems 
concerning human reliability and error.

For example, in the late 1960s and early 1970s various statistical distributions 
were used to represent times to human error [2–4]. Furthermore, in the early 1980s 
the Markov method was employed to perform human reliability-related analysis of 
redundant systems [5–7].

This chapter presents various introductory mathematical concepts considered use-
ful for conducting human reliability and error analysis in engineering maintenance.

2.2 Boolean algeBra laws and ProBaBility ProPerties

Boolean algebra is named after an English mathematician, George Boole (1813–
1864), who developed it in 1854 [8, 9]. As Boolean algebra plays an important role in 
human reliability and error-related studies, five of its laws are as follows [10–11]:

Associative Law:

 ( ) ( )A B C A B C+ + = + +  (2.1)

where A is an arbitrary event or set, B is an arbitrary event or set, C is an arbitrary 
event or set, and + denotes the union of sets.

 ( ) ( )A B C A B C• • = • •  (2.2)
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where the dot (•) denotes the intersections of sets. When Equation (2.2) is written 
without the dot, it still conveys the same meaning.

Commutative Law:

 A B B A+ = +  (2.3)

 A B B A=  (2.4)

Distributive Law:

 A B C AB AC( )+ = +  (2.5)

 ( ) ( )A B A C A BC+ + = +  (2.6)

Idempotent Law:

 A A A+ =  (2.7)

 
AA A=

 (2.8)

Absorption Law:

 
A A B A( )+ =

 (2.9)

 
A AB A+ =( )

 (2.10)

Probability is the study of random or nondeterministic experiments and it had its 
real beginnings in the early part of the seventeenth century as a result of investigations 
of various games of chance by people such as Pierre Fermat (1601–1665) and Blaise 
Pascal (1623–1662) [12]. The basic properties of probability are presented below 
[12–15].

The probability of occurrence of event, say •	 X, is

 O P X≤ ≤( ) 1  (2.11)

The probability of the sample space •	 S is

 P S( ) = 1 (2.12)

The probability of the negation of the sample space •	 S (i.e., S ) is

 P S( ) = 0  (2.13)
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The probability of occurrence and nonoccurrence of an event, say •	 X, is

 P X P X( ) ( )+ =1  (2.14)

where P(X) is the occurrence probability of event X and P( X ) is the nonoccurrence 
probability of event X.

The probability of an intersection of •	 K independent events is

 
P Y Y Y Y P Y P Y P Y P YK K( ) ( ) ( ) ( ) ( )1 2 3 1 2 3 =  (2.15)

where Yj is the jth event for j = 1, 2, 3, …, K and P Yj( )  is the occurrence probability 
of event Yj for j = 1, 2, 3, …, K.

The probability of the union of •	 K independent events is

 

P X X X P XK j

j

K

( ) ( ( ))1 2

1

1 1+ + + = − −
=

∏

 

(2.16)

where Xj is the jth event; for j = 1, 2, …, K and P X j( )  is the occurrence probability 
of event Xj; for j = 1, 2, …, K.

For K = 2, Equation (2.16) reduces to

 P X X P X P X P X P X( ) ( ) ( ) ( ) ( )1 2 1 2 1 2+ = + −  (2.17)

The probability of the union of •	 K mutually exclusive events is

 

P X X X P XK j

j

K

( ) ( )1 2

1

+ + + =
=

∑

 

(2.18)

Example 2.1

A maintenance worker is performing a maintenance task composed of two indepen-
dent steps: X and Y. The task will be accomplished correctly only if both the steps 
are performed correctly. The probabilities of performing steps X and Y correctly by 
the maintenance worker are 0.9 and 0.8, respectively. Calculate the probability of 
accomplishing the task correctly by the maintenance worker.

By substituting the specified data into Equation (2.15), we get

 

P XY P X P Y( ) ( ) ( )

( . ) ( . )

.

=
=
=

0 9 0 8

0 72
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16 Human Reliability, Error, and Human Factors in Engineering Maintenance

where X = Y1 and Y = Y2. Thus, the probability of accomplishing the task correctly by 
the maintenance worker is 0.72.

Example 2.2

In Example 2.1, by using Equations (2.14) and (2.17) calculate the probability that the 
task will not be accomplished successfully by the maintenance worker.

Thus, by using Equation (2.14) and the specified data values, we obtain

 

P X P X( ) ( )

.

.

= −
= −
=

1

1 0 9

0 1

and

 

P Y P Y( ) ( )

.

.

= −
= −
=

1

1 0 8

0 2

where P X( )  is the probability of not accomplishing step X correctly by the mainte-
nance worker and P Y( )  is the probability of not accomplishing step Y correctly by 
the maintenance worker.

Using Equation (2.17) and the above calculated values, we get

 

P X Y P X P Y P X P Y( ) ( ) ( ) ( ) ( )

. . ( . )( .

+ = + −
= + −0 1 0 2 0 1 0 2))

.= 0 28

where X X Y X= =1 2and , and P X Y( )+  is the probability of not performing steps 
X or Y correctly. Thus, the probability that the task will not be accomplished success-
fully by the maintenance worker is 0.28.

2.3 useFul deFinitions

This section presents mathematical definitions that are considered useful for per-
forming human reliability and error analysis in engineering maintenance.

2.3.1 Probability

This is expressed as [14]

 
P Y

M
mm( ) lim=





→∞

 
(2.19)

where P (Y) is the probability of occurrence of event Y and M is the total number of 
times that Y occurs in the m repeated experiments.
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Basic Mathematical Concepts 17

2.3.2 cumulative distribution Function tyPe i

For continuous random variables, this is defined by [14]

 

F t f x dx

t

( ) ( )=
− ∞
∫

 

(2.20)

where f(t) is the probability density function (in human reliability work it is also 
known as the human error density function), t is the time-continuous random vari-
able, and F(t) is the cumulative distribution function.

2.3.3 Probability density Function tyPe i

For continuous random variables, using Equation (2.20) this is expressed as follows:

 

d F t
dt

d f x dx

dt
f t

t

( )
( )

( )

=















=

−∞
∫

 

(2.21)

2.3.4 Probability density Function tyPe ii

For a single-dimension discrete random variable, say X, the discrete probability den-
sity function of the random variable X is represented by f (xj) if the following condi-
tions apply [12]:

 
f x for all x R range spacej j x( ) , ( ),≥ ∈0

 
(2.22)

and

 

f x j

all

x j

( ) =∑ 1

 

(2.23)

2.3.5 cumulative distribution Function tyPe ii

For discrete random variables, the cumulative distribution function is expressed 
by [12]

 

F x f x j

x xj

( ) ( )=
≤

∑
 

(2.24)

where F(x) is the cumulative distribution function and its value is always 0 ≤ F 
(x) ≤ 1.
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18 Human Reliability, Error, and Human Factors in Engineering Maintenance

2.3.6 reliability Function

For continuous random variables, this is expressed by

 

R t F t

f x dx

t

( ) ( )

( )

= −

= −
− ∞
∫

1

1

 

(2.25)

where f(x) is the failure/human error density function and R(t) is the reliability function.

2.3.7 Hazard rate Function

It is also known as the time-dependent failure/error rate function and is defined by

 

λ ( )
( )

( )

( )
( )

t
f t
F t

f t
R t

=
−

=

1

 

(2.26)

where l (t) is the hazard rate function or the time-dependent failure/error rate function.

2.3.8 exPected value tyPe i

The expected value, E(t), of a continuous random variable is expressed by [12, 14]

 

E t t f t dt( ) ( )= =
− ∞

∞

∫µ

 

(2.27)

where m is the mean value. It is to be noted that in human reliability work, m is called 
mean time to human error, and f(t) human error density function.

2.3.9 exPected value tyPe ii

The expected value, E(x), of a discrete random variable x is defined by [12, 14]

 

E x x f xj j

j

k

( ) ( )=
=

∑
1  

(2.28)

where k is the number of discrete values of the random variable x.

2.3.10 laPlace transForm

The Laplace transform of the function f (t) is defined by

 

F s f t e dtSt( ) ( )= −

∞

∫
0  

(2.29)
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Basic Mathematical Concepts 19

where s is the Laplace transform variable, t is the time variable, and F(s) is the 
Laplace transform of f (t).

Example 2.3

Find the Laplace transform of the following function:

 f t C( ) =  (2.30)

where C is a constant.
Using the above function in Equation (2.29) yields

 

F s C e dt

C e
s

C
s

St

St

( ) =

=
−

=

−

∞

−
∞

∫
0

0

 

(2.31)

Example 2.4

Find the Laplace transform of the following function:

 f t e t( ) = − α
 (2.32)

where a is a constant. In human reliability work, it is known as the human error 
rate.

By substituting Equation (2.32) into Equation (2.29) we get

 

F s e e dt

e
s

s

t St

S t

( )

( )

( )

=

=
− +

=
+

− −

∞

− +
∞

∫ α

α

α

α

0

0

1

 

(2.33)

Table 2.1 presents Laplace transforms of some commonly occurring functions in 
human reliability-related analysis [16, 17].

2.3.11 laPlace transForm: Final-value tHeorem

If the following limits exist, then the final-value theorem may be expressed as

 t sf t sF s→∞ →=lim lim( ) [ ( )]0
 (2.34)
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20 Human Reliability, Error, and Human Factors in Engineering Maintenance

2.4 ProBaBility distriButions

In human reliability-related analysis various types of discrete and continuous random 
variable probability distributions are used. Some examples of these distributions are 
binomial, Poisson, exponential, and normal distribution. This section presents prob-
ability distributions that are considered useful for application in performing human 
reliability and error analysis in engineering maintenance [18].

2.4.1 Poisson distribution

The Poisson distribution is a discrete random variable distribution and is named 
after Simeon Poisson (1781–1840) [1]. The distribution is used in situations when 
one is concerned with the occurrence of a number of events that are of the same 
kind. The occurrence of an event is denoted as a point on a time scale, and in human 
reliability work an event denotes a human error. The distribution density function is 
expressed by

 
f K

t e
K

K
K t

( )
( )

!
, , , , ,= =

−α α
for 0 1 2 3 

 
(2.35)

where t is time and a is the constant arrival or error rate.
The cumulative distribution function, F, is

 
F t e jj t

j

K

= −

=
∑[( ) ]/ !α α

0  
(2.36)

taBle 2.1
laplace transforms of some Frequently occurring Functions in Human 
reliability-related analysis

no. F(t) F(s)

1 C, a constant C/s

2 t mm , , , , ,for = 0 1 2 3  m sm!/ + 1

3 e t− α 1/(s+a)

4 te t− α 1/(s+a)2

5
df t

dt
( )

sF(s)-f(0)

6 tf (t) − dF s
ds

( )

7 f t dt

t

( )
0
∫ F(s)/s

8 α βf t f t1 2( ) ( )+ α βF s F s1 2( ) ( )+

9 t mm − −1 1/( )!
1

1 2 3
s

m
m

, , , ,= 
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Basic Mathematical Concepts 21

The distribution mean is given by [15, 18]

 
µ αp t=

 (2.37)

where mp is the mean of the Poisson distribution.

2.4.2 binomial distribution

This is another discrete random variable distribution. The distribution is also known 
as the Bernoulli distribution, after Jakob Bernoulli (1654–1705), its originator [1]. 
The distribution is used in situations when one is interested in the probability of out-
come such as the total number of errors/failures in a sequence of, say K, trials. The 
distribution is based on the condition that each trial has two possible outcomes (e.g., 
success and failure), and each trial’s probability remains constant.

The distribution probability density function, f(x), is defined by

 
f x p q x Kj

K x K x( ) , , , , ,..., .= ( ) =− for 0 1 2 3
 

(2.38)

where

 
j
K K

j K j
( ) =

−
!

!( )!

x is the total number of failures/errors in K trials, q is the probability of failure of a 
single trial, and p is the probability of success of a single trial.

The cumulative distribution function is given by

 

F x p qj
K j K j

j

x

( ) = ( ) −

=
∑

0  

(2.39)

where F(x) is the probability of x or less failures (errors) in K trials.
The distribution mean is given by [18]

 
µb Kp=

 (2.40)

where mb is the mean of the binomial distribution.

2.4.3 geometric distribution

This discrete random variable distribution is based on the same assumptions as the 
binomial distribution, except that the number of trials is not fixed. More specifically, 
all trials are independent and identical and each can result in one of the two possible 
outcomes (i.e., a success or a failure (error)). The distribution probability density 
function, f (x), is defined by [13, 19]

 f x pq xx( ) , , , ,= =− 1 1 2 3for   (2.41)
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22 Human Reliability, Error, and Human Factors in Engineering Maintenance

The cumulative distribution function is given by

 

F x

x

pq xx

x x

j

j

( )

,

,
[ ]

=
〈

≥









−

≤
∑
0 1

11

  

(2.42)

The distribution mean is given by

 
µg p

= 1

  
(2.43)

where mg is the mean of the geometric distribution.

2.4.4 exPonential distribution

This is probably the most widely used continuous random variable probability dis-
tribution in performing reliability studies, because many engineering parts exhibit 
constant failure rate during their useful life period [20].

The distribution probability density function is defined by

 f t e tt( ) ,= ≥ 〉−λ λλ 0 0  (2.44)

where f(t) is the probability density function (in reliability work, it is also called 
failure density function or error density function), l is the distribution parameter 
(in human reliability work, it is known as the constant human error rate), and t 
is time.

Using Equations (2.20) and (2.44), we obtain the following expression for the 
cumulative distribution function:

 

F t e dt

e

t

t

t

( ) =

= −

−

−

∫ λ λ

λ
0

1  

(2.45)

By substituting Equation (2.44) into Equation (2.27), we get the following expression 
for the distribution expected or mean value:

 

E t t e dtt( ) = =

=

−

∞

∫µ λ

λ

λ

0

1

 

(2.46)

Example 2.5

Assume that the constant error rate of maintenance personnel in performing a cer-
tain maintenance task is 0.009 errors/hour. Calculate the probability that the main-
tenance personnel will make an error during an 8-hour mission.
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By substituting the specified data values into Equation (2.45), we get

 

F e( )

.

( . ) ( )8 1

0 0695

0 009 8= −
=

−

 

Thus, the probability that the maintenance personnel will make an error during the 
specified time period is 0.0695.

2.4.5 normal distribution

This is a widely used continuous random variable probability distribution and 
sometimes it is also called the Gaussian distribution after Carl Friedrich Gauss 
(1777–1855), the German mathematician. The probability density function of the 
distribution is defined by

 

f t
t

t( ) exp
( )

,= − −







 − ∞〈 〈+ ∞1

2 2

2

2σ π
µ

σ
 

(2.47)

where m and s are the distribution parameters (i.e., mean and standard deviation, 
respectively).

Substituting Equation (2.47) into Equation (2.20), we obtain the following cumu-
lative distribution function:

 

F t
x

dx

t

( ) exp
( )= − −









−∞
∫1

2 2

2

2σ π
µ

σ
 

(2.48)

Using Equation (2.47) in Equation (2.27), we obtain the following expression for 
the distribution expected or mean value:

 E t( ) = µ  (2.49)

2.4.6 gamma distribution

This is another continuous random variable probability distribution and is quite flex-
ible in fitting a wide range of problems including human errors. The distribution 
probability density function is defined by

 
f t

t e
x

t
t

( )
( )

( )
, , ,= ≥ 〉

− −λ λ λ α
α λ1

0 0
Γ  

(2.50)

where Γ (·) is the gamma function, l is the distribution scale parameter, and a is the 
distribution shape parameter.

Using Equation (2.50) in Equation (2.20), we get the following cumulative distri-
bution function:

 

F t
e t

j

t j

j

( )
( )
!

= −
−

=

−

∑1
0

1 λα λ

 

(2.51)
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24 Human Reliability, Error, and Human Factors in Engineering Maintenance

Substituting Equation (2.50) into Equation (2.27), we get the following expression 
for the distribution expected or mean value:

 
E t( ) = α

λ  
(2.52)

It is to be noted that at a = 1, the gamma distribution becomes the exponential 
distribution.

2.4.7 rayleigH distribution

This continuous random variable probability distribution is often used in the theory 
of sound and in reliability studies and is known after John Rayleigh (1842–1919), 
its originator [1]. The distribution probability density function is defined by

 
f t te t

t

( ) , ,= ≥ 〉
−





2

0 0
2

2

β
ββ

 
(2.53)

where b is the distribution parameter.
Substituting Equation (2.53) into Equation (2.20), we obtain the following cumu-

lative distribution function:

 F t e
t

( ) = −
−





1

2

β
 

(2.54)

Using Equation (2.53) in Equation (2.27), we obtain the following equation for the 
distribution expected or mean value:

 
E t( ) =







β Γ 3
2  

(2.55)

where Γ(·) is the gamma function and is defined by

 

Γ( ) ,y t e dt for yy t= 〉−

∞

−∫ 1

0

0

 

(2.56)

2.4.8 Weibull distribution

This continuous random variable probability distribution can be used to represent 
many different physical phenomena and it was developed by W. Weibull, a Swedish 
mechanical engineering professor, in the early 1950s [21]. The distribution probabil-
ity density function is expressed by

 
f t

t
e t

t

( ) , , ,= ≥ 〉
− −





θ

β
θ β

θ

θ
β

θ
1

0 0
 

(2.57)

where q is the distribution shape parameter and b is the distribution scale parameter.
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Using Equations (2.57) and (2.20), we get the following cumulative distribu-
tion function:

 F t e
t

( ) = −
−





1 β

θ

 
(2.58)

Substituting Equation (2.57) into Equation (2.27), we get the following expression 
for the distribution expected or mean value:

 
E t( ) = +







β
θ

Γ 1
1

 
(2.59)

It is to be noted that for q = 1 and 2, the exponential and Rayleigh distributions are 
the special cases of the Weibull distribution, respectively.

2.5 solving First-order diFFerential 
equations using laPlace transForms

Sometime in human reliability and error studies, the Markov method (described in 
Chapter 4), is used and it results in a system of linear first-order differential equa-
tions. The use of Laplace transforms is considered to be an effective approach to find 
solutions to these differential equations. The following example demonstrates the 
application of Laplace transforms in finding the solutions to a set of linear first-order 
differential equations.

Example 2.6

Assume that an engineering system can either be in three states: operating normally, 
failed due to hardware problems, or failed due to maintenance errors. The following 
set of differential equations describes the system:

 

dP t

dt
P tm

0
0 0

( )
( ) ( )+ + =λ λ

 
(2.60)

 

dP t

dt
P t1

0 0
( )

( )− =λ
 

(2.61)

 

dP t

dt
P tm

2
0 0

( )
( )− =λ

 
(2.62)

At t = 0, P0 (0) = 1, and P1 (0) = P2 (0) = 0, where Pi (t) is the probability that the engi-
neering system is in state i at time for i = 0 (operating normally), i = 1 (failed due to 
hardware problems), i = 2 (failed due to maintenance errors); l is the constant failure 
rate of the system due to hardware problems; and lm is the constant failure rate of the 
system due to maintenance errors.

Find solutions to differential Equations (2.60)–(2.62) by using Laplace transforms.
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Thus, taking Laplace transforms of Equations (2.60)–(2.62), using the given ini-
tial conditions, and then solving the resulting equations, we get

 
P s

s m
0

1
( )

( )
=

+ +λ λ  
(2.63)

 
P s

s s m
1( )

( )
=

+ +
λ
λ λ  

(2.64)

 
P s

s s
m

m
2( )

( )
=

+ +
λ
λ λ  

(2.65)

where s is the Laplace transform variable, and Pi(s) is the Laplace transform of the 
probability that the engineering system is in state i at time t, for i = 0, 1, 2.

By taking the inverse Laplace transforms of Equations (2.63)–(2.65), we obtain

 
P t e m t

0( ) ( )= − +λ λ
 (2.66)

 
P t e

m

tm
1 1( ) ( )( )=

+
− − +λ

λ λ
λ λ

 
(2.67)

 
P t em

m

tm
2 1( ) ( )( )=

+
− − +λ

λ λ
λ λ

 
(2.68)

Thus, Equations (2.66)–(2.68) represent solutions to differential Equations 
(2.60)–(2.62).

2.6 ProBlems

 1. Prove Equation (2.6).
 2. Assume that a maintenance worker is performing a maintenance task 

composed of three independent steps: steps X, Y, and Z. The task will be 
accomplished correctly only if all the steps are performed correctly. The 
probabilities of performing steps X, Y, and Z correctly by the maintenance 
worker are 0.95, 0.75, and 0.99, respectively. Calculate the probability of 
accomplishing the task correctly by the maintenance worker.

 3. In the above Problem No. 2, by using Equations (2.14) and (2.16) calculate 
the probability that the task will not be accomplished successfully by the 
maintenance worker.

 4. Define probability mathematically.
 5. Take the Laplace transform of the following function:

 f t te t( ) = −λ
 (2.69)

  where l is a constant and t is a time variable.
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 6. Obtain an expression for the hazard rate by using the following failure 
density function.

 f t e tt( ) ,= ≥ 〉−λ λλ 0 0  (2.70)

  where l is the distribution parameter and t is time.
 7. Prove Equation (2.46).
 8. What are the special case probability distributions of the Weibull distribution?
 9. Assume that the constant error rate of maintenance personnel in perform-

ing a certain task is 0.001 errors/hour. Calculate the probability that the 
maintenance personnel will not make an error during a 6-hour mission.

 10. Prove that the sum of Equations (2.62)–(2.65) is equal to 1/ .S Comment 
on the end result.

reFerences

 1. Eves, H., An Introduction to the History of Mathematics, Holt, Reinhart, and Winston,  
New York, 1976.

 2. Askren, W.B., Regulinski, T.L., Quantifying Human Performance for Reliability 
Analysis of Systems, Human Factors, Vol. 11, 1969, pp. 393–396.

 3. Regulinski, T.L., Askren, W.B., Mathematical Modeling of Human Performance 
Reliability, Proceedings of the Annual Symposium on Reliability, 1969, pp. 5–11.

 4. Regulinski, T.L., Askren, W.B., Stochastic Modeling of Human Performance 
Effectiveness Functions, Proceedings of the Annual Reliability and Maintainability 
Symposium, 1972, pp. 407–416.

 5. Dhillon, B.S., Stochastic Models for Predicting Human Reliability, Microelectronics 
and Reliability, Vol. 25, 1982, pp. 491–496.

 6. Dhillon, B.S., Rayapati, S.N., Reliability Analysis of Non-Maintained Parallel Systems 
Subject to Hardware Failure and Human Error, Microelectronics and Reliability, Vol. 
25, 1985, pp. 111–122.

 7. Dhillon, B.S., System Reliability Evaluation Models with Human Errors, IEEE 
Transactions on Reliability, Vol. 32, 1983, pp. 47–48.

 8. Boole, G., An Investigation of the Laws of Thought, Dover Publications, New York, 
1951.

 9. Hailperin, T., Boole’s Logic and Probability, North Holland, Amsterdam, 1986.
 10. Lipschutz, S., Set Theory, McGraw-Hill, New York, 1964.
 11. Fault Tree Handbook, Report No. NUREG-0492, U.S. Nuclear Regulatory 

Commission, Washington, D.C., 1981.
 12. Lipschutz, S., Probability, McGraw-Hill, New York, 1965.
 13. Montgomery, D.C., Runger, G.C., Applied Statistics and Probability for Engineers, 

John Wiley and Sons, New York, 1999.
 14. Mann, N.R., Schafer, R.E., Singpurwalla, N.D., Methods for Statistical Analysis of 

Reliability and Life Data, John Wiley and Sons, New York, 1974.
 15. Shooman, M.L., Probabilistic Reliability: An Engineering Approach, McGraw-Hill, 

New York, 1968.
 16. Spiegel, M.R., Laplace Transforms, McGraw-Hill, New York, 1965.

K10213.indb   27 3/7/09   2:07:47 PM

© 2009 by Taylor & Francis Group, LLC



28 Human Reliability, Error, and Human Factors in Engineering Maintenance

 17. Oberhettinger, F., Badii, L., Tables of Laplace Transforms, Springer-Verlag, New York, 
1973.

 18. Patel, J.K., Kapadia, C.H., Owen, D.B., Handbook of Statistical Distributions, Marcel 
Dekker, New York, 1976.

 19. Tsokos, C.P., Probability Distributions: An Introduction to Probability Theory with 
Applications, Wadsworth Publishing Company, Belmont, California, 1972.

 20. Davis, D.J., An Analysis of Some Failure Data, Journal of the American Statistical 
Association, June 1952, pp. 113–150.

 21. Weibull, W., A Statistical Distribution Function of Wide Applicability, Journal of 
Applied Mechanics, Vol. 18, 1951, pp. 293–297.

K10213.indb   28 3/7/09   2:07:47 PM

© 2009 by Taylor & Francis Group, LLC



29

3 Introductory Human 
Factors, Reliability, 
and Error Concepts

3.1 introduction

Over the years considerable new developments have taken place in the areas of human 
factors, reliability, and error. Human factors, reliability, and error have become rec-
ognizable disciplines in the industrial sector in many parts of the world. There are 
many standard documents on human factors that directly or indirectly cover human 
reliability and error as well. These standard documents are often cited in the design 
specification of complex engineering systems [1].

More specifically, the new system design must satisfy requirements specified in 
these documents. Thus, nowadays it is not uncommon to come across human fac-
tors specialists (who cover human reliability and error as well) working alongside 
design engineers during the design and development of engineering systems, for use 
in areas such as nuclear power generation and aviation. These specialists use various 
human factors, reliability, and error-related concepts to produce effective systems 
with respect to humans [2, 3].

This chapter presents various introductory human factors, reliability, and error 
concepts considered useful for application in the areas of engineering maintenance, 
taken from published literature.

3.2 Human Factors oBJectives and man–macHine 
system tyPes and comParisons

There are many objectives of human factors. They may be categorized under four 
distinct classifications as follows [4]:

Classification I: Fundamental Operational Objectives.•	  These are basi-
cally concerned with improving system performance, increasing safety, 
and reducing human errors.
Classification II:•	  Objectives Affecting Operators and Users. These 
are concerned with improving the work environment, increasing aesthetic 
appearance, increasing user acceptance and ease of use, and reducing 
fatigue, physical stress, boredom, and monotony.
Classification III:•	  Objectives Affecting Reliability and Maintain- 
ability. These are concerned with improving reliability, increasing 
maintainability, reducing the manpower need, and reducing training 
requirements.
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30 Human Reliability, Error, and Human Factors in Engineering Maintenance

Classification IV:•	  Miscellaneous Objectives. These are concerned with 
items such as reducing equipment and time losses and increasing produc-
tion economy.

Although there are many types of man-machine systems, they may be grouped 
under the following three categories [5]:

Category I: Automated Systems.•	  These systems carry out operation-re-
lated functions including processing, sensing, decision making, and action. 
The majority of these systems are of the closed-loop type and normally 
the basic human functions associated with such systems are monitoring, 
maintenance, and programming.
Category II:•	  Mechanical or Semiautomatic Systems. These systems 
contain well-integrated parts, such as various types of powered machine 
tools. Normally, in these systems the machines provide the power and the 
humans typically carry out the control function.
Category III:•	  Manual Systems. These systems contain hand tools and 
other aids along with the human operator who controls the overall opera-
tion. The operator makes use of his or her own physical energy as a power 
source, and then transmits/receives from the tools a significant amount of 
information.

Some of the important comparisons between humans and machines (in parenthe-
ses) are as follows [6]:

Humans have excellent memory (machines are remarkably costly to have •	
the same capability).
Humans have relatively easy maintenance needs (machines’ maintenance •	
problems become serious with the increase in complexity).
Humans are subjected to social environments of all kinds (machines are •	
independent of social environments of all types).
Humans’ performance efficiency is affected by anxiety (machines are •	
quite independent of this shortcoming).
Humans are very flexible with respect to task performance (machines are •	
relatively inflexible).
Humans have high tolerance for factors such as ambiguity, vagueness, and •	
uncertainty (machines are quite limited in tolerance in regard to factors 
such as these).
Humans are limited to a certain degree in channel capacity (machines •	
have unlimited channel capacities).
Humans are poor monitors of events that do not occur frequently (machines •	
possess options to be designed to reliably detect infrequently occurring 
events.
Humans are subjected to stress because of interpersonal or other difficul-•	
ties (machines are completely free of such difficulties).
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Humans are unsuitable for performing tasks such as amplification, data •	
coding, or transformation (machines are extremely useful for performing 
tasks such as these).
Humans have rather restricted short-term memory for factual matters •	
(machines can have unlimited short-term memory but its affordability is 
a limiting factor).
Humans are subjected to factors such as motion sickness, disorientation, •	
and Coriolis effects (machines are completely free of such effects).
Humans are often subjected to departure from following an optimum •	
strategy (machines always follow the design strategy).
Humans are subjected to deterioration in performance because of bore-•	
dom and fatigue (machines are not affected by factors such as these, but 
their performance is subjected to deterioration because of wear or lack of 
calibration).
Humans are very capable of making inductive decisions under novel con-•	
ditions (machines possess very little or no induction capabilities at all).

3.3 Human sensory caPacities and 
tyPical Human BeHaviors and tHeir 
corresPonding design considerations

Humans possess many useful sensors: touch, sight, taste, hearing, and smell. A 
clear understanding of their sensory capacities can be quite useful in reducing the 
occurrence of human errors in engineering maintenance. Thus, some of the human 
sensory-related capacities are described below [3, 7].

3.3.1 toucH

The sense of touch is related to humans’ ability in interpreting visual and auditory 
stimuli. The sensory cues received by muscles and the skin can be used for send-
ing messages to the brain, thus relieving the ears and the eyes of the workload, to a 
certain degree.

3.3.2 sigHt

This is stimulated by the electromagnetic radiation of certain wavelengths, often 
referred to as the visible portion of the electromagnetic spectrum. The spectrum’s 
various areas, as seen by the human eyes, appear to vary in brightness. For example, 
in the day light, the human eyes are very sensitive to greenish-yellow light with a 
wavelength of about 5500 Angstrom units [7].

Moreover, the human eyes perceive all colors when they are looking straight 
ahead but as the viewing angle increases, the color perception begins to decrease. 
Also, the human eyes see differently from different angles.
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3.3.3 vibration

Past experiences indicate that the presence of vibration could be quite detrimental 
to the performance of mental and physical tasks by humans such as maintenance 
personnel. There are numerous vibration parameters including frequency, velocity, 
acceleration, and amplitude. More specifically, large amplitude and low frequency 
vibrations contribute to various problems including headaches, eyestrain, fatigue, 
motion sickness, and interference with the ability to read and interpret instruments 
properly [7].

Furthermore, high frequency and low amplitude vibrations can also cause fatigue 
to a certain degree.

3.3.4 noise

Noise may simply be described as sounds that lack coherence and human reactions 
to noise extend beyond the auditory systems (e.g., irritability, fatigue, or boredom). 
Excessive noise can lead to problems such as adverse effects on tasks requiring a 
high degree of muscular coordination and precision or intense concentration, reduc-
tion in the workers’ efficiency, and loss of hearing if exposed for long periods.

Over the years, various human behaviors have been observed by researchers in 
the field. Some of the typical human behaviors and their corresponding design con-
siderations are presented in Table 3.1 [2].

taBle 3.1
typical Human Behaviors and their corresponding design considerations

no. typical Human Behavior corresponding design consideration

1 Humans often tend to hurry Develop design such that it properly takes into 
consideration the element of human hurry

2 Humans get easily confused with unfamiliar 
items/things

Avoid designing totally unfamiliar 
 items/things

3 Humans often use their sense of touch for 
exploring or testing the unknown

Give careful attention to this factor during 
design, particularly to the product/item 
handling aspect

4 Humans frequently regard manufactured 
items as being safe

Design products such that they become 
impossible to be used incorrectly

5 Humans have become accustomed to certain 
color meanings

During design strictly observe existing color 
coding standards

6 Humans normally expect to turn on the 
electrical power, the switches have to move 
upward, or to the right, etc.

Design such switches as per human 
expectations

7 Humans always expect that faucets/handles 
will rotate counter-clockwise for increasing 
the flow of gas, steam, or liquid

Design such items as per human expectations
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3.4 Human Factors–related Formulas

Over the years, researchers have developed various types of mathematical formulas 
for estimating human factors–related information. Four of these formulas considered 
useful for application in engineering maintenance are presented below.

3.4.1 Formula For estimating insPector PerFormance

This formula is concerned with estimating inspector performance with respect to 
inspection tasks. Thus, the inspector performance is expressed by [3, 8]

 

θi
tr

p ie

T

n n
=

−
 

(3.1)

where q i is the inspector performance expressed in minutes per correct inspection, np 
is the total number of patterns inspected, nie is the total number of inspector errors, 
and Ttr is the total reaction time expressed in minutes.

3.4.2 Formula For estimating rest Period

When humans perform lengthy or strenuous tasks, the incorporation of proper rest 
periods is considered essential. Thus, this formula is concerned with estimating the 
length of scheduled or unscheduled rest periods. The length of the required rest 
period is expressed by [9]

 
T

T E E

E RLrp
w a s

a a

=
−

−
( )

( )  

(3.2)

where Ttr is the required length of the rest period expressed in minutes, Tw is the work-
ing time expressed in minutes, Ea is the average energy cost/expenditure expressed 
in kilocalories per minute of work, Es is the kilocalories per minute adopted as stan-
dard, and RLa is the approximate resting level expressed in kilocalories per minute 
(usually, the value of RLa is taken as 1.5).

3.4.3 Formula For estimating cHaracter HeigHt

As usually the instrument panels are located at a viewing distance of 28 inches for the 
comfortable performance and control of adjustment-oriented tasks, this formula is 
concerned with estimating the character height at the viewing distance of 28 inches. 
Thus, the character height is expressed by

 
C

C D
h

s= ν

28  
(3.3)

where Dn is the specified viewing distance expressed in inches, Ch is the character 
height at the specified viewing distance, Dn, expressed in inches, and Cs is the stan-
dard character height from a viewing distance of 28 inches.
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Example 3.1

Assume that maintenance workers have to read a meter from a distance of 70 inches 
and the standard character height at a viewing distance of 28 inches is 0.50 inches. 
Estimate the height of numerals for the stated viewing distance.

By substituting the given data values into Equation (3.3), we get

 

Ch =

=

( . )( )

.

0 50 70
28

1 25 inches  

Thus, the height of numerals for the stated viewing distance of 70 inches is 1.25 
inches.

3.4.4 Formula For estimating glare constant

Various types of human errors can occur in maintenance work due to glare. The 
value of the glare constant can be estimated by using the following formula [9]:

 

α λ β
µ

= ( ) ( ). .0 8 1 6

2Lg  

(3.4)

where a is the glare constant, Lg is the general background luminance, l is the solid 
angle subtended at the eye by the source, μ is the angle between the direction of the 
glare source and the viewing direction, and b is the source luminance.

3.5 useFul Human Factors guidelines 
and data collection sources

Over the years, researchers working in the area of human factors have developed 
many useful human factors-related guidelines for application in engineering system 
design. Some of these guidelines are as follows [2, 6]:

Review system objectives with respect to human factors.•	
Obtain all appropriate human factors-related design reference documents.•	
Develop an effective human factors-related checklist for use during •	
system design and operation phases.
Use the services of human factors experts as considered appropriate.•	
Conduct field tests of the system design prior to its approval for delivery •	
to customers.
Review final production drawings in regard to human factors.•	
Make use of mock-ups for “testing” the effectiveness of user-hardware •	
interface designs.

There are many sources for collecting human factors-related data. Some of the 
important ones are as follows [10, 11]:
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Test reports.•	  These reports contain data obtained from testing manufac-
tured items or goods.
User experience reports.•	  These reports contain data reflecting experi-
ences of users with the system/equipment in the field use environment.
Published standards.•	  These documents are published by various organi-
zations including professional societies and government agencies.
Published literature.•	  This includes items such as journals, technical 
reports, and conference proceedings.
System development phase.•	  This is a good source for collecting various 
types of human factors-related data.
Previous experience.•	  This is a quite good source for obtaining data from 
similar cases that have occurred in the past.

3.6 Human PerFormance eFFectiveness 
and oPerator stress cHaracteristics

Over the years, various researchers have studied the relationship between human 
performance and stress. They conclude that such relationship basically follows the 
shape of the curve shown in Figure 3.1 [12, 13].

The curve shows that stress to a moderate level is necessary to achieve optimal 
human performance effectiveness. Otherwise, at a very low stress, the task will 
become dull and unchallenging, and consequently human performance effectiveness 
will not be at its highest point.

High

Low

Human 
performance 
effectiveness  

Low
stress

Moderate
stress

High stress

Stress

Figure 3.1 Human performance effectiveness versus stress curve.
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In contrast, stress beyond a moderate level will cause deterioration in human per-
formance because of factors such as fear, worry, or other kinds of psychological 
stress. It simply means that the probability of human error occurrence will be higher 
under high stress than under moderate stress.

Human operators perform various types of tasks in diverse engineering areas. In 
performing such tasks, they may have certain limitations. Past experiences indicate 
that when these limitations are violated, probability for the error increases quite 
significantly [14]. This probability can be reduced significantly by carefully consid-
ering operator limitations or characteristics during the system design. Some of these 
characteristics are as follows [14]:

Performing task steps at high speed•	
Poor feedback information in determining the correctness of actions taken•	
The requirement for prolonged monitoring•	
Having rather short decision-making time•	
Performing tasks that require a very long sequence of steps•	
Requirement to operate more than one control simultaneously at high •	
speed
Requirement to make quick comparisons of two or more displays•	
Requirement to make decisions on the basis of data collected from diverse •	
sources

3.7 occuPational stressors and general stress Factors

The occupational stressors may be classified under the following four categories 
[12]:

Category I: Workload-related stressors.•	  These stressors are concerned 
with work under load or work overload. In the case of work under load, 
the present duties being carried out by the individual fail to provide suf-
ficient stimulation. Some examples of work under load are the lack of any 
intellectual input, task repetitiveness, and the lack of opportunity to use 
acquired expertise and skills of the individual. In contrast, in the case of 
work overload the job requirements exceed the ability of the individual to 
satisfy them in an effective manner.
Category II:•	  Occupational change-related stressors. These stressors 
are concerned with factors that disrupt cognitive, behavioral, and physi-
ological patterns of functioning of the individual.
Category III:•	  Occupational frustration-related stressors. These stres-
sors are concerned with the problems related to occupational frustration. 
The problems include the lack of proper communication, poor career 
development guidance, and the ambiguity of one’s role.
Category IV:•	  Miscellaneous stressors. These stressors include all other 
stressors that are not incorporated into the above three categories. Some 
examples of the miscellaneous stressors are poor interpersonal relation-
ships, too much or too little lighting, and too much noise.
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Over the years, various researchers in the area of human engineering have pointed 
out that there are many general factors that considerably increase stress on an indi-
vidual, in turn leading to a significant deterioration in his or her reliability. Some of 
these general factors are as follows [15]:

Poor health•	
Possibility of redundancy at work•	
Having to work with individuals with unpredictable temperaments•	
Serious financial difficulties•	
Working under extremely tight time pressures•	
Lacking the proper expertise to perform the ongoing job•	
Experiencing difficulties with spouse or children or both•	
Poor chances for promotion•	
Excessive demands from superiors at work•	

3.8 Human PerFormance reliaBility 
and correctaBility Functions

Both these functions are derived below, separately.

3.8.1 Human PerFormance reliability Function

Although all the tasks performed by humans are not in continuous time, from time 
to time humans do perform time-continuous tasks such as scope monitoring, missile 
countdown, and aircraft maneuvering. In situations such as these, human perfor-
mance reliability is a very important parameter.

Thus, in time-continuous tasks the probability of occurrence of human error in 
the finite time interval Δt is expressed by [16–19]

 P B A t t( / ) ( )= λ ∆  (3.5)

where A is an errorless performance event of duration time t, B is an event in which 
the human error will occur in time interval (t, t + Δt), and l(t) is the time-dependent 
error rate.

Thus, the joint probability of the errorless human performance may be expressed 
as follows:

 P B A P A P A P B A P A( / ) ( ) ( ) ( / ) ( )= −  
(3.6)

where P(A) is the probability of occurrence of event A, and B  is the event that 
human error will not occur in time interval [t, t + Δt].

Equation (3.6) may be rewritten as follows [16–19]:

 HR t HR t P B A HR t t( ) ( ) ( / ) ( )− = + ∆  (3.7)

where HR(t) is the human reliability at time t and HR(t + Δt) is the human reliability 
at time t + Δt.
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It is to be noted that Equation (3.6) denotes an errorless human performance prob-
ability over time intervals [0, t] and [t, t + Δt].

By substituting Equation (3.5) into Equation (3.7), we obtain

 

HR t t HR t
t

t HR t
( ) ( )

( ) ( )
+ − = −∆

∆
λ

 
(3.8)

In the limiting case, Equation (3.8) becomes

 

dHR t
dt

t HR t
( )

( ) ( )= − λ
 

(3.9)

By rearranging Equation (3.9), we get

 

1
HR t

dHR t t dt
( )

( ) ( )= − λ
 

(3.10)

By integrating both sides of Equation (3.10) over the time interval [0, t], we 
obtain

 

1

1 0
HR t

dHR t t dt

HR t t

( )
( ) ( )

( )

∫ ∫⋅ = − λ
 

(3.11)

because at t = 0, HR (0) = 1.
After evaluating the left-hand side of Equation (3.11), we get

 

ln HR t t dt

t

( ) ( )= − ∫ λ
0  

(3.12)

Thus, from Equation (3.12), we obtain

 HR t e
t

t dt( ) ( )= − ∫0 λ
 

(3.13)

Equation (3.13) is the general expression for computing human reliability, irre-
spective of whether the human error rate is constant or nonconstant. More specifi-
cally, it holds when time to human error is described by statistical distributions such 
as normal, gamma, exponential, Weibull, and Rayleigh.

Example 3.2

Assume that the time to human error of a maintenance worker follows Weibull dis-
tribution. Thus, his or her time-dependent error rate is expressed by

 
λ β

θ

β

β
( )t

t=
−1

 
(3.14)
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where t is time, b is the distribution shape parameter, and q is the distribution scale 
parameter. Obtain an expression for the maintenance worker’s reliability.

By substituting Equation (3.14) into Equation (3.13), we get

 

HR t e

e

t t
dt

t

( ) =

=

− ∫






−( )

−
0

1β β

θβ

β

θ  

(3.15)

Thus, Equation (3.15) is the expression for the maintenance worker’s reliability.

3.8.2 Human PerFormance correctability Function

This is concerned with the human capacity to correct self-generated human errors 
and is defined as the probability that an error will be corrected in item t subject to 
stress constraint inherent in the nature of the task and its associated environment 
[18]. Mathematically, the correctability function is defined as follows [18, 19]:

 CP t e
t

t dt( ) ( )= − − ∫1 0 α
 

(3.16)

where CP(t) is the probability that an error will be corrected in time t and a(t) is the 
time-dependent rate at which tasks are corrected.

It is to be noted that Equation (3.16) holds whether the task correction rate is 
constant or nonconstant. More specifically, it holds for any time to task correction 
probability distribution.

Example 3.3

Assume that the time to error correction of a maintenance worker follows exponen-
tial distribution. Thus, his or her error correction rate is defined by

 α α( )t =  (3.17)

where a is the constant error correction rate of the maintenance worker. Obtain an 
expression for the maintenance worker’s correctability function.

Substituting Equation (3.17) into Equation (3.16) yields

 

CP t e

e

t
dt

t

( ) = −
= −

− ∫

−

1

1

0 α

α  
(3.18)

Thus, Equation (3.18) is the expression for the maintenance worker’s correctabil-
ity function.

3.9 Human error occurrence reasons, 
consequences, ways, and classiFications

Past experiences indicate that there are many reasons for the occurrence of human 
errors. Some of the important ones are poor training, poor equipment design, poor 
motivation, complex task, poorly written equipment operating and maintenance pro-
cedures, inadequate lighting in the work area, poor management, improper work 
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tools, crowded workspace, poor work layout, poor verbal communication, and high 
noise and temperature in the work area [20].

The consequences of a human error can range from minor to very severe, for 
example, from insignificant delays in system performance to a very high loss of lives. 
Furthermore, they may vary from one situation to another, from one task to another, 
or from one piece of equipment to another. In particular, with respect to equipment, 
the human error consequences may be grouped under three classifications: equipment 
operation is stopped completely, equipment operation is delayed quite significantly 
but not stopped completely, and delay in equipment operation is insignificant.

There are many ways in which a human error can occur. The common ones are 
shown in Figure 3.2 [21].

Human errors in engineering may be grouped under various classifications. The 
seven commonly used classifications are as follows [20, 22–24]:

Maintenance errors•	
Operator errors•	
Design errors•	
Assembly errors•	
Inspection errors•	
Handling errors•	
Contributory errors•	

Additional information on the above errors is available in Refs. [20, 22–24].

3.10 Human reliaBility and error data collection 
sources and quantitative data

Human reliability and error data are the backbone of any human reliability/error predic-
tion. These data are collected through means such as expert judgments, experimental 
studies, field experiences, self-made error reports, and published literature [3, 25–26].

Making an incorrect 
decision in response to 

a problem 

Failure to recognize a 
hazardous situation 

Poor timing and 
inadequate response to 

a contingency 

Failure to carry out a 
required function 

Performing a task that 
should not be 
accomplished 

Common
ways

Figure 3.2 Common ways human error occurs.
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There are many data banks for obtaining human reliability and error-related 
information [3, 26]. Some of these are Data Store [27], Nuclear Plant Reliability 
Data System [28], Safety Related Operator Action (SROA) Program [29], Aerojet 
General Method [30], Bunker-Ramo Tables [31], Air Force Inspection and Safety 
Center Life Sciences Accident and Incident Reporting System [32], and Aviation 
Safety Reporting System [33].

Human reliability and error data for some selective tasks, directly or indirectly 
related to engineering maintenance, are presented in Table 3.2 [3].

3.11 ProBlems

 1. Discuss three types of man-machine systems.
 2. Discuss at least ten comparisons between humans and machines.
 3. What are the four main classifications of human factors objectives?
 4. List at least six typical human behaviors.
 5. Assume that maintenance workers have to read a meter from a distance 

of 60 inches and the standard character height at a viewing distance of 28 
inches is 0.50 inches. Estimate the height of numerals for the stated viewing 
distance.

 6. Discuss at least five sources for collecting human factors-related data.
 7. Describe the human performance effectiveness versus stress curve.
 8. What are the important reasons for the occurrences of human errors?
 9. Discuss five common ways in which a human error can occur.
 10. What are the common classifications of human errors in engineering?

taBle 3.2
Human reliability and error data for some selective tasks

no. error/task description
Performance 

reliability
error rate per million 

operations

 1 Turning rotary selector switch to certain 
position

0.9996 —

 2 Finding maintenance (scheduled) 
approaches in maintenance manual

0.997 —

 3 Failure to tighten nut and bolt — 4800
 4 Reading gauge incorrectly — 5000
 5 Installing o-ring incorrectly — 66700
 6 Closing valve incorrectly — 1800
 7 Connecting hose incorrectly — 4700
 8 Failure to install nut and bolt — 600
 9 Procedural error in reading instructions — 64500
10 Incorrect adjustment of mechanical 

linkage
— 16700
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4 Methods for Performing 
Human Reliability 
and Error Analysis in 
Engineering Maintenance

4.1 introduction

Today, quality, human factors, safety, and reliability are recognized as well-estab-
lished disciplines. Over the years, many new concepts and methods have been devel-
oped in these areas. Many of the methods are being applied quite successfully across 
many diverse areas including engineering design, production, maintenance, manage-
ment, and health care. Two important examples of these methods are failure modes 
and effect analysis (FMEA) and fault tree analysis (FTA).

FMEA was developed by the United States Department of Defense in the early 
1950s for analyzing engineering systems from the reliability aspect. Nowadays, 
FMEA is being used across many diverse areas including maintenance, management, 
and health care [1–3]. FTA was developed in the early 1960s at the Bell Telephone 
Laboratories to perform safety and reliability analysis of the Minuteman Launch 
Control System [3–5]. This method has rapidly gained favor over other reliability 
and safety analysis methods because of its versatility in degree of detail of complex 
systems. Today, FTA is being used widely in the industrial sector to analyze prob-
lems ranging from management-related to engineering-related.

This chapter presents a number of methods considered useful for performing 
human reliability and error analysis in engineering maintenance, extracted from the 
published literature in the areas of quality, human factors, safety, and reliability.

4.2 Failure modes and eFFect analysis (Fmea)

FMEA may simply be described as a powerful method widely used to analyze each 
potential failure mode in the system under consideration for determining the effects 
of such modes on the total system [6]. In the event when FMEA is extended to clas-
sify each and every potential effect according to its severity, it is called failure mode 
effects and criticality analysis (FMECA) [7].

The history of FMEA may be traced back to the early 1950s when the United 
States Navy’s Bureau of Aeronautics used it in the design and development of 
flight control systems [1, 8]. The following main steps are used in performing 
FMEA [7]:
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Step 1: Establish system definition. •	 This is basically concerned with 
decomposing the system into main blocks and defining their functions, in 
addition to defining the interface between blocks.
Step 2: Establish appropriate ground rules.•	  This is concerned with for-
mulating the ground rules for performing FMEA. Some examples of these 
rules are limits of operational stress, statement of primary and secondary 
mission objectives, delineation of mission phases, limits of environmental 
stress, and analysis level statement.
Step 3:•	  Describe the system and its associated functional blocks. This 
is concerned with preparing the description of the system under consider-
ation. This description is normally grouped under two parts:

System block diagram.•	  This graphically shows the system elements to 
be analyzed, the system inputs and outputs, series and redundant rela-
tionships among the system components/parts, and inputs and outputs 
of system components.
Functional statement.•	  This is developed for the total system and for 
each subsystem and part. The statement is prepared for each operational 
mode/phase of each item. The degree of detail depends on factors such 
as the application of the item under consideration and the uniqueness of 
the function performed.

Step 4: Identify possible failure modes and their effects.•	  This is con-
cerned with systematically identifying the failure modes and their effects. 
Usually, this is accomplished by using a well-designed worksheet or a 
form. The worksheet collects data on various areas including item identifi-
cation and function, failure modes and causes, failure detection approach, 
failure effects on system/personnel/mission/subsystems, and criticality 
classification.
Step 5:•	  Compile a list of critical items. This is concerned with develop-
ing a list of critical items for providing useful input to sound management 
decisions. The list contains information on various areas including item 
identification, concise statement of item’s failure mode, classification of 
criticality, the FMEA worksheet page number, degree of loss effect, and 
retention rationale.
Step 6:•	  Document the analysis. This is the final step and is concerned 
with the documentation of analysis. The final document includes items 
such as system definition and description, ground rules of FMEA, failure 
modes and their effects, and critical items list.

Some of the important characteristics of the FMEA are as follows:

By evaluating failure effects of each part, the entire system is screened •	
completely.
It improves communication quite significantly among individuals involved •	
in the design interface activity.
It is a routine upward approach that starts from the detail level.•	
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It highlights weak spots in system design and identifies areas where •	
detailed analysis is necessary.

Additional information on this method is available in Refs. [3, 9].

4.3 man–macHine systems analysis

This is probably the first method ever developed for reducing human error-caused 
unwanted effects to some acceptable level, in a system. It was developed in the early 
1950s at the Wright-Patterson Air Force Base, United States Air Force, Ohio [10]. 
The method is composed of the following steps [10].

Step 1:•	  Define the system goals and the associated functions.
Step 2:•	  Define all the situational characteristics; more specifically, the 
performance shaping factors under which humans will be performing 
their tasks. Some examples of these factors are quality of air, illumina-
tion, and union actions.
Step 3:•	  Define the characteristics (e.g., experience, skills, training, and 
motivation) of all involved individuals.
Step 4:•	  Define the tasks performed by all involved individuals.
Step 5:•	  Analyze tasks to identify potential error-likely conditions and 
other associated difficulties.
Step 6:•	  Estimate the chances/other information in regard to the occur-
rence of each and every potential human error.
Step 7:•	  Estimate the chances that each potential error will remain unde-
tected and uncorrected.
Step 8:•	  Determine the type of consequences if potential human errors 
remain undetected.
Step 9:•	  Make necessary recommendations for required changes.
Step 10:•	  Reevaluate with care each change by repeating most of the above 
steps as considered appropriate.

Additional information on this method is available in Ref. [10].

4.4 root cause analysis (rca)

RCA may be described as a systematic investigation method that uses data collected 
during an assessment of an accident, for determining the underlying causes for the 
deficiencies that led to the occurrence of the accident [11]. As per Ref. [12], RCA was 
originally developed by the United States Department of Energy.

RCA begins with outlining the event sequence that led to the accident. Starting 
with the adverse event itself, the analyst involved conducts his or her tasks backward 
in time, by recording and ascertaining all important events. In collecting such data, 
it is important for the analyst concerned to avoid making any premature judgment, 
blame, and attribution, but to specifically focus on the incident-related facts with 
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Educate all involved persons about RCA 

Inform all concerned people when the occurrence of an accident is 
reported 

Form an RCA team of appropriate individuals 

Hold first team meeting  

Distribute the RCA document and the action plan to all concerned 
individuals 

Develop the action plan  

Determine the event sequence 

Separate and highlight each event sequence that may have been a 
contributory factor in the accident occurrence 

Brainstorm about the factors surrounding the selected events that may 
have been contributory to the accident occurrence 

Affinitize with brainstorming session results 

Figure 4.1 General steps for performing RCA.
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utmost care. Thus, the clearly defined actions leading to an event will be very help-
ful to the investigation team members to ask a question with confidence: Why did it 
(event) occur? [13].

General steps for performing RCA are shown in Figure 4.1 [14]. Additional infor-
mation on RCA is available in Refs. [14, 15].

4.5 error-cause removal Program (ecrP)

This method was developed specifically for reducing the occurrence of human errors 
in production operations. The emphasis of the method is on preventive measures 
rather than merely on remedial ones. Nonetheless, ECRP may simply be described 
as the production worker participation program to reduce the occurrence of human 
errors.

The workers who participate in the program include assembly personnel, machin-
ists, inspection personnel, maintenance workers, and so on [16]. All these work-
ers are grouped under various teams and each team has its own coordinator. The 
maximum size of the team is twelve workers. Team meetings are held periodically, 
during which the workers present their error and error-likely reports. The team rec-
ommendations are presented to the management for remedial or preventive mea-
sures. Usually, teams and management are assisted by various specialists including 
human factors specialists.

The basic elements of the ECRP are as follows [16, 17]:

Production workers report and determine errors and error occurrence-•	
likely situations and propose design-related solutions to eradicate error 
causes.
Human factors and other specialists evaluate proposed design solutions •	
with respect to cost.
All people involved with ECRP are educated about its usefulness.•	
Management implements the most promising proposed design solutions •	
and recognizes production workers’ efforts in an appropriate manner.
Each worker and team coordinator is properly trained in data collection •	
and analysis approaches.
The effects of the changes made to the production process are evaluated •	
by human factors and other specialists, with the aid of the ECRP inputs.

Additional information on ECRP is available in Refs. [16, 17].

4.6 cause-and-eFFect diagram (caed)

This method was developed by a Japanese man named K. Ishikawa in the early 
1950s. Occasionally CAED is also called an Ishikawa diagram or a “fishbone dia-
gram” because of its resemblance to the skeleton of a fish as shown in Figure 4.2. As 
shown in the figure, the extreme right-hand side of the diagram (i.e., box or the fish 
head) represents the effect and the left-hand side represents all the possible causes 
that are linked to the central line known as the “fish spine.”
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In maintenance work, CAED could be a valuable tool to determine the root causes 
of a given human error-related problem.

The following main steps are used to develop a CAED [18, 19]:

Step 1:•	  Develop problem statement.
Step 2:•	  Brainstorm to identify all possible causes.
Step 3:•	  Develop main cause classifications by stratifying them into natu-
ral groups and process steps.
Step 4:•	  Develop the diagram by connecting all the identified causes by 
following appropriate process steps and fill in the problem or the effect in 
the diagram box (i.e., the fish head) on the extreme right.
Step 5: •	 Refine the cause classifications by asking questions such as follows:

What causes this?•	
What is the real reason for the existence of this condition?•	

Some of the main benefits of the CAED are that it is a valuable tool to produce 
ideas, useful to identify root causes, useful to guide further inquiry, and a useful tool 
for presenting an orderly arrangement of theories [18, 19]. Additional information on 
CAED is available in Refs [18, 19].

4.7 ProBaBility tree metHod

This method is used to perform task analysis by diagrammatically representing 
important human actions and other related events. Often, the method is used to per-
form tasks analysis in the technique for the human error rate prediction (THERP) 
[20]. In this method, the branches of the probability tree represent diagrammatic 

Cause m Cause 4 Cause 2
Subcauses  

Cause 5 Cause 3 Cause 1
Subcauses  

Center line 

Effect  

Figure 4.2 A cause-and-effect diagram with m causes.
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task analysis. More specifically, the tree’s branching limbs represent the outcome 
(i.e., success or failure) of each event, and each branch is assigned an appropriate 
occurrence probability.

Some of the important benefits of the method are as follows [20]:

A useful visibility tool•	
Simplified mathematical computations•	
Possesses a good flexibility for incorporating (i.e., with some modifica-•	
tions) factors such as interaction effects, emotional stress, and interaction 
stress

Additional information on the method is available in Refs. [17, 20]. The following 
example demonstrates the application of the method.

Example 4.1

A maintenance worker performs three independent tasks: x, y, and z. Task x is 
performed before task y and task y before task z. Each of these three tasks can be 
performed either correctly or incorrectly. Develop a probability tree and obtain an 
expression for the probability of not successfully accomplishing the overall mission 
by the maintenance worker. In addition, calculate the probability of not successfully 
accomplishing the overall mission by the maintenance worker if the probabilities of 
performing tasks x, y, and z successfully are 0.8, 0.9, and 0.95, respectively.

In this case, the maintenance worker first performs task x correctly or incorrectly 
and then proceeds to perform task y. Task y can also be performed correctly or 
incorrectly. After task y, the worker proceeds to perform task z. This task can also 
be performed correctly or incorrectly by the maintenance worker. This complete 
scenario is depicted by Figure 4.3.

The symbols used in Figure 4.3 are defined below.

x denotes the event that task x is performed successfully.
y denotes the event that task y is performed successfully.
z denotes the event that task z is performed successfully.
x denotes the event that task x is performed incorrectly.
y denotes the event that task y is performed incorrectly.
z  denotes the event that task z is performed incorrectly.

By examining the diagram, it can be concluded that there are seven distinct pos-
sibilities (i.e., xyz x yz xy z xyz xyz x yz and x y z, , , , , , ) for not successfully accom-
plishing the overall mission by the maintenance worker. Thus, the probability of 
not successfully accomplishing the overall mission by the maintenance worker is 
expressed by

 

P P xyz xyz xyz x yz xyz xy z x y z

P P P P
ns

x y z

= + + + + + +
= +

( )

xx y z x y z x y z x y z x y z x y zP P P P P P P P P P P P P P P P P+ + + + +
 

(4.1)
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xyz 
z 

y 

x 

y 
z 

z 

z 

x

y

z

z

z

z

y  

zxy  

zyx  

zyx  

yzx  

zyx

zyx  

zyx  

Figure 4.3 Probability tree for the maintenance worker performing tasks x, y, and z.
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where
Pns is the probability of not successfully accomplishing the overall mission by the 

maintenance worker.
Px is the probability of performing task x correctly by the maintenance worker.
Py is the probability of performing task y correctly by the maintenance worker.
Pz is the probability of performing task z correctly by the maintenance worker.
Px  is the probability of performing task x incorrectly by the maintenance worker.
Py is the probability of performing task y incorrectly by the maintenance worker.
Pz is the probability of performing task z incorrectly by the maintenance worker.

Because P P P P P Px x y y z z= − = − = −1 1 1, , ,and by substituting the given data val-
ues into Equation (4.1), we get

 

Pns = − + − +( . )( . )( . ) ( . )( . )( . ) (0 8 0 9 1 0 95 1 0 8 0 9 0 95 11 0 8 0 9 1 0 95

1 0 8 1 0 9 0 95

− −

+ − − +

. )( . )( . )

( . )( . )( . ) (00 8 1 0 9 0 95 0 8 1 0 9 1 0 95

1

. )( . )( . ) ( . )( . )( . )

(

− + − −

+ − 00 8 1 0 9 1 0 95

0 036 0 17 0 009 0 019

. )( . )( . )

. . . .

− −

= + + + ++ + +

=

0 076 0 004 0 01

0 316

. . .

.

Thus, the probability of not successfully accomplishing the overall mission by the 
maintenance worker is 0.316.

4.8 Fault tree analysis (Fta)

This is a widely used method in the industrial sector for evaluating engineering sys-
tems during their design and development phase from reliability and safety aspects. 
The method was developed in the early 1960s at the Bell Telephone Laboratories 
by H. A. Watson to perform reliability/safety analysis of the Minuteman Launch 
Control System [4, 5].

A fault tree may simply be described as a logical representation of the relationship 
of basic events that lead to a defined undesirable event known as the “top event” and 
is depicted using a tree structure with logic gates such as AND and OR.

4.8.1 Fault tree symbols

There are many symbols used to construct fault trees of engineering systems. Four 
of these symbols are shown in Figure 4.4.

The AND gate means that an output fault event occurs only if all the input fault 
events occur. The OR gate means that an output fault event occurs if one or more 
input fault events occur. A rectangle represents a fault event that results from the 
logical combination of fault events through the input of a logic gate such as OR and 
AND.
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Finally, a circle denotes a basic fault event or the failure of an elementary part. 
The fault event’s probability of occurrence, failure rate, and repair rate are normally 
obtained from empirical data. A comprehensive list of fault tree symbols is available 
in Ref. [21].

4.8.2 stePs For PerForming Fta

Usually, the seven steps shown in Figure 4.5 are used to perform FTA [22].

Example 4.2

After a careful study of a task being performed by a maintenance worker, it was 
concluded that he or she can commit an error due to five factors: poor training, inad-
equate tools, poor instructions, poor environment, or carelessness. Two principal 
reasons for the poor environment are poor illumination or high noise level. Similarly, 
two main causes for the poor instructions are poor verbal instructions or poorly writ-
ten maintenance procedures. Develop a fault tree for the top event “Maintenance 
worker committed an error” by using the fault tree symbols shown in Figure 4.4.

A fault tree for the example is shown in Figure 4.6. The single capital letters in 
the diagram denote corresponding fault events (e.g., M: poor environment, N: poor 
instructions, and A: poor illumination).

4.8.3 Probability evaluation oF Fault trees

When the probability of occurrence of basic fault events (e.g., events in circles in  
Figure 4.6) is given, the probability of occurrence of the top event (e.g., event T in  

Output fault event 

Input fault events 

(i) 

Output fault event 

Input fault events 

(ii) 

(iii) (iv) 

Figure 4.4 Four commonly used fault tree symbols: (i) AND gate, (ii) OR gate, (iii) rect-
angle, (iv) circle.
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Figure 4.6) can be calculated. This can only be calculated by first calculating the 
probability of occurrence of the output fault events of all the lower and intermediate 
logic gates (e.g., AND and OR gates).

Thus, the probability of occurrence of the AND gate output fault event, A, is given 
by [3]

 

P A P Ai

i

n

( ) ( )=
=

∏
1  

(4.2)

Define the system and its associated assumptions. 

Identify the system top fault event (i.e., the system undesirable event
to be investigated). 

Determine all the possible causes that can cause the top event to 
occur by using fault tree symbols such as shown in Fig. 4.4 and the 

logic tree format. 

Develop the fault tree to the lowest level of detail as the 
requirements. 

Analyze the completed fault tree in regard to factors such as gaining 
insight into the unique modes of item faults and understanding the 

proper logic and the interrelationships among the various faults. 

Determine the most appropriate corrective measures. 

Document the analysis and follow up on the highlighted corrective 
actions. 

Figure 4.5 Steps for performing fault tree analysis (FTA).
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where P(A) is the probability of occurrence of the AND gate output fault event, A; n 
is the number of AND gate input fault events; and P (Ai) is the occurrence probability 
of the AND gate input fault event Ai, for i = 1, 2, 3, n.

Similarly, the probability of occurrence of the OR gate output fault event, B, is 
given by [3]

 

P B P Bi

i

k

( ) { ( )}= − −
=

∏1 1
1  

(4.3)

where P(B) is the probability of occurrence of the OR gate output fault event, B; k is 
the number of OR gate input fault events; and P(Bi) is the occurrence probability of 
the OR gate input fault event Bi, for i = 1, 2, 3, k.

Example 4.3

Assume that the occurrence probabilities of events A, B, C, D, E, F, and G in Figure 4.6 
are 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, and 0.09, respectively. Calculate the probability 
of occurrence of the top event T: maintenance worker committed an error.

By substituting the specified occurrence probability values of the events A and B 
into Equation (4.3), the probability of the occurrence of event M (i.e., poor environ-
ment) is

 

P M( ) ( . )( . )

.

= − − −
=

1 1 0 03 1 0 04

0 0688  

Maintenance worker 
committed an error 

Poor environment 

Poor 
illumina-

tion 

High 
noise 
level 

Poor instructions 

Poorly written 
maintenance 
procedures 

Poor verbal 
instructions 

Inade-
quate 
tools 

Careless-
ness 

Poor 
training 

T  

M   

C   

D  

E  

N   

A   B    
F   G  

Figure 4.6 A fault tree for Example 4.1.
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Similarly, by substituting the given occurrence probability values of the events 
F and G into Equation (4.3), the probability of the occurrence of event N (i.e., poor 
instructions) is

 

P N( ) ( . )( . )

.

= − − −
=

1 1 0 08 1 0 09

0 1628  
By substituting the above two calculated values and the given data values into 

Equation (4.3), we get

 

P T( ) ( . )( . )( . )( . )(= − − − − −1 1 0 0688 1 0 05 1 0 06 1 0 07 1−−
=

0 1628

0 6474

. )

.

where P(T) is the probability of occurrence of the top event T.
Thus, the probability of occurrence of the top event T: maintenance worker com-

mitted an error is 0.6474.

4.9 markov metHod

This is a widely used method in the industrial sector to perform various types of 
reliability-related studies and is named after the Russian mathematician Andrei 
Andreyevich Markov (1856–1922). The method is considered quite useful to perform 
human reliability and error analysis [17]. The following assumptions are associated 
with the method [22]:

All occurrences are independent of each other.•	
The probability of occurrence of a transition from one state to another in •	
the finite time interval Δt is given by aΔt, where a is the constant transi-
tion rate (e.g., human error rate) from one state to another.
The transitional probability of two or more occurrences in the finite time •	
interval Δt from one state to another is negligible (e.g., (a Δt) (a Δt) →0).

The following example demonstrates the application of the Markov method, in 
performing human reliability and error analysis in engineering maintenance.

Example 4.4

A maintenance worker is performing a maintenance task on a system used in nuclear 
power generation. He or she makes errors at a constant rate, a. This scenario is 
described in more detail by the state space diagram shown in Figure 4.7. The numer-
als in the circle and box denote system states.

Develop expressions for the maintenance worker’s reliability and unreliability at 
time t and mean time to human error by using the Markov method.

Using the Markov method, we write down the following equations for the dia-
gram [17, 22]:

 
P t t P t t0 0 1( ) ( )( )+ = −∆ ∆α

 
(4.4)

 
P t t P t P t t1 1 0( ) ( ) ( )( )+ = +∆ ∆α

 
(4.5)
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where
t is time.
a is the constant error rate of the maintenance worker.
a Δt is the probability of human error by the maintenance worker in finite time 

interval Δt.
(1 – a Δt) is the probability of no human error by the maintenance worker in finite 

time interval Δt.
i is the ith state of the maintenance worker; i = 0 means that the maintenance 

worker is performing his or her task normally, i = 1 means that the mainte-
nance worker has committed an error.

Pi(t) is the probability that the maintenance worker is in state i at time t, for 
i = 0, 1.

Pi(t + Δt) is the probability that the maintenance worker is in state i at time 
(t + Δt), for i = 0, 1.

By rearranging Equations (4.4) and (4.5) and taking the limit as Δt → 0, we 
obtain

 
∆

∆
∆t→

+ −
= −0

0 0
0

lim
( ) ( )

( )
P t t P t

t
P tα

 
(4.6)

 
∆

∆
∆t→

+ −
=0

1 1
0

lim
( ) ( )

( )
P t t P t

t
P tα

 
(4.7)

Thus, from Equations (4.6) and (4.7), we get

 

dP t

dt
P t0

0 0
( )

( )+ =α
 

(4.8)

 

dP t

dt
P t1

0 0
( )

( )− =α
 

(4.9)

At time t = 0, P0(0) = 1 and P1(0) = 0.

Maintenance 
worker 

performing his/her 
task normally 

0 

Maintenance worker 
committed an error 

1 

α

Figure 4.7 State space diagram representing the maintenance worker.
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By solving Equations (4.8) and (4.9), we obtain

 
P t e t

0( ) = −α
 

(4.10)

 P t e t
1 1( ) = − −α

 (4.11)

Thus, expressions for the maintenance worker’s reliability and unreliability are given 
by

 
R t P t emw

t( ) ( )= = −
0

α
 

(4.12)

and

 
UR t P t emw

t( ) ( )= = − −
1 1 α

 
(4.13)

where Rmw(t) is the maintenance worker’s reliability at time t and URmw(t) is the main-
tenance worker’s unreliability at time t.

The maintenance worker’s mean time to human error is given by [17]

 

MTTHE R t dt

e dt

mw mw

t

=

=

=

∞

−
∞

∫
∫

( )
0

0

1

α

α  

(4.14)

where MTTHEmw is the maintenance worker’s mean time to human error.
Thus, expressions for the maintenance worker’s reliability and unreliability at 

time t and mean time to human error are given by Equations (4.12), (4.13), and (4.14), 
respectively.

Example 4.5

A maintenance worker’s constant error rate is 0.0009 errors/hour. Calculate his or 
her unreliability for an 8-hour mission and mean time to human error.

By substituting the specified data values into Equations (4.13) and (4.14), we get

 

UR emw( )

.

( . )( )8 1

0 0072

0 0009 8= −
=

−

 

and

 

MTTHEmw =

=

1
0 0009

1111 1

( . )

. hours

Thus, the maintenance worker’s unreliability and mean time to human error are 
0.0072 and 1111.1 hours, respectively.
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4.10 ProBlems

 1. Discuss at least three important characteristics of failure modes and effect 
analysis.

 2. Describe man-machine systems analysis.
 3. Compare failure modes and effect analysis with root cause analysis.
 4. What are the basic elements of the error-cause removal program?
 5. Describe the cause-and-effect diagram. What are its main benefits?
 6. A maintenance worker performs two independent tasks: C and D. Task C 

is performed before task D, and each of these two tasks can be performed 
either correctly or incorrectly. Develop a probability tree and obtain an 
expression for the probability of not successfully accomplishing the over-
all mission by the maintenance worker.

 7. What are the main steps for performing fault tree analysis?
 8. Describe the following two terms:

AND gate•	
OR gate•	

 9. What are the assumptions associated with the Markov method?
 10. Prove Equations (4.10) and (4.11) by using Equations (4.8) and (4.9).
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5 Human Error in 
Maintenance

5.1 introduction

Humans play a pivotal role during system/equipment design, production, operation, 
and maintenance phases. Although the degree of their role may vary from one phase 
to another, their interactions are subject to deterioration because of human error. 
Human error may simply be described as the failure to carry out a given task (or the 
performance of a forbidden action) that could result in disruption of scheduled opera-
tions or damage to equipment and property [1–3].

The occurrence of human error in the maintenance activity can impact equip-
ment performance and safety in various ways. For example, poor repairs can play 
an instrumental role in increasing the number of equipment breakdowns, which in 
turn can significantly increase the risk associated with equipment failures and the 
occurrence of personal accidents [4]. Maintenance error is basically due to wrong 
preventive actions or repairs, and usually the occurrence of maintenance error 
increases as the equipment/system ages because of the increase in maintenance 
frequency.

This chapter presents various important aspects of human error in maintenance.

5.2 Facts, Figures, and examPles

Some of the facts, figures, and examples, directly or indirectly, concerned with 
human error in maintenance are as follows:

Over 50% of all equipment fail prematurely after the performance of •	
maintenance work [5].
A study of electronic equipment reported that around 30% of failures were •	
the result of operation and maintenance error [6].
In 1988, 30 people died and 69 were injured seriously at the Clapham •	
Junction Railway accident in the United Kingdom due to a maintenance 
error in wiring [7].
In 1989, the explosion at the Phillips 66 Houston Chemical Complex in •	
Pasadena, Texas, was the result of a maintenance error [8].
In 1993, a study of 122 maintenance-related occurrences classified main-•	
tenance error under four distinct categories: wrong installations (30%), 
omissions (56%), wrong parts (8%), and miscellaneous (6%) [9, 10].
A study of an incident that involved the blowout preventer (assembly of •	
valves) at the Ekofisk oil field in the North Sea reported that the incident 
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was caused by the upside-down installation of the device. The total cost of 
the incident was estimated to be approximately $50 million [11].
A study of maintenance tasks such as remove, adjust, and align reported a •	
human reliability mean of 0.9871 [12]. It simply means that management 
should expect human errors by people involved with the maintenance 
activity on the order of 13 times in 1000 attempts [11].
A study of maintenance-related errors in missile operations reported a •	
number of causes: wrong installation (28%), dials and controls (misread, 
misset) (38%), loose nuts/fittings (14%), inaccessibility (3%), and miscel-
laneous (17%) [11, 13].

5.3 occurrence oF maintenance error in equiPment liFe 
cycle and elements oF a maintenance Person’s time

The occurrence of maintenance error during the system/equipment life cycle (i.e., 
from the time of system/equipment acceptance to the beginning of its phase-out 
period) is an important factor. Approximate breakdowns of the occurrence of human 
error in a system/equipment life cycle are shown in Figure 5.1 [11, 14].

A good understanding of time spent by maintenance personnel in performing 
various maintenance tasks can be quite useful to analyze the occurrence of main-
tenance errors. Various studies performed over the years indicate that most of their 
time is spent in the area of fault diagnosis. However, according to one study [11], 
the maintenance person’s time in the area of electronic equipment can be classified 

Total human 
error that 
causes 
system 
failure 

Acceptance  Start of phase-out  

Assembly 
error  

Operator error  

Installation 
error  

Maintenance error  

System life cycle  

Figure 5.1 System life cycle versus four types of human error that cause system failure.
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under three categories: diagnosis, remedial actions, and verification. The percentage 
breakdowns of the time for these three categories are as follows [11]:

Diagnosis: 65–75%•	
Remedial actions: 15–25%•	
Verification: 5–15%•	

5.4 maintenance environment and causes For 
tHe occurrence oF maintenance errors

As maintenance personnel work directly on equipment, the location of equipment 
and its design features directly dictate many of the parameters of their work envi-
ronment. Maintenance environments are susceptible to factors such as noise, poor 
illumination, and temperature variations. Each of these three factors is described 
below, separately [15].

5.4.1 noise

Maintenance environments can be quite noisy as many are not properly sound-
controlled. Ambient noise from ongoing activities can interfere with maintenance 
personnel’s tasks. More specifically, sounds can distract maintenance personnel and 
interfere with their job performance and sufficiently loud sounds can limit the ability 
of maintenance personnel to converse or to hear verbal instructions.

Finally, although maintenance personnel can wear protective devices to limit 
adverse noise effects to a certain degree, these devices can interfere with the perfor-
mance of their assigned tasks if they are uncomfortable, restrict movement, or hinder 
conversation.

5.4.2 Poor illumination

Lighting deficiencies occur because the external light that maintenance personnel 
rely on is frequently designed to illuminate the general work area, not the specific 
areas on which they actually focus. More specifically, illumination-related deficien-
cies can exist in enclosed or confined spaces, or in places where the primary source 
of illumination is the overhead lighting.

Finally, maintenance personnel could use portable lighting fixtures to overcome 
deficiencies such as these; however, if hand-free operations are not possible, their 
ability to work effectively will be impeded.

5.4.3 temPerature variations

Maintenance personnel may be exposed to wide variations in temperature because 
they often perform their tasks in outdoor environments or in environments that are 
not fully climate controlled. Past experiences indicate that maintenance workers 
and people in general perform effectively at a fairly narrow temperature range. 
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Furthermore, some studies [15–18] have shown that as the temperature extends 
beyond a fairly narrow range (i.e., from around 15°C/60°F to about 35°C/90°F), it 
becomes a stressor that affects the performance of individuals.

Over the years, various studies have identified many different causes for the occur-
rence of maintenance errors. Some of the important ones are shown in Figure 5.2 
[11, 13, 19]. In particular, with regard to training and experience, a study of main-
tenance personnel reported that those who ranked highest possessed characteristics 
such as higher aptitude, greater satisfaction with the work group, higher morale, and 
greater emotional stability [11, 12].

5.5 tyPes oF maintenance errors  
and tyPical maintenance errors

There are basically six types of maintenance errors [5]: recognition failures, memory 
failures, skill-based slips, knowledge-based errors, rule-based slips, and violation 
errors.

Recognition failures include items such as nondetection of problem states and 
misidentification of objects, signals, and messages. Memory failures include items 
such as input failure (i.e., poor attention is paid to the to-be-remembered item), stor-
age failure (i.e., remembered material decays or suffers interference), premature exit 
(i.e., terminating a job prior to completing all the necessary actions), and omission 
following interruptions (i.e., rejoining a sequence of actions and omitting certain 
necessary steps).

Skill-based slips are usually associated with “automatic” routines and they can 
include branching errors and overshoot errors. Knowledge-based errors occur when 

Causes  

Outdated 
maintenance 

manuals 

Poor 
equipment 

design 

Improper work 
tools 

Poor work 
environment 

Poorly written 
maintenance 
procedures 

Fatigued 
maintenance 

personnel 

Inadequate 
training and 
experience 

Poor work 
layout 

Complex 
maintenance 

tasks 

Figure 5.2 Causes for the occurrence of maintenance errors.
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maintenance personnel perform unusual tasks for the first time. Rule-based slips are 
concerned with misapplying a good rule (i.e., applying a rule in a situation where it 
is not appropriate) and applying a bad rule (i.e., the rule may get the job/task done 
under certain conditions, but it can have various consequences).

Finally, violation errors are the deliberate acts which violate procedures. These 
include thrill-seeking violations (they are frequently committed simply to avoid bore-
dom or win peer praise), routine violations (they are committed to avoid unnecessary 
effort, get the job/task accomplished quickly, to demonstrate skill acquired, or avoid 
what is considered as an unnecessarily lengthy procedure/process), and situational 
violations (they are committed when it is impossible to get the job done if specified 
procedures are strictly adhered to). Additional information on all the above six types 
of maintenance errors is available in Ref. [5].

Some of the typical maintenance errors experienced in the industrial sector are 
as follows [20]:

Parts installed backward•	
Use of incorrect greases, lubricants, or fluids•	
Installing incorrect part•	
Failure to follow specified procedures and instructions•	
Failure to align, check, or calibrate•	
Omitting a component or part•	
Failure to close or seal properly•	
Failure to act on indicators of problems due to factors such as time con-•	
straints, priorities, or workload
Failure to lubricate•	
Error resulting from failure to complete task properly because of shift •	
change

5.6 common maintainaBility design errors  
and useFul design imProvement guidelines 
to reduce equiPment maintenance errors

Past experiences indicate that during the equipment design phase often errors are 
made that adversely affect equipment maintainability and, directly or indirectly, 
the occurrence of maintenance errors. Some of the common maintainability design 
errors are as follows [21, 22]:

Providing poor reliability built-in test equipment•	
Placing poor reliability parts beneath other parts•	
Placing adjustable screws close to a hot part or an exposed power supply •	
terminal
Providing inadequate space for maintenance personnel to get their gloved •	
hands into the unit to perform necessary adjustments
Omitting necessary handles and placing an adjustment out of arm’s reach•	
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Placing adjustable screws in locations difficult for maintenance personnel •	
to find
Using access doors with numerous small screws and placing screwdriver-•	
related adjustments underneath modules

There are many useful design improvement guidelines for reducing equipment 
maintenance errors. Some of the important ones are as follows [20]:

Use operational interlocks in such a way that subsystems cannot be turned •	
on if they are incorrectly assembled or installed.
Design to facilitate detection of errors and improve warning devices, •	
readouts, and indicators to reduce human decision making.
Improve fault isolation design by providing appropriate built-in test capa-•	
bility, clearly indicating the direction of fault, and designating test points 
and procedures.
Use decision guides to reduce human guesswork by providing appropriate •	
arrows for indicating direction of flow, correct type of fluids/lubricants, 
and correct hydraulic pressures.
Improve part-equipment interface by designing interfaces in such a way •	
that the part can only be installed correctly and provide correct mounting 
pins and other devices for supporting a part/component while it is being 
bolted or unbolted.

5.7 maintenance work instructions

Over the years various studies have indicated that omissions account for over 50% 
of all human factors-related problems in the area of maintenance. Thus, the devel-
opment and use of effective maintenance work instructions is very essential in 
managing these types of errors. Some characteristics of good maintenance work 
instructions are as follows [5]:

They focus on the risks that may prevent the task/job being carried out •	
safely and to specified quality standards.
They incorporate sufficient independent inspections at important appro-•	
priate points in the instruction.
They incorporate appropriate and conspicuous reminders for ensuring •	
that important steps are not omitted.
They group together complex work-related instructions into phases, with •	
each and every phase consisting of many, related tasks/jobs.
They make use of appropriate pictures and graphics at appropriate •	
places.
They are written with maintenance personnel who are going to read the •	
instruction in mind.
They are written clearly and make use of simple and consistent language.•	

Additional information on the above characteristics is available in Ref. [5].
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5.8 maintenance error analysis metHods

Over the years many methods and techniques have been developed to perform vari-
ous types of analysis in the areas of reliability, quality, and safety. Some of these 
methods can also be used to perform maintenance error analysis. Four of these meth-
ods are presented below.

5.8.1 Probability tree metHod

This is one of the commonly used methods to perform human reliability analysis. It is 
considered a quite useful approach to perform task analysis in maintenance work. In 
performing task analysis, the approach diagrammatically represents human actions. 
Thus, diagrammatic task analysis is denoted by the probability tree branches.

More specifically, the branching limbs denote outcomes (i.e., success or failure) 
of each event or action associated with a problem under consideration. Also, each 
branch of the probability tree is assigned an occurrence probability.

The method is described in detail in Chapter 4 and in Refs. [13, 21]. Its applica-
tion to performing maintenance error analysis is demonstrated through the example 
presented below.

Example 5.1

Assume that a maintenance person performs two independent tasks, say, m and n. 
Task m is performed before task n and each of these two tasks can be either per-
formed correctly or incorrectly. Draw the probability tree for the example and obtain 
probability expressions for the following:

 1. Successfully accomplishing the overall mission by the maintenance 
person.

 2. Not successfully accomplishing the overall mission by the maintenance 
person.

In this case, the maintenance person first performs task m correctly or incorrectly 
and then proceeds to performing task n. This complete scenario is represented by the 
probability tree diagram in Figure 5.3.

The four symbols used in Figure 5.3 are defined below.

m denotes the event that task m is performed correctly by the maintenance 
person.

m denotes the event that task m is performed incorrectly by the maintenance 
person.

n denotes the event that task n is performed correctly by the maintenance 
person.

n  denotes the event that task n is performed incorrectly by the maintenance 
person.
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By examining the diagram, it can be noted that there are three distinct possibili-
ties (i.e., mn mn and mn, , ) for not successfully accomplishing the overall mission by 
the maintenance person. Thus, the probability of not successfully accomplishing the 
overall mission by the maintenance person is given by

 

P P mn mn mn

P P P P P P

f

m n m n m n

= + +

= + +

( )

 
(5.1)

m n 

m n 

m n 

m n 

m

n 

m

n 

n 

n 

Figure 5.3 Probability tree for the maintenance person performing tasks m and n.
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where
Pf is the probability of not successfully accomplishing the overall mission by the 

maintenance person.
Pm is the probability of performing task m correctly by the maintenance person.
Pn is the probability of performing task n correctly by the maintenance person.
Pm is the probability of performing task m incorrectly by the maintenance 

person.
Pn  is the probability of performing task n incorrectly by the maintenance 

person.

Because P Pm m= −1  and P Pn n= −1 , Equation (5.1) reduces to

 

P P P P P P P

P P

f m n m n m n

n m

= −( ) −( ) + −( ) + −( )
= −

1 1 1 1

1  

(5.2)

Similarly, by examining Figure 5.3, it can be noted that there is only one possibil-
ity (i.e., mn) for successfully accomplishing the overall mission by the maintenance 
person. Thus, the probability of successfully accomplishing the overall mission by 
the maintenance person is given by

 

P P mn

P P
s

m n

=
=

( )

 

(5.3)

where Ps is the probability of successfully accomplishing the overall mission by the 
maintenance person.

Example 5.2

Assume that in Example 5.2, the probabilities of the maintenance person performing 
tasks m and n correctly are 0.9 and 0.95, respectively. Calculate the probability of not 
successfully accomplishing the overall mission by the maintenance person.

By substituting the given data values into Equation (5.2), we get

 

Pf = −

=

1 0 95 0 9

0 855

( . )( . )

.  

Thus, the probability of not successfully accomplishing the overall mission by the 
maintenance person is 0.855.

5.8.2 Pontecorvo metHod

This is a quite useful method that can be used to obtain reliability estimates of task 
performance by a maintenance person. The method first obtains reliability estimates 
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for separate and discrete subtasks having no correct reliability figures, and then it 
combines these estimates to obtain the total task reliability. Usually, the Pontecorvo 
approach is applied during initial design phases and is composed of the six steps 
shown in Figure 5.4 [13, 22].

Step 1 is concerned with the identification of tasks to be performed. These tasks 
are to be identified at a gross level (i.e., each task is represented by one complete 
operation). Step 2 is concerned with the identification of those subtasks that are 
essential for task completion. Step 3 is concerned with collecting data from sources 
such as in-house operations and experimental literature.

Step 4 is concerned with rating each subtask according to its potential for error or 
level of difficulty. Normally, a 10-point scale is used to judge the appropriate subtask 
rate. The scale varies from least error to most error. Step 5 is concerned with predict-
ing the subtask reliability and is accomplished by expressing the judged ratings of 
the data and the empirical data in the form of a straight line. The regression line is 
tested for goodness of fit.

Finally, Step 6 is concerned with determining the task reliability. The task reli-
ability is obtained by multiplying reliabilities of all the subtasks.

It is to be noted that the above approach is used to estimate the performance of 
a single individual acting alone. However, when a backup person is available, the 
probability of the task being performed correctly (i.e., the task reliability) improves. 
Nonetheless, the backup individual may not be available all of the time. In such a 
scenario, the overall reliability of two individuals working together to accomplish a 
specified task can be estimated by utilizing the following expression [13, 22]:

 
R R PT R PT PT PTO s s= − −{ } +  +1 1 2

1 2 1 2( ) /( )
 

(5.4)

where Rs denotes the single person reliability, PT1 denotes the percentage of time 
the backup person is available, and PT2 denotes the percentage of time the backup 
person is unavailable.

Example 5.3

Two maintenance workers are working independently together to carry out a 
maintenance-related task. The reliability of each worker is 0.90, and the backup 
worker is only available 40% of the time. Calculate the reliability of performing the 
maintenance task correctly.

Thus, as per the specified data value, the percentage of time the backup mainte-
nance worker is unavailable is given by

 

PT PT

or

2 11

1 0 40

0 60 60

= −
= −
=

.

. %
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Identify tasks 

Identify subtasks of 
each task 

Obtain relevant 
empirical 

performance data

Establish subtask 
rate 

Predict subtask 
reliability 

Determine task 
reliability

Figure 5.4 Pontecorvo method steps.
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Using the above calculated value and the given data values in Equation (5.4), we get

 

RO = − − + +
=

[{ ( . ) } . ( . )( . )] / ( . . )1 1 0 9 0 4 0 9 0 6 0 4 0 6

0

2

..936  

Thus, the reliability of carrying out the maintenance task correctly is 0.936.

5.8.3 Pareto analysis

The method is named after Vilfredo Pareto (1848–1923), an Italian economist, and it 
is a quite useful method that can be used to separate the important causes of mainte-
nance error-related problems from the trivial ones.

Thus, the method is considered a powerful tool to identify areas for a concerted 
effort to minimize or eliminate the occurrence of maintenance errors. The method is 
composed of the six steps listed below [23, 24].

Step 1: •	 List causes in tabular form and count their occurrences.
Step 2:•	  Arrange the causes in descending order.
Step 3:•	  Calculate the total for the entire list.
Step 4:•	  Determine the percentage of the total for each cause.
Step 5:•	  Develop a Pareto diagram that shows percentages vertically and 
    their corresponding causes horizontally.
Step 6:•	  Conclude from the final results.

Additional information on Pareto analysis is available in Refs. [23, 24].

5.8.4 markov metHod

This is a widely used tool to perform various types of reliability analysis, and it 
can be used to perform human error analysis in maintenance work. The method is 
described in Chapter 4. Its application in the area of maintenance is demonstrated 
through the following mathematical model.

This mathematical model represents a maintenance person performing a 
maintenance task. He or she can make and self-correct an error. The state space 
diagram of the model is shown in Figure 5.5 [24]. Numerals in boxes denote 
system states.

The model is subject to the following assumptions:

The maintenance person’s error and self-error-correction rates •	
are constant.
The maintenance person can self-correct his or her errors.•	
After the error correction the maintenance person’s performance •	
remains normal.
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The following symbols are associated with the model:

i is the maintenance person’s state; for i = 1 (maintenance person performing 
his or her task normally), i = 1 (maintenance person committed an error).

Pi (t) is the probability that the maintenance person is in state i at time t; for 
i = 0,1.

lm is constant error rate of the maintenance person.
μm is constant self-error-correction rate of the maintenance person.

With the aid of the Markov method, we write down the following equations for 
the diagram:

 

dP t

dt
P t P tm m

0
0 1

( )
( ) ( )+ =λ µ

 
(5.5)

 

dP t

dt
P t P tm m

1
1 0

( )
( ) ( )+ =µ λ

 
(5.6)

At time t = 0, P0 (0) = 1 and P1 (0) = 0.
Solving Equations (5.5) and (5.6), we get

 
P t em

m m

m

m m

tm m
0( )

( ) ( )
( )=

+
+

+
− +µ

λ µ
λ

λ µ
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(5.7)
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m m
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m m

tm m
1( )

( ) ( )
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+
−

+
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λ µ
λ

λ µ
λ µ

 

(5.8)

As time t becomes very large, we get the following steady-state probability equa-
tions from Equations (5.7) and (5.8), respectively:

 
P m

m m
0 =

+
µ

λ µ  
(5.9)

 
P m

m m
1 =

+
λ

λ µ  
(5.10)

Maintenance person 
performing his/her task 

normally 

0 

Maintenance person 
committed an error 

1 

m 

m 

Figure 5.5 State space diagram for the maintenance person.
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where P0 and P1 are the steady-state probabilities of the maintenance person being 
in states 0 and 1, respectively.

Example 5.4

A maintenance person is performing a maintenance task and his or her error and 
self-error-correction rates are 0.0003 errors/hour and 0.0001 errors/hour, respec-
tively. Calculate the maintenance person’s probability of correctly performing his or 
her task during an 8-hour period.

By substituting the specified data values into Equation (5.7), we get
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Thus, the maintenance person’s probability of performing his or her task correctly 
is 0.9976.

5.9 ProBlems

 1. Give at least four facts and figures concerned with human error in 
maintenance.

 2. Discuss the occurrence of maintenance error in equipment life cycle.
 3. Write an essay on the maintenance environment.
 4. What are the main causes for the occurrence of maintenance errors?
 5. What are the six basic types of maintenance errors?
 6. List at least eight typical maintenance errors.
 7. What are the common maintainability design errors?
 8. Discuss maintenance work instructions.
 9. Describe the following two items:

Pareto analysis•	
Pontecorvo method•	

 10. Prove Equations (5.7) and (5.8) by using Equations (5.5) and (5.6).
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6 Human Factors in 
Aviation Maintenance

6.1 introduction

An efficient and safe air travel system depends basically on three elements: design, 
operation, and maintenance. Each year a vast sum of money is spent on aviation 
maintenance throughout the world. For example, according to the United States 
Air Transport Association, U.S. airlines spend around $9 billion on maintenance 
each year [1]. This represents roughly 12% of the total operating cost of an airline 
company.

Aviation maintenance has changed over the years because newer aircraft contain 
power plants, electronic subsystems, and materials that did not exist in earlier models 
[2, 3]. In turn, aircraft maintenance personnel are using increasingly sophisticated 
equipment and procedures. However, one important aspect of aviation maintenance 
that has not changed is that most maintenance tasks are still being performed by 
human inspectors and technicians.

Needless to say, although the aircraft on which these maintenance personnel work 
have evolved dramatically over the past 50 years, the maintenance personnel still 
exhibit all of the limitations, idiosyncrasies, and capabilities that are part of being 
human.

This chapter presents various important aspects of human factors in aviation 
maintenance.

6.2 tHe need For Human Factors in aviation 
maintenance and How Human Factors imPact 
aircraFt engineering and maintenance

According to the Annual Report of the United States, scheduled Airline Industry, 
costs, passenger miles flown, and number of aircraft have all exceeded the overall 
growth of the aviation maintenance technician (AMT) workforce over a period of 
ten years (i.e., 1983–1993) [4]. It simply means that AMT must enhance efficiency 
to match the increasing workload demanded by the combination of new skill and 
knowledge requirements for advanced technology aircraft and increasing labor 
demand appropriate for providing continuing airworthiness to the existing fleet.

In order to achieve these goals effectively, individual technician’s skills and 
responsibilities must increase to a significant level. Moreover, the airline industry 
and agencies such as the United States Federal Aviation Administration (FAA) must 
strive to ensure that maintenance personnel become better qualified and that main-
tenance works and procedures become more simplified.
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Past experiences indicate that human factors can impact aircraft engineering and 
maintenance in many different ways [5]. For example, at the design and manufac-
turing stage, critical parts must be identified and manufactured according to the 
requisite standards. Subsequently, these parts must be subject to inspection and test 
requirements, as appropriate, in the aircraft maintenance schedule. If they are not in 
the schedule, then the planning engineer cannot be blamed for not calling a check. 
Similarly, the aircraft engineer cannot be blamed for overlooking to perform an 
inspection that was not called for, unless the fault is very obvious.

Nonetheless, engineering designers can take various steps to minimize the occur-
rence of certain maintenance errors. Two examples of these steps are making critical 
part areas readily inspectable and devising appropriate checkout procedures to cater 
for maintenance errors which could cause hazards.

Other human factors that can have a direct effect on aircraft engineering and 
maintenance include pressure and stress (i.e., either actual or perceived), environ-
ment (e.g., too dark, too cold), and circadian rhythm (i.e., natural body variations on 
shift work) [5].

6.3 Human Factors cHallenges in aviation maintenance

There are many human factors challenges in aviation maintenance. The primary 
challenges can be identified under five classifications as shown in Figure 6.1 [6].

The classification the worker is basically concerned with the availability of ade-
quately qualified aviation maintenance personnel in the future. The classification the 
workplace is concerned with providing an effective workplace to aviation mainte-
nance personnel with respect to factors such as safety, temperature, lighting, work 
access, and noise. The classification training is basically concerned with continu-
ously providing proper training to aviation maintenance personnel with respect to 
changing aircraft-related technologies.

The classification communication is concerned with providing timely and accu-
rate maintenance task performance information to aviation maintenance person-
nel with respect to factors such as “user-friendly” manuals, work cards, and other 
sources for obtaining inspection and repair-related information. Finally, the classifi-
cation aircraft systems is concerned with, in addition to considering the traditional 
maintainability-related factors during aircraft systems design, the specific needs of 
aviation maintenance and inspection manpower at the initial stage of the aircraft 
systems design.

Additional information on these five classifications of human factors challenges 
is available in Ref. [6].

6.4 Practical Human Factors guide For  
tHe aviation maintenance environment

Aviation maintenance personnel work as one element within the framework of a 
large industrial system that contains elements such as the maintenance facility, air-
craft, inspection equipment, repair equipment, and supervisory forces [7]. In order 

K10213.indb   80 3/7/09   2:09:19 PM

© 2009 by Taylor & Francis Group, LLC



Human Factors in Aviation Maintenance 81

to understand the performance of maintenance personnel working within the frame-
work of this system, proper information is needed concerning the operating charac-
teristics of this very element, that is, maintenance personnel. Two examples of the 
required information are the following:

How do the maintenance personnel work?•	
What features of the maintenance personnel and/or the environment tend •	
to generate maintenance error?

Human factors is a discipline that seeks to provide appropriate answers to ques-
tions such as listed above through an understanding of factors such as the capabili-
ties and limitations of humans, human behavior laws, and the possible effects of the 
environment on human performance. Thus, a goal of human factors is to draw on 
knowledge of these factors in developing guidelines for the optimum use of humans 
in operating systems.

In order to meet this objective the FAA has developed a guidebook titled Human 
Factors in Aviation Maintenance that presents human factors information oriented 
specifically towards their carrier maintenance personnel. The guidebook contains 
12 chapters on 12 different topics, listed in Table 6.1 [3].

The
workplace

The
worker

Aircraft
systems  

Communication  

Training

Classifications

Figure 6.1 Classifications of human factors challenges in aviation maintenance.
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The chapter “Human Factors” introduces the field of human factors/ergonomics 
and defines various concepts and terminology related to factoring human capabili-
ties and limitations into the workplace environment. The chapter “Facility Design” 
describes the important human factors concepts concerning designing facilities by 
emphasizing the elements found in the aviation maintenance environment. Two 
examples of these elements are movable scaffolding and large open hanger areas.

The chapter “Establishing Human Factors/Ergonomics Program” discusses what 
an ergonomics program is and why an aviation organization should have one. The 
chapter also describes items such as the concept of a systematic framework for 
ensuring that human factors are properly considered in the maintenance organiza-
tion, the regulatory requirements that relate to human factors programs, and the 
steps required to set up a human factors program. The chapter “Workplace and Job 
Design” describes the human factors concepts underlying the proper design of jobs 
and workplaces and the recent research efforts in the aviation maintenance environ-
ment that is part of the ongoing FAA emphasis.

The chapter “Workplace Safety” discusses items such as the major hazards asso-
ciated with industrial workplaces, the steps maintenance supervisors and planners 
should take to mitigate the hazards, and the features unique to the aviation mainte-
nance workplace.

The chapter “Training” describes various important items concerning training 
including the overall training requirements in the aviation maintenance environ-
ment, changes to training required from the regulatory perspective, and the training 
methods appropriate for teaching various types of knowledge and skills.

The chapter “Testing and Troubleshooting” discusses the human factors con-
cepts and methods that relate, directly or indirectly, to aviation maintenance testing 
and troubleshooting. The chapter “Automation” describes the most useful concepts 

taBle 6.1
topics covered in the Federal aviation 
administration Human Factors guidebook

no. topic

 1 Human factors
 2 Facility design
 3 Establishing human factors/ergonomics program
 4 Workplace and job design
 5 Workplace safety
 6 Training
 7 Testing and troubleshooting
 8 Automation
 9 Shift work and scheduling
10 Personal and job-related factors
11 Sexual harassment
12 Disabilities
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concerning automation, that is, both in general and in the aviation maintenance envi-
ronment. More specifically, it describes how to decide which maintenance functions 
are most amenable to automation, as well as various myths and potential automation 
pitfalls.

The chapter “Shift Work and Scheduling” discusses important research find-
ings concerning various shift scheduling practices including the concepts of circa-
dian rhythms, desynchronization, and the effects of sleep deprivation. The chapter 
“Personal and Job-Related Factors” discusses issues such as job-related stress, finan-
cial concerns, substance abuse, and family problems along with the proper use and 
potential misuse of employee assistance programs.

The chapter “Sexual Harassment” discusses various aspects of sexual harass-
ment including the underlying social and legal concepts concerning sexual harass-
ment, and the latest court decisions and regulatory requirements. Finally, the chapter 
“Disabilities” describes the requirements of the Americans with Disabilities Act 
(ADA) and its implications for the aviation maintenance environment, along with a 
human factors perspective on adjusting to the capabilities and limitations of people 
with disabilities.

Additional information on all of the above twelve topics is available in Ref. [3].

6.5 integrated maintenance Human Factors 
management system (imms)

IMMS is the ongoing European effort toward the integrated management of human 
factors in aircraft maintenance. More specifically, it is the part of the HILAS (Human 
Integration into the Lifecycle of Aviation Systems) project divided into four parallel 
strands of work: the monitoring and assessment of maintenance operations, the inte-
gration and management of human factors knowledge, the evaluation of new flight 
deck technologies, and the flight operations environment and performance [8].

Some of the main objectives of the IMMS are to improve operational perfor-
mance, improve safety performance, reduce human factors-related risks, and 
improve quality.

There are five main components (i.e., C1, C2, C3, C4, and C5) of the IMMS divided 
into two categories: front applications and back applications. Thus, the front and 
back application components are C1, C2 and C3, C4 and C5, respectively. Each of these 
five components is described below [8].

C•	 1: This is for aircraft maintenance engineers and it will provide these 
engineers better task support, through a portable handheld device, employ-
ing modern technologies such as radio frequency identification (RFID) 
and virtual reality.
C•	 2: This is for all the support functions. More specifically, it will both pro-
vide information to these support functions on how to manage the “softer” 
aspects of managing the checks and any difficulty experienced.
C•	 3: This will collect data from the front applications (i.e., C1 and C2) 
in addition to collecting data from currently operating systems such as 
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planning, engineering, and quality systems, within the organization. Also, 
C3 will allow all these systems to communicate with each other.
C•	 4: This is the suite of Human Factor Tools and Methods that will manage the 
human component of the system. Directly or indirectly, the data from compo-
nents C1, C2, and C3 will continuously update this component (i.e., C4).
C•	 5: This deals with implementation on two levels. The first level is con-
cerned with implementing the actual recommendations that come out of 
the system, whereas the second level is concerned with the implementa-
tion of the system itself. This component, i.e., C5, will also address the 
wider issue of organizational support.

Additional information on IMMS is available in Ref. [8].

6.6 aviation maintenance Human Factors training 
Program and Human Factors training areas 
For aviation maintenance Personnel

One of the most challenging issues in aviation maintenance is designing and devel-
oping appropriate human factors training programs. A systematic method that can 
be used to design and develop human factors training programs is composed of five 
processes/steps as shown in Figure 6.2 [9–12]. This process includes items such as 

Step 1:  Perform analysis 

Step 2:  Design 

Step 3:  Develop 

Step 4:  Implement 

Step 5:  Evaluate 

Figure 6.2 Steps of the method for designing and developing human factors training 
programs.
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establishing goals and defining training objectives, developing and implementing 
the training program, involving end users and/or subject matter experts, measuring 
the training effects, and providing feedback to the training developers [9]. The steps 
shown in Figure 6.2 are described below [9].

Step 1: Perform analysis:•	  This is concerned with performing three types 
of analysis: organizational, task, and person. The purpose of these analy-
ses is to determine the degree of training needs and performance gaps, 
develop hierarchical task analyses, and create an appropriate learning 
hierarchy which identifies the existing knowledge, skills, and ability levels 
of trainees under consideration.
Step 2:•	  Design: This is concerned with defining the instructional cur-
riculum, goals, and objectives. This can be accomplished quite effectively 
by adopting a participatory design approach that includes the creation of 
a multidisciplinary team of experts, end users, in the areas of aviation 
maintenance, maintenance operations, inspections, FAA regulations, and 
human factors.
Step 3•	 : Develop: This is concerned with developing the training materials 
and media. The incorporation of “in-house” examples in such materials 
could be very useful.
Step 4•	 : Implement: This is concerned with implementing and delivering 
the training to trainees.
Step 5•	 : Evaluate: This is concerned with evaluating the training and 
it includes measuring the effectiveness of the training program on the 
trainees’ performance, behaviors, and knowledge. There are a number of 
approaches used to evaluate training courses based on a five-level frame-
work [11, 12, 13–15]. These five levels are baseline assessment prior to 
training, trainee reaction, learning, performance (i.e., behavioral changes), 
and organizational results [9].

There are many disciplines of human factors including educational psychology, 
organizational psychology, cognitive science, safety engineering, clinical psychol-
ogy, experimental psychology, and anthropometric engineering [16]. Because of 
these many disciplines, aviation maintenance human factors courses can have many 
approaches with varying instructional goals. Nonetheless, some of the useful top-
ics/areas as candidates for an aviation maintenance human factors course are as 
follows [16]:

Safety and economic statistics•	
Error and error reporting with respect to economics of error and corpo-•	
rate/regulatory discipline
Maintenance crew resource management•	
Stress•	
Human factors fundamentals including analytic methods, human perfor-•	
mance models, environmental factors, physical factors, medical factors 
and health, and cognitive factors
Teamwork•	
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Workplace safety•	
Behavioral analysis•	
Psychological factors•	
Situation awareness•	
Communication in the workplace that includes items such as principles •	
of communication, leadership, conflict resolution, decision making, plan-
ning meetings, and group dynamics/teamwork.

6.7 common Human Factors–related 
aviation maintenance ProBlems

Past experiences indicate that there are many human factors–related aviation main-
tenance problems. Some of the common ones are as follows [17]:

Coexistence of various types of new technology and old technology •	
equipment
Need for appropriate advanced technology job aids•	
Availability of qualified manpower•	
Need for effective technical training for troubleshooting•	
Need for task analytic job performance-related data•	
Suboptimal working conditions/environments•	
Organization and effective usability of all technical documentation•	

Additional information on these common human factors–related aviation mainte-
nance problems is available in Ref. [17].

6.8 ProBlems

 1. Discuss the need for human factors in aviation maintenance.
 2. List at least six common aviation maintenance problems with respect to 

human factors.
 3. Describe the Integrated Maintenance Human Factors Management System 

(IMMS).
 4. List at least ten topics covered in the Federal Aviation Administration (FAA) 

human factors guidebook for the aviation maintenance environment.
 5. Discuss how human factors impact aircraft engineering and maintenance.
 6. What are the major human factors challenges in aviation maintenance?
 7. Describe the steps of the method for designing and developing human fac-

tors training programs.
 8. List at least 10 topics/areas as prime candidates for an aviation mainte-

nance human factors training course.
 9. Write a short essay on human factors in aviation maintenance.
 10. Discuss the need for having a practical human factors guide for the avia-

tion maintenance environment.
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7 Human Factors in Power 
Plant Maintenance

7.1 introduction

Human factors play an important role in power plant maintenance because improv-
ing the maintainability design of power plant facilities, systems, and equipment with 
respect to human factors helps to increase, directly or indirectly, plant productivity, 
availability, and safety. For example, past experiences indicate that many plant out-
ages have been either caused or prolonged by human factors problems associated 
with maintenance. It is estimated that the loss of plant power generation costs at least 
$500,000 to $750,000 per day [1].

Interest in human factors issues in the power industry is relatively new in compari-
son to the aerospace industry. In fact, it may be traced back to the middle of the 1970s 
when the WASH-1400 Reactor Safety Study criticized the deviation of the design of 
controls and displays and their arrangement in nuclear power plants from the human 
factors engineering standards [2]. The Electric Power Research Institute (EPRI) took 
note of this criticism and sponsored a study concerning the review of human factors 
in nuclear power plant control rooms in the United States [3]. This study highlighted 
various minor and major human factors–related deficiencies that can result in the 
poor effectiveness of the man-machine interface [1, 3]. Subsequently, over the years, 
the occurrence of many human factors–deficiency-related events, including the Three 
Mile Island nuclear power plant accident, has resulted in an increased attention to 
human factors in various areas of power generation including maintenance.

This chapter presents various important aspects of human factors in power 
plant maintenance.

7.2 Human Factors engineering maintenance–
related deFiciencies in Power Plant systems

Over the years, many studies have identified various human factors–engineering 
deficiencies, directly or indirectly maintenance related, in power plant systems. 
One survey-based study has classified such deficiencies under six categories [4]. In 
descending order, these categories are as follows [4]:

Limited access or inadequate clearance to perform maintenance. It means 
that there is inadequate clearance for inspection, no room for the right tool, 
etc.

Equipment poorly designed to facilitate the maintenance activity effec-
tively. It means that the required work is too detailed to perform with mask 
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and gloves on, design is complicated (i.e., too difficult to repair), it is impos-
sible to open cabinet doors all the way, etc.

Equipment/systems inherently unreliable. It means items such as cheap and 
dirty design of the rod position indicators, flatbed fitter is under-designed 
and requires constant maintenance, overly sensitive controllers, and the sys-
tem drifts and is unstable.

Personnel safety hazard. It means items such as no safety rail where is, say, a 
35-foot drop, oil on the floor from the main feed pumps, hydrogen unload-
ing facility is rather dangerous, and poorly designed equipment in high-
radiation areas.

Impaired mobility for both personnel and equipment. It means items such 
as no elevator access to the turbine deck, lack of work platforms with lad-
ders, one way access to hatch into containment, no cargo elevators where 
needed, and lack of pad eyes for lifting.

Miscellaneous. It means items such as lack of standardization, high-tempera-
ture environment, and poor air conditioning.

7.3 desiraBle Human Factors engineering 
maintenance–related attriButes  
oF well-designed systems in Power generation

The survey-based study of Ref. [4] reported many desirable human factors–, 
engineering maintenance–related attributes of well-designed systems used in 
power generation. In descending order, these attributes are as follows [4]:

Effective accessibility.•	  It means items such as good accessibility around 
the diesels, easy access to air compressors, and good access to rod con-
trols for repair.
Ease of disassembly, removal, and repair.•	  It means items such as modu-
lar design of rod controls, easy removal of circuit breakers, and modules 
on rollout rails.
Ease of system troubleshooting testing, and monitoring.•	  It means items 
such as engineered guards easy to test, built-in calibration system, good 
test jacks and easy to input signals, and control cabinet for boiler control 
easy to troubleshoot.
Effective lifting and movement capability.•	  It means items such as 
built-in hoist always in place, easy removal through roof, and access for 
vehicles.
Highly reliable equipment.•	  It means items such as reliable relays, air 
compressor easy to operate and rarely breaks down, and highly reliable 
engineered safeguards actuation system.
Ease of inspection and servicing.•	  It means items such as good access for 
preventive maintenance, easy to spot problems, and ease of oil changes.
Good quality prints and manuals.•	  It means items such as readable 
prints, understandable procedures, and detailed operating instructions.
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Avoidance of contaminated areas.•	  It basically means, for example, 
equipment placed in an accessible location well outside the “hot” areas.
Good laydown area.•	  It means, for example, excellent laydown area for 
turbine-generator.
Availability of required tools. •	 It means the availability of all necessary 
tools, for example, all the essential special tools provided for a compli-
cated assembly.
Miscellaneous.•	  It includes items such as fail-safe design and frequent use 
of mock-ups for training.

7.4 Power generation Plant PerFormance goals 
tHat drive decisions aBout Human Factors

There are many power generation plant performance goals that drive, directly or 
indirectly, maintenance-related decisions about human factors. These goals may be 
grouped under three classifications as shown in Figure 7.1 [5]. The classifications are 
plant safety, plant productivity, and plant availability. The plant safety goals include 
minimizing injury to personnel, damage to equipment, and, in the case of nuclear 
power plants, eliminating the potential for release of radioactivity to the environment 
and reducing the radiation exposure to humans.

The plant availability goals include increasing the amount of time the plant can 
operate at full power generation capacity by minimizing the occurrence of human 
errors that, directly or indirectly, contribute to system/equipment failures or increase 
system/equipment corrective maintenance time.

Plant
availability

Plant
safety

Plant
productivity

Goal
classification 

Figure 7.1 Classifications of power generation plant performance goals that drive decisions 
about human factors.
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Finally, the plant productivity goals include improving the reliability, efficiency, 
and motivation of all involved personnel.

7.5 study oF Human Factors in Power Plants

A survey of the maintenance of five nuclear and four fossil-fuel power generation 
plants with respect to human factors revealed various types of, directly or indirectly, 
human factors–related problems. This study was wide ranging in scope, extending 
to an examination of items such as facilities, environmental factors, designs, organi-
zational factors, procedures, spares, and tools.

The study findings were grouped under the following 16 classifications [1, 4]:

Facility design factors•	
Environmental factors•	
Equipment maintainability•	
Anthropometrics and human strength•	
Movement of humans and machines•	
Labeling and coding•	
Maintenance stores, supplies, and tools•	
Maintenance information, procedures, and manuals•	
Personnel safety•	
Communications•	
Equipment protection•	
Productivity and organizational interfaces•	
Preventive maintenance and malfunction diagnosis•	
Job practices•	
Selection and training•	
Maintenance errors and accidents•	

Some of the above classifications are described below [1, 4].
The facility design factors classification is concerned with, directly or indirectly, 

human factors–related problems pertaining to facility design. Some of these prob-
lems are high noise levels, poor temperature-ventilation control, inadequate facility 
to store contaminated equipment, and insufficient storage space to satisfy mainte-
nance needs effectively. The environmental factors classification is concerned with 
human factors problems pertaining to the environment. Two examples of these prob-
lems are heat stress and a high variability of illumination.

An example of the problems belonging to the anthrometrics and human strength 
classification is the lack of easy access to equipment requiring maintenance. Some of 
the problems belonging to the labeling and coding classification are poorly descrip-
tive label tags, under-estimation of the need for identifying information by designers, 
unsystematic replacement of labels lost or obscured over time, high likelihood of the 
occurrence of maintenance errors in multi-unit plants in which both units are identi-
cal or highly similar in appearance.
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Some of the problems belonging to the personnel safety classification are radia-
tion exposure, steam burns, chemical burns, and heat prostration. The communica-
tions classification includes problems such as inadequate capacity of the existing 
communications system to satisfy the volume of communications traffic required 
throughout the plant, particularly during outages, the protective clothing worn by 
maintenance personnel while working in radioactive environment causes serious 
impediments to effective communications and insufficient communication coverage 
throughout the plant.

The most common problem belonging to the equipment maintainability classifi-
cation is the placement of equipment parts in locations that are inaccessible from a 
normal work position. The main problem belonging to the maintenance information, 
procedures, and manuals classification is poorly written procedures and inadequate 
manuals. Two problems belonging to the selection and training classification are the 
informality of the training process, with no clearly defined selection criteria and 
lacking validated screening tools or techniques and the overall inadequacy of the 
training efforts in nuclear power plants.

7.6 Human Factors aPProacHes For assessing 
and imProving Power Plant maintainaBility

Many human factors methods can be used to assess and improve power plant main-
tainability. Six of these methods are shown in Figure 7.2 [1, 6]. Each of these meth-
ods is described below, separately.

7.6.1 task analysis

This is a systematic approach used to assess the equipment maintainer’s needs for 
successfully working with hardware to accomplish a given task. The analyst records 
and oversees each task element and start and completion times, in addition to making 
observations concerning impediments to effective maintainability. The observations 

Surveys

Structured interviews 

Critical incident 
technique

Task analysis 

Maintainability 
checklist

Potential accident/ 
damage analysis  

Methods

Figure 7.2 Human factors methods for assessing and improving power plant maintainability.
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are categorized under sixteen classifications: equipment maintainability design fea-
tures, availability of appropriate maintenance information (e.g., schematics, proce-
dures, and manuals), tools and job aids, maintenance crew interactions, equipment 
damage potential, decision-making factors, personnel hazards, lifting or movement 
aids, communication, training needs, spare-parts retrieval, workshop adequacy, 
supervisor-subordinate relationships, environmental factors, access factors, and 
facility design features [1].

Additional information on the method is available in Refs. [1, 6].

7.6.2 maintainability cHecklist

This checklist is based primarily on the survey study reported in Ref. [4] and is 
divided into 14 distinct topical areas. These areas are personnel safety, radiation pro-
tection, communications, facilities, maintenance information, equipment maintain-
ability, labeling and coding, preventive maintenance, anthropometrics and human 
strength, selection and training, environmental factors, job and organizational fac-
tors, equipment protection, and stores, spares, and tools.

Additional information on the method is available in Ref. [4].

7.6.3 Potential accident/damage analyses

This is a structured approach used to assess the accident, damage, or potential error 
inherent in a specified task. To determine the potential for the occurrence of mishaps 
in the performance of a maintenance job, the starting point is to establish a mecha-
nism that describes the job under consideration in detail. Subsequently for each task 
element the following question is asked by the interviewer of the interviewee (e.g., 
repair person): Is there a low, medium, or high potential for the occurrence of an 
error/an accident/damage to equipment /system in performing, say, step xyz?

After a careful analysis of all the collected data, changes to items such as equip-
ment, facility, and procedures are recommended. Additional information on the 
method is available in Refs. [1, 6].

7.6.4 structured intervieWs

This is one of the most effective methods to collect valuable maintainability-related 
data in the shortest possible time. The method assumes that people such as repair 
persons, technicians, and their supervisors close to maintainability problems usually 
provide the most meaningful insights into the problems involved in doing their job 
the best possible way.

In a structured interview, a fixed set of questions such as presented in Table 7.1, 
are asked [1, 6]. After a careful analysis of all the collected data, appropriate recom-
mendations for improvements are made.

Additional information on the method is available in Refs. [1, 6].
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7.6.5 critical incident tecHnique

Past experiences indicate that the history of maintenance errors, accidents, or near-
mishaps can provide information concerning required maintainability improvements. 
The critical incident technique is an effective tool to examine such case histories 
from the human-factors standpoint. The application of the critical incident technique 
calls for making arrangements to meet individually with members of the mainte-
nance organization. The following three questions are asked of each individual:

Give one example of a maintenance error, accident, or near mishap with •	
serious or potentially serious consequences, based on your personal expe-
rience. In addition, describe the specifics of the case involved and indicate 
the ways the situation could have been averted.
Give one example of a plant system or unit of equipment that is not “human •	
engineered” or is poorly designed from the maintenance person’s perspec-
tive and which has resulted in, or could result in a safety hazard, damage 
to equipment, or an error.
Give one example of a plant system or unit of equipment that is well–•	
“human–engineered” or quite straightforward to maintain, and describe 
the system/unit by emphasizing the features that make it good from the 
maintainer’s perspective.

After the analysis of all the collected data, appropriate changes for improvements 
are recommended.

Additional information on the method is available in Refs. [1, 6].

7.6.6 surveys

When the results obtained through the application of methods such as task analy-
sis, structured interviews, and maintainability checklist, indicate a need for more 
detailed examination of certain maintainability-related factors; the surveys method 
is used. Two examples of such scenario are as follows:

taBle 7.1
a sample of questions asked during a structured interview
no. questions

1. Is your workshop facility arranged properly so that it allows efficient and safe 
performance of maintenance activities?

2. How well is your workshop facility integrated into the total plant design?
3. How would you describe the environment in your workshop facility with respect 

to factors such as ventilation, illumination, and noise?
4. Are proper laydown areas and workbenches provided?
5. Is our workshop facility sized appropriately to accommodate effectively all the 

personnel in your organization?
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Poor illumination is proving to be a problem in the course of analyzing •	
one or more specific tasks. Under such condition, it might be useful to 
conduct a plant-wide illumination survey of all maintenance work-related 
sites.
The majority of maintenance manpower has expressed concerns in the •	
area of communications. Under such conditions, it might be useful to con-
duct a survey or test of message intelligibility between important com-
munication links within the plant.

Additional information on conducting such surveys is available in Ref. [6].

7.7 BeneFits oF Human Factors engineering 
aPPlications in Power generation

Past experiences indicate that there are many benefits of human factors–engineering 
applications in power plant maintenance. Nonetheless, benefits of human factors 
engineering applications in power generation in general that directly or indirectly 
concern maintenance may be grouped under two main categories: increments and 
reductions [5, 7–9]. The increments category includes increases in safety, productiv-
ity, and availability, reliability and efficiency of personnel performance, adequacy 
of communications, cost-effectiveness of training, and job satisfaction of personnel 
(i.e., motivation, confidence, and commitment to achieving plant goals).

The reductions category includes reduction in needless costs, occurrence of 
human error, consequences of error (i.e., number and severity of injuries and dam-
age to equipment), wasted time and motion, number and qualifications of personnel 
required, training requirements and attrition, and job dissatisfaction of personnel 
(i.e., turnover and absenteeism).

7.8 ProBlems

 1. Write an essay on human factors in power plant maintenance.
 2. List and discuss at least five types of human factors engineering 

maintenance–related deficiencies in power plant systems.
 3. List and discuss at least eight desirable human factors engineering 

maintenance–related attributes of well-designed systems in power generation.
 4. What are the power generation plant performance goals that drive, directly 

or indirectly, maintenance-related decisions about human factors?
 5. What are the important benefits of human factors–engineering applica-

tion in power generation with respect to the maintenance activity?
 6. What were the classifications of the findings in a survey of maintenance  

of nuclear and fossil-fuel power generation plants with respect to human 
factors?

 7. List at least five human factors methods that can be used to assess and 
improve power plant maintainability.
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 8. Discuss the following two human factors approaches that can be used to 
assess and improve power plant maintainability:

Task analysis•	
Maintainability checklist•	

 9. Describe the structured interviews method that can be used to evaluate 
and enhance power plant maintainability and give a sample of questions 
asked during a structured interview.

 10. Compare the critical incident technique with the potential accident/dam-
age analyses method.
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8 Human Error in 
Aviation Maintenance

8.1 introduction

Maintenance is an important element of the aviation industry worldwide, and in 
1989 U.S. airlines spent around 12% of their operating costs on the maintenance 
activity [1, 2]. During the period from 1980 to 1988, the cost of airline maintenance 
increased from about $2.9 billion to $5.7 billion [3]. This increase is attributable to 
factors such as increase in air traffic and increased maintenance for continuing air-
worthiness of aging aircraft.

Needless to say, increase in air traffic and increased demands on aircraft uti-
lization because of the stringent requirements of commercial schedules continue 
to put significant pressures on the maintenance activity for on-time performance. 
In turn, this has increased chances for the occurrence of human errors in aircraft 
maintenance operations [4]. A study conducted in the United Kingdom reported 
that the occurrence of maintenance error events per million flights has doubled 
during the period from 1990 to 2000 [5]. This clearly indicates that there is a need 
to eliminate or minimize the occurrence of such error events for reliable and safe 
flights.

This chapter presents various importance aspects of human error in aviation 
maintenance.

8.2 Facts, Figures, and examPles

Some of the facts, figures, and examples directly or indirectly concerned with the 
occurrence of human error in aviation maintenance are as follows:

A study revealed that approximately 18% of all aircraft accidents are •	
maintenance related [6, 7].
As per Ref. [8] maintenance error contributes to 15% of air carrier accidents •	
and costs the United States industry over $1 billion dollars annually.
According to a Boeing study 19.1% of in-flight engine shutdowns are •	
caused by maintenance error [8].
A study reported that maintenance and inspection are the factor in approx-•	
imately 12% of major aircraft accidents [9, 10].
A study of 122 maintenance errors occurring in a major airline over a •	
period of three years revealed that their breakdowns were: omission (56%), 
wrong installations (30%), incorrect parts (8%), and other (6%) [11, 12].
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An analysis of safety issues versus onboard fatalities among jet fleets world-•	
wide during the period 1982–1991 identified maintenance and inspection 
as the second most important safety issue with onboard fatalities [13, 14].
In 1979, 272 people were killed in a DC-10 aircraft accident due to improper •	
maintenance procedures followed by maintenance personnel [15].
In 1991, 13 people were killed in an Embraer 120 aircraft accident due to •	
a human error during scheduled maintenance [4, 5].
In 1988, the upper cabin structure of a Boeing 737-200 aircraft was ripped •	
away during a flight because of structural failure, basically due to the fail-
ure of maintenance inspectors to identify over 240 cracks in the aircraft 
skin during the inspection process [5, 16].

8.3 causes oF Human error in aviation maintenance 
and maJor categories oF Human errors in 
aviation maintenance and insPection tasks

There are many factors that can impact performance of aviation maintenance per-
sonnel. Over 300 such factors/influences are listed in a document prepared by the 
International Civil Aviation Organization [17]. These factors/influences range from 
boredom to temperature. Some of the important reasons, directly or indirectly, for 
the occurrence of human error in aviation maintenance are time pressure; inadequate 
training, work tools, and experience; complex maintenance tasks, poorly written 
maintenance procedures, poor equipment design, outdated maintenance manuals, 
poor work layout, fatigued maintenance personnel, and poor work environment (e.g., 
temperature, humidity, lighting) [15,18].

There are many major categories of human errors in aviation maintenance and 
inspection-related tasks. Eight of these categories are incorrect assembly sequence 
(e.g., incorrect sequence of inner cylinder spacer and lock ring assembly), procedural 
defects (e.g., nose landing gear door not closed), wrong part (e.g., incorrect pitot-
static probes installed), incorrect configuration (e.g., valve inserted in backward 
direction), missing part (e.g., bolt-nut not secured), defective part (e.g., worn cables, 
fluid leakage, cracked pylon, etc.), functional defects (e.g., wrong tire pressure), and 
tactile defects (e.g., seat not locking in correct position) [12, 19, 20].

8.4 tyPes oF Human error in aircraFt 
maintenance and tHeir Frequency

In 1994, a Boeing study examined a total of 86 aircraft incident reports with respect 
to maintenance error and reported 31 types of maintenance errors. These types, along 
with their frequency in parentheses, are: system operated in unsafe conditions (16), 
system not made safe (10), equipment failure (10), towing event (10), falls and spon-
taneous actions (6), degradation not discovered (6), person entered dangerous zones 
(5), unfinished installation (5), work not documented (5), did not obtain or use appro-
priate equipment (4), person contacted hazard (4), unserviceable equipment used (4), 
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equipment not activated/deactivated (4), no appropriate verbal warning given (3), 
safety lock or warning moved (2), pin/tie left in place (2), not tested appropriately 
(2), equipment/vehicle contacted aircraft (2), warning sign or tag not used (2), vehicle 
driving instead of towing (2), wrong fluid type (1), access panel not closed (1), wrong 
panel installation (1), material left in engine/aircraft (1), incorrect orientation (1), 
equipment not installed (1), contamination of open system (1), wrong component/
equipment installed (1), unable to access part or component in stores (1), necessary 
servicing not performed (1), and miscellaneous (6) [21].

8.5 common Human errors in aircraFt 
maintenance activities

Over the years various studies have identified commonly occurring human errors 
in aircraft maintenance activities. One of these studies conducted by the United 
Kingdom Civilian Aviation Authority (UKCAA) over a period of three years has 
identified a total of eight commonly occurring human errors in aircraft maintenance, 
as shown in Figure 8.1 [12, 22].

8.6 aircraFt maintenance error analysis metHods

Over the years, many methods have been developed in reliability and its associated 
areas that can be used to perform human error analysis in the area of aircraft main-
tenance. Three of these methods are presented below.

8.6.1 cause-and-eFFect diagram

This diagram was developed by a Japanese man named K. Ishikawa in the early 
1950s. It is also referred to in the published literature as an Ishikawa diagram or a 
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lubrication
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Figure 8.1 Commonly occurring human errors in aircraft maintenance.
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fishbone diagram. The diagram can be a useful tool to determine the root causes of a 
specified aircraft maintenance error and generate appropriate relevant ideas.

Pictorially, the box on the extreme right-hand side of the diagram represents effect 
and the left-hand side represents all the possible causes that are connected to the cen-
terline. In turn, usually each cause is composed of various subcauses. Usually, the 
following five steps are followed to develop a cause-and-effect diagram [8]:

Step 1:•	  Develop problem statement.
Step 2:•	  Brainstorm to identify possible causes.
Step 3:•	  Establish major cause categories by stratifying into natural group- 
    ings and process steps.
Step 4:•	  Develop the diagram by connecting all the causes by following the 
    appropriate process steps and fill in the effect (i.e., the problem) in 
    box on the right hand side of the diagram.
Step 5:•	  Refine cause categories/classifications by asking questions such as 
     what causes this? And why does this condition exist?

There are many benefits of the cause-and-effect diagram. Some of the important 
ones are as follows:

An effective tool for generating ideas•	
An effective approach to present an orderly arrangement of theories•	
A useful tool to identify root causes•	
A useful approach for guiding further inquiry•	

Example 8.1

A study of aircraft maintenance facility reported the following six causes for the 
occurrence of human error in maintenance:

Poor work environment•	
Time pressure•	
Complex maintenance tasks•	
Poor equipment design•	
Poor work layout•	
Inadequate tools•	

Three subcauses of the cause “poor work environment” are temperature, humidity, 
and lighting. Draw a cause-and-effect diagram for the effect: human error in aircraft 
maintenance.

The cause-and-effect diagram for the example is shown in Figure 8.2.

8.6.2 error-cause removal Program (ecrP)

This method was originally developed to reduce the occurrence of human error to 
some tolerable level in production operations [24]. It can also be used to reduce 
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human error in aircraft maintenance operations. The emphasis of this method is on 
preventive measures rather than merely on remedial ones. In terms of aircraft main-
tenance, ECRP may simply be described as the maintenance worker-participation 
program for reducing the occurrence of human errors.

More specifically, the ECRP is composed of teams of workers (e.g., aircraft main-
tenance workers) with each team having its own coordinator, who has special tech-
nical and group-related skills. Workers present their error and error-likely reports 
during team meetings held periodically. After appropriate discussions on these 
reports, recommendations are made for preventive or remedial measures. Team 
coordinators present the recommendations to management for appropriate actions.

The seven basic elements of the ECRP are as follows [24]:

All people involved with the ECRP are educated about the usefulness of •	
the ECRP.
All maintenance workers and team coordinators are trained in data col-•	
lection and analysis approaches.
The efforts of the aircraft maintenance workers in regard to ECRP are •	
recognized appropriately by the management.
Human factors and other specialists determine the effects of changes made •	
in, say, aircraft maintenance operations with the aid of the ECRP inputs.
The most promising proposed solutions are fully implemented by the •	
management.
All proposed solutions are evaluated with respect to cost by various spe-•	
cialists including human factors specialists.
Aircraft maintenance workers report and evaluate errors and error-likely •	
conditions, in addition to proposing solutions to eradicate error causes.

Lighting
Temperature   

Humidity  

Human error 
in aircraft 

maintenance 

Effect

Center line

Time 
pressure

Poor
equipment

design
Inadequate

tools

Poor work 
layout

Poor work 
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maintenance 

tasks

Figure 8.2 Cause-and-effect diagram for the occurrence of human error in aircraft 
maintenance.
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Finally, three of the important guidelines concerning ECRP are as follows:

Focus on data collection on items such as error-likely conditions, accident-•	
prone conditions, and errors.
Evaluate each work redesign recommended by the team with respect to •	
factors such as increments in cost-effectiveness and job satisfaction, and 
the degree of error redaction.
Restrict to the identification of work situations that require redesign for •	
reducing the error occurrence potential.

8.6.3 Fault tree analysis

This is a powerful and flexible method often used in industry to perform various 
types of reliability-related analysis. The method is described in Chapter 4 and in 
Refs. [18, 20]. Its application to perform human error analysis in aviation mainte-
nance is demonstrated through the example presented below.

Example 8.2

Assume that the subcauses of the cause “poor work environment” in Example 8.1 
are poor lighting, high/low temperature, and distractions. Similarly, the subcauses of 
the cause “poor equipment design” are poorly written design specification, no formal 
consideration given to the occurrence of maintenance error in design specification, 
and misinterpretation of design specification.

Develop a fault tree for Example 8.1, for top event “Human error in aircraft main-
tenance” by considering the above subcauses and using fault tree symbols given in 
Chapter 4.

A fault tree for the example is shown in Figure 8.3.

Example 8.3

Assume that the probability of occurrence of events in the circles (i.e., X1, X2, X3, … , X8) 
shown in Figure 8.3 is 0.02. For independent events, calculate the probability of 
occurrence of the top event T (i.e., human error in aircraft maintenance), and inter-
mediate events I1, (i.e., poor equipment design) and I2 (i.e., poor environment).

Using Chapter 4 and Refs. [18, 20], and the specified data values, we obtain the 
values of I1, I2, and T as follows:

The probability of occurrence of intermediate event I1 is given by

 

P I P X P X P X( ) { ( )}{ ( )}{ ( )}

{ .
1 1 2 31 1 1 1

1 1 0

= − − − −
= − − 002 1 0 02 1 0 02

0 0588

}{ . }{ . }

.

− −
=

where P(I1), P(X1), P(X2), and P(X3) are the probabilities of occurrence of events I1, 
X1, X2, and X3, respectively.
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The probability of occurrence of intermediate event I2 is expressed by

 

P I P X P X P X( ) { ( )}{ ( )}{ ( )}

{ .
2 4 5 61 1 1 1

1 1 0

= − − − −
= − − 002 1 0 02 1 0 02

0 0588

}{ . }{ . }

.

− −
=

where P(I2), P(X4), P(X5), and P(X6) are the probabilities of occurrence of events I2, 
X4, X5, and X6, respectively.

Human error in aircraft 
maintenance  

Inadequate
tools

Poor
work
layout

Poor equipment 
design

Complex 
maintenance 

tasks

Poor environment 

Misinter-
pretation 
of design 
specifica-

tion 

No formal 
consideration
given to the 

occurrence of 
maintenance 

error in 
design 

specification

Poorly
written 
design 

specifica-
tion 

Poor
lighting 

High/low 
tempera-

ture 

Distractions 

T

Time 
pressure

X7
X8

X9
X10

I1
I2

X1

X2

X3

X4 X5

X6

Figure 8.3 Fault tree for Example 8.2.
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By using the above specified and calculated values, Chapter 4, and Refs. [18, 20] 
we obtain

 

P T P X P X P X P X( ) { ( )}{ ( )}{ ( )}{ ( )= − − − − −1 1 1 1 17 8 9 10 }}{ ( )}{ ( )}

{ . }{ . }{

1 1

1 1 0 02 1 0 02 1 0
1 2− −

= − − − −
P I P I

.. }{ . }{ . }{ . }

.

02 1 0 02 1 0 0588 1 0 0588

0 1829

− − −
=

where P(T) is the probability of occurrence of event T.
Thus, the probabilities of occurrence of the top event T (i.e., human error in air-

craft maintenance), intermediate event I1 (i.e., poor equipment design), and interme-
diate event I2 (i.e., poor environment) are 0.1829, 0.0588, and 0.0588, respectively.

8.7 maintenance error decision aid (meda)

This important tool to investigate contributing factors to maintenance errors in avia-
tion was developed by Boeing, along with industry partners such as Continental 
Airlines and United Airlines, in the 1990s [25–27]. MEDA may simply be described 
as a structured process for investigating the causes of human errors made by aircraft 
maintenance personnel. The philosophy of the process is shown in Figure 8.4 [26].

Four main objectives of the MEDA are as follows [27]:

To highlight aircraft maintenance system-related problems that increase •	
exposure to human error and decrease efficiency
To provide the aircraft maintenance organization a better understanding •	
of how human-performance-associated issues contribute to the occur-
rence of human error
To provide the line-level aircraft maintenance personnel a standardized •	
mechanism to investigate the occurrence of maintenance errors
To provide an appropriate means of human error trend analysis for the •	
aircraft maintenance organization

Human errors in 
aircraft maintenance 
result from a series of 
contributing factors 

Some maintenance 
errors will not have 
specific corrective 

measures 

Maintenance
personnel do not 

make errors 
intentionally 

Many of the error 
contributing factors 

are part of airline 
processes and can be 

managed 

MEDA
philosophy

Figure 8.4 The philosophy of MEDA.
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All in all, MEDA provides people associated with the aircraft maintenance activ-
ity a basic five-step process to follow: event, decision, investigation, prevention strat-
egies, and feedback [25]. Additional information on these steps and on MEDA is 
available in Refs. [25–27].

8.8 useFul guidelines For reducing Human 
error in aircraFt maintenance activities

Over the years, various guidelines have been developed for reducing human error 
in aircraft maintenance activities. These guidelines cover many areas as shown in  
Figure 8.5 [14, 20]. Two important guidelines concerning the area of design are as 
follows:

Actively seek relevant information on human error occurrence during the •	
maintenance phase, for providing effective inputs in the design phase.
Ensure that equipment manufacturers give proper attention to mainte-•	
nance-related human factors during the design phase.

Two guidelines in the area of tools and equipment are as follows:

Review systems by which items such as lighting systems and stands are •	
kept for removing unserviceable equipment from service and repairing it 
rapidly.
Ensure the storage of all lockout devices in such a manner that it becomes •	
immediately apparent when they are left in place inadvertently.

Some of the guidelines concerning risk management are to avoid performing 
simultaneously the same maintenance task on similar redundant units, review for-
mally the effectiveness of defenses, such as engine runs, built into the system for 
detecting maintenance errors, and review the need to disturb normally operating sys-
tems to carry out rather nonessential periodic maintenance, because the disturbance 
may lead to a maintenance error.

A useful guideline in the area of communication is to ensure that proper sys-
tems are in place to disseminate important pieces of information to all individuals 
concerned with maintenance, so that repeated errors or changing procedures are 
considered with care.

Two particular guidelines in the area of training are as follows:

Provide on a periodic basis training courses to all maintenance personnel •	
with emphasis on company procedures.
Consider introducing crew resourcement for personnel involved with the •	
maintenance activity.

Some of the useful guidelines concerned with procedures are ensuring that stan-
dard work practices are being followed throughout aircraft maintenance operations, 
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reviewing maintenance work practices regularly to ensure that they do not vary 
significantly from formal procedures, and reviewing all documented maintenance 
procedures and practices periodically with respect to items such as accessibility, 
consistency, and realism.

A useful guideline in the area of supervision is to recognize that management and 
supervision-related oversights must be strengthened, particularly in the final hours of 
all shifts, as the occurrence of errors becomes more likely. Two particular guidelines 
pertaining to maintenance incident feedback are as follows:

Ensure that all individuals associated with the training activity are pro-•	
vided proper feedback on the occurrence of human factors–related 
maintenance incidents regularly, so that appropriate corrective actions 
aimed at these problems are taken effectively.
Ensure that all management personnel are given effective feedback on •	
the occurrence of human factors–related maintenance incidents regularly, 
with proper consideration to the conditions that play an instrumental role 
in the occurrence of such incidents.

Towing
aircraft  

Com-
munication

Super-
vision Main-

tenance
incident
feedback

Procedures

Tools and 
equipment  

Design

Shift 
handover

Human error 
risk

management  
Training

Areas

Figure 8.5 Areas covered by guidelines for reducing human error in aircraft maintenance 
activities.
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A guideline pertaining to the area of towing aircraft is to review the equipment 
and procedures used for towing to and from maintenance facilities on a regular basis. 
Finally, one particular guideline concerning shift handover is to ensure the effective-
ness of practices associated with shift handover by considering factors such as com-
munication and documentation, so that incomplete tasks are transferred correctly 
across all shifts.

8.9 case studies in Human error 
in aviation maintenance

Over the years, many aircraft accidents directly or indirectly due to maintenance 
error have occurred throughout the world. Three such accidents are briefly described 
below.

8.9.1 continental exPress embraer 120 accident

This accident occurred on September 11, 1991, when a Continental Express Embraer 
120 aircraft crashed in Texas, killing all persons on board, because the leading edge 
of the left horizontal stabilizer separated from the aircraft [1, 20, 28]. An investiga-
tion into the accident reported that the night prior to the accident some maintenance 
work, involving the removal of a screw from the upper left surface of the “T-tail” of 
the aircraft, was carried out. When the shift change occurred, the maintenance work 
was only partially accomplished and it was not documented at all.

The maintenance personnel of the incoming shift, being totally unaware of the 
partial accomplishment of the maintenance work, signed the Embraer 120 back into 
service. The National Transportation Safety Board (NTSB), in its final report on the 
accident, identified poor maintenance practices within the airline organization [29]. 
Additional information on the accident is available in Ref. [29].

8.9.2 air midWest raytHeon (beecHcraFt) 1900d accident

This accident occurred on January 8, 2003, when an Air Midwest Raytheon 1900D 
aircraft lost pitch control during takeoff and crashed in North Carolina, killing all 
persons on board (19 passengers and 2 crew members). Some of the factors that con-
tributed to the cause of the accident were as follows [28]:

The contractor’s quality-assurance inspector’s total failure to detect the •	
wrong rigging of the elevator control system
The operator’s maintenance procedures and documentation and lack of •	
oversight of the work being performed at the maintenance station
The regulator’s lack of oversight of the maintenance program of the •	
operator

Additional information on the accident is available in Ref. [28].

K10213.indb   109 3/7/09   2:09:47 PM

© 2009 by Taylor & Francis Group, LLC



110 Human Reliability, Error, and Human Factors in Engineering Maintenance

8.9.3 britisH airWays bac1-11 accident

This accident occurred on June 10, 1990, when a British Airways BAC1-11 aircraft 
departed from Birmingham Airport in the United Kingdom to a destination in Spain, 
carrying 81 passengers and 6 crew members. During the aircraft’s climb through 
17,300 feet altitude, a cockpit windscreen was blown out. Consequently, the pilot in 
command was sucked out through the windscreen aperture [4].

The copilot immediately regained control of the aircraft and the other crew mem-
bers held the pilot by the ankles until the safe landing of the aircraft. A subsequent 
investigation into the accident reported that the cause of the accident was the fitting 
of a replacement windscreen by maintenance workers using wrong bolts [4].

Additional information on the accident is available in Ref. [4].

8.10 ProBlems

 1. Write an essay on human error in aviation maintenance.
 2. List at least five facts and figures on human error in aviation maintenance.
 3. What are the important reasons, directly or indirectly, for the occurrence 

of human error in aviation maintenance?
 4. Discuss major categories of human errors in aviation maintenance and 

inspection tasks.
 5. What are the commonly occurring human errors in aircraft maintenance?
 6. Describe the error-cause removal program.
 7. Describe the maintenance error decision aid (MEDA).
 8. What are the useful guidelines to reduce human errors in the following 

areas of aircraft maintenance?
Tools and equipment•	
Shift-handover•	
Communication•	

 9. Discuss two case studies concerned with human error in aviation 
maintenance.

 10. Discuss the benefits of the cause-and-effect diagram.
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9 Human Error in Power 
Plant Maintenance

9.1 introduction

Maintenance is an essential activity in power plants, and it consumes a significant 
amount of money spent on power generation. Human error in maintenance has been 
found to be an important factor in the causation of power generation safety-related 
incidents [1]. A study of reliability problem-related events concerning electrical/
electronic components in nuclear power plants revealed that human errors made by 
maintenance personnel and technicians exceeded operator errors and that over three-
quarters of the errors took place during the testing and maintenance activity [1, 2]. 
Furthermore, according to Refs. [1, 3], errors made during testing and maintenance 
caused reactor core melt more easily than did errors during operation.

The cost of maintenance errors, including restoration costs and opportunity costs, 
is potentially very high, the damage impact on the equipment may decrease its life 
quite considerably, and serious potential hazards to human lives may result. Because 
of potentially critical consequences such as these to system function and public 
safety, the prevention of human errors in maintenance tasks in power generation is 
receiving increasing attention.

This chapter presents various important aspects of human error in power plant 
maintenance.

9.2 Facts and Figures

Some of the facts, figures, and examples directly or indirectly related to human error 
in power plant maintenance are as follows:

A study reported that over 20% of all system failures in fossil power plants •	
occur due to human errors and maintenance errors account for about 60% 
of the annual power loss due to human errors [4].
A number of studies reported that between 55% and 65% of human per-•	
formance problems surveyed in power generation were associated with 
maintenance-related activities [5, 6].
A study of over 4400 maintenance history records covering the period •	
from 1992 to 1994, concerning a boiling water reactor (BWR) nuclear 
power plant, reported that around 7.5% of all failure records could be clas-
sified as human errors related to maintenance actions [7, 8].
A study of 199 human errors that occurred in Japanese nuclear power •	
plants from 1965 to 1995 revealed that around 50 of them were related to 
maintenance activities [9].
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A study of 126 human error-related significant events in 1990, in nuclear •	
power generation, reported that 42% of the problems were linked to main-
tenance and modification [5].
On Christmas Day in 1989, two nuclear reactors were shut down due to •	
maintenance error and caused rolling blackouts in the state of Florida 
[10].
A blast at the Ford Rouge power plant in Dearborn, Michigan, that killed •	
six workers and injured many others was caused by a maintenance error 
[11, 12].
A study of nuclear power plant operating experiences revealed that •	
because of errors in maintenance of some motors in the rod drives, many 
of the motors ran in a backward direction and withdrew rods, instead of 
inserting them [13].

9.3 causes oF Human error in Power 
Plant maintenance

There are many different causes for the occurrence of human errors in power plant 
maintenance. On the basis of characteristics obtained from modeling the mainte-
nance task, error causes in power plant maintenance may be classified under four 
major categories as shown in Figure 9.1 [1].

Design shortcomings in hardware and software include items such as deficiencies 
in the design of displays and controls, insufficient communication equipment, and 
wrong or confusing procedures. An example of human ability limitations is the lim-
ited capacity of short-term memory in the internal control mechanism.

Some important examples of disturbances of the external environment are 
the physical conditions such as humidity, ventilation, ambient illumination, and  

Design 
shortcomings 
in hardware 
and software 

Human 
ability 

limitations  
Induced 

circumstances  

Major categories 

Disturbances 
of the 

external 
environment 

Figure 9.1 Major categories of error causes in power plant maintenance.
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temperature. Induced circumstances include items such as momentary distractions, 
improper communications which may result in failures, and emergency conditions.

A study identified the following causal factors, in order of greatest to least fre-
quency of occurrence, for critical incidents and reported events related to mainte-
nance error in power plants [14, 15]:

Faulty procedures•	
Problems in clearing and tagging equipment for maintenance•	
Shortcomings in equipment design•	
Problems in moving people or equipment•	
Poor training•	
Poor unit and equipment identification•	
Problems in facility design•	
Poor work practices•	
Adverse environmental factors•	
Mistakes by maintenance personnel•	

“Faulty procedures” are the most frequently appearing causal factor in the mis-
haps reported. It includes items such as incorrect procedures, incompleteness, lack 
of specificity, and lack of adherence to a specified procedure. An example of faulty 
procedures is “due to poor judgment and not following prescribed guidelines prop-
erly, a ground was left on a circuit breaker. When the equipment was put back into 
service, the circuit breaker blew up and caused extensive property damage.” In this 
case, the correct procedure would have required clearing the ground prior to return-
ing the circuit breaker to service.

“Problems in clearing and tagging equipment for maintenance” are the second 
most frequent causal factor in reported cases where serious accidents/potentially 
serious accidents could be attributed to a failure/error associated with the equipment 
clearance process. “Shortcomings in equipment design” are the third most frequent 
causal factor for accidents/near-accidents revolved about equipment design-related 
problems. The factor includes items such as the equipment not designed with appro-
priate mechanical safeguards to prevent the substitution of wrong part for the proper 
replacement part, equipment installed incorrectly from the outset, parts placed in 
inaccessible locations, and poorly designed and inherently unreliable components.

“Problems in moving people or equipment” are the fourth most frequent causal 
factor. These problems basically stem from poor lifting capability or the inability to 
employ proper vehicular aids in moving heavy units of equipment. “Poor training,” 
“poor unit and equipment identification” and “problems in facility design” are the 
fifth most frequent causal factors. The factor “poor training” is basically concerned 
with the unfamiliarity of repair workers with the job or their lack of awareness of the 
system characteristics and inherent dangers associated with the job at hand. “Poor 
unit and equipment identification” is the cause of an unexpectedly high number of 
accidents, and often the problem is confusion between two identical items and some-
times improper identification of potential hazards.

“Problems in facility design” can contribute to accidents. Some examples of these 
problems are insufficient clearances for repair workers, equipment, or transportation 
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aids in the performance of maintenance activities, and inadequately sized facilities 
causing an overly dense packaging of equipment systems and preventing effective 
performance of repair or inspection tasks.

“Poor work practices” are the sixth most frequent causal factor. Some examples 
of poor work practices are not waiting for operators to complete the switching and 
tagging tasks essential to disable the systems requiring attention and not taking the 
time to erect a scaffold so that an item in midair can be accessed safely.

“Adverse environmental factors” and “mistakes by maintenance personnel” are 
the seventh (or the least) frequent causal factors. The “adverse environmental factors” 
include items such as the need to wear protective garments and devices in threaten-
ing environments that, in turn, restrict a person’s movement capabilities and visual 
field, and the encouragement of haste by the need to minimize stay time in, say, 
radioactive environments. “Mistakes by maintenance personnel” are a small fraction 
of those errors that would be difficult to anticipate and “design-out” of power genera-
tion plants.

Additional information on all of the above causal factors is available in Ref. [14].

9.4 maintenance tasks most suscePtiBle  
to Human error in Power generation

In the 1990s the Central Research Institute of Electric Power Industry (CRIEPI) 
in Japan and the Electric Power Research Institute in the United States conducted 
a joint study to identify critical maintenance tasks and to develop, implement, and 
evaluate interventions that have high potential to reduce the occurrence of human 
errors or increasing maintenance productivity in nuclear power plants. As the result 
of this study, five maintenance tasks most susceptible to the occurrence of human 
errors, as shown in Figure 9.2, were identified [16]. It simply means that careful 
attention is necessary in performing such tasks to minimize or eliminate the occur-
rence of human errors.

9.5 metHods For PerForming maintenance 
error analysis in Power generation

Over the years, many methods or models have been developed that can be used 
to perform maintenance error analysis in power generation. Three such methods/ 
models are presented below.

9.5.1 Fault tree analysis

This is a widely used method in the industrial sector to perform various types of 
reliability-related analysis [17, 18]. The method is described in detail in Chapter 4. 
Its application to the performance of maintenance error analysis in the area of power 
generation is demonstrated through the following example:

Example 9.1

Assume that a piece of power plant equipment can fail due to a maintenance error 
caused by four factors: poor work environment, carelessness, poor equipment design, 
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and use of deficient maintenance manuals. Two major factors for poor work environ-
ment are inadequate lighting or distractions. Similarly, three factors for poor equip-
ment design are oversight, misinterpretation of design specification, or no formal 
consideration to maintenance error occurrence in design specification. Finally, two 
factors for carelessness are poor training or time constraints.

Develop a fault tree for the top event “Power plant equipment failure due to a 
maintenance error” by using fault tree symbols given in Chapter 4.

A fault tree for the example is shown in Figure 9.3.

Example 9.2

Assume that the probability of occurrence of events E1, E2, E3, … , E8 shown in 
Figure 9.3 is 0.01. For independent events, calculate the probability of occurrence of 
the top event T (i.e., power plant equipment failure due to a maintenance error), and 
intermediate events I1, (i.e., carelessness), I2 (i.e., poor equipment design) and I3 (i.e., 
poor work environment).
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Main 

Feedwater 
Pump 

(MFWP) 

Replace 
Reactor 

Coolant Pump 
(RCP) Seals 

Overhaul 
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Isolation 
Valves 

(MSIV) 

Test Reactor 
Protection 

System (RPS) 
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Figure 9.2 Maintenance tasks most susceptible to human errors.
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Using Chapter 4, Refs. [17, 18], and the given data, we obtain the values of I1, I2, 
I3, and T as follows:

The probability of occurrence of event I1 is given by

 

P I P E P E P E P E( ) ( ) ( ) ( ) ( )

. . ( .
1 4 5 4 5

0 01 0 01 0 0

= + −
= + − 11 0 01

0 0199

)( . )

.=  

(9.1)

where P(I1), P(E4), and P(E5) are the probabilities of occurrence of events I1, E4, and 
E5, respectively.

Power plant equipment 
failure due to a 

maintenance error

Use of 
deficient 

maintenance 
manuals 

Carelessness  

Time 
constraints 

Poor 
training  

Poor equipment 
design 

Poor work 
environment  

Inadequate 
lighting 

Distrac-
tions   

Mis-
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Figure 9.3 Fault tree for Example 9.1.
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The probability of occurrence of event I2 is

 

P I P E P E P E( ) { ( )}{ ( )}{ ( )}

{ .
2 1 2 31 1 1 1

1 1 0

= − − − −
= − − 001 1 0 01 1 0 01

0 0297

}{ . }{ . }

.

− −
=  

(9.2)

where P(I2), P(E1), P(E2), and P(E3) are the probabilities of occurrence of events I2, 
E1, E2, and E3, respectively.

The probability of occurrence of event I3 is given by

 

P I P E P E P E P E( ) ( ) ( ) ( ) ( )

. . ( .
3 6 7 6 7

0 01 0 01 0 0

= + −
= + − 11 0 01

0 0199

)( . )

.=  

(9.3)

where P(I3), P(E6), and P(E7) are the probabilities of occurrence of events I3, E6, and 
E7, respectively.

By using the above calculated and the specified values, Chapter 4, and Refs. [17, 
18] we get

 

P T P E P I P I P I( ) { ( )}{ ( )}{ ( )}{ ( )}= − − − − −1 1 1 1 18 1 2 3

== − − − − −
=

1 1 0 01 1 0 0199 1 0 0297 1 0 0199( . )( . )( . )( . )

00 0772.  

(9.4)

Thus, the probabilities of occurrence of events T, I1, I2, and I3 are 0.0772, 0.0199, 
0.0297, and 0.0199, respectively.

9.5.2 markov metHod

This is a widely used method to perform reliability analysis of repairable engineering 
systems, and it can be used to perform maintenance error analysis in power plants. 
The method is described in Chapter 4. Its application to perform maintenance error 
analysis in the area of power generation is demonstrated through the mathematical 
model presented below.

This mathematical model represents a power plant system that might fail due 
to a maintenance error or non-maintenance error failures. The system state space 
diagram is shown in Figure 9.4 [19]. Numerals in boxes denote system states. The 
following assumptions are associated with the model:

The system maintenance error and non-maintenance error failure rates •	
are constant.
The failed system is repaired and the repaired system is as good as new.•	
Failed system repair rates are constant.•	
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The following symbols are associated with the model:

i is the system state i; for i = 0 (power plant system operating normally),
i = 1 (power plant system failed due to non-maintenance error failure),
i = 2 (power plant system failed due to maintenance error).
Pi (t) is the probability that the power plant system is in state i at time t; for 

i = 0, 1, 2.
l1 is the power plant system constant non-maintenance error failure rate.
μ1 is the power plant system constant repair rate from state 1 to state 0.
l2 is the power plant system constant maintenance error rate.
μ2 is the power plant system constant repair rate from state 2 to state 0.

By applying the Markov method described in Chapter 4, we write down the fol-
lowing equations for the diagram:

 

dP t

dt
P t P t P t0

1 2 0 1 1 2 2

( )
( ) ( ) ( ) ( )+ + = +λ λ µ µ

 
(9.5)

 

dP t

dt
P t P t1

1 1 1 0

( )
( ) ( )+ =µ λ

 
(9.6)

 

dP t

dt
P t P t2

2 2 2 0

( )
( ) ( )+ =µ λ

 
(9.7)

At t = 0, P0(0) = 1, P1(0) = 0, and P2(0) = 0.
By solving Equations (9.5)–(9.7), we get
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(9.8)

where

 
x x t

1 2

2
2 1 2 1 14

2
,

( )
=

− ± − +β β µ µ λ µ λ µ

 
(9.9)

 β µ µ λ λ= + + +2 1 1 2  (9.10)
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Figure 9.4 System state space diagram.
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 x x1 2 1 2 2 1 1 2= + +µ µ λ µ λ µ  (9.11)

 x x1 2 2 1 2 1+ = − + + +( )µ µ λ λ  (9.12)
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As t becomes very large, we get the following steady-state probability equations 
from Equations (9.8), (9.13), and (9.14), respectively:

 
P

x x0
1 2

1 2

=
µ µ

 
(9.15)

 
P

x x1
2 1

1 2

=
λ µ

 
(9.16)

and

 
P

x x1
1 2

1 2

=
λ µ

 
(9.17)

where P0, P1, and P2 are the steady-state probabilities of the power plant system 
being in states 0, 1, and 2, respectively. It is to be noted that Equation (9.15) is also 
known as the system steady-state availability.

Example 9.3

Assume that we have the following data values for a power plant system:

	 l1 = 0.006 failures per hour

	 l2 = 0.001 errors per hour

 μ1 = 0.04 repairs per hour

 μ2 = 0.02 repairs per hour

Calculate the steady-state probability of the system failing due to maintenance error.
By substituting the specified data values into Equation (9.17), we get

 

P
x x2

1 2

1 2

1 2

1 2 2 1 1 2

0 006 0

= =
+ +

=

λ µ λ µ
µ µ λ µ λ µ( )

( . )( .002
0 04 0 02 0 001 0 04 0 006 0 0
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0 1259
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Thus, the steady-state probability of the power plant system failing due to mainte-
nance error is 0.1259.

9.5.3 maintenance Personnel PerFormance simulation (maPPs) model

This is a computerized, stochastic, task-oriented human behavioral model developed 
by the Oak Ridge National Laboratory, for providing estimates of nuclear power 
plant (NPP) maintenance manpower performance measures [20]. Its development 
was sponsored by the United States Nuclear Regulatory Commission (NRC), and 
the primary objective for its development was the need for and lack of a human 
reliability-related data bank pertaining to NPP maintenance activities, for use in 
performing probabilistic risk assessment (PRA) studies.

The measures of performance estimated by MAPPS include the probability of 
successfully completing the task of interest, the task duration time, probability of an 
undetected error, maintenance team stress profiles during task execution, and iden-
tification of the most-and least-likely error-prone subelements. Needless to say, the 
MAPPS model is a powerful tool for estimating important maintenance parameters 
and its flexibility allows it to be useful for various applications dealing with NPP 
maintenance activity.

Additional information on the MAPPS model is available in Ref. [20].

9.6 stePs For imProving maintenance Procedures 
in Power generation and useFul guidelines 
For Human error reduction and Prevention 
in Power generation maintenance

Past experiences indicate that improving maintenance procedures in power genera-
tion can help to reduce performance errors along with a corresponding increase in 
unit reliability. In general, the upgrade of a maintenance procedure can be accom-
plished by following the steps listed below [21].

Step 1: •	 This is concerned with selecting a procedure to be upgraded by 
considering factors such as user inputs and relative importance of the 
procedure.
Step 2:•	  This is concerned with reviewing the procedure with respect to 
items such as device nomenclature, tolerances, required test equipment, 
limits, step sequence, prerequisites, and precautions.
Step 3:•	  This is concerned with reviewing the procedure for agreement 
with the procedure development guidelines.
Step 4:•	  This is concerned with the preliminary validation of the proce-
dure to determine its usability.
Step 5:•	  This is concerned with rewriting the procedure by taking into 
consideration the results of Steps 2, 3, and 4.
Step 6:•	  This is concerned with reviewing the revised procedure with 
respect to technical accuracy and agreement with the “Procedure 
Development Guide.”
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Step 7:•	  This is concerned with evaluating the revised procedure with 
respect to its usability by those responsible for performing it.
Step 8:•	  This is concerned with the approval of the upgraded procedure by 
appropriate supervisory and management personnel.

An upgraded maintenance procedure can substantially contribute to many areas 
including fewer human performance errors, identification of needed training, identi-
fication of desirable plant modifications, higher level of employee morale, and better 
unit reliability [21].

Additional information on improving maintenance procedures in power plants is 
available in Ref. [21].

Over the years, various guidelines have been proposed to reduce and prevent the 
occurrence of human error in power generation maintenance. Four of these guide-
lines are as follows [1]:

Revise training programs for all concerned maintenance personnel.•	  It 
basically means that training programs for maintenance personnel should 
be revised in accordance with the characteristics and frequency of occur-
rence of each extrinsic cause.
Ameliorate design deficiencies.•	  As deficiencies in design can reduce 
attention to the tasks and may even induce human error, this guideline 
calls for overcoming deficiencies in areas such as labeling, coding, plant 
layout, and work environment.
Carry out administrative policies more thoroughly.•	  It basically means 
motivating maintenance personnel appropriately to comply with pre-
scribed quality control procedures.
Develop appropriate work safety checklists for maintenance person-•	
nel. It means that maintenance personnel should be provided with work 
safety checklists, which can be used to determine the possibility of human 
error occurrence and the factors that may affect their actions prior to or 
after the performance of maintenance tasks.

Additional information on the above four guidelines is available in Ref. [1].

9.7 ProBlems

 1. Write an essay on human error in power plant maintenance.
 2. Discuss at least four facts and figures concerning human error in power 

plant maintenance.
 3. What are the major causes of error in power plant maintenance?
 4. Discuss power plant maintenance tasks that are most susceptible to human 

error.
 5. Prove Equations (9.8), (9.13), and (9.14) by using Equations (9.5)–(9.7).
 6. Prove that the sum of Equations (9.8), (9.13), and (9.14) is equal to unity.
 7. Describe the maintenance personnel performance simulation (MAPPS) 

model.
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124 Human Reliability, Error, and Human Factors in Engineering Maintenance

 8. What are the steps that can be used for improving maintenance proce-
dures in power generation?

 9. Discuss at least three useful guidelines for human error reduction and 
prevention in power plant maintenance.

 10. List ten causal factors in order of greatest to least frequency of occurrence, 
for critical incidents and reported events directly or indirectly related to 
maintenance error in power plants.
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10 Safety in Engineering 
Maintenance

10.1 introduction

Each year billions of dollars are being spent worldwide to keep engineering sys-
tems functioning effectively. The problem of safety in engineering maintenance has 
become an important issue because of the occurrence of various maintenance-related 
accidents throughout the industrial sector. For example, in 1994, in the U.S. mining 
sector approximately 14% of all accidents were associated with maintenance activity 
[1]. Since 1990, the occurrence of such accidents has been following an increasing 
trend [1].

The problem of safety in the area of engineering maintenance involves ensuring 
not only the safety of maintenance personnel but also the safety of actions taken 
by these individuals. Engineering maintenance activities present many unique 
occupation-related hazards, including performing tasks at elevated heights or with 
equipment/system that has significant potential for releasing mechanical or electrical 
energy.

All in all, engineering maintenance must strive to control or eradicate potential 
hazards for ensuring proper protection to individuals and material, including items 
such as electrical shocks, high noise levels, toxic gas sources, moving mechanical 
assemblies, and fire radiation sources [2, 3].

This chapter presents various important aspects of safety in engineering maintenance.

10.2 Facts, Figures, and examPles

Some of the important facts, figures, and examples that are directly or indirectly 
concerned with maintenance safety are presented below.

In 1993, there were around 10,000 work-related deaths in the United •	
States [1].
In 1998, about 3.8 million workers suffered from disabling injuries on the •	
job in the United States [1, 4].
In 1994, approximately 14% of all accidents in the United States mining •	
sector were associated with maintenance activity [1, 2].
In 1998, the total cost of work-related injuries in the United States was •	
estimated to be around $125 billion [1, 2, 4].
A study of safety issues concerning onboard fatalities in jet fleets world-•	
wide for the period 1982–1991 reported that maintenance and inspection 
was the second most important issue with 1481 onboard fatalities [5, 6].
In 1985, 520 people were killed in a Japan Airlines Boeing 747 jet acci-•	
dent because of an incorrect repair [7, 8].
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In 1991, four workers were killed in an explosion at an oil refinery in •	
Louisiana as three gasoline-synthesizing units were being brought back 
to their operating state, after going through some maintenance-related 
activities [9].
In 1990, 10 people were killed on the USS •	 Iwo Jima (LPH2) naval 
ship because of a steam leak in the fire room, after maintenance work-
ers repaired a valve and replaced bonnet fasteners with mismatched and 
incorrect material [10].
In 1979, 272 people were killed in a DC-10 aircraft accident in Chicago •	
because of wrong procedures followed by maintenance workers [11].

10.3 causes oF maintenance saFety ProBlems  
and Factors resPonsiBle For duBious saFety 
rePutation in maintenance activity

Over the years various causes for safety problems have been identified. Some of 
the important ones are poor safety standards, poor work environment, poor work 
tools, poor training of maintenance personnel, poorly written instructions and pro-
cedures, poor management, and insufficient time to perform required maintenance 
tasks [2, 4].

There are many factors responsible for giving the maintenance activity a dubious 
safety reputation. Some of these are presented below [12].

Performance of maintenance activities underneath or inside items such as •	
air ducts, pressure vessels, and large rotating machines.
Difficulty in maintaining effective communication with individuals •	
involved in the performance of maintenance tasks.
Sudden need for maintenance work, thus allowing a very short time for •	
appropriate preparation.
Disassembling previously operating equipment, thus carrying out tasks •	
subject to the risk of releasing stored energy.
Performance of maintenance activities in remote areas, at odd hours, and •	
in small numbers.
Need to carry heavy and rather bulky objects from a store/warehouse to •	
the maintenance location, sometimes utilizing lifting and transport equip-
ment that is way beyond the boundaries of a strict maintenance regime.
Maintenance work performed in unfamiliar surroundings or territory •	
imply that hazards such as missing gratings, rusted handrails, and dam-
aged light fittings may go totally unnoticed.
From time to time, maintenance activities may require performing tasks •	
such as disassembling corroded parts or manhandling difficult heavy units 
in rather poorly lit areas and confined spaces.
Frequent occurrence of many maintenance tasks (e.g., equipment fail-•	
ures), thus lesser opportunity for discerning safety-related problems and 
for initiating appropriate remedial actions.
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10.4 Factors inFluencing saFety BeHavior and 
saFety culture in maintenance Personnel

There are many factors that influence safety behavior and safety culture in mainte-
nance personnel. For example, some of the factors that influence safety behavior and 
safety culture in railway maintenance workers are as follows [13]:

Poor and underutilized real-time risk assessment skills•	
Communication on the job (poor quality and excessive)•	
Individual perception of what “safe” is•	
Management personnel’s communication methods•	
Feedback messages from management personnel•	
Physical conditions•	
Supervisory personnel’s visibility and accessibility•	
Volume of paper work•	
Reporting methods•	
Equipment (condition, appropriateness, and availability)•	
Competence capability and certification•	
Fatigue, concentration, and ability to function•	
Peer pressure•	
Practical alternatives to rules•	
Inconsistent teams•	
Contradictory rules•	
Perceived objective of the rule book•	
Rule dissemination•	
Training methods and training needs analysis•	
Safety role model behavior•	
Perceived purpose of paper work•	
Pre-job information dissemination•	
Rule book usability and availability•	
Social pressure of home life•	

10.5 good saFety-related Practices during 
maintenance work and maintenance-related 
saFety measures concerning macHinery

It is very important to follow good practices before, during, and after maintenance 
operations because of the existence of various types of hazards. Failure to follow 
good practices during any phase of maintenance can lead to potentially hazardous 
conditions. Four good safety-related practices to be followed during maintenance 
work are as follows [14].

Prepare for Maintenance during the Design Phase•	
 It basically means that preparation for maintenance actually starts during 

the design of the facility by ensuring that appropriate indicators are in place 
for allowing effective troubleshooting and diagnostic work. Furthermore, 
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the equipment is designed so that normal safety-related measures can eas-
ily be taken before the maintenance activity. More specifically, equipment 
is designed so that all appropriate safeguards are in place for allowing it 
to be drained, purged, isolated, and analyzed effectively.

Prepare All Staff Members for Maintenance Operations•	
 Usually maintenance activity involves opening equipment that contains 

hazardous material during its normal operations. Thus, it is important to 
take necessary precautions prior to working on such equipment to ensure 
that it is completely free from residual material and is at a safe tempera-
ture and pressure. Often equipment is prepared for maintenance by people 
other than those actually performing maintenance on the equipment.
 In this scenario, it is essential to prepare all staff members (i.e., who 
prepare the equipment for maintenance and the others who perform main-
tenance) for maintenance operations.

Highlight All Potential Hazards and Plan Effectively Well in Advance•	
 There is no substitute for proper job planning as effective equipment iso-

lation prior to the maintenance activity starts with thorough preplanning. 
Also, good practice guidelines clearly state that all potential hazards are 
most effectively recognized during the planning process, rather than dur-
ing the job execution in a stressful environment.
 In summary, ensure that the equipment under consideration is properly 
freed from all types of potential hazards and that all safety precautions 
can be satisfied effectively. In situations when procedures cannot be fol-
lowed effectively and/or safety precautions cannot be fully satisfied, do 
not proceed any further until a proper hazard evaluation can be carried 
out and a safe course of measures determined.

Plan Now for the Future•	
 This is concerned with analyzing the potential effects on the maintenance 

activity when changes are made to the existing process. Along with the 
determination of how operations will be affected, process management 
must carefully evaluate questions such as: Will there be need for more 
frequent or less frequent maintenance? Will maintenance personnel be at 
greater risk because of this change? and How will this change affect all 
the future maintenance-related activities?
 Over the years safety specialists have done much to point out various 
safety measures to be observed in working around machinery, particularly 
with respect to the maintenance activity. Past experiences indicate that all 
of these and the application of careful planning have considerably reduced 
the occurrence of accidents and damage to machinery. The following 
maintenance-related safety measures have proven to be very useful [15]:

All types of machines properly equipped with appropriate safety valves, al- •	
arms for indicating abnormal operating conditions, and over-speed cutouts
Appropriate guards around exposed moving parts of machining •	
equipment
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Platforms, ladders, and stairways with appropriate protective features•	
Safety shoes, hats, gloves, and clothing•	
Items such as portable electric drills, grinders, and electric motors should •	
have proper ground wire attached to prevent maintenance workers and 
others coming in contact with defective wiring on machining equipment
Equipment designed for work intended should an appropriate level of •	
safe margin for insuring safe operation under extreme environments
Safe tools for clipping and grinding and appropriate goggles for eye •	
protection
All types of electrical equipment installed according to currently •	
approved code

10.6 maintenance saFety-related questions For 
engineering equiPment manuFacturers

Engineering equipment manufacturers can play a key role in improving mainte-
nance safety during equipment field use by effectively addressing common problems 
that might be encountered during the maintenance activity. Questions such as the 
ones presented below can be quite useful to equipment manufacturers in determin-
ing whether the common problems that might be encountered during the equipment 
maintenance activity have been addressed properly [16].

Are all the test points located at easy to find and reach locations?•	
Are the components requiring frequent maintenance easily accessible all •	
the time?
Are effectively written instructions available for repair and maintenance •	
activities?
Can the disassembled piece of equipment for repair be reassembled incor-•	
rectly so that it becomes hazardous to all potential users?
Were human factors principles properly applied to reduce maintenance •	
problems?
Is the repair process hazardous to all involved repair workers?•	
Do the repair instructions contain effective warnings to wear appropriate •	
gear because of pending hazards?
Are warnings properly placed on parts that can shock maintenance •	
personnel?
Is the need for special tools for repairing safety-critical parts reduced to •	
a minimum level?
Is there a proper system to remove hazardous fluid from the equipment/•	
system to be repaired?
Does the equipment contain proper safety interlocks that must be bypassed •	
for performing essential repairs/adjustments?
Is the equipment/system designed in such a way that after a failure, it would •	
automatically stop operating and would cause absolutely no damage?
Does the equipment contain an appropriate built-in system to indicate that •	
safety-critical parts need maintenance?
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Do the instructions include warnings for alerting maintenance personnel •	
of any danger?
Is there an appropriate mechanism installed for indicating when the •	
backup units of safety-critical systems fail?
Was proper attention given to reducing voltages to levels at test points so •	
that hazards to maintenance workers are reduced?

10.7 guidelines For engineering equiPment 
designers to imProve saFety in maintenance

Over the years, professionals working in the area of maintenance have developed var-
ious guidelines for engineering equipment designers, considered useful to improve 
safety in maintenance. Some of these guidelines are presented below [16].

Pay close attention to typical human behaviors and eliminate or reduce the •	
need for special tools.
Install appropriate interlocks for blocking access to hazardous locations •	
and provide effective guards against moving parts.
Develop designs/procedures in such a way that the maintenance error •	
occurrence probability is reduced to a minimum.
Design for easy accessibility so that parts requiring maintenance are easy •	
and safe to check, replace, service, or remove.
Incorporate effective fail-safe designs to prevent damage or injury in the •	
event of a failure.
Eliminate or reduce the need to perform adjustments/maintenance close •	
to hazardous operating parts.
Incorporate appropriate devices/measures for early detection or predic-•	
tion of all types of potential failures so that necessary maintenance can be 
carried out prior to actual failure with a reduced risk of hazards.
Develop the design in such a way that the probability of maintenance •	
workers being injured by escaping high-pressure gas, electric shock, and 
so on, is reduced to a minimum.

10.8 matHematical models

Over the years, a large number of mathematical models have been developed to 
perform various types of reliability and availability analysis of engineering systems 
[17]. Some of these models can also be used to perform maintenance safety-related 
analysis of engineering systems. One such model is presented below.

This mathematical model represents an engineering system with three states: 
operating normally, working unsafely (due to maintenance or other problems), and 
failed. The system is repaired from failed and unsafe working states. The system 
state space diagram is shown in Figure 10.1. The numerals in boxes and circle denote 
system states. The Markov method described in Chapter 4 is used to develop equa-
tions for system state probabilities and mean time to failure.
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The following assumptions are associated with the model:

All occurrences are independent of each other.•	
System failure and repair rates are constant.•	
The repaired system is as good as new.•	

The following symbols are associated with the diagram:

i is the ith state of the system: i = 0 (system operating normally), i = 1 (system 
operating unsafely due to maintenance or other problems), i = 2 (system 
failed).

t is time.
Pi (t) is the probability that the system is in state i at time t; for i = 0, 1, 2.
l is the system constant failure rate.
lu is the system constant unsafe degradation rate due to maintenance or other 

problems.
lf is the system constant failure rate from its unsafe operating state 1.
μ is the system constant repair rate from state 2 to state 0.
μu is the system constant repair rate from state 1 to state 0.
μf is the system constant repair rate from state 2 to state 1.

Using the Markov method, we write down the following equations for the dia-
gram [2, 17]:

 

dP t
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0
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(10.1)
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dP t
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2
2 1 0

( )
( ) ( ) ( ) ( )+ + = +µ µ λ λ

 
(10.3)

At time t = 0, P0(0) = 1, P1(0) = 0, and P2(0) = 0.

System 
operating 
normally 

0 

System failed 

2 

System operating 
unsafely (due to 
maintenance or 
other problems) 

1

λ

λu λf 

µf µu 

µ

Figure 10.1 System state space diagram.
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For a very large t, by solving Equations (10.1)–(10.3), we get the following steady-
state probability equations [17]:

 
P

X
f u f f f

0 =
+ + −( )( )µ µ µ λ λ µ

 
(10.4)

where

 
X f u u f u f f u f f f= + + + + + + + −( )( ) ( )µ µ µ λ λ λ µ λ λ µ λ λ λ µ

 
P

X
u f f

1 =
+ +λ µ µ λµ( )

 
(10.5)

 
P

X
f u f

2 =
+ +λ λ λ µ λ( )

 

(10.6)

where P0, P1, and P2 are the steady-state probabilities of the system being in states 
0, 1, and 2, respectively.

Thus, the steady-state probability of the system operating unsafely due to mainte-
nance or other problems is given by Equation (10.5).

By setting µ µ= =f 0 in Equations (10.1)–(10.3) and solving the resulting equa-
tions, we get the following equation for the system reliability:

 

R t P t P t

X Y e X Y e
S

x t x t

( ) ( ) ( )

( ) ( )

= +
= + + +

0 1

1 1 2 2
1 2

 
(10.7)

where RS(t) is the system reliability at time t.

 
x

L L L
1

1 1
2

24

2
=

− + −

 
(10.8)

 
x

L L L
2

1 1
2

24

2
=

− − −

 
(10.9)

 
L u u f1 = + + +µ λ λ λ

 (10.10)

 
L u f u f2 = + +λ µ λ λ λ λ

 (10.11)

 
X

x

x x
u f

1
1

1 2

=
+ +

−
µ λ

( )  

(10.12)

 
X

x

x x
u f

2
2

2 1

=
+ +

−
µ λ

( )  

(10.13)

 
Y

x x
u

1
1 2

=
−
λ

( )  
(10.14)

 
Y

x x
u

2
2 1

=
−
λ

( )  
(10.15)
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By integrating Equation (10.7) over the time interval [0, ∞], we obtain the follow-
ing equation for the system mean time to failure with repair [2, 17]:

 

MTTF R t dt

X Y

x

X Y

x

Sr S=

=
+

+
+









∞

∫ ( )

( ) ( )

0

1 1

1

2 2

2  

(10.16)

where MTTFS r is the system mean time to failure with repair.

Example 10.1

Assume that a repairable engineering system can be either operating normally, oper-
ating unsafely due to maintenance or other problems, or failed. Its constant failure/
degradation rates from normal operating state to failed state, normal working state 
to unsafe operating state, and unsafe operating state to failed state are 0.004 failures 
per hour, 0.002 failures per hour, and 0.001 failures per hour, respectively.

Similarly, the system constant repair rates from the failed state to normal operat-
ing state, unsafe operating state to normal operating state, and failed state to unsafe 
working state are 0.008 repairs per hour, 0.005 repairs per hour, and 0.002 repairs 
per hour, respectively.

Calculate the steady-state probability of the system being in unsafe operating 
state due to maintenance or other problems.

By substituting the given data values into Equation (10.5), we get

 

P
X1

0 002 0 008 0 002 0 004 0 002

0 2

= + +

=

( . )( . . ) ( . )( . )

. 55

where

 

X = + + + +( . . )( . . . ) . ( .0 008 0 002 0 005 0 002 0 001 0 004 0 0005 0 001

0 004 0 002 0 002 0 001

+

+ + −

. )

( . )( . ) ( . )( . ) (00 001 0 002. )( . )

Thus, the steady-state probability of the system being in unsafe operating state due 
to maintenance or other problems is 0.25.

10.9 ProBlems

 1. Write an essay on safety in engineering maintenance.
 2. List at least six facts, figures, and examples directly or indirectly con-

cerned with safety in engineering maintenance.
 3. What are the important causes of maintenance safety problems?
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 4. What are the factors responsible for dubious safety reputation in mainte-
nance activity?

 5. Discuss the factors influencing safety behavior and safety culture in main-
tenance personnel.

 6. Discuss at least four good safety-related practices during maintenance work.
 7. Discuss maintenance-related safety measures concerning machinery.
 8. Write down at least ten maintenance safety-related questions for engi-

neering equipment manufacturers.
 9. Prove Equations (10.4)–(10.6) by using Equations (10.1)–(10.3).
 10. Assume that an engineering system can be either operating normally, 

operating unsafely due to maintenance or other problems, or failed. Its 
constant failure/degradation rates from normal operating state to failed 
state, normal working state to unsafe operating sate, and unsafe operating 
state to failed state are 0.003 failures per hour, 0.001 failures per hour, and 
0.002 failures per hour, respectively. Similarly, the system constant repair 
rates from the failed state to normal operating state, unsafe operating state 
to normal operating state, and failed state to unsafe working state are 
0.007 repairs per hour, 0.006 repairs per hour, and 0.001 repairs per hour, 
respectively. Calculate the steady state probability of the system being in 
unsafe operating state due to maintenance or other problems.
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11 Mathematical Models 
for Performing Human 
Reliability and Error 
Analysis in Engineering 
Maintenance

11.1 introduction

Mathematical modeling is a widely used approach to perform various types of analy-
sis in engineering systems. In this case, the components of a system are denoted by 
idealized elements assumed to have representative characteristics of real-life com-
ponents and whose behavior can be described by equations. However, the degree 
of realism of mathematical models depends on the type of assumptions imposed on 
them.

Over the years, a large number of mathematical models have been developed 
to study human reliability and error in engineering systems. Most of these models 
were developed using stochastic processes including the Markov approach [1, 2]. 
Although the usefulness of such models can vary from one situation to another, some 
of the human reliability and error models are being used quite successfully to repre-
sent various types of real-life environments in the industrial sector [3]. Thus, some 
of these models can also be used to tackle human reliability and error problems in 
the area of engineering maintenance.

This chapter presents the mathematical models considered quite useful to per-
form various types of human reliability and error-related analysis in engineering 
maintenance.

11.2 models For Predicting maintenance 
Personnel reliaBility in normal and 
Fluctuating environments

Maintenance personnel perform various types of time-continuous tasks including 
monitoring, tracking, and operating. Environments under which such tasks are per-
formed can be either normal or fluctuating. In performing such tasks, maintenance 
personnel can make various types of errors including critical and noncritical errors. 
Therefore, this section presents three mathematical models to predict maintenance 
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140 Human Reliability, Error, and Human Factors in Engineering Maintenance

worker performance reliability and to perform maintenance error-related analysis 
under the above-described conditions.

11.2.1 model i

This model is concerned with predicting the maintenance worker performance reli-
ability under normal conditions—more specifically, the probability of performing a 
time-continuous task correctly by a maintenance worker. An expression to predict 
the maintenance worker performance reliability is developed below [1, 2, 4, 5].

The probability of human error in a maintenance task in the finite time interval Δt 
with event D given is expressed by

 P C D z t t( / ) ( )= ∆   (11.1)

where C is an event that human error will occur in time interval [t, t + Δt], D is an 
errorless performance event of duration t, and z(t) is the human error rate at time t.

The joint probability of the errorless performance is given by

 P C D P D P C D P D( / ) ( ) ( / ) ( )= −   (11.2)

where P(D) is the occurrence probability of event D and C  is the event that human 
error will not occur in time interval [t, t + Δt].

Equation (11.2) denotes an errorless performance probability over time intervals 
[0, t] and [t, t + Δt] and is rewritten as

 
R t R t P C D R t th h h( ) ( ) ( / ) ( )− = + ∆

 (11.3)

where Rh(t) is the maintenance worker reliability at time t.
By substituting Equation (11.1) into Equation (11.3), we get

 
∆

∆
∆t

h h
h

R t t R t

t
R t z t→

+ −
= −0

lim
( ) ( )

( ) ( )
 

(11.4)

In the limiting case Equation (11.4) becomes

 
∆

∆
∆t

h h h
h

R t t R t

t

dR t

dt
R t z t→

+ −
= = −0

lim ( ) ( ) ( )
( ) ( )

 
(11.5)

At time t = 0, Rh (0) = 1.
By rearranging Equation (11.5), we get

 

1
R t

dR t z t dt
h

h( )
( ) ( )⋅ = −

 
(11.6)
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Integrating both sides of Equation (11.6) over the time interval [0, t], we get

 

1

1 0
R t

dR t z t dt
h

R t

h

th

( )
( ) ( )

( )

∫ ∫⋅ = −

 

(11.7)

 
After evaluating Equation (11.7) we obtain

 
R t eh

z t dt
t

( )
( )= − ∫−

0

 
(11.8)

Equation (11.8) is the general expression to compute maintenance worker perfor-
mance reliability for any time to human error statistical distribution (e.g., Weibull, 
normal, and exponential).

By integrating Equation (11.8) over the time interval [0, ∞], we get the following 
general equation for the mean time to human error [1]:

 
MTTHE e dt

z t dt
t

= ∫









−
∞

∫ ( )
0

0
 

(11.9)

where MTTHE is the mean time to human error of a maintenance worker.

Example 11.1

Assume that a maintenance worker is performing a certain task and his or her error 
rate is 0.001 errors/hour (i.e., times to human error are exponentially distributed). 
Calculate the maintenance worker’s reliability during a 6-hour work period.

Thus, we have [1]

 z t( ) . /= 0 001 errors hour

By substituting the above value and the given value for time t into Equation (11.8), 
we get

 

R e

e
h

dt= = ∫

=
=

−

−

( )

.

( . )

( . ) ( )

6

0 9940

0 001

0 001 6

0

6

Thus, the maintenance worker’s reliability during the 6-hour work period is 0.9940.

11.2.2 model ii

This model represents a maintenance worker performing time-continuous tasks 
under fluctuating environment (i.e., normal and stressful) [1, 6]. One example of 
such an environment is weather changing from normal to stormy and vice versa. 
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As the rate of a maintenance worker’s errors from a normal work environment to a 
stressful environment can vary quite significantly, the model considers two separate 
maintenance worker error rates (i.e., one for normal environment and the other for 
stressful environment).

Thus, the model can be used to determine the maintenance worker’s reliability 
and mean time to human error under the fluctuating environment. The model state 
space diagram is shown in Figure 11.1. The numerals in circles and boxes denote the 
maintenance worker’s states.

The following assumptions are associated with the model:

Maintenance worker error rates are constant.•	
All maintenance worker errors occur independently.•	
Environment change rates (i.e., from normal to stressful and vice versa) •	
are constant.

The following symbols are associated with the diagram:

i is the ith state of the maintenance worker; i = 0 (maintenance worker perform-
ing his or her task normally in a normal environment), i = 1 (maintenance 
worker performing his or her task normally in a stressful environment), i = 2  
(maintenance worker committed an error in a normal environment), i = 3 
(maintenance worker committed an error in a stressful environment).

Pi(t) is the probability of the maintenance worker being in state i at time t, for 
i = 0, 1, 2, 3.

l1 is the constant error rate of the maintenance worker performing his or her 
task in a normal environment.

Maintenance 
worker performing 

his/her task 
normally in normal 

environment 
0 

Maintenance 
worker committed 
an error in normal 

environment 

2 

Maintenance worker 
performing his/her task 

normally in stressful 
environment 

1 

Maintenance worker 
committed an error in 
stressful environment 

3 

1 

2 

2 1 

Figure 11.1 State space diagram for model II.
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l2 is the constant error rate of the maintenance worker performing his or her 
task in a stressful environment.

a1 is the constant transition rate from normal environment to stressful en- 
vironment.

a2 is the constant transition rate from stressful environment to normal environ- 
ment.

Using the Markov approach described in Chapter 4, we write down the following 
set of equations for the diagram shown in Figure 11.1 [6]:

 

dP t

dt
P t P t0

1 1 0 2 1

( )
( ) ( ) ( )+ + =λ α α

 
(11.10)

 

dP t

dt
P t P t1

2 2 1 1 0

( )
( ) ( ) ( )+ + =λ α α

 
(11.11)

 

dP t

dt
P t2

1 0

( )
( )=λ

 
(11.12)

 

dP t

dt
P t3

2 1

( )
( )=λ

 
(11.13)

At time t = 0, P0(0) = 1, P1(0) = P2(0) = P3(0) = 0.
By solving Equations (11.10)–(11.13), we get the following state probability 

equations:

 
P t

y y
y e y ey t y

0
2 1

2 2 2 1 2 2

1
2 1( )

( )
[( ) ( )=

−
+ + − + +λ α λ α tt ]

 
(11.14)

where

 
y a a a1 1 1

2
2

1
24 2= − + −( )




/

 
(11.15)

 
y a a a2 1 1

2
2

1
24 2= − − −( )




/

 
(11.16)

 a1 1 2 2 1= + + +λ λ α α  (11.17)

 a2 1 2 2 1 2= + +λ λ α α λ( )  (11.18)

 
P t a a e ey t y t

2 4 5 6
2 1( ) = + −α

 (11.19)
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where

 
a

y y3
2 1

1=
−  

(11.20)

 a y y4 1 2 2 1 2= +λ λ α( )/  (11.21)

 
a a a y5 3 1 4 1= +( )λ

 (11.22)

 
a a a y6 3 1 4 2= +( )λ

 (11.23)

 
P t a e ey t y t

1 1 3
2 1( ) ( )= −α

 (11.24)

 
P t a a y e y ey t y t

3 7 3 1 21 2 1( ) ( )= + −( )   
(11.25)

where

 
a y y7 2 1 1 2= λ α /

 (11.26)

The maintenance worker’s reliability is expressed by

 
R t P t P tmw ( ) ( ) ( )= +0 1  (11.27)

where Rmw(t) is the maintenance worker’s reliability of performing tasks in fluctuat-
ing environments.

The maintenance worker’s mean time to human error is given by

 

MTTHE R t dtmw mw=

=
+ +
+ +

∞

∫ ( )

( )

0

2 1 2

1 2 2 1 2

λ α α
λ λ α α λ

 

(11.28)

where MTTHEmw is the mean time to human error of the maintenance worker per-
forming his or her task in a fluctuating environment.

Example 11.2

Assume that a maintenance worker’s constant error rates in normal and stressful 
environments are 0.0001 errors/hour and 0.0005 errors/hour, respectively. The val-
ues of the transition rates from normal to stressful environment and vice versa are 
0.002 times per hour and 0.003 times per hour, respectively. Calculate the mean time 
to human error of the maintenance worker.
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Substituting the given data values into Equation (11.28) yields

 

MTTHEmw = + +
+

0 0005 0 002 0 003
0 0001 0 0005 0 0

. . .
. ( . . 003 0 002 0 0005

4074 1

) ( . ) ( . )

.

+
= hours  

Thus, the mean time to human error of the maintenance worker is 4074.1 hours.

11.2.3 model iii

This model represents a maintenance worker performing a time-continuous task 
subjected to critical and noncritical errors. The model can be used to calculate the 
maintenance worker reliability at time t, the maintenance worker mean time to 
human error, the probability of the maintenance worker committing a critical error 
at time t, and the probability of the maintenance worker committing a noncritical 
error at time t.

The model state space diagram is shown in Figure 11.2. The numerals in the 
boxes denote the maintenance worker’s states.

The model is subjected to the following assumptions:

All maintenance worker errors occur independently.•	
Maintenance worker critical and noncritical error rates are constant.•	

Maintenance 
worker 

performing his/her 
task normally 

0 

Maintenance 
worker committed 

a critical error  

2 

Maintenance 
worker committed 
a non-critical error 

1 

λ1 

λ2 

Figure 11.2 State space diagram for model III.
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The following symbols are associated with the diagram:

i is the ith state of the maintenance worker; i = 0 (maintenance worker per-
forming his or her task normally), i = 1 (maintenance worker committed a 
noncritical error), i = 2 (maintenance worker committed a critical error).

Pi (t) is the probability of the maintenance worker being in state i at time t, for 
i = 0, 1, 2.

l1 is the constant critical human error rate of the maintenance worker.
l2 is the constant noncritical human error rate of the maintenance worker.

Using the Markov method, we write down the following equations for the 
diagram [1, 7]:

 
dP t

dt
P t0

2 1 0 0
( )

( ) ( )+ + =λ λ  (11.29)

 

dP t

dt
P t1

2 0 0
( )

( )− =λ
 

(11.30)

 
dP t

dt
P t2

1 0 0
( )

( )− =λ  (11.31)

At time t = 0, P0(0) = 1, P1(0) = 0, and P2(0) = 0.
Solving Equations (11.29)–(11.31), we obtain the following equations:

 P t e t
0

2 1( ) ( )= − +λ λ
 (11.32)

 
P t e t

1
2

1 2

1 2 1( ) [ ]( )=
+

− − +λ
λ λ

λ λ

 
(11.33)

 
P t e t

2
1

1 2

1 2 1( ) [ ]( )=
+

− − +λ
λ λ

λ λ
 

(11.34)

The above three equations can be used to obtain the maintenance worker’s probabili-
ties of being in state 0, 1, and 2. The maintenance worker reliability is given by

 

R t P t

e
m

t

( ) ( )
( )

=
= − +

0

2 1λ λ  (11.35)

where Rm(t) is the maintenance worker’s reliability at time t.
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The mean time to human error of the maintenance worker is given by [1, 7].

 

MTTHE R t dt

e dt

m m

t

=

=

=
+

∞

− +

∞

∫

∫
0

0

2 1

2 1

1

( )

( )λ λ

λ λ  

(11.36)

where MTTHEm is the mean time to human error of the maintenance worker.

Example 11.3

Assume that a maintenance worker is performing a time-continuous task and his or 
her constant critical and noncritical error rates are 0.0001 errors/hour and 0.0006 
errors/hour, respectively. Calculate the maintenance worker’s reliability for a 6-hour 
mission and mean time to human error.

By substituting the given data values into Equations (11.35) and (11.36), we 
obtain

 
R em ( )

.

( . . )( )6

0 9958

0 0006 0 0001 6=
=

− +

 

and

 

MTTHEm =
+

=

1
0 0006 0 0001
1428 6

. .
. hours  

Thus, the maintenance worker’s reliability and mean time to human error are 0.9958 
and 1428.6 hours, respectively.

11.3 models For PerForming single systems 
maintenance error analysis

Past experiences indicate that systems can fail or degrade due to maintenance errors. 
Over the years, various mathematical models have been developed to perform reli-
ability and availability analysis of such systems [1, 3, 7]. Two of these models are 
presented below.
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11.3.1 model i

This model represents a system that can fail either due to human errors made by 
maintenance personnel or due to hardware failures. The model state space diagram 
is shown in Figure 11.3 where the numerals in the circle and boxes denote system 
states. It is to be noted that mathematically this model is the same as model III in 
Section 11.2 above, but its application is different.

The following two assumptions are associated with the model:

Hardware failures and human errors occur independently.•	
Both hardware failure and human error rates are constant.•	

The following symbols are associated with the diagram:

l is the constant hardware failure rate of the system. 
lh is the constant human error rate of the maintenance personnel.
j is the jth state of the system; j = 0 (system operating normally), j = 1 (system 

failed due to human error made by maintenance personnel), j = 2 (system 
failed due to hardware failures).

Pj(t) is the probability of the system being in state j at time t, for j = 0, 1, 2.

By using the Markov method, we write down the following three equations for 
the diagram [1, 7]:

 

dP t

dt
P th

0
0 0

( )
( ) ( )+ + =λ λ

 
(11.37)

 

dP t

dt
P th

1
0 0

( )
( )− =λ

 
(11.38)

 
dP t

dt
P t2

0 0
( )

( )− =λ  (11.39)

At time t = 0, P0(0) = 1, P1(0) = 0, and P2(0) = 0.

System failed 
due to hardware 

failures 

2 

System failed 
due to human 
error made by 
maintenance 

personnel 
1 

System 
operating 
normally 

0

λh λ

Figure 11.3 State space diagram for model I.
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By solving Equations (11.37)–(11.39), we get

 P t e h t
0( ) ( )= − +λ λ

 
(11.40)

 
P t eh

h

th
1 1( ) [ ]( )=

+
− − +λ

λ λ
λ λ

 
(11.41)

 
P t e

h

th
2 1( ) [ ]( )=

+
− − +λ

λ λ
λ λ

 
(11.42)

The system reliability is given by

 

R t P t

e
S

th

( ) ( )
( )

=
= − +

0

λ λ  
(11.43)

where RS(t) is the system reliability at time t.
The system mean time to failure is expressed by

 

MTTF R t dt

e dt

S S

t

h

h

=

=

=
+

∞

− +

∞

∫

∫
0

0

1

( )

( )λ λ

λ λ
 

(11.44)

where MTTFS is the system mean time to failure.

Example 11.4

Assume that a system can fail either due to human error made by maintenance per-
sonnel or due to hardware failures. The system constant human error and hardware 
failure rates are 0.0001 errors/hour and 0.0009 failures/hour, respectively.

Calculate the probability that the system will fail due to a human error made by 
maintenance personnel during a 12-hour mission. By substituting the specified data 
values into Equation (11.41), we obtain

 

P e1
0 0001 012

0 0001
0 0001 0 0009

1( )
.

( . . )
[ ( . .=

+
− − + 00009 12

0 0012

) ( )]

.=

Thus, the probability that the system will fail due to a human error made by mainte-
nance personnel is 0.0012.
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11.3.2 model ii

This model represents a system that can only fail due to hardware failures, but human 
errors made by maintenance personnel can degrade its performance.

The system is repaired from failed and degraded states. The system state space 
diagram is shown in Figure 11.4. The numerals in boxes denote system states.

The following assumptions are associated with the model:

The occurrence of human error by maintenance personnel can only result •	
in system degradation, but not failure.
Human error and hardware failure rates are constant.•	
The totally or partially failed system is repaired and preventive mainte-•	
nance is performed on a regular basis.
The degraded system can only fail due to hardware failures.•	
All system repair rates are constant.•	
The repaired system is as good as new.•	

The following symbols are associated with the diagram:

l1 is the constant human error rate due to maintenance personnel.
l2 is the system constant failure rate from its degraded state.
l is the system constant failure rate.
m is the system constant repair rate.
m1 is the constant repair rate from the system degraded state to normal work-

ing state.
m2 is the constant repair rate from the system failed state to degraded or par-

tially working state.
j is the jth state of the system; j = 0 (system operating normally), j = 1 (system 

degraded due to human error made by maintenance personnel), j = 2 (sys-
tem failed).

Pj (t) is the probability that the system is in state j at time t, for j = 0, 1, 2.

System failed 

2 

System working 
normally 

0 

System degraded due 
to human error made 

by maintenance 
personnel 

1 

µ 

µ1 

µ2 

λ λ2 

λ1 

Figure 11.4 State space diagram for model II.
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Using the Markov method and Fig. 11.4, we write down the following equations 
[1, 7, 8]:

 

dP t

dt
P t P t P t0

1 0 1 1 2

( )
( ) ( ) ( ) ( )+ + = +λ λ µ µ

 
(11.45)

 

dP t

dt
P t P t P t1

1 2 1 2 2 0 1

( )
( ) ( ) ( ) ( )+ + = +µ λ µ λ

 
(11.46)

 

dP t

dt
P t P t P t2

2 2 2 1 0

( )
( ) ( ) ( ) ( )+ + = +µ µ λ λ

 
(11.47)

At time t = 0, P0(0) = 1, P1(0) = 0, and P2(0) = 0.
By solving Equations (11.45)–(11.47), we get

 

P t
A A

A A A A A

0
1 2 1 2

1 2

1 1 1 2 1 2 1

( ) =
+ +

+ + + + +

µ µ λ µ µ µ

µ µ µ λ 11
2

1 2 1 2

1 2 1 2

1 2

1

1

+ + + 

+ −
+ +

µ µ λ µ µ µ

µ µ λ µ µ µ

e

A A

A t













−
+ + + + + +µ µ µ λ µ µ λ µ1 1 1 2 1 1 2 1

2
1 2A A A A A ++

−















µ µ1 2

1 1 2

2

A A A
eA t

( )
 

(11.48)

where

A A
D D

1 2

2
1 2 1 2 1 1 2 1 2 14

,
(

=
− ± − + + + + + +µ µ λ µ µ µ µλ λ µ λ λ µ λλ λµ λλ+ +



2 2

2

)

 D = + + + + +λ λ λ µ µ µ1 2 1 2

 A A1 2 1 2 1 2 1 1 2 1 2 1 2 2= + + + + + + + +µ µ λ µ µ µ µλ λ µ λ λ µ λ λ µ λλ

 

P t
A A

A

A1
1 1 2 2

1 2

1 1 1 1 2 2

1

( )
(

=
+ +

+
+ + +λ µ λ µ λ µ λ λ µ λ µ λ µ

AA A
e

A A

A
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1 2

1 1 2 2
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1 1 1
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−
+ +

+
+

)

λ µ λ µ λ µ λ λ µ ++ +
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λ µ λ µ1 2 2
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(11.49)

 

P t
A A

A

A A2
1 2 1 2

1 2

1 1 2 1 2

1

( )
(

=
+ +

+
+ + +λ λ µ λ λ λ λ λ λ λµ λ λ

11 2

1 2 1 2

1 2

1 1 2

1
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−
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2
+
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A A A
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( )
 

(11.50)
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The probability of system degradation due to human error by maintenance per-
sonnel is given by Equation (11.49). As time t becomes very large, Equation (11.49) 
reduces to

 
P

A A1
1 1 2 2

1 2

=
+ +λ µ λ µ λ µ

 
(11.51)

where P1 is the steady-state probability of system degradation due to human error by 
maintenance personnel.

The time-dependent system operational availability is given by

 
AV t P t P tS ( ) ( ) ( )= +0 1  (11.52)

where AVS(t) is the system operational availability at time t.
As t becomes very large, Equation (11.52) becomes

 
AV

A AS =
+ + + + +µ µ λ µ µ µ λ µ λ µ λµ1 2 1 2 1 1 2 2

1 2  
(11.53)

where AVS is the system steady-state operational availability.

Example 11.5

Assume that for a system we have the following data values:

l = 0.007 failures per hour

l1 = 0.0002 errors per hour

l2 = 0.002 failures per hour

m = 0.03 repairs per hour

m1 = 0.006 repairs per hour

m2 = 0.04 repairs per hour

Calculate the steady-state probability of system degradation due to human error by 
maintenance personnel.

By inserting the specified data values into Equation (11.51), we obtain

P1

0 0002 0 03 0 0002 0 04 0 007 0= + +( . ) ( . ) ( . )( . ) ( . )( .004
0 006 0 03 0 002 0 03 0 006 0 0

)
( . ) ( . ) ( . )( . ) ( . )( .+ + 44 0 03 0 0002 0 0002 0 04

0 0002

) ( . ) ( . ) ( . )( . )

( . )(

+ +

+ 00 002 0 006 0 007 0 007 0 04 0 007. ) ( . ) ( . ) ( . )( . ) ( .+ + + ))( . )

.

0 002

0 3540=  

Thus, the steady-state probability of system degradation due to human error by 
maintenance personnel is 0.3540.
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11.4 models For PerForming redundant 
systems maintenance error analysis

Past experiences indicate that human error by maintenance personnel can cause not 
only the failure of single unit systems but also of redundant unit systems. In the 
published literature, there are many mathematical models that can be used to per-
form maintenance error analysis of redundant systems [1]. Two of these models are 
presented below.

11.4.1 model i

This mathematical model represents a two-identical-units parallel system subjected 
to periodic preventive maintenance. The system/unit can fail due to hardware fail-
ures or maintenance or other errors. The system state space diagram is shown in  
Figure 11.5. The numerals in circles and boxes denote system states.

The following assumptions are associated with the model:

All failures and errors occur independently.•	
Both units are independent, active, and identical.•	
Maintenance or other errors may occur when either both system units are •	
good or when one system unit is good.
The system is subjected to periodic preventive maintenance.•	
Both failure and error rates are constant.•	
The total system fails due to maintenance or other errors.•	

The following symbols are associated with the diagram:

i is the ith state of the system; i = 0 (both units operating normally), i = 1 (one 
unit failed due to hardware failure, the other operating normally), i = 2 
(system failed due to maintenance or other errors), i = 3 (system failed due 
to hardware failures).

Pi (t) is the probability that the system is in state i at time t, for i = 0, 1, 2, 3.

0 1

λ

λm2 λm1 

One unit failed due
to a hardware

failure, the other
operating normally

Both units
operating
normally

System failed
due to

hardware
failures

3

System failed
due to

maintenance
or other errors

2

2λ

Figure 11.5 State space diagram for model I.
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λ is the unit constant failure rate.
λm1 is the constant maintenance or other error rate when both units are operat-

ing normally.
λm2 is the constant maintenance or other error rate when only one unit is oper-

ating normally.

Using the Markov method and Figure 11.5, we get the following equations [1, 8]:

 

dP t

dt
P tm

0
1 02 0

( )
( ) ( )+ + =λ λ

 
(11.54)

 

dP t

dt
P t P tm

1
2 1 02

( )
( ) ( ) ( )+ + =λ λ λ

 
(11.55)

 

dP t

dt
P t P tm m

2
1 0 2 1

( )
( ) ( )= +λ λ

 
(11.56)

 

dP t

dt
P t3

1

( )
( )= λ

 
(11.57)

At time t = 0, P0 (0) = 1, P1 (0) = 0, P2 (0) = 0, and P3 (0) = 0.
By solving Equations (11.54)–(11.57), we obtain

 
P t e A t

0
1( ) = −

 (11.58)

where

 
A m1 12= +λ λ

 (11.59)

 P t B e eA t A t
1 1

1 2( ) ( )= −− −
 (11.60)

where

 
A m2 2= +λ λ

 (11.61)

 
B

A A1
2 1

2=
−
λ

 
(11.62)

 P t B B e B eA t A t
2 2 3 4

1 2( ) = − −− −  (11.63)
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where

 
B

A

A A
m m

2
2 1 2

1 2

2
=

+λλ λ

 
(11.64)

 
B

A A

A A A
m m

3
2 1 2 1

1 2 1

2
=

+ −
−

λλ λ ( )

( )  
(11.65)

 
B

A A A
m

4
2

1 1 2

2
=

−
λλ

( )  
(11.66)

 P t B B e B eA t A t
3 5 6 7

1 2( ) = − −− −  (11.67)

where

 
B

A A5

2

1 2

2= λ

 
(11.68)

 
B

A A A6

2

1 2 1

2=
−

λ
( )  

(11.69)

 
B

A A A7

2

2 1 2

2=
−

λ
( )  

(11.70)

The system reliability is given by

 

R t P t P t

e B e e
S

A t A t A t

( ) ( ) ( )

( )

= +
= + −− − −

0 1

1
1 1 2  

(11.71)

where RS(t) is the system reliability at time t.
The system mean time to failure is given by [1, 8]

 

MTTF R t dt

e B e e

S S

A t A t A t

=

= + − 

∞

− − −

∫
0

1

0

1 1 2

( )

( )

∞∞

∫
=

+
+ +

dt

m

m m

3

2 2
2

1 2

λ λ
λ λ λ λ( ) ( )

 

(11.72)

where MTTFS is the system mean time to failure.
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Example 11.6

Assume that a system is composed of two independent and identical units in parallel. 
The unit constant failure rate and the constant maintenance or other error rate when 
both units operate normally are 0.02 failures/hour and 0.004 errors/hour, respec-
tively. The constant maintenance or other error rate, when only one unit operates 
normally, is 0.001 errors/hour.

Calculate the system mean time to failure.
By substituting the given data values into Equation (11.72), we get

 

MTTFS = +
+ +

3 0 02 0 001
2 0 02 0 004 0 02 0 0

( . ) .
[ ( . ) . ]( . . 001

66 01

)

.= hours  

Thus, the system mean time to failure is 66.01 hours.

11.4.2 model ii

This model represents a system with two independent and identical units forming 
a parallel configuration subjected to periodic maintenance and failed unit repair. 
The system/unit can malfunction due to hardware failures or maintenance or other 
errors. The system state space diagram is shown in Figure 11.6. The numerals in 
boxes and circles denote system states.

The model is subjected to the following assumptions:

Both units are active, independent, and identical.•	
All failure, error, and repair rates are constant.•	
All failures and errors occur independently.•	
The total system fails due to maintenance or other errors.•	

0 

One unit failed due 
to a hardware 

failure, the other 
operating normally 

1 

System failed 
due to 

hardware 
failures 

3 

System failed 
due to 

maintenance 
or other errors 

2 

µ1

µ2 µp

µm

2λ λ

λm2 
λm1 

Both units 
operating 
normally 

Figure 11.6 State space diagram for model II.
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Maintenance or other errors may occur when either both system units are •	
good or when one system unit is good.
The repaired system or unit is as good as new.•	

The following symbols are associated with Figure 11.6:

l is the unit constant failure rate.
lm1 is the constant maintenance or other error rate when both units are operat-

ing normally.
lm2 is the constant maintenance or other error rate when only one unit is oper-

ating normally.
j is the jth state of the system; j = 0 (both units operating normally), j = 1 (one 

unit failed due to a hardware failure, the other operating normally), j = 2 
(system failed due to maintenance or other errors), j = 3 (system failed due 
to hardware failures).

Pj (t) is the probability that the system is in state j at time t, for j = 0, 1, 2, 3.
m1 is the system constant repair rate from state 3 to state 0.
m2 is the system constant repair rate from state 1 to state 0.
mm is the system constant repair rate from state 2 to state 0.
mp is the system constant repair rate from state 3 to state 1.

By using the Markov method and Figure 11.6, we write down the following equa-
tions [1, 8]:

 

dP t

dt
P t P t P t P tm

0
1 0 1 2 3 1 22

( )
( ) ( ) ( ) ( ) (+ + = + +λ λ µ µ )) µm

 
(11.73)

 

dP t

dt
P t P t P tm p

1
2 2 1 0 32

( )
( ) ( ) ( ) ( )+ + + = +λ λ µ λ µ

 
(11.74)

 

dP t

dt
P t P t P tm m m

2
2 0 1 1 2

( )
( ) ( ) ( )+ = +µ λ µ

 
(11.75)

 

dP t

dt
P t P tp

3
1 3 1

( )
( ) ( ) ( )+ + =µ µ λ

 
(11.76)

At time t = 0, P0 (0) = 1, P1 (0) = 0, P2 (0) = 0, and P3 (0) = 0.
By solving Equations (11.73)–(11.76), we obtain the following steady-state prob-

ability equations [1, 8]:

 

P D D D
m

m m0 1
2

1 1 2

1

1 2
1= + + + +











−

λ
µ

λ λ( )

 

(11.77)
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where

 
D p m p= + + + − −[( ) ( ) ]µ µ λ λ µ λµ1 2 2

1

 

 
D Dp m1 2 22 1= + + +λ λµ λ λ µ( )/( )

 

 
P P D1 0 1=

 (11.78)

 
P P Dm m m2 0 1 1 2= +( )/λ λ µ

 (11.79)

 
P P D3 0

22= λ
 (11.80)

where P0, P1, P2, and P3 are the steady-state probabilities of the system being in 
states 0, 1, 2, and 3, respectively.

The system steady-state availability is given by

 
AV P PSS = +0 1  (11.81)

where AVSS is the system steady-state availability.
Additional information on this model is available in Refs. [1, 9].

11.5 ProBlems

 1. A maintenance worker is performing a certain task and his or her error 
rate is 0.004 errors/hour (i.e., times to human error are exponentially dis-
tributed). Calculate the maintenance worker’s reliability during an 8-hour 
work period.

 2. Prove Equation (11.28) by using Equation (11.27).
 3. Assume that a maintenance worker’s constant error rates in normal and 

stressful environments are 0.0002 errors/hour and 0.0006 errors/hour, 
respectively. The values of the transition rates from normal to stressful 
environment and vice versa are 0.004 times per hour and 0.006 times per 
hour, respectively. Calculate the mean time to human error of the mainte-
nance worker.

 4. Prove that the sum of Equations (11.32)–(11.34) is equal to unity and 
explain why.

 5. A system can fail either due to human errors made by maintenance per-
sonnel or due to hardware failures. The system constant human error and 
hardware failure rates are 0.0002 errors/hour and 0.0008 failures/hour, 
respectively. Calculate the probability that the system will fail due to a 
human error made by maintenance personnel during a 10-hour mission.

 6. Prove Equations (11.40)–(11.42) by using Equations (11.37)–(11.39).
 7. Prove Equation (11.51) by using Equation (11.49).
 8. Assume that for a system we have the following data values:
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l = 0.008 failures/hour
l1 = 0.0001 errors/hour
l2 = 0.002 failures/hour
μ = 0.02 repairs/hour
μ1 = 0.004 repairs/hour
μ2 = 0.03 repairs/hour

  Calculate the steady-state probability of system degradation due to human 
error by maintenance personnel, by using Equation (11.51).

 9. A system is composed of two independent and identical units in parallel. 
The unit constant failure rate and the constant maintenance or other error 
rate when both units operate normally are 0.03 failures/hour and 0.005 
errors/hour, respectively. The constant maintenance or other error rate 
when only one unit operates normally is 0.002 errors/hour. Calculate the 
system mean time to failure.

 10. Prove Equations (11.77)–(11.80) by using Equations (11.73)–(11.76).
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Appendix

a.1 introduction

Over the years, a large number of publications on human reliability, error, and human 
factors in engineering maintenance have appeared in the form of journal articles, 
conference proceedings articles, technical reports, and so on. This appendix presents 
an extensive list of selective publications related, directly or indirectly, to human 
reliability, error, and human factors in engineering maintenance.

The period covered by the listing is from 1929 to 2007. The main objective of 
this listing is to provide readers with sources for obtaining additional information on 
human reliability, error, and human factors in engineering maintenance.
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