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Preface

The book presents the principles of continuum damage mechanics includ-
ing the latest research by the authors. The presentation is theoretical
in nature emphasizing the detailed derivations of the various models and
formulations. The work of various active researchers in this area is also
presented. Both isotropic and anisotropic damage mechanics theories are
discussed. Also, both elastic and elasto-plastic damage analyses are pre-
sented. The presentation used in this book is consistent and systematic.
Many examples illustrating the theory are presented especially in the early
chapters of the book. In addition, a large number of problems appear at
the ends of sections and chapters for students to be used as practice. The
book can be used as a graduate textbook for students in the areas of civil
engineering, mechanical engineering, aerospace engineering, materials sci-
ence, and engineering mechanics. The book can also be used as a reference
for active researchers in this field as well as for practicing engineers.

Chapter 1 provides the mathematical basis needed to understand the
other chapters. This consists of the basics of tensor algebra and analy-
sis. This chapter includes a large number of problems at the end of each
section in order to emphasize the importance of this basic chapter for the
book. In addition, the authors emphasize the use of the computer alge-
bra system MAPLE in this chapter to solve problems. For this purpose, a
short MAPLE tutorial is included and the various sections in the chapter
include the needed MAPLE commands. In Chapter 2, a review is made
of the basics of the theory of elasticity within the framework of continuum
mechanics. Deformation, strains, and stresses are defined and analyzed in
this chapter. The principles of continuum damage mechanics are intro-
duced in Chapter 3 as the simple case of isotropic damage is discussed.
In particular, the concept of effective stress is presented for the first time
in this chapter. In addition, a section on damage evolution appears in
this chapter. The kinematic description of damage is described in detail in
Chapter 4. Chapter 5 continues with the principles of damage mechanics
for the general case of anisotropic damage. The general definition of the
effective stress is introduced here as well as a representation of the damage
effect tensor. In chapter 6, a review of the theory of plasticity is pre-
sented emphasizing kinematic hardening. A constitutive model for damage
plasticity is presented in Chapter 7. This involves formulating a coupled
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elasto-plastic damage theory that was developed by the authors. Finally,
the kinematics of damage for finite-strain elasto-plastic solids is presented
in Chapter 8. The book concludes with a comprehensive reference list.

The text increases gradually in difficulty from the basics in the first few
chapters to the advanced mathematical and mechanical models in the later
chapters. It is written in such a manner that the reader can progress from
beginning to end in a very smooth way. Typically, students of damage
mechanics are required to have finished the required prerequisites for this
topic before reading this book. These prerequisites include tensor algebra,
elasticity and plasticity. For those students with the necessary prerequi-
sites, chapters 1, 2, and 6 can be skipped. However, if the students did not
finish the necessary prerequisites, then they must read these three chapters
(1, 2, and 6) before embarking on a study of damage mechanics. Therefore,
this book is comprehensive in the sense that all the prerequisites needed
for damage mechanics are reviewed in the book.

The presentation is limited to damage mechanics of metals and homoge-
neous materials. In case the student wishes to apply damage mechanics to
metal matrix composites, then he is advised to read a previous book by the
authors, entitled “Advances in Damage Mechanics: Metals and Metal Ma-
trix Composites” by Voyiadjis and Kattan. The presentation in the book
is also limited to theoretical aspects of damage mechanics. If the student
wishes to study the numerical implementation of damage mechanics using
finite elements, then he is referred to a previous book by the authors, enti-
tled “Damage Mechanics with Finite Elements: Practical Applications with
Computer Tools” by Kattan and Voyiadjis.

Finally, the authors would like to express their thanks and appreciation
to the editors at Taylor and Francis (CRC Press) for providing the oppor-
tunity to publish this book in this form. In addition, the authors wish
to thank their family members without whose help and support this book
would not have appeared. The second author would like to acknowledge
the financial support provided by the Center for Computation and Tech-
nology at Louisiana State University, headed by Dr. Edward Seidel.

George Z. Voyiadjis
voyiadjis@eng.lsu.edu

Peter I. Kattan
pkattan@lsu.edu
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1

Mathematical Preliminaries

The mathematical background needed to study damage mechanics is in-
troduced in this chapter. In particular, vectors and tensors are introduced
using the computer algebra system Maple. A short Maple tutorial is given
first followed by vector and tensor analysis. It should be noted that the
coverage of vectors and tensors is not comprehensive – only the needed
material is shown. For more details, the reader is referred to the refer-
ences by Chung (1996), Eringen (1980), Fung (1965), Fung (1994), Green
and Zerna (1968), Hjelmstad (1997), Lai et al. (1984), Lubliner (1990),
Maugin (1992), Marsden and Hughes (1983), Lemaitre (1996), McDonald
(1996), Mroz (1973), Segel (1987), and Werde (1972).

1.1 Maple Tutorial

In this section a short tutorial on using the computer algebra system Maple
is given. For more details the reader is referred to the Maple books by Cor-
less (1995), Heck (1996), Nicolaides and Walkington (1996), Kofler (1997),
Schwartz (1999), and Cornil and Testud (2001). In addition, a search for
Maple on the internet will reveal several Maple tutorials which can be freely
downloaded.

Once you start Maple on your computer system, you can start using it
immediately as a calculator as follows:

> 3+1/2;

7
2

Note that each Maple command is terminated by a semicolon. Note
also that the result is given in exact form (in the form of a fraction in
the example above). In case a numerical result is needed, you can use the
Maple function evalf as follows:

1© 2005 by Taylor & Francis Group, LLC



2 Damage Mechanics

> evalf(3+1/2);

3.500000000

Maple can be used easily to perform all sorts of algebraic manipulations
like simplifying, expanding, and factoring. The following examples illus-
trate this:

> expand((x+2)^3);

x3 + 6 x2 + 12 x+ 8

> simplify(sin(x)^2 + cos(x)^2);

1

Maple can also be used to solve algebraic equations as follows:

> solve(2*x^3 +5*x^2 -x -4,x);

−1, −3
4

+
1
4
√

41, −3
4
− 1

4
√

41

Systems of simultaneous algebraic equations can be solved numerically
using the Maple command fsolve as follows:

> fsolve({x^2 -3*y^2 +6 = 0, sin(x)*sqrt(y) = 2},{x,y});
{x = 7.497717372, y = 4.553964053}

Differential and integral calculus can be performed using the Maple com-
mands diff and int as follows:

> diff(x^5 - 2*x^3 + x^2 + 10, x);

5 x4 − 6 x2 + 2 x
> int(2*cos(5*x)^3,x=a..b);

2
15

cos(5 b)2 sin(5 b) +
4
15

sin(5 b) − 2
15

cos(5 a)2 sin(5 a) − 4
15

sin(5 a)

Simple ordinary differential equations can also be solved using the Maple
command dsolve as follows:

> deq:=diff(y(x),x)*y(x)*(1-x^2) = 5*x - 1;
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FIGURE 1.1
Two-Dimensional Plot Using Maple

deq := ( ∂∂x y(x)) y(x) (1 − x2) = 5 x− 1
> dsolve({deq,y(0)=0},y(x));

y(x) =
√−2 arctanh(x) + 5 I π − 5 ln(−1 + x2),

y(x) = −√−2 arctanh(x) + 5 I π − 5 ln(−1 + x2)

Finally, two-dimensional and three-dimensional graphs can be plotted
using the Maple commands plot and plot3d as follows:

> plot(cos(x)*exp(1)^(-2*x/3),x=0..2*Pi);

> plot3d(sin(x)*cos(y),x=0..2*Pi,y=0..2*Pi,axes=boxed);

See Figures 1.1 and 1.2 for the resulting plots of the above two commands,
respectively.

Problems

1.1 Perform the following calculations using Maple. Obtain an exact
result first followed by a numerical answer.
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FIGURE 1.2
Three-Dimensional Plot Using Maple

(a)
√

788

(b) cos(Π
2 )

(c) 1
1
2+ 1

3

(d) 57 + e3

1.2 Perform the following algebraic manipulations using Maple.

(a) Expand the expression (2x− 1)5

(b) Factor the expression cos4 x− sin4 x

(c) Simplify the expression 1 − sin2 x− cos2 x

1.3 Solve each one of the following equations using Maple.

(a) x2 − 2x+ 1 = 0

(b) x4 + x3 − 2x2 − x+ 1 = 0

(c) y2ey = 5

(d) sin(2x) cos(2x) = 1

1.4 Obtain a numerical solution to each of the following sets of simulta-
neous algebraic equations using Maple.

(a) x+ 2y = 5 ; 3x− 5y = 4

(b) x2 + y2 = 20 ; y ∗ sin(x) = 2
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1.5 Determine the specified derivative for each given expression using
Maple.

(a) dy
dx for y = 3x5 − 2x2 + x+ 1

(b) dy2

dx2 for y = ex sin(2x)

(c) dy
dx for x+ 3

√
y = 15

1.6 Determine
∫
f(x)dx for each f(x) given below using Maple.

(a) f(x) = x2 + 2x+ 1

(b) f(x) = cos2(4x) + sin(2x)

(c) f(x) = x
x2+1

1.7 Solve each of the following ordinary differential equations using Maple.

(a) 2 dydx + y + 5 = 0, y(0) = 0

(b) x3y dydx = 2x2 + x+ 1, y(1) = 1

1.8 Plot a graph for each of the following functions using Maple.

(a) sin(x2 ) + 2 cos(x3 ), 0 ≤ x ≤ 6Π

(b) sin(x2 ) + 2 cos(y3 ), 0 ≤ x ≤ 4Π; 0 ≤ y ≤ 6Π

1.2 Vectors

In this section we explore vectors and vector operations using Maple. In
order to use vectors in Maple, we need first to invoke the linear algebra
package using the following command:

> with(linalg);

Warning, the protected names norm and trace have been redefined and
unprotected
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[BlockDiagonal , GramSchmidt , JordanBlock , LUdecomp, QRdecomp, Wronskian , addcol ,
addrow , adj , adjoint , angle, augment , backsub, band , basis , bezout , blockmatrix ,
charmat , charpoly , cholesky , col , coldim , colspace , colspan , companion , concat ,
cond , copyinto, crossprod , curl , definite, delcols , delrows , det , diag , diverge,
dotprod , eigenvals , eigenvalues , eigenvectors , eigenvects , entermatrix , equal ,
exponential , extend , ffgausselim , fibonacci , forwardsub, frobenius , gausselim ,

gaussjord , geneqns , genmatrix , grad , hadamard , hermite, hessian , hilbert ,
htranspose, ihermite , indexfunc, innerprod , intbasis , inverse, ismith, issimilar ,
iszero, jacobian , jordan , kernel , laplacian , leastsqrs , linsolve , matadd , matrix ,
minor , minpoly , mulcol , mulrow , multiply , norm , normalize , nullspace, orthog ,
permanent , pivot , potential , randmatrix , randvector , rank , ratform , row , rowdim ,

rowspace, rowspan , rref , scalarmul , singularvals , smith, stackmatrix , submatrix ,
subvector , sumbasis, swapcol , swaprow , sylvester , toeplitz , trace, transpose,
vandermonde , vecpotent , vectdim, vector , wronskian ]

Figure 1.3 shows a two-dimensional vector A where A=(2,3). This vector
can be defined in Maple as follows:

> A:=vector([2,3]);

A := [2, 3]

A three-dimensional vector B where B=(1,3,-4) is shown in Figure 1.4.
This vector can be defined in Maple as follows:

> B:=vector([1,3,-4]);

B := [1, 3, −4]

Vectors can also be defined in Maple using variables or symbols as follows:

> v1:=vector([x,y,z]);

v1 := [x, y, z]
> v2:=vector([2*a,0,b-1]);

v2 := [2 a, 0, b− 1]

The Maple command evalm can be used to perform some simple vector
operations as follows:

> v:=vector([1,0,2]);
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1 5432

1
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3

4

5

(2,3)

A

x

y

FIGURE 1.3
A two-dimensional vector

−→
A

v := [1, 0, 2]
> w:=evalm(v+4);

w := [5, 4, 6]

The above command will add 4 to each element of the vector v. Scalar
multiplication can also be performed as follows:

> y:=evalm(3*v);

y := [3, 0, 6]

Alternatively, the special Maple command scalarmul can be used to per-
form scalar multiplication as follows:
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1 432
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FIGURE 1.4
A three-dimensional vector

−→
B

> y:=scalarmul(v,3);

y := [3, 0, 6]

The command evalm can be used to perform various operations on vec-
tors like vector addition and subtraction as follows:

> a:=vector([x,0,2]);

a := [x, 0, 2]
> b:=vector([1,1,y]);

b := [1, 1, y]
> c:=evalm(a+b);

c := [x+ 1, 1, 2 + y]
> d:=evalm(a-b);

d := [x− 1, −1, 2 − y]
> e:=evalm(2*a+3*b-c);
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e := [x+ 2, 2, 2 + 2 y]

Vector products like the dot product and cross product can be performed
on two vectors using the Maple commands dotprod and crossprod as follows:

> v:=vector([x,x^2,x^3]);

v := [x, x2, x3]
> w:=vector([1,2,3]);

w := [1, 2, 3]
> u:=dotprod(v,w);

u := x+ 2 x2 + 3 x3

> y:=crossprod(v,w);

y := [3 x2 − 2 x3, x3 − 3 x, 2 x− x2]

The norm of a vector can be calculated using the Maple command norm.
Several norms can be calculated according to the following formulae for a
three-dimensional vector v = (v1, v2, v3)

‖v‖∞ = max(|v1|, |v2|, |v3|) (1.1a)

‖v‖1 = |v1| + |v2| + |v3| (1.1b)

‖v‖2 =
√

(v1)2 + (v2)2 + (v3)2 (1.1c)

‖v‖3 = 3
√

(v1)3 + (v2)3 + (v3)3 (1.1d)

In general, the n-norm ‖v‖n is defined by the formula:

‖v‖n = n
√

(v1)n + (v2)n + (v3)n (1.2)

The norm command has two arguments, norm(v,n) where v is the vec-
tor and n=1,2,3,... is the order of the norm. The infinity-norm ‖v‖∞ is
obtained by using the norm command with one argument only, norm(v).
The following examples illustrate the use of the norm command:

> v:=vector([1,2,3]);

v := [1, 2, 3]
> norm(v);

3
> norm(v,1);

6
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10 Damage Mechanics

> norm(v,2); √
14

> norm(v,3);

36(1/3)

> evalf(norm(v,3));

3.301927249

The command normalize is used to normalize a vector to a unit vector
of length 1 using the following formula for a three-dimensional vector v =
(v1, v2, v3):

vnormalized = (
v1

‖v‖2
,

v2

‖v‖2
,

v3

‖v‖2
) (1.3)

The normalize command is illustrated by the following example:

> v:=vector([2,3,7]);

v := [2, 3, 7]
> normalize(v);[

1
31

√
62,

3
62

√
62,

7
62

√
62
]

It should be noted that the length of a vector is equal to its 2-norm as
follows:

|v| = ‖v‖2 (1.4)

The angle θ between two vectors u and v is calculated using the formula:

cos θ =
u · v

‖u‖2‖v‖2
(1.5)

In Maple the command angle can be used to calculate the angle between
two vectors. The resulting angle is given in radians - multiply it by 180

π to
convert it into degrees as in the following example:

> u:=vector([1,1,1]);

u := [1, 1, 1]
> v:=vector([1,0,2]);

v := [1, 0, 2]
> theta:=angle(u,v);

θ := arccos(
1
5
√

3
√

5)
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> theta:=evalf(theta);

θ := .6847192024
> theta:=evalf(theta*180/Pi);

θ := 39.23152043

Maple can deal with general vectors in terms of their components even
if these components are not specified. We can define two vectors u and v
each with three unspecified components as follows:

> u:=vector(3);

u := array(1..3, [])
> v:=vector(3);

v := array(1..3, [])

The above commands define general three-dimensional vectors u and
v with their components (u1, u2, u3) and (v1, v2, v3) unspecified. All the
previous operations in this section can be applied to these vectors as shown
in the following examples:

> evalm(u+v);

[u1 + v1, u2 + v2, u3 + v3]
> evalm(2*u-3*v);

[2 u1 − 3 v1, 2 u2 − 3 v2, 2 u3 − 3 v3]
> scalarmul(v,3);

[3 v1, 3 v2, 3 v3]
> dotprod(u,v);

u1 (v1) + u2 (v2) + u3 (v3)
> crossprod(u,v);

[u2 v3 − u3 v2, u3 v1 − u1 v3, u1 v2 − u2 v1]
> norm(v,2); √

|v1|2 + |v2|2 + |v3|2
> normalize(u); [

u1√
%1

,
u2√
%1

,
u3√
%1

]
%1 := |u1|2 + |u2|2 + |u3|2

> angle(u,v);
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12 Damage Mechanics

arccos
(

u1 v1 + u2 v2 + u3 v3√
u1

2 + u2
2 + u3

2
√
v12 + v22 + v32

)

Defining general vectors in Maple is very helpful especially in deriving
complicated equations involving vectors.

Example 1.1

Consider two three-dimensional vectors u and v . Use Maple to show that

| u − v |2=| u |2 + | v |2 −2 | u || v | cos θ (1.6)

where θ is the angle between the two vectors.

Solution

Use general vectors to define u and v as three-dimensional vectors in Maple
as follows:

> u:=vector(3);

u := array(1..3, [])
> v:=vector(3);

v := array(1..3, [])

Next, evaluate the left-hand side using Maple as follows:

> w:=evalm(u-v);

w := [u1 − v1, u2 − v2, u3 − v3]
> x:=norm(w,2);

x :=
√
|−u1 + v1|2 + |−u2 + v2|2 + |−u3 + v3|2

> left_side:=x^2;

left side := |−u1 + v1|2 + |−u2 + v2|2 + |−u3 + v3|2
> left_side:=simplify(left_side, symbolic);

left side := u1
2 + u2

2 + u3
2 + v1

2 + v2
2 + v3

2 − 2 u1 v1 − 2 u2 v2 − 2 u3 v3

Finally, evaluate the right-hand side using Maple as follows:

> y:=norm(u,2);

y :=
√
|u1|2 + |u2|2 + |u3|2
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> z:=norm(v,2);

z :=
√
|v1|2 + |v2|2 + |v3|2

> theta:=angle(u,v);

θ := arccos
(

u1 v1 + u2 v2 + u3 v3√
u1

2 + u2
2 + u3

2
√
v12 + v22 + v32

)
> right_side:=y^2 + z^2 -2*y*z*cos(theta);

right side := |u1|2 + |u2|2 + |u3|2 + |v1|2 + |v2|2 + |v3|2

−
2
√
|u1|2 + |u2|2 + |u3|2

√
|v1|2 + |v2|2 + |v3|2 (u1 v1 + u2 v2 + u3 v3)√

u1
2 + u2

2 + u3
2
√
v12 + v22 + v32

> right_side:=simplify(right_side, symbolic);

right side := u1
2 + u2

2 + u3
2 + v1

2 + v2
2 + v3

2 − 2 u1 v1 − 2 u2 v2 − 2 u3 v3

It is seen that both sides give the same result in Maple. Thus, equation
(1.6) is true.

Problems

1.9 Define each of the following vectors using Maple:

(a) a = (1, 1,−1)

(b) b = (0, 2x, y3)

(c) v = (0, 0, 0, 0)

(d) w = (y, y − 1)

(e) A general three-dimensional vector x = (x1, x2, x3)

1.10 Consider the two vectors u = (2, 0,−1) and v = (3, 3, 3). Perform
the following operations using Maple:

(a) u − 2 (subtract 2 from each element of u)

(b) 3v

(c) u + v

(d) u − v

(e) 3u + 5v − 1

(f) v · u
(g) v × u

1.11 Consider the vector u = (1,−1,−1). Calculate the following norms
using Maple:
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(a) ‖u‖1

(b) ‖u‖2

(c) ‖u‖3

(d) ‖u‖∞
1.12 Normalize the vector u=(8,-2,3) using Maple.

1.13 Determine the angle (in degrees) between the two vectors a = (2, 0, 1)
and b = (1,−1,−2) using Maple.

1.14 Consider two two-dimensional vectors u = (u1, u2) and v = (v1, v2)
as shown in Figure 1.5. Let θ be the angle between the two vectors.
Prove equation (1.5) for these two vectors using the geometry of the
problem.

v

x

y

u

θ

FIGURE 1.5
Two-dimensional vectors u and v
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1.15 Define two general three-dimensional vectors u = (u1, u2, u3) and
v = (v1, v2, v3). Perform the following operations using Maple:

(a) u + 2v

(b) 3
2u

(c) (u × v) + (v × u)

(d) Normalize u + v

(e) Calculate the 2-norm of u− v

1.16 Consider two pointsA = (5, 0, 2) andB = (4, 4, 1) in three-dimensional
space. Determine the vector AB starting at A and ending at B using
Maple.

1.17 Determine the length of the vector v = (2, 0, 3) using Maple.

1.18 Consider two general three-dimensional vectors u and v. Suppose
that ‖u‖2 = ‖v‖2. Give an example where this holds but u �= v.

1.19 Consider two general three-dimensional vectors u and v. Use Maple
to show that the angle θ between the two vectors can be calculated
using the following formula:

sin2 θ =
(u · u)(v · v) − (u · v)2

(u · u)(v · v)

1.20 Use vectors and Maple to determine the angle between the face diag-
onals of a cube.

1.21 Consider three three-dimensional vectors u, v, and w. Prove the
following relationships using Maple.

(a) u · (v × w) = (u × v) · w
(b) u × (v × w) = v(u ·w) − w(u · v)

(c) u × (v × w) + v × (w × u) + w × (u × v) = 0

(d) u × u = 0

(e) (u + v) · (v + w) × (w + u) = 2u · v × w

1.22 Consider four three-dimensional vectors u, v, p, and q. Prove the
following relations using Maple:

(a) (u × v) × (p × q) = p(u× v · q) − q(u × v · p)

(b) (u × v) · (p × q) = (u · p)(v · q) − (u · q)(v · p)

© 2005 by Taylor & Francis Group, LLC



16 Damage Mechanics

1.23 Consider two vectors u and v satisfying the equation u = αv where
α is a scalar. Show that

α =
u · v
| v |2 =

| u |2
u · v

1.24 Prove the Law of Cosines using vectors. (Hint : Consider the vector
w = u− v and calculate the dot product w ·w).

1.25 Prove the Law of Sines using vectors. (Hint : Consider the cross
products u × v = v × w = w × u and use | u × v |=| u || v | sin θ
where θ is the angle between u and v, see Figure 1.6).

u

θ

v
w

FIGURE 1.6
Three vectors u, v, and w.

1.26 Consider three vectors u, v, and w such that u and v are orthogonal
(i.e., u · v = 0). Let θ be the angle between u and v. Suppose the
following relation holds:

w = αu + βv

where α and β are scalars. Show that α and β can be obtained using
the following formulae:

α =
| w |
| u | cos θ

β =
| w |
| v | sin θ

1.27 Consider a parallelogram with sides given by vectors u and v. Show
that the area of the parallelogram is given by | u× v |=| u || v | sinθ
where θ is the angle between u and v.
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1.28 Find the area of the triangle with vertices (1, 2,−1), (4,−5, 3), and
(0, 2, 1). Use Maple. (Hint : Use the vectors and the result of Problem
1.27 above.)

1.29 Consider a three-dimensional vector u = (x, y, z) which starts at the
origin and ends at the point (x, y, z). Determine the angles α, β,
and γ which the vector makes with the positive directions of the
coordinate axes and show that:

cos2 α+ cos2 β + cos2 γ = 1

1.3 Matrices

In this section we explore matrices and matrix operations using Maple. In
order to use matrices in Maple, you need first to invoke the linear algebra
package as follows:

> with(linalg);

Warning, the protected names norm and trace have been redefined and
unprotected

[BlockDiagonal , GramSchmidt , JordanBlock , LUdecomp, QRdecomp, Wronskian , addcol ,
addrow , adj , adjoint , angle, augment , backsub, band , basis , bezout , blockmatrix ,
charmat , charpoly , cholesky , col , coldim , colspace , colspan , companion , concat ,
cond , copyinto, crossprod , curl , definite, delcols , delrows , det , diag , diverge,
dotprod , eigenvals , eigenvalues , eigenvectors , eigenvects , entermatrix , equal ,
exponential , extend , ffgausselim , fibonacci , forwardsub, frobenius , gausselim ,

gaussjord , geneqns , genmatrix , grad , hadamard , hermite, hessian , hilbert ,
htranspose, ihermite , indexfunc, innerprod , intbasis , inverse, ismith, issimilar ,
iszero, jacobian , jordan , kernel , laplacian , leastsqrs , linsolve , matadd , matrix ,
minor , minpoly , mulcol , mulrow , multiply , norm , normalize , nullspace, orthog ,
permanent , pivot , potential , randmatrix , randvector , rank , ratform , row , rowdim ,

rowspace, rowspan , rref , scalarmul , singularvals , smith, stackmatrix , submatrix ,
subvector , sumbasis, swapcol , swaprow , sylvester , toeplitz , trace, transpose,
vandermonde , vecpotent , vectdim, vector , wronskian ]

Consider the following three matrices:
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18 Damage Mechanics

A =
[

1 3
−2 5

]

B =

⎡
⎣ 2 x y
x2 2y −1
0 xy x+ y

⎤
⎦

C =

⎡
⎢⎢⎣

1 r r2 r3

0 2 −1 0
r r2 r3 r4

1 0 2 −r

⎤
⎥⎥⎦

The above three matrices can be defined in Maple as follows:

> A:=matrix([[1,3],[-2,5]]);

A :=
[

1 3
−2 5

]
> B:=matrix([[2,x,y],[x^2,2*y,-1],[0,x*y,x+y]]);

B :=

⎡
⎣ 2 x y
x2 2 y −1
0 x y x+ y

⎤
⎦

> C:=matrix([[1,r,r^2,r^3],[0,2,-1,0],[r,r^2,r^3,r^4],[1,0,2,-r]]);

C :=

⎡
⎢⎢⎣

1 r r2 r3

0 2 −1 0
r r2 r3 r4

1 0 2 −r

⎤
⎥⎥⎦

In addition to the Maple command matrix used above, the Maple com-
mand array can be used to define special types of matrices like the zero
matrix and identity matrix as follows:

> A:=array(sparse,1..3,1..3);

A := array(sparse, 1..3, 1..3, [])
> B:=array(identity,1..4,1..4);

B := array(identity , 1..4, 1..4, [])

The Maple command diag can be used to define diagonal matrices as
follows:
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> C:=diag(x,x^2,x^3);

C :=

⎡
⎣x 0 0

0 x2 0
0 0 x3

⎤
⎦

A banded matrix can be defined using the Maple command band as
follows:

> E:=band([1,2,-1],5);

E :=

⎡
⎢⎢⎢⎢⎣

2 −1 0 0 0
1 2 −1 0 0
0 1 2 −1 0
0 0 1 2 −1
0 0 0 1 2

⎤
⎥⎥⎥⎥⎦

In the example above, the second argument indicates the size of the
banded matrix.

The Jacobian matrix can be defined using the Maple command jacobian
as follows:

> f:=x^2+y^2+x^2;

f := 2 x2 + y2

> g:=x-y-z;

g := x− y − z

> h:=3*x*y*z;

h := 3 x y z
> J:=jacobian([f,g,h],[x,y,z]);

J :=

⎡
⎣ 4 x 2 y 0

1 −1 −1
3 y z 3 x z 3 x y

⎤
⎦

In order to extract an element from a matrix, use the name of the matrix
followed by square brackets. For example, the command A[1,2] will extract
the element in row 1 and column 2 of the matrix A. In order to extract a
submatrix or a subvector, the Maple commands submatrix and subvector
are used, respectively. These are illustrated by the following example:

> B:=matrix([[3,5,7,9],[-1,0,1,5],[x,y,z,w],[r,p,q,s]]);
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B :=

⎡
⎢⎢⎣

3 5 7 9
−1 0 1 5
x y z w
r p q s

⎤
⎥⎥⎦

> B[3,2];

y

> submatrix(B,2..3,3..4);[
1 5
z w

]
> submatrix(B,[2,4],[1,3]);[−1 1

r q

]
> subvector(B,3,1..4);

[x, y, z, w]
> subvector(B,[1,3,2],2);

[5, y, 0]
> row(B,3);

[x, y, z, w]
> col(B,4);

[9, 5, w, s]

The Maple command row and col were used above to extract the third
row and the fourth column of matrix B, respectively.

The Maple command transpose is used to obtain the transpose of a ma-
trix. The transpose of matrix B is obtained as follows:

> C:=transpose(B);

C :=

⎡
⎢⎢⎣

3 −1 x r
5 0 y p
7 1 z q
9 5 w s

⎤
⎥⎥⎦

The Maple commands inverse and det are used to obtain the inverse and
determinant of a square matrix, respectively. The inverse and determinant
of matrix B above are obtained as follows:

> B:=matrix([[3,6,3,8],[1,0,6,4],[1,2,3,4],[9,10,5,4]]);
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B :=

⎡
⎢⎢⎣

3 6 3 8
1 0 6 4
1 2 3 4
9 10 5 4

⎤
⎥⎥⎦

> C:=inverse(B);

C :=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 1 −3 0
−6
7

−13
14

71
28

3
28

−4
7

−2
7

19
14

1
14

17
28

3
7

−9
7

−3
28

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

> d:=det(B);

d := 112

The trace (sum of the diagonal elements) of a square matrix can be
obtained using the Maple command trace. The trace of matrix B above is
calculated as follows:

> t:=trace(B);

t := 10

The Maple command evalm can be used to perform several matrix oper-
ations like matrix addition, matrix subtraction, scalar multiplication, and
matrix multiplication, as shown in the following examples:

> A:=matrix([[2,5,8],[0,4,6],[1,2,4],[3,7,5]]);

A :=

⎡
⎢⎢⎣

2 5 8
0 4 6
1 2 4
3 7 5

⎤
⎥⎥⎦

> B:=matrix([[1,2,6,7],[3,4,6,8],[1,1,1,5]]);

B :=

⎡
⎣ 1 2 6 7

3 4 6 8
1 1 1 5

⎤
⎦

> C:=evalm(A*2);

C :=

⎡
⎢⎢⎣

4 10 16
0 8 12
2 4 8
6 14 10

⎤
⎥⎥⎦
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> E:=evalm(B-3);

E :=

⎡
⎣−2 2 6 7

3 1 6 8
1 1 −2 5

⎤
⎦

> F:=evalm(A+transpose(B));

F :=

⎡
⎢⎢⎣

3 8 9
2 8 7
7 8 5

10 15 10

⎤
⎥⎥⎦

> G:=evalm(A&*B);

G :=

⎡
⎢⎢⎣

25 32 50 94
18 22 30 62
11 14 22 43
29 39 65 102

⎤
⎥⎥⎦

> H:=evalm(B&*A);

H :=

⎡
⎣ 29 74 79

36 99 112
18 46 43

⎤
⎦

> J:=evalm(1/H);

J :=

⎡
⎢⎢⎢⎢⎢⎣

895
1277

−452
1277

−467
1277

−468
1277

175
1277

404
1277

126
1277

2
1277

−207
1277

⎤
⎥⎥⎥⎥⎥⎦

It should be noted from the above examples that the operator & is used
to indicate matrix multiplication. Multiplying a matrix and a vector is also
easily performed in Maple as shown in the following examples:

> A:=matrix([[7,4,5],[2,2,6],[-7,5,-5]]);

A :=

⎡
⎣ 7 4 5

2 2 6
−7 5 −5

⎤
⎦

> e:=vector([2,-1,3]);

e := [2, −1, 3]
> c:=evalm(A&*e);

c := [25, 20, −34]
> d:=vector([[2],[-1],[3]]);
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d := [[2], [−1], [3]]
> f:=evalm(A&*d);

f :=

⎡
⎣ 25

20
−34

⎤
⎦

However, in order to multiply a vector and a matrix, the Maple command
innerprod must be used. The following example uses A and b as defined
above to multiply the vector b and the matrix A:

> j:=innerprod(b,A);

j := [−9, 21, −11]

Matrices can be used to solve systems of linear simultaneous equations.
Consider the following system of equations:

2x− y + 3z = 4

x+ 3y + 5z = −1

y − z = 2

The above system of equations can be written in matrix form as Ax=b,
where A, B, and x are given by:

A =

⎡
⎣2 −1 3

1 3 5
0 1 −1

⎤
⎦

b =

⎡
⎣ 4
−1
2

⎤
⎦

x =

⎡
⎣xy
z

⎤
⎦

In order to solve the above system of linear equations, the Maple com-
mand linsolve is used as follows:
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> A:=matrix([[2,-1,3],[1,3,5],[0,1,-1]]);

A :=

⎡
⎣2 −1 3

1 3 5
0 1 −1

⎤
⎦

> b:=vector([4,-1,2]);

b := [4, −1, 2]

> x:=linsolve(A,b);

x :=
[
31
7
,

4
7
,
−10
7

]

It should be noted that the command linsolve is used only to solve linear
systems. Alternatively, one can use the inverse matrix of A to obtain the
solution as follows:

> x:=evalm(inverse(A)&*b);

x :=
[
31
7
,

4
7
,
−10
7

]

It should be noted that using the inverse matrix takes more time to
perform the calculations than using the command linsolve.

The eigenvalue of a matrix A are scalar values λ such that the equation

Ax = λx (1.7)

has one or more solution vectors x. The solution vectors x are called the
eigenvectors of A. The eigenvalues and eigenvectors of a matrix are cal-
culated using the Maple commands eigenvals and eigenvects, respectively.
This is illustrated as follows:

> A:=matrix([[1.2,-2.4,0],[2.3,3.6,1.1],[-2.0,3.0,1.4]]);

A :=

⎡
⎣ 1.2 −2.4 0

2.3 3.6 1.1
−2.0 3.0 1.4

⎤
⎦

> lambda:=eigenvals(A);

λ := 1.234939238+ 1.588073742 I, 1.234939238− 1.588073742 I, 3.730121523

> x:=eigenvects(A);
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x := [1.234939240 + 1.588073741 I, 1, {[−.9558375413− .8201580128 I,
−.5287813216+ .6444150787 I, 2.205134200− .4340555658 I]}], [
1.234939240− 1.588073741 I, 1, {[−.9558375413+ .8201580128 I,
−.5287813216− .6444150787 I, 2.205134200+ .4340555658 I]}],
[3.730121526, 1, {[−.5919850763, .6240809050, 1.311610933]}]

The orthonomal basis for a given set of vectors can be obtained using
the Maple command GramSchmidt as follows:

> v1:=vector([1,2,3,4,5]);

v1 := [1, 2, 3, 4, 5]
> v2:=vector([-1,0,1,2,1]);

v2 := [−1, 0, 1, 2, 1]
> v3:=vector([1,-1,1,-1,2]);

v3 := [1, −1, 1, −1, 2]
> GramSchmidt([v1,v2,v3]);

[[1, 2, 3, 4, 5], [
−14
11

,
−6
11
,

2
11
,

10
11
,
−4
11

], [
−1
10
,
−17
10

,
7
10
,
−9
10
, 1]]

The resulting basis vectors above are normal to each other (use the Maple
command dotprod to check this) but they are not unit vectors. Maple does
not automatically normalize them to unit vectors. For this purpose, the
normalize command should be used as was shown in Section 1.2.

General matrices can be defined in Maple even if their elements (or com-
ponents) are not explicitly known. Consider the following examples and
operations on general matrices using Maple:

> A:=matrix(3,3);

A := array(1..3, 1..3, [])
> B:=matrix(3,3);

B := array(1..3, 1..3, [])
> x:=subvector(A,2,1..3);

x := [A2, 1, A2, 2, A2, 3]
> C:=transpose(B);

C :=

⎡
⎣B1, 1 B2, 1 B3, 1

B1, 2 B2, 2 B3, 2

B1, 3 B2, 3 B3, 3

⎤
⎦

> d:=det(B);
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d := B1, 1B2, 2B3, 3 −B1, 1B2, 3B3, 2 −B2, 1B1, 2B3, 3 +B2, 1B1, 3 B3, 2 +B3, 1 B1, 2B2, 3

−B3, 1B1, 3B2, 2

> t:=trace(A);

t := A1, 1 +A2, 2 +A3, 3

> E:=evalm(A+2*B);

E :=

⎡
⎣A1, 1 + 2B1, 1 A1, 2 + 2B1, 2 A1, 3 + 2B1, 3

A2, 1 + 2B2, 1 A2, 2 + 2B2, 2 A2, 3 + 2B2, 3

A3, 1 + 2B3, 1 A3, 2 + 2B3, 2 A3, 3 + 2B3, 3

⎤
⎦

> F:=evalm(A&*B);

F :=[
A1, 1B1, 1 +A1, 2B2, 1 +A1, 3 B3, 1 , A1, 1B1, 2 +A1, 2B2, 2 +A1, 3B3, 2 ,

A1, 1 B1, 3 +A1, 2B2, 3 +A1, 3B3, 3

]
[
A2, 1B1, 1 +A2, 2B2, 1 +A2, 3 B3, 1 , A2, 1B1, 2 +A2, 2B2, 2 +A2, 3B3, 2 ,

A2, 1 B1, 3 +A2, 2B2, 3 +A2, 3B3, 3

]
[
A3, 1B1, 1 +A3, 2B2, 1 +A3, 3 B3, 1 , A3, 1B1, 2 +A3, 2B2, 2 +A3, 3B3, 2 ,

A3, 1 B1, 3 +A3, 2B2, 3 +A3, 3B3, 3

]

Defining general matrices in Maple is very helpful especially in deriving
complicated equations involving matrices.

Example 1.2

Let M be a matrix and v be a vector given by:

A =

⎡
⎣ 2 −1 0
−1 2 −1
0 −1 2

⎤
⎦

v =

⎡
⎣ 1
x
x2

⎤
⎦

Calculate the product vTMv using Maple.
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Solution

The following are the necessary Maple commands to calculate vTMv:

> M:=matrix([[2,-1,0],[-1,2,-2],[0,-1,2]]);

M :=

⎡
⎣ 2 −1 0
−1 2 −2

0 −1 2

⎤
⎦

> v:=vector([1,x,x^2]);

v := [1, x, x2]
> c:=innerprod(v,M,v);

c := 2 − 2 x+ 2 x2 − 3 x3 + 2 x4

Example 1.3

(a) Consider a general square matrix A . The adjoint matrix of A, called
adjA, is defined by:

A(adjA) = (adjA)A =| A | I (1.8)

where | A | is the determinant of A. Use the definition above to find a
general expression for the adjoint matrix of A.

(b) Find the adjoint matrix of A if A is given by:

A =

⎡
⎣ 1 x x2

0 −1 2
1 0 x

⎤
⎦

Solution

(a) Divide both sides of equation (1.8) by |A|:
1

| A |A(adjA) =
1

| A | (adjA)A = I

Rewrite the above equation as follows:

A(
adjA
| A | ) = (

adjA
| A | )A = I

However, we know that
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AA−1 = A−1A = I

Therefore, we conclude that

A−1 =
adjA
| A |

The adjoint matrix of A is then given by:

adjA =| A | A−1 (1.9)

(b) The following are the Maple commands to find the adjoint matrix of
the given matrix A using equation (1.9).

> A:=matrix([[1,x,x^2],[0,-1,2],[1,0,x]]);

A :=

⎡
⎣ 1 x x2

0 −1 2
1 0 x

⎤
⎦

> adjoint_matrix:=det(A)*inverse(A);

adjoint matrix := (x+ x2)

⎡
⎢⎢⎢⎢⎢⎢⎣

− 1
1 + x

− x

1 + x

2 + x

1 + x

2
1

x (1 + x)
−x− 1

1 + x
−2

1
x (1 + x)

1
x (1 + x)

1
1 + x

− 1
x (1 + x)

⎤
⎥⎥⎥⎥⎥⎥⎦

Example 1.4

Consider the matrix M given by:

M =

⎡
⎣m −m 0

1 −1 m
1 m −m

⎤
⎦

Determine the values of m for which the determinant of M vanishes, i.e.,
| M |= 0.

Solution

The Maple commands det and fsolve are used to solve the problem as
follows:
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> M:=matrix([[m,-m,0],[1,-1,m],[1,m,-m]]);

M :=

⎡
⎣m −m 0

1 −1 m
1 m −m

⎤
⎦

> y:=det(M);

y := −m2 −m3

> fsolve(y,m);

−1., 0., 0.

Problems

1.30 Define the following matrices using Maple:

(a)

A =
[

1 r
r2 r3

]

(b)

B =

⎡
⎣ 2 1 0
−1 3 2
−4 5 3

⎤
⎦

(c) an identity matrix C of size 6 × 6.

(d) a zero matrix E of size 2 × 2.

(e) a diagonal matrix F of size 4 × 4 where the diagonal elements
are 1, 2, -1, 3.

1.31 Consider the matrix R given by

B =

⎡
⎢⎢⎢⎢⎣

1 z −2 y − x x
y

2 3 1 y3 x
x −1 1 xy z2

y 2 0 2 1
0 x2 5 3 5

⎤
⎥⎥⎥⎥⎦

Extract the following components of R using Maple:
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(a) the element in row 2 and column 4.

(b) the submatrix in rows 1 to 3 and columns 2 to 3.

(c) the submatrix in rows 2 and 5 and columns 4 and 5.

(d) the subvector in row 4 and columns 2, 4, 5, and 1 (exactly in
the order given).

(e) the subvector in column 3.

(f) row 2.

(g) column 5.

1.32 Determine, using Maple, the transpose, inverse, determinant, and
trace of matrix X given by

X =

⎡
⎣ 1 x −x

2x 2 x
1 0 x

⎤
⎦

1.33 Consider the two matrices M and N given by

M =

⎡
⎣ 1 x
y 0
x y

⎤
⎦

N =
[

1 x y
0 y x

]

Perform the following operations using Maple:

(a) M + x − y (add the scalar quantity x-y to each element of M)

(b) MN

(c) N + MT

(d) M + NT

(e) (NM)−1
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1.34 Solve the following system of equations using matrices and Maple.
Use both methods of the inverse matrix and the Maple command
linsolve independently.

3u+ v − w = 0

u− v + 2w = 1

5u+ 2v − 3w = −2

1.35 Determine using Maple the determinant and inverse of the following
Jacobian matrix J where f(x, y) = x2 + y2 and g(x, y) = sin(xy).

J =

⎡
⎢⎣
∂f

∂x

∂f

∂y
∂g

∂x

∂g

∂y

⎤
⎥⎦

1.36 Let A and v be defined as a matrix and a vector, respectively, as
follows:

A =

⎡
⎣x2 y2 0

1 xy −1
1 x y

⎤
⎦

v =

⎡
⎣ 1
−1
0

⎤
⎦

Determine the three products Av, vTA, and vTAv using Maple.

1.37 Determine the eigenvalues and eigenvectors for each one of the fol-
lowing matrices using Maple:
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(a)

S =
[

1 2
3 4

]

(b)

T =

⎡
⎣ 2 0 1
−3 4 2
−1 0 5

⎤
⎦

1.38 Determine the orthonormal basis for the following set of vectors using
Maple:

v1 = [1,−2, 3]T

v2 = [0, 4, 5]T

v3 = [2, 2, 7]T

1.39 Define two general square matrices P and Q, each of size 2×2, with
their elements unspecified, using Maple. Perform the following oper-
ations using Maple:

(a) P − Q
(b) P−1

(c) (PQ)T

(d) adjQ (use the result of Example 1.3)
(e) | P−1Q |

1.40 Consider two general matrices A and B of size 2×3. Show that
α(A + B) = αA + αB using Maple, where α is a scalar.

1.41 Consider two general matrices A and B of sizes 2×3 and 3×4, re-
spectively. Show that (AB)T = BTAT using Maple.

1.42 Let A be a 2 × 2 matrix given by

A =
[

1 0
2 3

]

Determine A2 and
√

A using Maple.
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1.43 Consider a 2 × 2 general matrix A. Show that (AT )−1 = (A−1)T

using Maple.

1.44 Three matrices A, B, and C are said to be linearly independent if the
linear combination αA+βB+γC = 0 implies that the undetermined
scalar coefficients α, β, and γ vanish, i.e. α = β = γ = 0. Are the
following three matrices linearly independent? Use Maple.

A =
[

1 1
1 1

]

B =
[

1 0
0 1

]

C =
[

0 0
1 1

]

1.45 A square matrix is said to be singular if its determinant vanishes.
Give an example of a 3 × 3 singular matrix.

1.46 A matrix Q is said to be orthogonal if QT = Q−1. Which of the
following matrices is orthogonal? Use Maple.

(a)

Q =
[

cos θ sin θ
− sin θ cos θ

]

(b)

Q =
[

cos θ sin θ
sin θ cos θ

]

1.47 Two matrices A and B are related by the equation A = P−1BP
where

A =
[−30 −48

18 29

]
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B =
[

0 2
3 −1

]

Determine the matrix P using Maple.

1.48 Given a diagonal 3 × 3 matrix A as follows:

A =

⎡
⎣a1 0 0

0 a2 0
0 0 a3

⎤
⎦

Determine an expression for
√

A using Maple.

1.49 Show that the determinant of the product of two 3×3 general matrices
is equal to the product of their determinants, i.e., | AB |=| A || B |
for any two 3 × 3 general matrices A and B. Use Maple.

1.50 Let A be a square matrix of size n× n where n is a positive integer.
Let v1, v2, ..., vn be the eigenvectors of A. Define the matrix P as
follows:

P = [v1, v2...vn]

P is defined above as the matrix of eigenvectors. Then the product
P−1AP is a diagonal matrix. Diagonalize the matrix A given below
using Maple:

A =

⎡
⎣ 1 2 3
−1 2 −1
2 3 4

⎤
⎦

1.51 The characteristic polynomial of a matrix A is defined by the deter-
minant | λI − A | where λ is a scalar. Determine the characteristic
polynomial of A given below using Maple:

A =

⎡
⎣ 1 4 0
−2 3 5
1 2 5

⎤
⎦

© 2005 by Taylor & Francis Group, LLC



Mathematical Preliminaries 35

1.52 Use the definition of the characteristic polynomial in Problem 1.51
to show that every general matrix of size 2× 2 is a zero of its charac-
teristic polynomial. Use Maple. (This is called the Cayley-Hamilton
Theorem in Linear Algebra where it applies to any general matrix of
size n× n).

1.53 Use Maple and the definition of the characteristic polynomial in Prob-
lem 1.51 to show that the eigenvalues of a matrix are the roots of its
characteristic polynomial. Consider a general 3 × 3 square matrix.

1.54 Let A be a 2 × 2 general square matrix as follows:

A =
[
a11 a12

a21 a22

]

(a) Determine the two eigenvalues λ1 and λ2 of A.

(b) Determine the inverse matrix A−1.

(c) Determine the two eigenvalues η1 and η2 of A−1.

(d) Show that η1 =
1
λ1

and η2 =
1
λ2

1.4 Indicial Notation

In this section we introduce the indicial notation to be used throughout the
book. The purpose of using indicial notation is to write compact equations
that can easily be handled.

Consider the variables x1, x2, x3, ..., xn where n is a positive integer.
The notation xi can be used to denote these variables where the sub-
script i (called an index) is free to take the values 1, 2, 3,..., n. Con-
sider now the notation aij where indices i and j are free to take the val-
ues from 1 to n. The notation aij is used to denote the n × n variables
a11, a12, ..., a1n, a21, a22, ..., a2n, ..., an1, an2, ann. In this book we will al-
ways use n = 3. Thus the notation xi will denote the three variables x1,
x2, and x3, while the notation aij will denote the nine variables a11, a12, a13,
a21, a22, a23, a31, a32, and a33.

Consider now the following equation written in indicial notation:

yi = aijxj (1.10)
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It is noted that in each term of the equation, the index i appears only once.
Note also that the index j is repeated twice in the term on the right hand
side of the equation. A repeated index indicates summation over this index
in the range of 1 to 3. Thus equation (1.10) is equivalent to the following
equation:

yi = Σ3
j=1aijxj (1.11)

According to the Einstein summation convention, the summation sign, Σ,
is dropped from the equation. Therefore, the notation of equation (1.10)
will be used throughout the book. The following are the rules for the
Einstein summation convention and indicial notation:

1. A repeated index indicates summation over this index in the range
of 1, 2, and 3. The repeated index is called a dummy index because
the letter used for this index can be replaced by any other letter. In
this case, the summation sign, Σ, is dropped from the equation.

2. An index that appears only once in every term of the equation is
called a free index. Each free index used indicates three separate
equations when the free index takes each of the values 1, 2, and 3.

3. No index can be repeated more than twice using this indicial notation.
If there is a summation over an index that is repeated three or more
times, then the summation sign, Σ, must be used.

We will now consider some examples illustrating the above three rules of
indicial notation. According to Rule 1, equation (1.10) is equivalent to the
following equation where the dummy index j is replaced first by m then by
n:

yi = aimxm = ainxn (1.12)

The validity of equation (1.12) is made clear by retaining the summation
sign and rewriting the equation as follows:

yi = Σ3
m=1aimxm = Σ3

n=1ainxn (1.13)

Next, we will write equation (1.10) explicitly in its expanded form as
follows:

yi = ai1x1 + ai2x2 + ai3x3 (1.14)

According to Rule 2 of the indicial notation, equation (1.10) actually
represents three separate equations when the free index i takes each of the
three values 1, 2, and 3. The three equations represented by equation (1.10)
are:
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y1 = a1jxj (1.15a)

y2 = a2jxj (1.15b)

y3 = a3jxj (1.15c)

Next, we expand equations (1.15) further by summing over the dummy
index (or use equation (1.14)) to obtain:

y1 = a11x1 + a12x2 + a13x3 (1.16a)

y2 = a21x1 + a22x2 + a23x3 (1.16b)

y1 = a31x1 + a32x2 + a33x3 (1.16c)

It should be noted that equations (1.16) are the expanded form of equa-
tion (1.10).

According to Rule 3 of the indicial notation, the term xiyizi has no
significance and should not be used because the index i is repeated three
times. In this case, the summation sign, Σ, should be retained and the
term should be written as Σ3

i=1xiyizi. The same rule applies to any index
repeated more than twice. Consider now the following equation:

w = λijuiuj (1.17)

Equation (1.17) represents one equation only because there are no free
indices in the terms of the equation. However, the term on the right side
includes two dummy indices, i and j (each is repeated twice). Therefore,
the right hand side can be expanded as follows. First, we expand the sum
over i:

w = λ1ju1uj + λ2ju2uj + λ3ju3uj (1.18)

Next, we expand each term on the right hand side of the equation (1.18)
over j to obtain:

w = λ11u1u1 + λ12u1u2 + λ13u1u3

+ λ21u2u1 + λ22u2u2 + λ23u2u3

+ λ31u3u1 + λ32u3u2 + λ33u3u3 (1.19)

It should be noted that equation (1.17) is exactly equivalent to the longer
equation (1.19). In fact, equation (1.19) is the expanded form of equation
(1.17).

The Kronecker delta, δij , is defined by:

δij =
{

1, i = j
0, i �= j

(1.20)
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For example, δ11 = δ22 = δ33 = 1, and δ12 = δ23 = δ31 = 0. Therefore,
δij can be represented by the 3 × 3 identity matrix as follows:

δij ≡
⎡
⎣ 1 0 0

0 1 0
0 0 1

⎤
⎦ (1.21)

Note that δii = δ11 + δ22 + δ33 = 1 + 1 + 1 = 3.
Next, we will explore the term δijaj. The index i is a free index; there-

fore the term δijaj represents three terms, namely δ1jaj , δ2jaj , and δ3jaj .
Evaluating each term separately, we obtain:

δ1jaj = δ11a1 + δ12a2 + δ13a3

= (1)a1 + (0)a2 + (0)a3

= a1 (1.22a)

δ2jaj = δ21a1 + δ22a2 + δ23a3

= (0)a1 + (1)a2 + (0)a3

= a2 (1.22b)

δ3jaj = δ31a1 + δ32a2 + δ33a3

= (0)a1 + (0)a2 + (1)a3

= a3 (1.22c)

It is now clear from equation (1.22) that the following relation is true:

δijaj = ai (1.23)

Similarly, one can write nine equations to show that:

δimAmj = Aij (1.24)

The permutation symbol, εijk, has one of the values 0, 1, or -1 depending
on the permutation formed by i, j, and k. The following are the three rules
for the permutation symbol εijk:

1. If i, j, and k form an even permutation of 1, 2, and 3, then εijk = 1.
For example, ε123 = ε231 = ε312 = 1.
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2. If i, j, and k form an odd permutation of 1, 2, and 3, then εijk = −1.
For example, ε132 = ε321 = ε213 = −1.

3. If i, j, and k do not form a permutation of 1, 2, and 3, then εijk = 0.
For example, ε111 = ε122 = ε223 = 0.

Using the three rules above, it is clear that:

εijk = εjki = εkij = −εjik = −εkji = −εikj (1.25)

Example 1.5

Show that equation (1.24) is true.

Solution

Equation (1.24) has two free indices, namely, i and j. Therefore, this
equation represents nine equations as follows:

δ1mAm1 = δ11A11 + δ12A21 + δ13A31 = A11

δ1mAm2 = δ11A12 + δ12A22 + δ13A32 = A12

δ1mAm3 = δ11A13 + δ12A23 + δ13A33 = A13

δ2mAm1 = δ21A11 + δ22A21 + δ23A31 = A21

δ2mAm2 = δ21A12 + δ22A22 + δ23A32 = A22

δ2mAm3 = δ21A13 + δ22A23 + δ23A33 = A23

δ3mAm1 = δ31A11 + δ32A21 + δ33A31 = A31

δ3mAm2 = δ31A12 + δ32A22 + δ33A32 = A32

δ3mAm3 = δ31A13 + δ32A23 + δ33A33 = A33 (1.26)

It is clear from the equation above that δimAmj = Aij

Example 1.6

Given Aij = −Aji, show that Aijvivj = 0.

Solution

We will start with 2Aijvivj as follows:

2Aijvivj = Aijvivj +Aijvivj

= Aijvivj +Ajivjvi

= Aijvivj + (−Aij)vjvi
= Aijvivj −Aijvivj

= 0 (1.27)
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Therefore, Aijvivj = 0
In the second line of equation (1.27) above, we interchanged indices i

and j in the second term because they are both dummy indices. Also, in
the fourth line of the equation we have used the commutative property of
scalars vjvi = vivj .

Example 1.7

Given Aij = −Aji and Bij = Bji, show that AijBij = 0.

Solution

We will start with 2AijBij as follows:

2AijBij = AijBij +AijBij

= AijBij +AjiBji

= AijBij + (−Aij)Bij
= AijBij −AijBij

= 0 (1.28)

Therefore, AijBij = 0.
In the second line of equation (1.28) above, we interchanged indices i

and j in the second term because they are both dummy indices.

Example 1.8

Let d be the determinant of a general 3 × 3 matrix A ≡ Aij. Show that

d = εijkAi1Aj2Ak3

Solution

Let A be a 3 × 3 matrix given by:

A =

⎡
⎣A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤
⎦

Then, the determinant d of A can be written as follows:

d =| A |=
∣∣∣∣∣∣
A11 A12 A13

A21 A22 A23

A31 A32 A33

∣∣∣∣∣∣
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= A11(A22A33 −A23A32) −A12(A21A33 −A23A31) +A13(A21A23 −A22A31)
= A11A22A33 +A12A23A31 +A13A21A32 −A11A23A32 − A12A21A33 −A13A31A22

= ε123A11A22A33 + ε312A31A12A23 + ε231A21A32A13

+ ε132A11A32A23 + ε213A21A12A33 + ε321A31A22A13

= εijkAi1Aj2Ak3 (1.29)

Problems

1.55 Given that Aij is represented by the following matrix:

Aij ≡
⎡
⎣ 2 −3 0

4 4 1
−2 2 5

⎤
⎦

Determine the following quantities:

(a) Aii
(b) AijAij
(c) AijAji
(d) δiiAmm
(e) ApqApq

1.56 Write explicitly the three equations represented by the following equa-
tion:

vm = Qmnun

1.57 Write explicitly the nine equations represented by the equation:

Aij = BirCrj

1.58 How many equations are represented by the following equation. Write
the expanded result explicitly.

S = viQijvj
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1.59 Write the following three equations as one single equation using in-
dicial notation:

dy1 =
∂y1
∂x1

dx1 +
∂y1
∂x2

dx2 +
∂y1
∂x3

dx3

dy2 =
∂y2
∂x1

dx1 +
∂y2
∂x2

dx2 +
∂y2
∂x3

dx3

dy3 =
∂y3
∂x1

dx1 +
∂y3
∂x2

dx2 +
∂y3
∂x3

dx3

1.60 Given that ui, vi, and Aij are represented by the following two vectors
and matrix:

ui ≡
⎡
⎣ 1
−1
0

⎤
⎦

vi ≡
⎡
⎣ 2

3
−5

⎤
⎦

Aij ≡
⎡
⎣ 4 2 −1
−3 3 0
5 1 2

⎤
⎦

Determine the vectors or matrices represented by the following quan-
tities:

(a) wk = εijkuivj

(b) yi = εijkAjk

(c) Bij = εijkuk + εijlvl

(d) the scalar quantity Aijuivj

1.61 Given that Bij = αAij +βδij , where α and β are scalars. Show that:

© 2005 by Taylor & Francis Group, LLC



Mathematical Preliminaries 43

(a) BijAij = αAijAij + βAmm

(b) BijBij = α2AijAij + 2αβAmm + 3β2

1.62 Show that the following identity holds between the Kronecker delta
and the permutation symbol:

εijkεipq = δjpδkq − δjqδkp

1.63 Show that the following relations hold:

(a) εipqεjpq = 2δij

(b) εijkεijk = 6 (Hint : Use the result of Problem 1.62 above).

1.64 Prove the following relations:

(a) δmnδmn = 3

(b) εijkujuk = 0

(c) δimδmj = δij

(d) εijkδij = 0

1.65 Prove the following relation involving determinants:

∣∣∣∣∣∣
Aip Aiq Air
Ajp Ajq Ajr
Akp Akq Akr

∣∣∣∣∣∣ = εijkεpqr|A|

where |A| is the determinant of a general 3 × 3 matrix A. Use this
result to solve Problem 1.62 above directly.

1.66 Let A be a general 3 × 3 matrix whose elements are given by Aij .
The minor Mij of an element Aij is defined as the determinant of the
matrix formed by deleting the ith row and the jth column of A. The
corresponding cofactor Cij is defined by Cij = (−1)i+jMij . Show
that the following two relations hold:

(a) ApjCij =| A | δpi

(b) AipCij =| A | δpj
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1.5 Transformation of Vectors

Let e1, e2, and e3 be three unit vectors along the x, y, and z coordinates,
respectively (see Figure 1.7). Obviously, these unit vectors are perpendic-
ular to each other so that e1 · e1 = 1, e1 · e2 = 0, etc. These relations are
written using indicial notation as follows:

x

y

z

e1

e2

e3

FIGURE 1.7
Unit vectors e1, e2, and e3 .

ei · ej = δij (1.30)

Let u and v be two vectors such that

u = u1e1 + u2e2 + u3e3 (1.31a)

v = v1e1 + v2e2 + v3e3 (1.31b)
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Equations (1.31) can be written using indicial notation as follows:

u = uie i (1.32a)

v = vie j (1.32b)

Next, consider the dot product u · v. Using equations (1.30) and (1.32),
we obtain:

u · v = uivjδij = uivi (1.33)

The three unit vectors have the property that e1 ×e 2 = e 3, e  2 ×e 3 = e 1,
and e1 × e 1 = 0, etc. This property can be written using indicial notation
as follows:

ei × e  j = εijke k (1.34)

Consider now the cross product u×v. Using equations (1.32) and (1.34),
we obtain:

u × v = εijkuivje k (1.35)

Next, consider a tranformation T which transforms the vector u into the
vector v. This can be written as follows:

T(u) = v (1.36)

In general, the transformation T can be represented by a 3 × 3 matrix.
For example, if u = v, then T would be represented by the identity matrix
I.

Let v1 and v2 be two vectors in three-dimensional space. Suppose that
a transformation T, when applied to v1 and v2, satisfies the following two
properties of vector addition and scalar multiplication:

T(v1 + v2) = T(v1) + T(v2) (1.37a)

T(αv1) = αT(v1) (1.37b)

where α is a scalar. In this case, T is called a linear transformation.
Next, we will explore how to determine the components of vectors and

linear transformations. Suppose that u and v are two vectors related by the
linear transformation T as before, i.e., v = T(u). Taking the dot product
of the vector u with any of the unit vectors e1, e  2, or e 3 will result in the
component of the vector along the respective coordinate axis. For example,
u · e1 = u1, u · e 2 = u2, and u · e 3 = u3. These equations can be written
using indicial notation as follows (see Figure 1.8):
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x

y

z

e1

u

u1 = u . e1

FIGURE 1.8
Projection of vector u on the x-axis.

ui = u · ei (1.38)

The components of the vector u can be obtained using equation (1.38)
above. Next, we determine the components of the vector v and the linear
transformation T.

Substituting equations (1.32a) into equations (1.36), we obtain:

u = T(u) = T(uiei

= T(u1e1 + u2e2 + u3e3)
= u1T(e1) + u2T(e2) + u3T(e3) (1.39)

In deriving the last line of equation (1.39) above, we have used the fact
that T is a linear transformation and applied both equations (1.37) simul-
taneously, where u1, u2, and u3 are scalars.

Equation (1.39) can be written using indicial notation as follows:

v = ujT(ej) (1.40)
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The components of vector v are written now using the dot product as
shown in equation (1.38) but replacing u with v.

vi = v · ei = ujT(ej) · ei (1.41)

In deriving equation (1.41), we have used equations (1.40) and the com-
mutative property of the dot product. The dot product T(ej) · ei is the
component of the vector T(ej) along the direction of ei. We will denote
this component by Tij . Therefore, we have the following equation (by def-
inition):

Tij = T(ej) · ei (1.42)

The components of the linear transformation T are obtained using equa-
tion (1.42) above. It is clear that T has nine components since equation
(1.42) has two free indices and thus represents nine equations.

Finally, the components of vector v are obtained by substituting equation
(1.42) into equation (1.41):

vi = Tijuj (1.43)

The linear transformation T can be represented by a 3 × 3 matrix since
equation (1.43) can be represented in matrix form as follows:

⎡
⎣ v1v2
v3

⎤
⎦ =

⎡
⎣T11 T12 T13

T21 T22 T23

T31 T32 T33

⎤
⎦
⎡
⎣u1

u2

u3

⎤
⎦ (1.44)

It is clear from equations (1.42) and (1.44) that T11, T21, and T31 are
the components of T(e1). Therefore, the vector T(e1) can be written as
follows:

T(e1) = Tj1ej (1.45)

The same relation holds for the vectors T(e2) and T(e3). Therefore,
equation (1.45) is generalized as follows:

T(ei) = Tjiej (1.46)

Example 1.9

A linear transformation T transforms every vector u in three-dimensional

space into a vector v such that v =
1
3
u. Determine the matrix represented

by T.
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Solution

We have the following relations:

T(e1) = (
1
3
)e1 + (0)e2 + (0)e3

T(e2) = (0)e1 + (
1
3
)e2 + (0)e3

T(e3) = (0)e1 + (0)e2 + (
1
3
)e3

Using equations (1.46), we obtain the matrix representation of T as
follows:

T ≡
⎡
⎣ 1

3 0 0
0 1

3 0
0 0 1

3

⎤
⎦ =

1
3
I

Example 1.10

Let T be a constant transformation that transforms every vector in three-
dimensional space into the vector e1+e2+e3. Is T a linear transformation?
If yes, find the matrix representation of T.

Solution

Let u and v be two arbitrary vectors in three dimensional space. Then, we
have the following relations:

T(u) = e1 + e2 + e3

T(v) = e1 + e2 + e3

We need to check if equations (1.37) hold.

T(u + v) = e1 + e2 + e3

T(u) + T(v) = 2(e1 + e2 + e3)

Thus it is clear that T(u + v) �= T (u) + T (v). Therefore, T is not a
linear transformation.
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Problems

1.67 Given a = 2e1 − e2 + 2e3 and b = e + 4e3, determine the products
a · b and a × b using equations (1.33) and (1.35), respectively.

1.68 Given the vector u = e1 − 3e2 + 5e3 and the linear transformation
T represented by the matrix:

T ≡
⎡
⎣ 1 −2 0
−3 5 2
4 3 1

⎤
⎦

Determine the vector v = T(u).

1.69 Consider the linear transformation T represented by the matrix

T ≡
⎡
⎣−3 1 0

4 −2 3
1 4 5

⎤
⎦

What are the three components of the vector T(e2).

1.70 Let T be a linear transformation that transforms every vector u into
a vector v given by v = (u · a)b where a and b are given by:

a = e1 + e2 + e3

b = 2e1 − e2 + e3

Determine the matrix representation of T.

1.71 Let T be a transformation defined by T(u) = αu − e1 where α is
a scalar. Is T a linear transformation? If yes, determine the matrix
representation of T.

1.72 A linear transformation T is represented by the following matrix:

T ≡
⎡
⎣ 1 1 2
−2 3 5
4 −2 5

⎤
⎦

Determine the vectors T(e1) and T(2e1 − e2 + e3).

1.73 Let e1 and e2 be two unit vectors along the coordinate axes x and
y in two-dimensional space. Let R be a transformation that rotates
every vector counterclockwise by an angle θ.
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(a) Show that R is a linear transformation.
(b) Determine the 2 × 2 matrix representation of R.

1.74 Solve Problem 1.21 again using equations (1.33) and (1.35).

1.75 Solve Problem 1.22 again using equations (1.33) and (1.35).

1.6 Cartesian Tensors

A linear transformation as defined in Section 1.5 is called a second-order
tensor. In this section we will study general tensors including second-order
tensors. The discussion will be limited to three-dimensional rectangular
coordinates and Cartesian tensors. Maple has a special package called the
Tensor Package that is invoked with the following command:

> with(tensor);

[Christoffel1 , Christoffel2 , Einstein , Jacobian , Killing eqns , Levi Civita , Lie diff ,
Ricci ,Ricciscalar , Riemann, RiemannF , Weyl , act , antisymmetrize, change basis ,
commutator , compare, conj , connexF , contract , convertNP , cov diff , create,
d1metric, d2metric, directional diff , displayGR, display allGR, dual , entermetric,
exterior diff , exterior prod , frame, geodesic eqns, get char , get compts ,
get rank , init , invars , invert , lin com , lower , npcurve, npspin , partial diff ,
permute indices , petrov , prod , raise, symmetrize, tensorsGR, transform ]

Since second-order tensors can be represented by matrices, the Linear
Algebra Package in Maple can be used also for second-order tensors. How-
ever, the Tensor Package should be used for general tensors.

An orthogonal tensor is a tensor whose inverse is equal to its transpose
(see Example 1.11). Let Q be an orthogonal second-order tensor given by
the following transformation:

e′i = Qmie m (1.47)

where e′i is a transformed coordinate system that can be obtained from e m

by a combination of a rotation and a reflection (see Figure 1.9).
Equation (1.47) can be represented by the following matrix equation:⎡

⎣e′1
e′2
e′3

⎤
⎦ =

⎡
⎣Q11 Q12 Q13

Q12 Q22 Q23

Q13 Q23 Q33

⎤
⎦
⎡
⎣e1

e2

e3

⎤
⎦ (1.48)
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e2

e1

e3

e2'

e1'

e3'

FIGURE 1.9
Coordinate systems em and e′i.

Since the matrix Q is orthogonal, we have Q−1 = QT . Therefore, we
have the following relation:

QQT = QTQ = I (1.49)

Equation (1.49) can be written using indicial notations as follows:

QimQjm = QmiQmj = δij (1.50)

The components of Q are obtained using equation (1.42) as follows:

Qmi = Q(ei) · em (1.51)

However, Q(ei) = e′i (see equation (1.47)). Therefore, equation (1.51)
becomes:
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Qmi = e′i · em = cos(e′i, em) (1.52)

where cos(e′i, em) is the cosine of the angle between the vectors e′i and em.
We will now consider how the components of a general vector v in the

coordinate system em transform to the coordinate system e′i. The compo-
nents of v can be written in each coordinate system using equation (1.38)
as follows:

vm = v · em (1.53a)

v′i = v · e′i (1.53b)

Substituting equation (1.47) into equation (1.53b) and comparing with
equation (1.53a), we obtain:

v′i = Qmivm (1.54)

Equation (1.54) can be written in matrix form as follows:

v′ = QTv (1.55)

When using equation (1.55), it should be noted that v is the vector
with respect to the coordinate system em while v′ is the same vector with
respect to the coordinate system e′i. Equations (1.54) and (1.55) represent
the general transformation law for any vector v.

Next, we will consider how the components of a general second-order
tensor T in the coordinate system em transform to the coordinate system
e′i. The components of T can be written in each coordinate system using
equation (1.42) as follows:

Tmn = T (en) · em (1.56a)

T ′
ij = T (e′j) · e′i (1.56b)

Substituting equation (1.47) into equation (1.56b) we obtain:

T ′
ij = T (Qnj · en) ·Qmiem = QmiQnjT (en) · em (1.57)

Comparing equations (1.56a) and (1.57), we obtain:

T ′
ij = QmiQnjTmn (1.58)

Equation (1.58) can be written in matrix form as follows:

T′ = QTTQ (1.59)

When using equation (1.59), it should be noted that T′ represents the
tensor with respect to the coordinate system e′i (or e′j), while T represents
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the same tensor with respect to the coordinate system em (or en). Equa-
tions (1.58) and (1.59) represent the general transformation law for any
second-order tensor T.

In general, a scalar c is considered a zeroth-order tensor with the trans-
formation law:

c′ = c (1.60a)

A vector v is considered a first-order tensor with the transformation law:

v′i = Qmivm (1.60b)

A second-order tensor T (usually called just a tensor) has the transfor-
mation law:

T ′
ij = QmiQnjTmn (1.60c)

Continuing along the same line, a third-order tensor L has the transfor-
mation law:

L′
ijk = QmiQnjQpkLmnp (1.60d)

A fourth-order tensor M will have the following transformation law:

M ′
ijkl = QmiQnjQpkQqlMmnpq (1.60e)

Higher-order tensors can be defined using a transformation law along the
lines of equations (1.60).

Example 1.11

Let Q be an orthogonal second-order tensor. Show that for any two general
vectors u and v, the following relation holds:

Q(u) · Q(v) = u · v

Solution

Since Q is orthogonal, we have:

QTQ = I

I − QTQ = 0

(I − QTQ)(u) = 0
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v · (I − QTQ)(u) = 0

v · I(u) = v · (QTQ)(u)

v · u = v · QT(Q(u))

v · u = Q(v) · Q(u)

Example 1.12

Let Q be an orthogonal second-order tensor. Show that |Q| = ±1, where
|Q| is the determinant of Q.

Solution

Since Q is orthogonal, we have:

QQT = I

|QQT| = |I|

|Q||QT| = 1

but
|Q| = |QT|

|Q||Q| = 1

|Q|2 = 1

|Q| = ±1

Example 1.13

Suppose that v is a vector and T is a second-order tensor related by the
equation

vi = AijkTjk (1.61)

Show that Aijk are the components of a third-order tensor.
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Solution

Since v is a vector, it transforms according to the relation (see equation
(1.60b)):

v′i = Qmivm (1.62a)

Pre-multiply both sides of equation (1.62a) by Qni and noting that
QniQmi = δnm, we obtain:

Qniv
′
i = δnmvm = vn (1.62b)

Switching indices in equation (1.62b), we obtain:

vi = Qinv
′
n (1.63)

Since T is a second-order tensor, we have the following relation (see
equation (1.60c)):

T ′
ij = QmiQniTmn (1.64a)

Pre-multiplying equation (1.64a) by QpiQqj , we obtain:

QpiQqjT
′
ij = QpiQqjQmiQnjTmn

= δpmδqnTmn

= Tpq (1.64b)

Switching indices (using jk for pq and mn for ij) in equation (1.64b), we
obtain:

Tjk = QjmQknT
′
mn (1.65)

Next, substitute equations (1.63) and (1.65) into equation (1.61) to ob-
tain:

Qinv
′
n = AijkQjmQknT

′
mn (1.66a)

Pre-multiply equation (1.66a) by Qir:

QirQinv
′
n = QirQjmQknAijkT

′
mn (1.66b)

Substituting QirQin = δrn, equation (1.66b) becomes:

v′r = (QirQjmQknAijk)T ′
mn

= A′
rmnT

′
mn (1.67)

where
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A′
rmn = QirQjmQknAijk (1.68)

It should now be clear from equation (1.68) that Aijk are the components
of a third order tensor (see equation (1.60d)).

Example 1.14

A second-order tensor T is symmetric if Tij = Tji, or equivalently, T =
TT. On the other hand, a tensor T is antisymmetric if Tij = −Tji, or
equivalently, T = −TT. Suppose that three second-order tensors A, B,
and C are related by C = A + B, where

A =
1
2
(C + CT ) (1.69a)

B =
1
2
(C − CT ) (1.69b)

Show that A is symmetric tensor (called the symmetric part of C) and
B is an antisymmetric tensor (called the antisymmetric part of C).

Solution

Determine the transpose of both A and B as follows:

AT =
1
2
(C + CT)T =

1
2
(CT + (CT)T)

=
1
2
(CT + C) =

1
2
(C + CT)

= A

Therefore, A is a symmetric tensor.

BT =
1
2
(C − CT)T =

1
2
(CT − (CT)T)

=
1
2
(CT − C) = −1

2
(C − CT)

= −B

Therefore, B is an antisymmetric tensor.
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Problems

1.76 Let T be a second-order tensor that has the following matrix repre-
sentation with respect to e1, e2, and e3:

T ≡
⎡
⎣ 5 −2 0

0 1 4
3 2 3

⎤
⎦

Suppose that the primed coordinate axes e1, e2, and e3 are obtained
by rotating every vector about e3 by an angle of 45◦ counterclockwise.
Determine the matrix representation T′ of T in the primed coordinate
axes.

1.77 Let A and B be two second-order tensors related by the equation
Bij = CijklAkl. Show that Cijkl are the components of a fourth-
order tensor.

1.78 Let Tij be the components of a second-order tensor T. Show that Tii
is a scalar invariant, i.e., show that Tii = T ′

mm with respect to any
orthogonal transformation.

1.79 Check the result given in Problem 1.78 by using the example given in
Problem 1.76, i.e., determine both Tii and T ′

mm and show that they
are equal.

1.80 Let Tij be the components of a second-order tensor T. Show that
TijTij is a scalar invariant, i.e., TijTij = T ′

mnT
′
mn for any orthogonal

transformation.

1.81 Check the results given in Problem 1.80 by using the following matrix
representations for the tensor T and the orthogonal transformation
Q:

T ≡
⎡
⎣ 1 0 −2

5 2 4
3 1 3

⎤
⎦

Q ≡
⎡
⎣ 1 0 0

1 0 1
0 1 0

⎤
⎦

where e′i = Q(e′i). Determine both TijTij and T ′
mnT

′
mn and show

that they are equal.
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1.82 Let T be a second-order tensor represented by the following matrix:

T ≡
⎡
⎣ 3 1 10
−2 5 0
3 5 7

⎤
⎦

Determine the matrix representations of both the symmetric part and
the antisymmetric part of T. (Hint : Use Example 1.14)

1.83 Let Eijkl be the components of a fourth-order tensor. Show that
Eijmm are the components of a second-order tensor.

1.84 Let Aij and Bij be the components of second-order tensors A and
B, respectively. Show that the product AimBmj are the components
of a second-order tensor.

1.85 Let Tijpq = αδijδpq + βδipδjq where α and β are scalars. Show that
Tijpq are the components of a fourth-order tensor.

1.86 Let R be a symmetric second-order tensor that is nonsingular, i.e., it
has an inverse R−1. Show that R−1 is also symmetric.

1.87 The dyadic product uv of two vectors u and v is defined by (uv)(w) =
(v · w)u for any vector w.

(a) Show that uv is a second order tensor.

(b) Show that (uv)ij = uivj .

(c) Determine the matrix representation of uv.

1.88 The transpose TT of a second-order tensor T is defined by the relation
u · T(v) = v · TT(u) for any vectors u and v. Show that (PQ)T =
QTPT for any two second-order tensors P and Q.

1.89 Let A be an antisymmetric tensor. We can find a vector u such that
A(v) = u × v for any arbitrary vector v. The vector u is called the
dual vector or the axial vector of A. Show that u = − 1

2εijkAjkei.

1.90 Let T be a second-order tensor represented by the following matrix:

T =

⎡
⎣ 4 1 1
−3 2 5
4 1 0

⎤
⎦
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(a) Determine the antisymmetric part of T, denoted by TA.

(b) Determine the axial vector of TA (see Problem 1.89).

(c) Check that TA(v) = u× v for v = e1 + e2 + e3.

1.91 Let u and v be two vectors. Show that uivi is a scalar invariant, i.e.,
show that uivi = u′mv

′
m for any orthogonal transformation.

1.92 Show that the determinant of a matrix is a scalar invariant, i.e., show
that |T| = |T′| where T is the matrix of tensor T with respect to
e1, e2, and e3, and T′ is the matrix of T with respect to e′1, e′2, and
e′3.

1.93 Let T be a second-order tensor and let A and B be the symmetric and
antisymmetric parts of T, respectively. Show that u ·T(u) = u ·A(u)
for any vector u, i.e., u ·B(u) = 0.

1.94 Let S be a symmetric second-order tensor. Show that εijkSjk = 0
where εijk is the permutation symbol.

1.95 An isotropic tensor is a tensor which has the same set of components
in all coordinate systems.

(a) Show that all scalars are isotropic tensors.

(b) Any second-order isotropic tensor can be written as αI where α
is a scalar and I is the identity matrix.

1.96 Show that there are no nontrivial first-order isotropic tensors (use
the definition in Problem 1.95).

1.97 Show that any fourth-order isotropic tensor T can be written in com-
ponent form as follows:

Tijmn = α(δijδmn) + β(δimδjn + δinδjm) + γ(δimδjn − δinδjm)

where α, β, and γ are scalars (use the definition in Problem 1.95).

1.98 Let Mij and Nij be components of second-order tensors M and N,
respectively. Suppose Mij and Nij are related by the relation Mij =
PijmnNmn. Show that if Mij is symmetric, then Pijmn = Pjimn.

1.99 Let M, N, and P be related by the same relation given in Problem
1.98, i.e., Mij = PijmnNmn. Show that if N is symmetric and P is
isotropic, then Mij = 2αNij + βNkkδij where α and β are scalars.
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1.7 Eigenvalues and Eigenvectors of Tensors

Eigenvalues and eigenvectors are defined for second-order tensors in a sim-
ilar way to their definition for matrices as described in section 1.3. There-
fore, for any second-order tensor T, the scalar λ is called an eigenvalue of
the tensor if T(V) = λv for any arbitrary vector v. The vector v is called
an eigenvector of T. Usually eigenvectors are normalized as unit vectors.

Let n be a unit eigenvector of the tensor T, then T(n) = λn = λI(n).
Therefore, we have the following equation:

(T − λI)n = 0 (1.70)

Equation (1.70) can be solved only if the determinant of the tensor T−λI
vanishes:

|T− λI| = 0 (1.71)

For a second-order tensor T, equation (1.71) is a cubic polynomial equa-
tion in λ – called the characteristic polynomial of T. The three roots of
the characteristic polynomial are the eigenvalues of the tensor T.

The eigenvalues of a tensor are also called the principal values of the
tensor, while the eigenvectors are called the principal directions of the
tensor. The characteristic polynomial of a tensor T as given in equation
(1.71) can be written explicitly as follows:

λ3 − I1λ
2 + I2λ− I3 = 0 (1.72)

where I1, I2, and I3 are called the scalar invariants of T, given by:

I1 = Tii

I2 =
1
2

(TiiTjj − TijTji)

I3 = |T| (1.73)

It should be noted that the scalar invariants of T remain unchanged
regardless of the base vectors or coordinate system used.

Example 1.15

Let T be a second-order real symmetric tensor. Show that if the eigenval-
ues of T are all distinct, then the principal directions of T are mutually
perpendicular.
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Solution

Let λ1 and λ2 be two distinct eigenvalues (i.e. λ1 �= λ2) of T with the
corresponding eigenvectors n1 and n2. Then we have the following two
equations:

T(n1) = λ1n1

T(n2) = λ2n2 (1.74)

Multiply (dot product) the first equation of (1.74) with n2 and multiply
(dot product) the second equation of (1.74) with n1 to obtain:

n2 · T(n1) = n2 · λ1n1

n1 · T(n2) = n1 · λ2n2 (1.75)

However, n1 · T(n2) = n2 · TT (n1) = n2 · T(n1) since T is symmetric.
Therefore, the two equations (1.75) are identical so that we have:

n2 · λ1n1 = n1 · λ2n2 (1.76)

Equation (1.76) can be re-written as follows:

(λ1 − λ2)(n1 · n2) = 0 (1.77)

Since λ1 �= λ2, we conclude that n1 ·n2 = 0 and thus the two eigenvectors
n1 and n2 are mutually perpendicular.

Example 1.16

Let T be a second-order real symmetric tensor and n1, n2, and n3 be
three unit vectors along the principal directions of T, which are mutually
perpendicular. Let λ1, λ2, λ3 be the corresponding eigenvalues.

(a) Show that the tensor T can be represented along the principal direc-
tions with a diagonal matrix of the form:

T ≡
⎡
⎣λ1 0 0

0 λ2 0
0 0 λ3

⎤
⎦
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(b) Show that, in this case, the scalar invariants of T are given by:

I1 = λ1 + λ2 + λ3

I2 = λ, λ2 + λ2λ3 + λ3λ1

I3 = λ1λ2λ3

Solution

(a) In order to determine the matrix representation of T, we use equation
(1.42) as follows:

T11 = T(n1) · n1 = λ1n1 · n1 = λ1

T12 = T(n2) · n1 = λ2n2 · n1 = 0
T13 = T(n3) · n1 = λ3n3 · n1 = 0
T21 = T(n1) · n2 = λ1n1 · n2 = 0
T22 = T(n2) · n2 = λ2n2 · n2 = λ2

T23 = T(n3) · n2 = λ3n3 · n2 = 0
T31 = T(n1) · n3 = λ1n1 · n3 = 0
T32 = T(n2) · n3 = λ2n2 · n3 = 0
T33 = T(n3) · n3 = λ3n3 · n3 = λ3

Therefore, we have;

T ≡
⎡
⎣λ1 0 0

0 λ2 0
0 0 λ3

⎤
⎦

(b) Using equations (1.73) for the scalar invariants and applying them to
the diagonal matrix above, we obtain:

I1 = Tii = λ1 + λ2 + λ3

I2 = 1
2 (TiiTjj − TijTji)

First calculate TijTji:

TijTji = T1jTj1 + T2jTj2 + T3jTj3

= T11T11 + T12T21 + T13T31

+ T21T12 + T22T22 + T23T32

+ T31T13 + T32T23 + T33T33

= λ2
1 + λ2

2 + λ2
3
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I2 =
1
2
[
(λ1 + λ2 + λ3) (λ1 + λ2 + λ3) −

(
λ2

1 + λ2
2 + λ2

3

)]
=

1
2
(
λ2

1 + 2λ1λ2 + 2λ1λ3 + λ2
2 + 2λ2λ3 + λ2

3 − λ2
1 − λ2

2 − λ2
3

)
= λ1λ2 + λ2λ3 + λ3λ1

I3 = |T| = λ1

∣∣∣∣λ20
0λ3

∣∣∣∣− 0 + 0

= λ1λ2λ3 (1.78)

Example 1.17

Let T be a second-order real symmetric tensor represented by the following
matrix with respect to some particular coordinate system:

T ≡
⎡
⎣ 3 −1 0
−1 2 5
0 5 2

⎤
⎦

Determine the eigenvalues and the corresponding eigenvectors of T.

Solution

Applying equation (1.71), we obtain:

|T− λI| =

∣∣∣∣∣∣
3 − λ −1 0
−1 2 − λ 5
0 5 2 − λ

∣∣∣∣∣∣ = 0

(3 − λ)
∣∣∣∣2 − λ 5

5 2 − λ

∣∣∣∣+ 1
∣∣∣∣−1 5

0 2 − λ

∣∣∣∣ = 0

(3 − λ)[(2 − λ)2 − 25] + λ− 2 = 0

Simplifying the above equation, we obtain:

λ3 − 7λ2 − 10λ+ 66 = 0

The three roots of the above cubic equation are the eigenvalues of T
given by:

λ1 = −3.1
λ2 = −3.0
λ3 = −7.1
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The eigenvectors are then obtained by substituting each λ obtained into
equation (1.70) and solving for n in each case. Therefore, the three eigen-
vectors are obtained as follows:

n1 ≡ [0.11640.7080− 0.6965]T

n2 ≡ [−0.9784− 0.0390− 0.2032]T

n3 ≡ [0.1710− 0.7051− 0.6882]T

Problems

1.100 Determine the eigenvalues and the corresponding eigenvectors for the
second-order tensor T which is represented by the following matrix
with respect to some particular coordinate system:

T ≡
⎡
⎣ 1 0 1

0 2 0
1 0 3

⎤
⎦

1.101 Let T be a second-order real and symmetric tensor. Show that the
eigenvalues of T include the maximum and minimum values that the
diagonal elements of any matrix representation of T can have.

1.102 Consider the tensor T given in the Example 1.17. Determine the
scalar invariants of T and find the eigenvalues using equation (1.72).

1.103 Let T be a second-order tensor represented by the following matrix
with respect to some particular coordinate system:

T ≡
⎡
⎣1 0 0

0 2 3
0 3 −2

⎤
⎦

Can the tensor T be represented by the following matrix with respect
to some other coordinate system (Hint : Use eigenvalues):

⎡
⎣ 1 −1 0
−1 0 5
0 5 2

⎤
⎦
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1.104 Let T be a second-order tensor represented by the following matrix
with respect to some particular coordinate system:

T ≡
⎡
⎣1 2 2

2 3 5
2 5 −1

⎤
⎦

Determine the diagonal matrix representation of T given in Example
1.16.

1.105 Show that the three scalar invariants I1, I2, and I3 of equations (1.73)
are scalars.

1.106 Determine the eigenvalues and eigenvectors of an antisymmetric ten-
sor T represented by the following matrix with respect to some par-
ticular coordinate system:

T ≡
⎡
⎣ 0 0 1

0 0 0
−1 0 0

⎤
⎦

1.107 Consider the antisymmetric tensor T of Problem 1.106 above. Show
that the eigenvectors corresponding to nonzero eigenvalues satisfy
v · v = 0. Show also that this property holds for all antisymmetric
tensors.

1.108 Solve Example 1.17 again using Maple.

1.109 Solve Problem 1.100 again using Maple.

1.110 Solve Problem 1.103 again using Maple.

1.111 Solve Problem 1.104 again using Maple.

1.112 Solve Problem 1.106 again using Maple.

1.8 Tensor Calculus

In this section we study tensor functions of second-order tensors including
tensor differentiation and integration. Let T(t) be a tensor-valued function
of a scalar t. We will denote T(t) here by just T. The tensor derivative
dT/dt is a tensor defined by:
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dT
dt

=
lim
∆t → 0

T (t+ ∆t) − T (t)
∆t

(1.79)

The following identities related to the tensor derivative can be easily
proved:

d

dt
(T + S) =

dT
dt

+
dS
dt

(1.80a)

d

dt
(α (t)T) =

dα

dt
T + α

dT
dt

(1.80b)

d

dt
(TS) =

dT
dt

S + T
dS
dt

(1.80c)

d

dt
(T (a)) =

dT
dt

(a) + T
(
da
dt

)
(1.80d)

d

dt

(
TT
)

=
(
dT
dt

)T
(1.80e)

In the above equations, T and S are second-order tensors, a is a vector,
and α (t) is a scalar function.

Let Φ (r) be a scalar-valued function of the position vector r, i.e., Φ (r)
is a scalar field. Define the gradient of Φ, defined as a vector, denoted by
∇Φ as follows:

∇Φ · dr = dΦ = Φ (r + dr) − Φ (r) (1.81)

Dividing the above equation by dr (the magnitude or length of dr), we
obtain:

(
dΦ
dr

)
in e−direction

= ∇Φ · e (1.82)

where e = dr/dr is a unit vector along dr. Equation (1.81) means that
the rate of change of Φ along dr (the directional derivative) is equal to the
component of ∇Φ in the direction of e.

Applying equation (1.81) along each of the e1, e2, and e3 directions, we
obtain:

(
dΦ
dr

)
in e1−direction

=
∂Φ
∂x1

= ∇Φ · e1 = (∇Φ)1 (1.83a)

(
dΦ
dr

)
in e2−direction

=
∂Φ
∂x2

= ∇Φ · e2 = (∇Φ)2 (1.83b)
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(
dΦ
dr

)
in e3−direction

=
∂Φ
∂x3

= ∇Φ · e3 = (∇Φ)3 (1.83c)

Thus the vector ∇Φ can be written in terms of its components as follows:

∇Φ =
∂Φ
∂xi

ei =
∂Φ
∂x1

e1 +
∂Φ
∂x2

e2 +
∂Φ
∂x3

e3 (1.84)

Geometrically, the gradient vector bf∇Φ is normal to the surface of
constant Φ because in this case dΦ = 0 for any dr tangent to the surface.
Thus ∇Φ · dr = 0 and ∇Φ is normal to the tangent to the surface.

Let v (r) be a vector-valued function of the position vector r, i.e. v(r) is
a vector field. We define the gradient of v, a second-order tensor, denoted
by ∇v as follows:

(∇v) (dr) = dv = v (r + dr) − v(r) (1.85)

Dividing the above equation by dr (the length of dr), we obtain:(
dv
dr

)
in e−direction

= (∇v) (e) (1.86)

where e = dr/dr is a unit vector along dr. Next, we will obtain the
components of the gradient tensor ∇v as follows:

(∇v)11 = e1 · (∇v) (e1) = e1 · ∂v
∂x1

=
∂

∂x1
(e1 · v) =

∂

∂x
v1 =

∂v1
∂x1

(1.87)

In general,

(∇v)ij = ei · (∇v) (ej) = ei · ∂v
∂xj

=
∂

∂xj
(ei · v) =

∂vi
∂xj

(1.88)

Thus, the second-order gradient tensor ∇v may be represented by the
following matrix:

∇v ≡

⎡
⎢⎣
∂v1
∂x1

∂v1
∂x2

∂v1
∂x3

∂v2
∂x1

∂v2
∂x2

∂v2
∂x3

∂v3
∂x1

∂v3
∂x2

∂v3
∂x3

⎤
⎥⎦ (1.89)

Let v(r) be a vector field as defined above. The divergence of v(r),
denoted by div v, is defined to be a scalar field as follows:

divv = tr (∇v) (1.90)
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where tr is the trace of a second-order tensor. Substituting equation (1.88)
into equation (1.89), we obtain:

divv =
∂v1
∂x1

+
∂v2
∂x2

+
∂v3
∂x3

=
∂vi
∂xi

(1.91)

Let T(r) be a second-order tensor-valued function of the position vector
r, i.e., T(r) is a tensor field. The divergence of T, denoted by div T, is a
vector field defined by:

(divT) · a = div(TT (a)) − tr(TT (∇a)) (1.92)

Let b = div T. To determine the components bi of div T, we obtain:

bi = b · ei = div
(
TT (ei)

)− tr
(
TT (∇ei)

)
= div (Timem) − tr

(
TT (0)

)
= div (Timem)

=
∂Tim
∂xm

(1.93)

Note in equation (1.92) that ∇ei = 0 (see equation (1.87). Therefore,
div T is a vector defined by:

divT =
∂Tim
∂xm

ei (1.94)

Let v(r) be a vector field as defined above. The curl of v, denoted by
curlv, is a vector field defined by:

curlv = 2tA (1.95)

where tA is the dual vector of the antisymmetric part of ∇v, i.e., ((∇v)A.
See Problem 1.89 for the definition of the dual vector for an antisymmetric
tensor.

Using equation (1.88), (∇v)A is obtained as follows:

(∇v)A ≡

⎡
⎢⎢⎢⎣

0 1
2

(
∂v1
∂x2

− ∂v2
∂x1

)
1
2

(
∂v1
∂x3

− ∂v3
∂x1

)
− 1

2

(
∂v1
∂x2

− ∂v2
∂x1

)
0 1

2

(
∂v2
∂x3

− ∂v3
∂x2

)
− 1

2

(
∂v1
∂x3

− ∂v3
∂x1

)
− 1

2

(
∂v2
∂x3

− ∂v3
∂x2

)
0

⎤
⎥⎥⎥⎦ (1.96)

The curl of v is then obtained as follows:

curlv =
(
∂v3
∂x2

− ∂v2
∂x3

)
e1 +

(
∂v1
∂x3

− ∂v3
∂x1

)
e2 +

(
∂v2
∂x1

− ∂v1
∂x2

)
e3 (1.97)
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Example 1.18

Prove equation (1.79a)

Solution

d

dt
(T + S) =

lim
∆t→ 0

(T + S) (t+ ∆t) − (T + S) (t)
∆t

=
lim

∆t→ 0
T (t+ ∆t) + S (t+ ∆t) − T(t) − S(t)

∆t

= lim
∆t→ 0

T(t+ ∆t) − T(t)
∆t

+ lim
∆t→ 0

S(t+ ∆t) − S(t)
∆t

=
dT
dt

+
dS
dt

Example 1.19

Given the scalar field Φ = x2 +2yz−3z2, determine the vector n = −α∇Φ
where α is a scalar.

Solution

∇Φ =
∂Φ
∂x

e1 +
∂Φ
∂y

e2 +
∂Φ
∂z

e3

= 2xe1 + 2ze2 + (2y − 6z)e3

n = −2α[xe1 + ze2 + (y − 3z)e3]

Example 1.20

Consider the vector field v = x2e1 + y2e2 + z2e3. Determine the matrix
representation of the tensor ∇v at the point (1,1,1).

Solution

∇v ≡

⎡
⎢⎣
∂v1
∂x

∂v1
∂y

∂v1
∂z

∂v2
∂x

∂v2
∂y

∂v2
∂z

∂v3
∂x

∂v3
∂y

∂v3
∂z

⎤
⎥⎦

where
v1 = e1 · v = x2

v2 = e2 · v = y2

v3 = e3 · v = z2
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∇v =

⎡
⎣ 2x 0 0

0 2y 0
0 0 2z

⎤
⎦

At the point (1,1,1),

∇v =

⎡
⎣2 0 0

0 2 0
0 0 2

⎤
⎦ = 2I

Example 1.21

Let Φ be a scalar field and v be a vector field. Prove the following relation:

div(Φv) = ∇Φ · v + Φ(divv)

Solution

ldiv(Φv) = tr(∇ (Φv))

=
∂ (Φv1)
∂x1

+
∂ (Φv2)
∂x2

+
∂ (Φv3)
∂x3

= Φ
∂v1
∂x1

+
∂Φ
∂x1

v1 + Φ
∂v2
∂x2

+
∂Φ
∂x2

v2 + Φ
∂v3
∂x3

+
∂Φ
∂x3

v3

=
(
∂Φ
∂x1

v1 +
∂Φ
∂x2

v2 +
∂Φ
∂x3

v3

)
+
(

Φ
∂v1
∂x1

+ Φ
∂v2
∂x2

+ Φ
∂v3
∂x3

)
= ∇Φ · v + Φ(divv)

Example 1.22

Consider the vector field v given in Example 1.20. Determine div v and
curl v at the point (1,1,1).

Solution

divv =
∂v1

∂x
+
∂v2

∂y
+
∂v3

∂z
= 2 + 2 + 2 = 6

curl v =
(
∂v3
∂y

− ∂v2
∂z

)
e1 +

(
∂v1
∂z

− ∂v3
∂x

)
e2 +

(
∂v2
∂x

− ∂v1
∂y

)
e3

= (0) e1 + (0) e2 + (0) e3
= 0
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Problems

1.113 Prove equations (1.79b), (1.79c), (1.79d), and (1.79e).

1.114 Given the scalar field Ψ (x, y, z) = 2xyz, determine the gradient vec-
tor ∇Ψ.

1.115 Given the vector field v = xye1 + xze2 + yze3, determine ∇ v, div
v, and curl v.

1.116 For a general scalar field Φ, show that curl(∇Φ) = 0.

1.117 For a general vector field v, show that div(curl v) = 0.

1.118 Let Φ and Ψ be two general scalar fields. Show that ∇ (Φ + Ψ) =
∇Φ + ∇Ψ.

1.119 Let u and v be two general vector fields. Show that div(u + v) =
div u + div v.

1.120 Prove equation (1.96).

1.121 For any general vector field v, show that curl(curlv) = ∇ (div v) -
∇ (∇v).

1.122 Show that (curlv)i = εijk
∂vk

∂xj
where v is a general vector field.

1.123 Define the Laplacian ∇2v of a vector field v as ∇2 = ∇ (∇v). Show
that

(∇2v
)
j

= ∂2vj

∂xi∂xi
.

1.124 Let Φ and Ψ be two general scalar fields. Show that ∇ (ΦΨ) =
(∇Φ)Ψ + Φ (∇Ψ).

1.125 Let v be a vector field given by v = x2ye1+xy2e2+z2e3. Determine
the maximum value of

∣∣dv
dr

∣∣ at the point (1,2,3).

1.126 Let f = f(φ, ψ) be a scalar function where φ and ψ are scalar fields.
Show that the following relation holds:

∇f =
∂f

∂φ
∇φ+

∂f

∂ψ
∇ψ

1.127 Let Φ be a scalar field given by Φ = eaz
3
sin(bx) cosh(cy) where a, b,

and c are scalars. Determine the vector v = −∇Φ.

1.128 Find a vector normal to the surface xy− z = 1 at the point (2, 1, 1).
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1.129 Let r be the position vector for a general point (x, y, z) in three-
dimensional space. Show that:

(a) div r = 3

(b) curl r = 0

(c) div (r−3r) = 0

where r is the length of the vector r.

1.130 Let r be the radius vector of a typical point in a field and r be the
length of r. Show that:

(a) div (rnr) = (n+ 3) rn

(b) curl (rnr) = 0

(c) ∇ (∇ (rn)) = n (n+ 1) rn−2

1.131 Let Φ be a general scalar field and let T be a general tensor field.
Show that the following relation holds:

div (ΦT) = T (∇Φ) + ΦdivT

1.132 Let T be a symmetric tensor and S be an antisymmetric tensor. Show
that tr(TS) = 0.

1.133 Let Q(t) be an orthogonal tensor. Show that dQ
dt Q

T is an antisym-
metric tensor.

1.134 Use polar coordinates with er and eθ representing unit vectors in the
coordinate directions of r and θ, respectively. We have the position
vector r and dr given by:

r = rer

dr = drer + rdθeθ

where r and dr are the lengths of r and dr, respectively, and the
vectors er and eθ are given by the following two equations:

er = cos θe1 + sin θe2

eθ = − sin θe1 + cos θe2

Prove the following relations using polar coordinates:
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(a)

∇f =
∂f

∂r
e r +

1
r

∂f

∂θ
eθ

where f is a scalar valued function, i.e., f ≡ f(r, θ).

(b) ∇v is represented by the following matrix:

∇v ≡
[
∂vr

∂r
1
r

(
∂vr

∂θ − vθ
)

∂vθ

∂r
1
r

(
∂vθ

∂θ + vr
) ]

where v is a vector field, i.e. v = vre r + vθeθ and both vr and
vθ are scalar functions, i.e. vr(r, θ) and vθ(r, θ).

(c) div v = ∂vr

∂r + 1
r

(
∂vθ

∂θ + vr
)

(d) curl v =
(
∂vθ

∂r + vθ

r − 1
r
∂vr

∂θ

)
e3

(e)

(divT)r =
∂Trr
∂r

+
1
r

∂Trθ
∂θ

+
Trr − Tθθ

r

(divT)θ =
∂Tθr
∂r

+
1
r

∂Tθθ
∂θ

+
Trθ + Tθr

r

where T is a tensor field, represented by the matrix:

T ≡
[
Trr Trθ
Tθr Tθθ

]

1.9 Maple Tensor Commands

In this section we present the commands for many tensor operations ap-
pearing in sections 1.6, 1.7, and 1.8. Concerning section 1.7 on eigenvalues
and eigenvectors of second-order tensor, we can determine the eigenvalues
and the eigenvectors of their corresponding matrix representation. This
can be performed using the Maple commands eigenvals and eigenvects.
See section 1.3 for more details on these two commands.

Next, we present the three Maple commands grad, diverge and curl for
the vector and tensor operations in section 1.8. The Maple command grad
is used to determine the gradient vector of a scalar function. This is illus-
trated by the following example:
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> grad(x^2+y^2+z^2,[x,y,z]);

[2 x, 2 y, 2 z]
> sf:=f(x,y,z);

sf := f(x, y, z)
> grad(sf,[x,y,z]);[

∂
∂x f(x, y, z), ∂

∂y f(x, y, z), ∂
∂z f(x, y, z)

]

In performing the above commands, you must invoke the linear algebra
package first using the command with(linalg);.

The Maple command diverge determines the divergence of vector func-
tions. The following examples illustrate the use of this command:

> diverge([x*cos(y),y*cos(x),z],[x,y,z]);

cos(y) + cos(x) + 1
> vf:=[fx(x,y,z),fy(x,y,z),fz(x,y,z)];

vf := [fx(x, y, z), fy(x, y, z), fz(x, y, z)]
> diverge(vf,[x,y,z]);

( ∂∂x fx(x, y, z)) + ( ∂∂y fy(x, y, z)) + ( ∂∂z fz(x, y, z))

The Maple command curl is used to calculate the curl of a vector func-
tion. The following examples illustrate the use of this command:

> curl([x*cos(y),y*cos(x),z],[x,y,z]);

[0, 0, −y sin(x) + x sin(y)]
> vf:=[fx(x,y,z),fy(x,y,z),fz(x,y,z)];

vf := [fx(x, y, z), fy(x, y, z), fz(x, y, z)]
> curl(vf,[x,y,z]);[
( ∂∂y fz(x, y, z)) − ( ∂∂z fy(x, y, z)), ( ∂∂z fx(x, y, z)) − ( ∂∂x fz(x, y, z)),

( ∂∂x fy(x, y, z)) − ( ∂∂y fx(x, y, z))
]

Finally, it should be noted that all three commands grad, diverge, and
curl can be used for non-Cartesian coordinates, like cylindrical coordinates.
This will be explored further in Problems 1.144 and 1.145.
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Problems

1.135 Let Φbe a scalar function given by Φ(x, y, z) = x cos y + y cos z +
z cosx. Determine the gradient vector ∇Φ using Maple.

1.136 Solve Example 1.19 again using Maple.

1.137 Solve Problem 1.114 again using Maple.

1.138 Let u be a vector field given by u =
(
x2 − y2

)
e1 +

(
z2 − x2

)
e2 +(

y2 − z2
)
e3. Determine the three quantities ∇u, div u and curlu

using Maple.

1.139 Solve Example 1.20 again using Maple.

1.140 Solve Example 1.22 again using Maple.

1.141 Solve Problem 1.115 again using Maple.

1.142 Solve Problem 1.127 again using Maple.

1.143 Solve Problem 1.128 again using Maple.

1.144 Let v be a vector field given as follows in cylindrical coordinates,
v = r cos θe1 + r sin θe2 + re3, where r and θ are scalars. Determine
∇v, div v and curlv using Maple.

1.145 Solve Problem 1.134 again using Maple.
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2

Elasticity Theory

In this chapter we present a summary of the theory of elasticity including
the concepts of force, deformation, stress, and strain. This is achieved us-
ing both the material description and the spatial description. The theory
of elasticity is reviewed in this chapter based on the book of Lai et al.(1984).

2.1 Motion of a Continuum

Consider a body occupying a certain region of space at time t = to. Let X
denote the position vector of a particle in the body measured from an origin
point O (see Figure 2.1). Then, the motion of every particle is described
by the equation

x = x(X, t)

X = x(X, to) (2.1)

where X denotes the position of the particle at t = to.
During the motion of a continuum, we describe it using either one of two

approaches as follows:

1. By following the particles, i.e., we express the variables as functions
of the particle material coordinates X and time t. This approach is
known as the material description or the Lagrangian description.

2. By observing the changes at fixed locations, i.e., we express the vari-
ables as functions of fixed position x and time t. This approach is
known as the spatial description or the Eulerian description.

Consequently, the coordinates X are called the material coordinates while
the coordinates x are known as the spatial coordinates. Equation 2.1 relates
these two types of coordinates and can be written explicitly as follows:
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x
X

O

P(to)
P(t)

FIGURE 2.1
A particle in a body at times t0 and t with position vectors X and x,

respectively.(Lai et al., 1984)

x1 = x1(X1, X2, X3, t)

x2 = x2(X1, X2, X3, t)

x3 = x3(X1, X2, X3, t) (2.2)

The material description is defined as the time rate of change of a quan-
tity of a material particle. Let D/Dt denote the material derivative. We
next explore the material derivative using both the material description
and the spatial description of motion.

1. Using the material description of a quantity like φ(X, t), then the
material derivative Dφ/Dt is given by:

Dφ

Dt
=
∂φ

∂t

∣∣∣∣
x is fixed

(2.3)

2. Using the spatial description of a quantity like φ(x, t), then the ma-
terial derivative Dφ/Dt is given by:

Dφ

Dt
=
∂φ

∂t

∣∣∣∣
X is fixed

=
∂φ

∂x1

∂x1

∂t
+

∂φ

∂x2

∂x2

∂t
+

∂φ

∂x3

∂x3

∂t
+
∂φ

∂t

∣∣∣∣
x is fixed

(2.4)
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Note in the above equation that ∂xi/∂t = vi where vi is the com-
ponent of the velocity of the particle along xi. Therefore, equation
(2.4) can be written in compact form as follows:

Dφ

Dt
=
∂φ

∂t
+ v · ∇φ (2.5)

where ∇φ is the gradient vector of the quantity φ. Note that equation
(2.5) is valid for all coordinate systems, while equation (2.4) is valid
only for rectangular Cartesian coordinates.

The acceleration of a particle is the material derivative of the velocity
of the particle. The velocity v and acceleration a, at time t, of a
particle X, are defined as follows:

v =
Dx
Dt

(2.6a)

a =
Dv
Dt

(2.6b)

Next, we explore the acceleration of a particle using both the material
description and the spatial description of motion.

1. Using the material description of velocity v(X, t), it is straight for-
ward to compute the acceleration a(X,t) as follows:

a =
Dv
Dt

=
∂v
∂t

∣∣∣∣
X is fixed

(2.7)

2. Using the spatial description of velocity v(x, t), we need to compute
the acceleration a(x, t) as follows:

a =
Dv
Dt

=
Dv1

Dt
e1 +

Dv2

Dt
e2 +

Dv3

Dt
e3 (2.8a)

Dvi
Dt

=
∂vi
∂t

+ vj
∂vi
∂xj

(2.8b)

Therefore, we obtain:

ai =
∂vi
∂t

+ vj
∂vi
∂xj

(2.9)

or equivalently we have:
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a =
∂v
∂t

+ (∇v)v (2.10)

Example 2.1

Given the motion of a body as follows:

x1 = X1

x2 = X2 + αtX1

x3 = X3

where α is constant.
Let the temperature field be given by the spatial description as

T = βx1 + γx2 where β and γ are constants.

a. Determine the material description of temperature T(X1,X2,X3, t).

b. Determine the velocity and rate of change of temperature using both
the material description and the spatial description.

Solution

a.

T (X1, X2, X3, t) = βx1 + γx2

= βX1 + γ(X2 + αtX1)
T = (β + αγt)X1 + γX2

b.

vi =
∂xi
∂t

∣∣∣∣
X is fixed

Therefore, v1 =
∂x1

∂t
= 0

v2 =
∂x2

∂t
= αX1

v3 =
∂x3

∂t
= 0

The above equations represent the material description of velocity.
The following is the spatial description:
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v1 = 0
v2 = αx1

v3 = 0

The rate of change of temperature ∂θ/∂t is given as follows in both
descriptions:

∂θ

∂t
= αγX1 using the material description

∂θ

∂t
= αγx1 using the spatial description

Example 2.2

Given the following motion

x1 = X1

x2 = X2

x3 = X3 + αt

etermine the velocity and acceleration of a particle using both the material
description and spatial description where α is a constant.

Solution

In the material description, we have:

v1 = 0
v2 = 0
v3 = α
a1 = 0
a2 = 0
a3 = 0

sing the spatial description, we have:

v1 = 0
v2 = 0
v3 = α
a1 = 0
a2 = 0
a3 = 0
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Problems

2.1. Given the following motion using the material description:

x1 = X1 + βX1

x2 = X2 + αX2

x3 = X3

where α and β are constants. Write the motion using the spatial
description.

2.2. Describe the motion given in problem 2.1 geometrically.

2.3. Consider the motion given in problem 2.1.

(a) Determine the velocity field using the material description.

(b) Determine the velocity field using the spatial description.

(c) Determine the acceleration field using the material description.

(d) Determine the acceleration field using the spatial description.

2.4. Consider the motion given in Problem 2.1. Let φ be a scalar field
given by φ = x1 − x2 + 2x3.

(a) Determine the material description of φ.

(b) Determine the rate of change of φ using the material description.

(c) Determine the rate of change of φ using the spatial description.

2.5. Consider a velocity field given by:

v1 =
x1

1 − t

v2 =
x2

1 − t

v3 =
x3

1 − t

Determine the acceleration field.

2.6. Consider the velocity field of problem 2.5. Determine the motion
x = x(X, t).
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2.7. Consider the following motion:

x1 = X1 − α1t

x2 = X2 − α2t

x3 = X3 − α3t

where α1, α2 and α3 are constants.

(a) Determine the motion using the spatial description.

(b) Determine the velocity field using both the material description
and the spatial description.

(c) Determine the acceleration field using both the material descrip-
tion and the spatial description.

2.8. Consider the motion of Problem 2.7. Let φ be a scalar field given by
φ = x1x2x3.

(a) Determine the material description of φ.

(b) Determine Dφ
Dt using both the material description and the spa-

tial description.

2.2 Deformation and Strain

Let a body deform from an initial configuration at to to a final configu-
ration at t (see Figure 2.2). Let P and Q be two points separated by an
infinitesimal distance dX initially and dx finally. Point P undergoes a
displacement u such that:

x = X + u(X, t) (2.11)

The neighboring point Q has a displacement u(X + dX, t) according to
the equation:

dx = dX + u(X + dX, t) − u(X, t) (2.12)

The above equation is clear from the geometry shown in Figure 2.2.
Equation (2.12) can be rewritten as follows:

dx = dX + (∇u)dX (2.13)
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x
X

O

P(to)
P(t)

dx

dX

Q(to)

Q(t)

u(X)

u(X + dX)

FIGURE 2.2
Deformation of a body between t0 and t.(Lai et al., 1984)

where ∇u is a second-order tensor called the displacement gradient. The
tensor ∇u has the following matrix representation:

∇u ≡

⎡
⎢⎣
∂u1
∂X1

∂u1
∂X2

∂u1
∂X3

∂u2
∂X1

∂u2
∂X2

∂u2
∂X3

∂u3
∂X1

∂u3
∂X2

∂u3
∂X3

⎤
⎥⎦ (2.14)

It is clear from equation (2.13) that if dx = dX, then ∇u = 0. This
special case corresponds to a rigid body motion.

Consider now two material vectors dX1 and dX2 at point P. After defor-
mation, they become dx1 and dx2, respectively, such that (from equation
(2.13)):

dx1 = dX1 + (∇u)(dX1) (2.15a)

dx2 = dX2 + (∇u)(dX2) (2.15b)

Consider now the dot product dx1 · dx2:

dx1 · dx2 = dX1 · dX2 + dX1 · (∇u)(dX2)
+ dX2 · (∇u)(dX1) + [(∇u)(dX1)] · [(∇u)(dX2)] (2.16)

Simplifying equation (2.16) we obtain:
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dx1 · dx2 = dX1 · dX2 + dX1 · [(∇u) + (∇u)T + (∇u)T(∇u)](dX2) (2.17)

Define the second-order tensor E∗ as follows:

E =
1
2
[(∇u) + (∇u)T + (∇u)T(∇u)] (2.18)

Next we substitute equation (2.18) into equation (2.17) to obtain:

dx1 · dx2 = dX1 · dX2 + 2dX1 ·E∗(dX2) (2.19)

It is clear from equation (2.19) that if E∗ = 0, then dx1 ·dx2 = dX1 ·dX2,
i.e., E∗ characterizes the deformation of the neighborhood of the particle
P. The tensor E∗ is called the Lagrangian Strain Tensor.

Using equation (2.18), we can write the components of E∗ with respect
to rectangular Cartesian coordinates as follows:

E∗
ij =

1
2
(
∂ui

∂Xj
+
∂uj

∂Xi
+
∂uk

∂Xi

∂uk

∂Xj
) (2.20)

Equations (2.18) and (2.20) apply to general cases of deformation involv-
ing large strains. For the special case of small strains and small deforma-
tions, the term (∇u)T(∇u) can be neglected. Therefore, equation (2.18)
becomes:

E∗ ∼= 1
2
[(∇u) + (∇u)T] = (∇u)S (2.21)

where (∇u)S is the symmetric part of ∇u.
Let E denote the strain tensor for small deformation, also called the

infinitesimal strain tensor. Then equations (2.19) and (2.21) become:

dx1 · dx2 = dX1 · dX2 + 2dX1 ·E(dX2) (2.22)

E =
1
2
[(∇u) + (∇u)T] (2.23)

It should be noted that the anti-symmetric part of ∇u is called the
infinitesimal rotation tensor or just the rotation tensor, denoted Ω and
given by :

Ω =
1
2
[
(∇u) − (∇u)T

]
(2.24)

The angle and axis of the rotation is determined by the dual vector of
Ω.
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Next, we write the components of E explicitly as follows (see equation
(2.20)):

Eij =
1
2

(
∂ui

∂Xj
+
∂uj

∂Xi

)
(2.25)

The matrix representation of E is given as follows:

E ≡

⎡
⎢⎢⎢⎣

∂u1
∂X1

1
2

(
∂u1
∂X2

+ ∂u2
∂X1

)
1
2

(
∂u1
∂X3

+ ∂u3
∂X1

)
1
2

(
∂u1
∂X2

+ ∂u2
∂X1

)
∂u2
∂X2

1
2

(
∂u2
∂X3

+ ∂u3
∂X2

)
1
2

(
∂u1
∂X3

+ ∂u3
∂X1

)
1
2

(
∂u2
∂X3

+ ∂u3
∂X2

)
∂u3
∂X3

⎤
⎥⎥⎥⎦ (2.26)

Next, we will discuss the rate of deformation. Consider a material seg-
ment dx at a material point P located at x at time t. Using x = x(X, t)
we can obtain:

dx = x(X + dX, t) − x(X, t) (2.27)

Therefore, the material derivative D
Dt (dx) is obtained as follows:

D
Dt

(dx) = v(X + dX, t) − v(X, t) = (∇Xv)(dX) (2.28)

where (∇Xv) is the gradient of v with respect to the material coordinate
X. Equation (2.28) represents the material derivative D

Dt (dx) using the
material description. We write now D

Dt (dx) using the spatial description as
follows:

D
Dt

(dx) = v(x + dx, t) − v(x, t) = (∇xv)(dx) (2.29)

where (∇xv) is the spatial gradient of velocity. We will use ∇v instead
of ∇xv to denote this spatial gradient in the following derivations. The
matrix representation of ∇v is given as follows:

∇v ≡

⎡
⎢⎣
∂v1
∂x1

∂v1
∂x2

∂v1
∂x3

∂v2
∂x1

∂v2
∂x2

∂v2
∂x3

∂v3
∂x1

∂v3
∂x2

∂v3
∂x3

⎤
⎥⎦ (2.30)

In general, ∇v can be decomposed into its symmetric and anti-symmetric
parts as follows:

∇v = D + W (2.31)

where D is called the rate of deformation tensor given by:
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D =
(∇v) + (∇v)T

2
(2.32)

and W is called the spin tensor given by:

W =
(∇v) − (∇v)T

2
(2.33)

The matrix representations of both D and W are given explicitly as
follows based on equations (2.32) and (2.33):

D ≡

⎡
⎢⎢⎢⎣

∂v1
∂x1

1
2

(
∂v1
∂x2

+ ∂v2
∂x1

)
1
2

(
∂v1
∂x3

+ ∂v3
∂x1

)
1
2

(
∂v1
∂x2

+ ∂v2
∂x1

)
∂v2
∂x2

1
2

(
∂v2
∂x3

+ ∂v3
∂x2

)
1
2

(
∂v1
∂x3

+ ∂v3
∂x1

)
1
2

(
∂v2
∂x3

+ ∂v3
∂x2

)
∂v3
∂x3

⎤
⎥⎥⎥⎦ (2.34)

W ≡

⎡
⎢⎢⎢⎣

0 1
2

(
∂v1
∂x2

− ∂v2
∂x1

)
1
2

(
∂v1
∂x3

− ∂v3
∂x1

)
− 1

2

(
∂v1
∂x2

− ∂v2
∂x1

)
0 1

2

(
∂v2
∂x3

− ∂v3
∂x2

)
− 1

2

(
∂v1
∂x3

− ∂v3
∂x1

)
− 1

2

(
∂v2
∂x3

− ∂v3
∂x2

)
0

⎤
⎥⎥⎥⎦ (2.35)

Example 2.3

Given the following displacement field:

u1 = 0.001X2
2

u2 = 0
u3 = 0

Determine the infinitesimal strain tensor E.

Solution

First, determine the matrix representation of ∇u as follows:

∇u ≡
⎡
⎣ 0 0.002X2 0

0 0 0
0 0 0

⎤
⎦

The infinitesimal strain tensor is then obtained as the symmetric part of
∇u:

E = (∇u)S ≡
⎡
⎣ 0 0.001X2 0

0.001X2 0 0
0 0 0

⎤
⎦
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Example 2.4

Given the following velocity field:

v1 = αx2

v2 = 0
v3 = 0

Determine the rate of deformation tensor D and the spin tensor W.

Solution

First, we determine the matrix representation of ∇v as follows:

∇v ≡
⎡
⎣ 0 α 0

0 0 0
0 0 0

⎤
⎦

Then, the tensors D and W are determined as the symmetric and anti-
symmetric parts of ∇v, respectively, as follows:

D = (∇v)S =

⎡
⎣ 0 α

2 0
α
2 0 0
0 0 0

⎤
⎦

W = (∇v)A =

⎡
⎣ 0 α

2 0
−α

2 0 0
0 0 0

⎤
⎦

Problems

2.9. Given the following displacement field:

u1 = k1X2
2

u2 = k2X2
1

u3 = 0

where k1 and k2 are constants. Determine the infinitesimal strain
tensor E.

2.10. Consider the displacement field given in Problem 2.9. Using the strain
tensor E, determine the unit elongation for the material elements
dX1 = dX1e1 and dX2 = dX2e2 which were at the point (1,1,0) of a
unit square. Also, determine the decrease in angle between these two
elements.
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2.11. Given the following displacement field:

u1 = α(X2
1 + βX2

2)
u2 = α(X2

1 − βX2
2)

u3 = 0

where α = 1 × 10−4 and β = 2.

(a) Determine the unit elongations and the change of angle for two
material elements dX1 = dX1e1 and dX2 = dX2e2 that emanate
from a particle designated by X = e1 + e2.

(b) Determine the deformed position of these two elements dX1 and
dX2.

2.12. Consider the following displacement field:

u1 = 0
u2 = αX2

u3 = 0

where α = 1 × 10−3. Let this displacement field act on a unit cube,
with its edges parallel to the coordinate axes. Determine the increase
in length of the diagonal AB (see Figure 2.3).

2.13. Given the following velocity field:

v1 = α1(x1 + x2)
v2 = α2(x1 − x2)
v3 = 0

where α1 and α2 are scalars. Determine the rate of deformation
tensor and spin tensor.

2.14. Consider the velocity field given in Problem 2.13.

(a) Determine the rate of extension of the material elements:

dx1 = (ds1)e1

dx2 = (ds2)e2

dx = dl(2e1 + e2)

(b) Determine the maximum and minimum rates of extension.

© 2005 by Taylor & Francis Group, LLC



90 Damage Mechanics

A X1

B'

B

1 unit

1 unit

X2

FIGURE 2.3
Unit cube subjected to a displacement field.

2.15. Given the following strain tensor with reference to an x1 - x2 - x3 -
coordinate system:

E ≡
⎡
⎣ 1 2 0

2 5 −1
0 −1 3

⎤
⎦× 10−4

(a) Determine the unit elongation in the direction e1 + e2 + e3.

(b) What is the change of angle between two perpendicular lines
(in the undeformed state) emanating from the point and in the
direction of 2e1 + 2e2 + 2e3 and 3e1 − 6e3.

2.16. Consider the state of strain given in Problem 2.16. Determine the
scalar invariants of the state of strain.
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2.17. Show that the following matrix

⎡
⎣ 3 0 0

0 2 0
0 0 5

⎤
⎦× 10−4

cannot represent the same state of strain given in Problem 2.16.

2.18. Consider a material element dx = (ds)n.

(a) Show that (D/Dt)n = Dn + Wn− (n ·D(n))n.

(b) Show that if n is an eigenvector of D that (D/Dt)n = Wn =
ω × n where ω is the dual vector of W.

2.19. Prove the six equations of compatibility of strain components given
below:

∂2E11

∂X2
2

+
∂2E22

∂X2
1

= 2
∂2E12

∂X1∂X2
(2.36a)

∂2E22

∂X2
3

+
∂2E33

∂X2
2

= 2
∂2E23

∂X2∂X3
(2.36b)

∂2E33

∂X2
1

+
∂2E11

∂X2
3

= 2
∂2E31

∂X3∂X1
(2.36c)

∂2E11

∂X2∂X3
=

∂

∂X1

(
−∂E33

∂X1
+
∂E31

∂X2
+
∂E12

∂X3

)
(2.36d)

∂2E22

∂X3∂X1
=

∂

∂X2

(
−∂E31

∂X2
+
∂E12

∂X3
+
∂E23

∂X1

)
(2.36e)

∂2E33

∂X1∂X2
=

∂

∂X1

(
−∂E12

∂X3
+
∂E23

∂X1
+
∂E31

∂X2

)
(2.36f)

2.20. Check whether or not the following state of strain satisfies the com-
patibility conditions given in Problem 2.19.

E ≡
⎡
⎣ X2

1 X1 + X2 X1 + X3

X1 + X2 X2
2 X2 + X3

X1 + X3 X2 + X3 X2
3

⎤
⎦

© 2005 by Taylor & Francis Group, LLC



92 Damage Mechanics

2.21. Consider the following displacement field:

u1 = sin X1

u2 = cosX2

u3 = tan X3

Does the above displacement field correspond to a strain field that
satisfies the compatibility conditions given in Problem 2.19.

2.22. Give an example of a displacement field with a corresponding strain
field that satisfies the compatibility equations given in Problem 2.19.

2.23. Consider the following strain field:

E ≡
⎡
⎣ 1
α f(X2,X3) 0 0

0 − ν
α f(X2,X3) 0

0 0 − ν
α f(X2,X3)

⎤
⎦

where ν and α are constants. What restrictions must f(X2,X3) satisfy
so that the above strain field E satisfies the compatibility equations
given in Problem 2.19.

2.24. Write general expressions for the scalar invariants I1, I2, and I3 of the
strain tensor E.

2.25. Define the principal strain and write a general expression for the
principal strain matrix.

2.26. We define dilatation, denoted by e, as the unit volume change. Show
that:

e = Eii = E11 + E22 + E33 = divu

where we have assumed small deformation.

2.27. Derive the equations of compatibility for the rate of deformation com-
ponents Dij in a similar way to those given in Problem 2.19.

2.28. Consider the rate of deformation tensor D obtained after solving
Problem 2.13. Does this tensor satisfy the compatibility conditions
derived in Problem 2.27.

2.29. Give an example of a velocity field with a corresponding rate of de-
formation tensor that satisfies the compatibility equations derived in
Problem 2.27.
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2.30. Show that the acceleration components in cylindrical coordinates ar,
aθ, and az, are given as follows:

ar =
∂vr

∂t
+ vr

∂vr

∂r
+

vθ
r
∂vr

∂θ
+ vz

∂vr

∂z
− v2

θ

r

aθ =
∂vθ
∂t

+ vr
∂vθ
∂r

+
vθ
r
∂vθ
∂θ

+ vz
∂vθ
∂z

+
vrvθ

r

az =
∂vz

∂t
+ vr

∂vz

∂r
+

vθ
r
∂vz

∂θ
+ vz

∂vz

∂z

2.31. Let ur, uθ, and uz be the displacement components in cylindrical
coordinates. Show that the components of the strain tensor E in
cylindrical coordinates are given by:

Err =
∂ur

∂r

Eθθ =
1
r
∂uθ
∂θ

+
ur

r

Ezz =
∂uz

∂z

Erθ =
1
2

(
1
r
∂ur

∂θ
− ∂uθ

r
+
∂uθ
∂r

)
Eθr = Erθ

Erz =
1
2

(
∂ur

∂z
+
∂uz

∂r

)
Ezr = Erz

Eθz =
1
2

(
∂uθ
∂z

+
1
r
∂uz

∂θ

)
Ezθ = Eθz

2.32. Let vr, vθ, and vz be the velocity components in cylindrical coordi-
nates. Show that the components of both the rate of deformation
tensor D and the spin tensor W, in cylindrical coordinates, are given
by:

Drr =
∂vr

∂r
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Dθθ =
1
r
∂vθ
∂θ

+
vr

r

Dzz =
∂vz

∂z

Drθ =
1
2

(
1
r
∂vr

∂θ
− ∂vθ

r
+
∂vθ
∂r

)
Dθr = Drθ

Drz =
1
2

(
∂vr

∂z
+
∂vz

∂r

)
Dzr = Drz

Dθz =
1
2

(
∂vθ
∂z

+
1
r
∂vz

∂θ

)
, symmetric.

Dzθ = Dθz

Wrr = 0

Wθθ = 0

Wzz = 0

Wrθ =
1
2

(
1
r
∂vr

∂θ
− ∂vθ

r
+
∂vθ
∂r

)
Wθr = −Wrθ

Wrz =
1
2

(
∂vr

∂z
− ∂vz

∂r

)
Wzr = −Wrz

Wθz =
1
2

(
∂vθ
∂z

− 1
r
∂vz

∂θ

)
Wzθ = −Wθz

2.3 Stress

In this section we will describe the forces inside a body in terms of the stress
vector and the stress tensor. In addition, the equations of the equilibrium
will be formulated in terms of the stress tensor. Finally, principal stresses
and principal directions will be discussed.

Consider a body subjected to external forces as shown in Figure 2.4.
Let n be the unit normal at an arbitrary point P where a plane S passes
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F3
F2

F1

P

Plane S

F4

F3

P

F4

n

∆F

∆A

FIGURE 2.4
A sectional plane S is taken at an arbitrary point P in the body.(Lai et

al., 1984)

as shown in the figure. Let ∆F be the resultant force acting on a small
area ∆A around point P. The stress vector tn at point P on the plane S is
defined as follows:

tn = lim
∆A−→0

∆F
∆A

(2.37)

where tn points outward away from the surface S. Replacing the plane S and
replacing the small area ∆A by a small surface area ∆S (on the surface),
the stress vector at point P on the surface is then defined as follows:

tn = lim
∆S−→0

∆F
∆S

(2.38)

It should be noted that t ≡ t (x, t, n) which means that the stress vector
at any given place x and time t has a common value on all parts of material
having a common tangent plane at P and lying on the same side of it. This
is known as the Cauchy stress principle.

Let n be the normal vector to a plane and let T be a transformation
such that the stress vector on the plane is given by

tn = T(n) (2.39)

We will show next that T is a linear transformation, i.e., a second-order
tensor.

Consider a small tetrahedron isolated from the body with the point P as
one of its vertices, as shown in Figure 2.5. It should be noted that the size
(or volume) of the tetrahedron approaches zero so that the inclined plane
passes through point P.
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x1

x2

x3

A

C

B

∆x3

∆x2

∆x1

P

tn = T(n)

t-e3t-e1

t-e2
 = T(-e2) = -T(e2)

FIGURE 2.5
Stress tetrahedron.(Lai et al., 1984)

The stress vector t−e1 on the face PAB, whose outward normal is in the
direction of −e1, is given by (based on equation (2.39)):

t−e1 = −te1 = −T(e1) (2.40a)

Similarly, the stress vectors t−e2 and t−e3 on the faces PBC and PAC,
respectively, are given by:

t−e2 = −T(e2) (2.40b)

t−e3 = −T(e3) (2.40c)

Let ∆A1, ∆A2, and ∆A3 be the areas of faces PAB, PBC, and PAC,
respectively. Using Newton‘s second law, we can write the following:

∑
F = t−e1(∆A1) + t−e2(∆A2) + t−e3(∆A3) + tn(∆An) = ma (2.41)
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where ∆An is the area of the inclined face ABC. When the volume of
the tetrahedron approaches zero, the right-hand-side of the equation (2.41)
vanishes, i.e. ma = 0. Therefore, we obtain:

t−e1(∆A1) + t−e2(∆A2) + t−e3(∆A3) + tn(∆An) = 0 (2.42)

Let the unit vector n on the inclined plane ABC given by:

n = n1e1 + n2e2 + n3e3 (2.43)

We now can write the areas ∆A1, ∆A2, and ∆A3 in terms of the inclined
area ∆An, as follows:

∆A1 = n1(∆An) (2.44a)

∆A2 = n2(∆An) (2.44b)

∆A3 = n3(∆An) (2.44c)

Substituting equations (2.40) and (2.44) into equation (2.42) and simplify-
ing, we obtain:

T(n) = n1T(e1) + n2T(e2) + n3T(e3) (2.45)

Combining equations (2.43) and (2.45) we can deduce that T is a linear
transformation. T is now called the stress tensor.

Using the equation

te1 = T(e1) = T11e1 + T21e2 + T31e3 (2.46)

we see that T11 is the normal component of the stress vector te1 , called
the normal stress, while T21 and T31 are the shearing components of te1 ,
called the shear stresses. Similarly, we can interpret the components of te2

and te3 . Therefore, the diagonal elements T11, T22, and T33 are called the
normal stresses, while the off-diagonal elements T21, T31, T12, T32, T23, and
T13 are called the shear stresses.

Using equation (2.39), we can deduce the stress tensor components Tij
as follows:

ti = Tijnj (2.47)

In matrix form, we can write equation (2.47) as follows:

[t] = [T][n] (2.48)
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Therefore, the state of stress at point P is completely characterized by the
stress tensor T. In addition, the stress tensor T can be represented by a
matrix as follows:

T ≡
⎡
⎣T11 T12 T13

T21 T22 T23

T31 T32 T33

⎤
⎦ (2.49)

The stress tensor can be shown to be symmetric using the principle of
moment of momentum (see Problem 2.37). Therefore, in this text we will
always use T12 = T21, T13 = T31, and T23 = T32.

We know from Chapter 1 that for any symmetric tensor, there exists
at least three mutually perpendicular principal directions corresponding
to the eigenvalues of the tensor. In case of the stress tensor, the planes
having these directions as their normals are called the principal planes.
The normal stresses on these planes are called the principal stresses. Thus,
the eigenvalues of T are the principal stresses which include the maximum
and minimum values of normal stress among all planes passing through a
given point.

Next, we derive the differential equations of motion. Consider a small
rectangular element that is isolated from the continuum in the neighbor-
hood of the position xi, as shown in Figure 2.6. The vectors shown in
the figure are the stress vectors on each face of the cube. Let B = Biei

be the body force per unit mass, ρ be the mass density at xi, and a the
acceleration of a particle at xi.

Using Newton’s law of motion, we obtain:

[
te1(x1 + ∆x1, x2, x3) − te1(x1, x2, x3)

∆x1

+
te2(x1, x2 + ∆x2, x3) − te2(x1, x2, x3)

∆x2

+
te3(x1, x2, x3 + ∆x3) − te3 (x1, x2, x3)

∆x3
]∆x1∆x2∆x3

+ρB∆x1∆x2∆x3 = ρa∆x1∆x2∆x3 (2.50)

Dividing equation (2.50) by ∆x1∆x2∆x3 and letting ∆xi −→ 0, we obtain:

∂te1

∂x1
+
∂te2

∂x2
+
∂te3

∂x3
+ ρB = ρa (2.51)

Substituting tej = T(ej) = Tijei , we have:

∂Tij
∂xj

ei + ρBiei = ρaiei (2.52)
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x1

x2
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∆x3

∆x2

∆x1

t-e3
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t-e2

te1

te2

te3

FIGURE 2.6
Infinitesimal cube with stress vectors

Equation (2.52) can be written as follows after dropping the indicial nota-
tion:

divT + ρB = ρa (2.53)

Eliminating ei from equation (2.52), we can rewrite it in component form
as follows:

∂Tij
∂xj

+ ρBi = ρai (2.54)

Equation (2.54) is called Cauchy’s equation of motion. It must be sat-
isfied for any continuum. If the acceleration vanishes, i.e., a = 0, then we
obtain the equilibrium equation as follows:

∂Tij
∂xj

+ ρBi = 0 (2.55)

or equivalently,
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divT + ρB = 0 (2.56)

Example 2.5

Given the state of stress at a certain point in a body is represented by the
following stress tensor:

T ≡
⎡
⎣ 1 2 0

2 3 −1
0 −1 4

⎤
⎦MPa

Determine the stress vector and the magnitude of the normal stress on a
plane that passes through the point and is parallel to the plane
x+ y − z + 4 = 0.

Solution

The plane x+ y − z + 4 = 0 has a unit normal n given by:

n =
1√
3
(e1 + e2 − e3)

Therefore, we obtain the stress vector using equation (2.48) as follows:

[t] = [T][n] =
1√
3

⎡
⎣1 2 0

2 3 −1
0 −1 4

⎤
⎦
⎡
⎣ 1

1
−1

⎤
⎦ =

1√
3

⎡
⎣ 3

6
−5

⎤
⎦

t =
1√
3
(3e1 + 6e2 − 5e3)

The normal stress is now obtained as follows:

Tn = t.n =
1
3
(3 + 6 + 5) =

14
3

= 4.67 MPa.

Example 2.6

A case of plane stress is defined as a state of stress such that T13 = T23 =
T33 = 0. For this case of plane stress, determine the principal stresses and
the corresponding principal directions.
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Solution

In this case, the stress tensor is written as follows:

T ≡
⎡
⎣T11 T12 0
T12 T22 0
0 0 0

⎤
⎦

where we have used T21 = T12 because T is symmetric. The three stress
invariants I1, I2, and I3 are obtained as follows:

I1 = T11 + T22

I2 =
∣∣∣∣T11 T12

T12 T22

∣∣∣∣ = T11T22 − T 2
12

I3 = |T| = 0

Therefore, the characteristic equation of T is as follows:

λ3 − I1λ
2 + I2λ− I3 = 0

λ3 − (T11 + T22)λ2 + (T11T22 − T 2
12)λ = 0

λ[λ2 − (T11 + T22)λ+ (T11T22 − T 2
12)] = 0

The three eigenvalues are now given as the solutions λ for the above
equation:

λ1 = 0

λ2 =
T11 + T22 +

√
(T11 + T22)2 − 4(T11T22 − T 2

12)
2

λ3 =
T11 + T22 −

√
(T11 + T22)2 − 4(T11T22 − T 2

12)
2

In order to find the corresponding eigenvectors, we set (Tij−λδij)nj = 0
and obtain nj for each one of the three eigenvalues. The three eigenvectors
are then obtained as follows:

n1 = e3

n2,3 = cos θe1 + sin θe2

where

tan θ = −T11 − λ

T12
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Example 2.7

Consider the following stress distribution:

T11 = x2
1 + x2

2

T12 = −x1x2

T22 = x2
1 − x2

2

T13 = 0

T23 = 0

T33 = x2
1x

2
2

Does the above stress distribution satisfy the equations of equilibrium.
Assume there are no body forces.

Solution

Using equation (2.55) with i = 1, we obtain:

∂T1j

∂xj
+ ρB1 = 0

but B1 = 0:

∂T11

∂x1
+
∂T12

∂x2
+
∂T13

∂x3
= 0

2x1 + (−x1) + 0 = x1 �= 0

Therefore, the stress distribution given does not satisfy the equations of
equilibrium.

Problems

2.33. Consider the following state of stress given by the stress tensor:

T ≡
⎡
⎣ 1 2 1

2 3 5
1 5 2

⎤
⎦MPa

Determine on which plane of the three coordinate planes (with nor-
mals e1, e2, e3) the normal stress is greatest.
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2.34. Consider the following state of stress given by the stress tensor:

T ≡
⎡
⎣ 3 4 −1

4 5 2
−1 2 5

⎤
⎦MPa

(a) Determine the stress vector at the point on the plane whose
normal is in the direction of the vector e1 + e2 + e3.

(b) Determine the magnitude of the normal and shear stress on this
plane.

2.35. Solve problem 2.34 again for a plane which is parallel to the plane
x1 − 2x2 + 3x3 = 4.

2.36. For any stress tensor T, define the deviatoric stress tensor TD by the
equation:

TD = T − 1
3
TkkI

(a) Show that (TD)mm = 0

(b) Determine the deviatoric stress tensor TD for the following stress
tensor:

T ≡ 20

⎡
⎣1 1 1

1 2 3
1 3 5

⎤
⎦MPa

2.37. Show that the stress tensor is symmetric. Hint: Use the principle of
moment of momentum on a differential parallelpiped isolated from
the body.

2.38. Consider the state of hydrostatic pressure. This state is defined as
the state of stress at a certain point such that there is no shear stress
on any plane passing through the point. Write a general equation for
the stress tensor T for this state of hydrostatic pressure.

2.39. Consider the state of stress given in Example 2.5. Determine the
value of T′

12 given that e′1 = 1
2 (e1 +e2 +e3) and e′2 = 1

2 (e1−e2−e3)

2.40. Show that the maximum shear stress is equal to one-half the difference
between the maximum and the minimum principal stresses and the
acts on the plane that bisects the angle between the directions of the
maximum and minimum principal stresses.
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2.41. Consider the state of plane stress given in Example 2.6. Determine
the maximum shear stress.

2.42. Solve Example 2.6 again for the following state of stress:

T ≡
⎡
⎣ 10 5 0

5 15 0
0 0 0

⎤
⎦MPa

2.43. Use the state of stress given in Problem 2.42 to solve Problem 2.41
again.

2.44. Give an example of a stress tensor that satisfies the equations of
equilibrium.

2.45. Does the following state of stress satisfy the equations of equilibrium.
Assume there are no body forces.

T ≡
⎡
⎣x1 + x2 −x1x2 0

−x1x2 x1 − x2 0
0 0 x1x2

⎤
⎦

2.46. Consider the following state of stress:

T11 = x2
1 + αx2

2

T12 = −αx1x2

T13 = 0

T22 = x2
1 − βx2

2

T23 = 0

T33 = γx1x2

Determine the values of α, β, and γ such that the stress tensor T
satisfies the equations of equilibrium. Assume that the body forces
vanish.

2.47. Define an octahedral stress plane to be a plane which makes equal
angles with each of the principal axes of stress.

(a) Show that the normal stress on an octahedral plane is given by
one-third the first stress invariant.
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(b) Show that the shear stress on the octahedral plane is given by:

Ts =
1
3
[(T1 − T2)2 + (T2 − T3)2 + (T1 − T3)2]

1
2

where T1, T2, and T3 are the principal stresses.

2.48. Can the following two matrices represent the same stress tensor in
two different coordinate systems:

T1 ≡
⎡
⎣10 20 0

20 10 −5
0 −5 30

⎤
⎦MPa

T2 ≡
⎡
⎣10 10 10

10 30 0
10 0 30

⎤
⎦MPa

2.49. Consider the state of stress called simple shear where the only non-
vanishing stress components are a single pair of shear stresses. For
example T12 = T21 = τ and all other Tij = 0.

(a) Determine the principal stresses and principal directions for this
case of stress.

(b) Determine the maximum shear stress and the plane on which it
acts for this case of stress.

2.50. Consider the state of stress with only the normal components nonvan-
ishing such that T11 = σ1, T22 = σ2, and T33 = σ3 with σ1 > σ2 > σ3

and all other Tij = 0. Determine the maximum shear stress and the
plane on which it acts.

2.51. Show that the stress tensor is generally not symmetric if there are
body moments per unit volume, as in the case of a polarized anisotropic
dielectric solid.

2.52. Consider the stress tensor represented by the following matrix:

T ≡
⎡
⎣ α 10 0

10 β 30
0 30 γ

⎤
⎦MPa

If the principal values for this stress tensor are T1 = 40 MPa, T2 =
25 MPa, and T3 = 5 MPa, determine the values of α, β, and γ.
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2.53. Consider the case of plane stress where the stress tensor is generally
given as follows:

T11 = T11(x1, x2)

T12 = T12(x1, x2)

T13 = 0

T21 = T21(x1, x2)

T22 = T22(x1, x2)

T23 = 0

T31 = 0

T32 = 0

T33 = 0

Write the equation of equilibrium in this special case.

2.54. Consider the special case of the stress given in Problem 2.53. Consider
also a scalar function φ(x1, x2) such that:

T11 =
∂2φ

∂x2
2

T22 =
∂2φ

∂x2
1

T12 =
∂2φ

∂x1∂x2

Does this stress distribution satisfy the equations of equilibrium as-
suming zero body forces.

2.55. Derive the equations of equilibrium in cylindrical coordinates. Hint:
Consider a differential volume of material bounded by the three pairs
of faces r = r◦, r = r◦+dr, θ = θ◦, θ = θ◦+dθ, and z = z◦, z = z◦+dz,
as shown in Figure 2.7.
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x

y

dφ

r

dr

Trr

Tθr

Trr + dTrr

Tθr + dTθr

Trθ

Tθθ

Tθθ + dTθθ

Trθ + dTrθ

FIGURE 2.7
Infinitesimal element with stresses in cylindrical coordinates.(Lai et al.,

1984)

2.4 Linear Elastic Relation

In this section we study the relation between stress and strain in the context
of linear elasticity. A constitutive equation relates the stress to relevant
quantities of deformation. We assume that deformations are small and the
rate of load application has no effect. In general, we can, therefore, write:

T = T(E) (2.57)

with T(0) = 0. We assume the function T(E) to be linear in this section,
so we can write the general linear constitutive relation as follows:

Tij = CijklEkl (2.58)
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where Cijkl are the components of a fourth-order tensor called the elasticity
tensor. This tensor is characteristic of anisotropic Hookean elastic solids.

A material is called isotropic if its mechanical properties are independent
of direction. On the other hand, a material is called anisotropic if its me-
chanical properties are dependent on direction. Therefore, for an isotropic
material, the components of the elasticity tensor Cijkl must be independent
of the rotation and reflection of the rectangular basis, i.e., Cijkl = C′

ijkl for
all orthogonal transformations of basis. Such a tensor is called an isotropic
tensor. In general, Cijkl can be written in terms of isotropic tensors as
follows:

Cijkl = λδijδkl + αδikδjl + βδilδjk (2.59)

where δijδkl, δikδjl, and δilδjk are isotropic tensors.
Substituting equation (2.59) into equation (2.58), we obtain:

Tij = λeδij + (α+ β)Eij (2.60)

e = Ekk. Let α+ β = 2µ, then equation (2.60) becomes:

Tij = λeδij + 2µEij (2.61a)

or

T = λeI + 2µE (2.61b)

The two material constants λ and µ are called Lame’s constants. In
expanded form, equations (2.61) are the constitutive equations for linear
isotropic elastic solids, given as follows:

T11 = λ(E11 + E22 + E33) + 2µE11

T22 = λ(E11 + E22 + E33) + 2µE22

T33 = λ(E11 + E22 + E33) + 2µE33

T12 = 2µE12

T13 = 2µE13

T23 = 2µE23
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Example 2.8

Consider the case of uniaxial tension. We define the ratio T11/E11 as
Young’s modulus or modulus of elasticity, denoted by Ey. Show that the
following relation holds between the modulus of elasticity Ey, Lame’s con-
stants and Poisson’s ratio:

µ =
Ey

2(1 + ν)

Solution

First, solve equation (2.61a) for the strain components Eij in terms of the
stress components Tij. We obtain:

Eij =
1
2µ

[
Tij − λ

3λ+ 2µ
Tkkδij

]
(2.62)

Alternatively, in expanded form we have:

E11 =
1
2µ

[
T11 − λ

3λ+ 2µ
T11

]
=

λ+ µ

µ(3λ+ 2µ)
T11

E22 = E33 = − λ

2µ(3λ+ 2µ)
T11 = − λ

2(λ+ µ)
E11

E12 = E13 = E23 = 0

where we have used T22 = T33 = T13 = T23 = T12 = 0 for the case of
uniaxial tension.

Therefore, the ratio T11/E11, denoted by Ey, is obtained as follows:

Ey =
T11

E11
=
µ(3λ+ 2µ)
λ+ µ

(2.63)

Also, we obtained the following expression for Poisson’s ratio ν, defined
as −E22/E11 = −E33/E11.

ν = −E22

E11
= −E33

E11
=

λ

2(λ+ µ)
(2.64)

Now, eliminate λ from equations (2.63) and (2.64) to obtain:

λ =
Ey

2(1 + ν)
(2.65)
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Example 2.9

Consider the case of simple shear, which corresponds to a state of stress
where all the stress components vanish except one pair of off-diagonal ele-
ments, like T12 and T21 with T12 = T21.

Define the shear modulus G as the ratio T12/(2E12). Show that the shear
modulus G is equal to Lame’s constant µ.

Solution

Using the equation (2.61a), we have:

T12 = 2µE12

∴ µ =
T12

2E12
= G

It should be noted that the shear modulus G is defined as the ratio of the
shearing stress in simple shear to the decrease in angle between elements
that are initially in the e1− and e2− directions.

Problems

2.56. Given the following strain matrix:

E ≡
⎡
⎣ 10 20 10

20 50 0
10 0 30

⎤
⎦× 10−6

Find the components of stress Tij where Lame’s constants are given
as λ = 119.2 GPa and µ = 79.2 GPa.

2.57. Show that the principal directions of stress and strain coincide for an
isotropic Hookean material.

2.58. Determine the relation between the first invariants of stress and strain
for an isotropic elastic material.

2.59. Consider the case of hydrostatic stress defined by T = σI where σ is
the constant magnitude of stress. Define the bulk modulus K as the
ratio of the hydrostatic normal stress σ, to the unit volume change
∆V/V = e. Show that

K =
2µ+ 3λ

3
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2.60. (a) If for a specific material the ratio of the bulk modulus (see Prob-
lem 2.59) to Young’s modulus is very large, find the approximate
value of Poisson’s ratio.

(b) Indicate why the material of part(a) above can be called incom-
pressible.

2.61. Given Young’s modulus Ey = 70 GPa and Poisson’s ratio ν = 0.25,
determine Lame’s constants λ and µ.

2.62. Given the data of Problem 2.61, determine the bulk modulus (see
Problem 2.59).

2.63. Given the following state of stress at a point:

T ≡
⎡
⎣ 70 40 30

40 50 10
30 10 40

⎤
⎦MPa

Determine the strain components Eij if Ey = 100 GPa, G = µ = 40
GPa, and ν = 0.30.

2.64. Consider an incompressible material where ν = 1/2 (see Problem
2.60).

(a) Show that µ = Ey/3, λ = ∞, K = ∞.

(b) Show that Hooke’s law becomes:

T = 2µE +
1
3
TkkI

2.65. Show that the following relations hold among the elastic constants:

λ =
Eν

(1 + ν)(1 − 2ν)

G =
3KE

9K − E

ν =
3K − E

6K

E =
9K(K − λ)

3K − λ

G
λ+ G

= 1 − 2ν
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λ

λ+ 2G
=

ν

1 − ν

See Problem 2.59 and Example 2.9 for the definitions of K and G,
respectively.

2.66. Show that when temperature effects are considered, equation (2.61a)
is generalized as follows:

Tij = λEkkδij + 2λEij − β(T − T◦)δij

where T◦ is the initial temperature when the body has no stress, T
is the new temperature and β is a material constant.

2.67. Consider the case of compression of a rectangular parallelopiped de-
fined by the following stress matrix:

T ≡
⎡
⎣−p 0 0

0 −p 0
0 0 −p

⎤
⎦

where p > 0 is the magnitude of the inward normal stress. Find
expressions for the dilatation and bulk modulus in this case.

2.68. Determine the relation between the principal values of the stress and
strain tensors.

2.69. In general, show that if Aij is a symmetric tensor and a is a scalar.
then Aij and Aij + aδij have the same principal axes. Determine also
the relation between the principal values of the two tensors.

2.70. Show that the following relations hold among the elastic constants:

λ =
3Kν
1 + ν

µ =
3KE

9K − E

E = 3K(1 − 2ν)
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Isotropic Damage Mechanics

3.1 Introduction

Damage in metals is mainly the process of the initiation and growth of
micro-cracks and cavities. At that scale the phenomenon is discontinuous.
Kachanov (1958) was the first to introduce a continuous variable related
to the density of such defects. This variable has constitutive equations
for evolution, written in terms of stress or strain, which may be used in
structural calculations in order to predict the initiation of macro-cracks.
The three main types of damage are:

1. Ductile damage: the constitutive equations for this type of damage
have been formulated by Lemaitre (1984, 1986), Lemaitre and Du-
failly (1987), and Voyiadjis and Kattan (1992). Both elastic and
elasto-plastic damage effects were considered.

2. Fatigue damage: the constitutive equations for this type of dam-
age have been formulated by Lemaitre (1971), Chaboche (1974), and
Lemaitre and Chaboche (1974).

3. Creep damage: the constitutive equations for this type of damage
were formulated by Leckie and Hayhurst (1974), Hult (1979), and
Lemaitre and Chaboche (1974).

This chapter deals with isotropic damage mechanics where the assump-
tion of isotropic damage is often sufficient to give a good prediction of
the carrying capacity, the number of cycles or the time to local failure in
structural components. In this case, the damage variable is scalar and the
calculations are not too difficult because of the scalar nature of the dam-
age variable. In Chapter 4 we will consider anisotropic damage mechanics
where the damage variable is tensorial - see Chaboche (1981), Murakami
and Ohno (1980), and Krajcinovic and Foneska (1981).

Structures, cracks, representative volume elements, macro-cracks, and
micro-cracks and cavities represent different scales which have to be care-
fully defined. The following three definitions are outlined (Lemaitre, 1986).
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1. The micro-scale is the scale at which the mechanisms of strain and
damage may be described and understood. The following are three
examples:

(a) atoms for elasticity.

(b) dislocations in crystals for plasticity in metals.

(c) inclusions or micro-cracks for damage.

It is at this scale that hypotheses are taken in order to write consti-
tutive equations at the macro-scale.

2. The macro-scale is the scale of the representative volume element
which is a mathematical representation (or point) small enough to
define space partial derivative but large enough to consider that the
discrete elementary mechanism of strain and damage are well rep-
resented by a mean leading to continuous variables. This scale is
usually taken in the order of 0.1 mm for metals, 1 mm for polymers,
10 mm for wood, and 100 mm for concrete (Lemaitre, 1986).

A macro-crack just initiated is a crack of that size and the phenom-
enological constitutive equations govern the behavior at that scale.

3. The structure scale is the scale of mechanical components (mm, cm,
dm, m) for which a crack is of the order of one to several millimeters
or centimeters.

It should be noted that stress, strain or damage as results of structure
calculations can describe phenomena only at the macro-scale and structure
scale. Nevertheless, it may be an improvement in comparison with classical
fracture mechanics which uses more global concepts. Strain energy release
rate, contour integrals, and even stress intensity factors result from an
overall energetic analysis of the cracked structure. These concepts have
obtained enormous success in the prediction of crack behavior when the
structures are two-dimensional (plane stress or plane strain), elastic, or in
the range of small scale yielding or when the multi-dimensional loading is
a proportional loading, and periodic if fatigue crack growth is involved.

For more sophisticated problems it is difficult to use classical fracture me-
chanics concepts mainly because of the following effects (Lemaitre, 1986):

1. Effects of large-scale yielding plasticity, overload retardation effects
in fatigue, and ductile rupture due to large deformation.

2. Effects of time-dependent behavior, creep crack growth, and creep-
fatigue interaction.
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3. Three-dimensional effects, cracks loaded in mixed modes, and evolu-
tion of crack front shape when loading is non-proportional.

4. Effects of damage, short cracks in metals, multiple cracking in con-
crete, and delamination of composites.

In damage mechanics and using continuous concepts, the crack tip is a
process zone in which damage increases until the rigidity and strength van-
ish. This gives rise to a continuous definition of a crack (at the structure
scale). A crack is therefore defined as a flat zone of high gradients of rigidity
and strength in which the critical conditions of damage have been reached.
It is then considered that the evolution of the crack is the evolution of the
damaged zone as calculated element by element with re-calculation of the
state of stress and strain (Lemaitre, 1986). For more details, the reader is
referred to Chaboche (1988 a,b), Chaboche and Lesne (1988), Chaboche
(1993), Chow and Wang (1987 a,b, 1989).

3.2 Damage Variables

A damage variable can be defined within the context of the two categories of
damage characteristics which are commonly used. The first category does
not characterize the damage itself where the value of the damage variable
determines only the damage. The second category introduces damage vari-
ables that are associated with a physical definition of damage. The first
three items below correspond to the first category while the remaining three
items correspond to the second category. In general, damage variables can
be defined in terms of each of the following quantities (Lemaitre, 1986):

1. The stress: using a damage equivalent stress σ∗ deduced from a ther-
modynamic approach of damage, where σ∗ is given by (Lemaitre and
Baptiste, 1982):

σ∗ = σeq.

√
2
3
(1 + υ) + 3(1 − 2υ)(

σH
σeq.

)2 (3.1)

where υ is Poisson’s ratio, σeq. is the von Mises equivalent stress given
by:

σeq. =

√
3
2
(σij − σHδij)(σij − σHδij) (3.2)
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and σH is the hydrostatic stress given by:

σH =
1
3
σKK (3.3)

The criterion for crack initiation is taken as σ∗ = σc where σc is a
critical stress level dependent on the characteristics of each material.

2. The strain: using the accumulated plastic strain in the sense of von
Mises as follows:

p =
∫ t

0

√
2
3
ε̇pij ε̇

p
ijdt (3.4)

3. The plastic strain energy: used as follows:

wp =
∫ t

0

σij ε̇
p
ijdt (3.5)

4. The porosity: used as the relative volume of cavities for ductile dam-
age as follows (Rousselier, 1981):

P =
δv

δV
(3.6)

where v is the volume of cavities and V is the total volume.

5. The radius of the cavities as demonstrated by Mudry (1983).

6. The relative area of micro-cracks and intersections of cavities in any
plane oriented by its normal n as follows (Lemaitre and Chaboche,
1985):

φ(n) =
δSφ
δS

(3.7)

where Sφ is the area of micro-cracks and intersections and S is the
total area of the cross-section. With a correction for micro-stress
concentrations and interactions of defects this concept gives rise to
a continuous variable suitable for continuum mechanics. For this
reason, this is the definition of the scalar damage variable used in
this book.
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If damage is considered as isotropic (Kachanov, 1958), then the damage
variable φ is adopted as a scalar. Otherwise, if anisotropic damage is
considered, then a damage vector φ (Krajcinovic and Foneska, 1981) or a
second-order or a fourth-order damage tensor is employed (Betten, 1981;
Chaboche, 1984; Leckie and Onat, 1980; Murakami and Ohno, 1981).

Restricting ourselves to isotropic damage in this chapter, then φ = 0
characterizes the virgin (undamaged) state, while φ = φc ≤ 1 characterizes
the initiation of a macro-crack. The parameter φc is a critical value for
the damage variable usually taken between 0.2 and 0.8 for engineering
materials. See the reference by Lemaitre and Chaboche (1994).

3.3 Effective Stress

We will first state the hypothesis of isotropy. Isotropic damage consists of
cracks and cavities with an orientation distributed uniformly in all direc-
tions. In this case, the damage variable does not depend on the orientation
n and the damaged state is completely characterized by the scalar φ. In
this chapter we will limit ourselves to the case of isotropic damage where
φn = φ for each vector n (see Figure 3.1).

The introduction of a damage variable which represents a surface density
of discontinuities in the material leads directly to the concept of effective
stress, i.e., to the stress calculated over the section which effectively resists
the forces.

Consider a damaged solid in which an element of finite volume has been
isolated, of a sufficiently large size with respect to the inhomogeneities of
the medium, and imagine that this element has been grossly enlarged (see
Figure 3.1).

Let S be the area of a section of the volume element identified by its
normal n. On this section, cracks and cavities which constitute the damage
leave traces of different forms.

Let S̄ be the effective area of resistance (S̄ < S) taking account of the
area of these traces, stress concentrations in the neighborhood of geometric
discontinuities, and the interactions between the neighboring defects. Let
Sφ be the difference:

Sφ = S − S̄ (3.8)

It should be noted that Sφ is the total area of the defect traces corrected
for stress concentrations and interactions. We define the scalar damage
variable φ (φ ≡ φn) as follows:
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n

n

S
Sφ

FIGURE 3.1
A damaged element showing the areas S and Sφ along with the normal
vector n.

φ =
Sφ
S

(3.9)

From a physical point of view, the damage variable is, therefore, the
relative (or corrected) area of cracks and cavities cut by a plane normal to
the direction n. From the mathematical point of view, as S tends to 0, the
variable φ (or φn) is the (corrected) surface density of the discontinuities
of the matter in the plane normal to n.

In the uniaxial case, if F is the applied force on a section of the repre-
sentative volume element, σ = F

S is the usual stress satisfying equilibrium.
In the presence of isotropic damage, φ, the effective area of resistance is
obtained as follows using equations (3.8) and (3.9):

S̄ = S − Sφ = S(1 − φ) (3.10)

Taking σS = σ̄S̄ along the two configurations, and substituting equation
(3.10), we obtain the following equation for the effective stress σ̄:
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σ̄ =
σ

1 − φ
(3.11)

It is clear that σ̄ ≥ σ and that σ̄ = σ for a virgin material (φ = 0), and
σ̄ −→ ∞ at the moment of fracture (φ −→ 1).

In the case of multi-axial isotropic damage, the ratio S/S̄ does not depend
on the orientation of the normal n and the operator (1−φ) can be applied
to all the components of the stress tensor. We will, therefore, have the
following equation for the effective stress tensor σ̄:

σ̄ =
σ

1 − φ
(3.12)

We now state the principle of strain equivalence. We assume that the
deformation behavior of the material is only affected by damage in the form
of effective stress. Any deformation behavior, whether uniaxial or multi-
axial, of a damaged material is represented by the constitutive laws of the
virgin material in which the usual stress is replaced by the effective stress
(see Figure 3.2).

For example, the uniaxial linear elastic law of a damaged material is
written as follows:

εe =
σ̄

Ē
=

σ

(1 − φ)Ē
(3.13)

where Ē is Young’s modulus. This constitutes a nonrigorous hypothesis
which assumes that all the different behaviors (elasticity, plasticity, vis-
coplasticity) are affected in the same way by the surface density of the
damage defects. However, its simplicity allows the establishment of a co-
herent and efficient formalism.

By applying the concept of effective stress at the instant of fracture by
interatomic decohesion, we define the critical value of damage φc, as that
corresponding to the occurrence of this phenomenon.

If σ̄u is the uniaxial stress at fracture by decohesion and σu is the usual
ultimate fracture stress, we have (see equation (3.11)):

σ̄u =
σu

1 − φc
(3.14)

Solving equation (3.14) for φc, we obtain:

φc = 1 − σu
σ̄u

(3.15)

The physics of solids shows that σ̄u is of the order of Ē/50 - Ē/20; for
common materials σu is of the order of Ē/100 - Ē/250, and φc is therefore
of the order of 0.5 - 0.9. This allows us to neglect the term (1 − φc)x with
x >> 1, a term which often appears in calculation, in comparison to 1.
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φ φ = 0

σ σ

σσ

(a) (b) (c)

 E = F(σ, t)  E = F(σ, t)

L

FIGURE 3.2
Different configurations of the material: (a) virgin material, (b) damaged
material, (c) equivalent virgin material. Note that the function F is the
same used for all configurations.

Example 3.1

Let Y be the thermodynamic variable associated with the damage variable
φ in the sense that Y φ̇ is the power dissipated in the damage process.
Consider a thermodynamic potential Ψ quadratic with respect to the elastic
strain εe and linear in (1 − φ). Show that:

Y =
∂Ψ
∂φ

= − σ∗2

E2(1 − φ)2
(3.16)

where σ∗ is given in equation (3.1).

Solution

The thermodynamic potential Ψ is written as follows:

Ψ = (1 − φ)ε2e (3.17)

Substitute equation (3.13) into the above equation to obtain:
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Ψ =
σ∗2

(1 − φ)Ē2

where σ is replaced by σ∗ in the equation. Next, we take the derivative of
Ψ with respect to φ to obtain:

Y =
∂Ψ
∂φ

= − σ∗2

(1 − φ)2Ē2

Example 3.2

Sidoroff (1981) proposed the hypothesis of elastic energy equivalence to be
used instead of the hypothesis of strain equivalence. This new hypothesis
assumes that the elastic energy for a damaged material is equivalent in form
to that of the undamaged (effective) material except that the stress is re-
placed by the effective stress in the energy formulation. Use the hypothesis
of elastic energy equivalence to show that:

φ = 1 −
√
E

Ē
(3.18)

where Ē is the effective modulus of elasticity and E is the modulus of
elasticity of the damaged material.

Solution

For the uniaxial tension case, the constitutive relation is Hooke’s law of
linear elasticity given by:

σ = Eεe (3.19)

The same linear elastic constitutive relation applies to the undamaged
(effective) state, i.e.,

σ̄ = Ēε̄e (3.20)

where ε̄e and Ē are the effective counterparts of εe and E, respectively.
The hypothesis of elastic energy equivalence is written mathematically

as follows:

1
2
σεe =

1
2
σ̄ε̄e (3.21)

where the elastic strain energy 1
2σεe is equated to the effective elastic strain

energy 1
2 σ̄ε̄e.
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Substituting equation (3.11) into equation (3.21) and simplifying, we
obtain the following relation between the elastic strain εe and the effective
elastic strain ε̄e:

ε̄e = (1 − φ)εe (3.22)

We next substitute equations (3.11) and (3.22) into equation (3.20), sim-
plify the result and compare it with equation (3.19) to obtain:

E = Ē(1 − φ)2 (3.23)

Equation (3.23) represents the transformation law for the modulus of
elasticity. Solving equation (3.23) for φ, we finally obtain the desired result
as follows:

φ = 1 −
√
E

Ē

Problems

3.1. Derive equation (3.13). Which hypothesis is used in the derivation.

3.2. Give an example for each one of the following damage types: (a)
ductile damage, (b) fatigue damage, and (c) creep damage.

3.3. Why do you think the macro-scale is taken in the order of 0.1 mm
for metals but 10 mm for wood.

3.4. Derive equation (3.1). Hint: See the paper by Lemaitre and Baptiste,
1982.

3.5. Define a new damage variable based on the radius of cavities. Hint:
See the paper by Mudry, 1983.

3.6. Plot a graph showing the relation between σ̄ and φ assuming that the
stress σ is constant. See equation (3.11).

3.7. Why is the critical value of the damage variable φc usually taken
between 0.5 and 0.9.

3.8. Compare the transformation laws for the elastic strain and the mod-
ulus of elasticity in the case of using (a) the hypothesis of strain
equivalence, (b) the hypothesis of elastic energy equivalence.

3.9. How will equation (3.18) change if the hypothesis of elastic energy
equivalence is replaced with the hypothesis of strain equivalence.
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3.10. Suppose that the damage in a cylinder under uniaxial tension is com-
posed entirely of voids and cracks. Let Sv be the area of voids and
Sc be the area of cracks. The total area S is then given by:

S = S̄ + Sv + Sc

Show that, in this case, the damage variable φ is given by:

φ = φv + φc − φvφc

where φv is the damage variable due to voids and φc is the damage
variable due to cracks, both defined as follows:

φv =
Sv

S̄ + Sv

φc =
Sc

S̄ + Sc

3.11. Describe how equation (3.18) can be used to determine the damage
variable φ experimentally.

3.12. Derive the transformation law for the compliance C where C = 1/E
in the case of uniaxial tension.

3.13. Show that the critical value of the damage variable φc can be calcu-
lated using the following formula:

φc = 1 − σ∗

Ē
√−Yc

where σ∗ is given in equation (3.1), Ē is the modulus of elasticity, and
Yc is the critical value of the thermodynamic variable Y associated
with the damage variable φ. See Example 3.1.

3.14. Consider the density of elastic strain energy W e defined by:

dW e = σdεe

where the operator “d” indicates an incremental quantity. Show that
the thermodynamic variable Y associated with the damage variable
φ is given by:

Y = −1
2
dW e

dφ
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3.4 Damage Evolution

There are several approaches in the literature on the topic of evolution
of damage and the proper form of the kinetic equation of the damage
variable. Kachanov (1986) proposed an evolution equation of damage based
on a power law with two independent material constants. However, the
resulting kinetic equation for the damage variable evolution is complicated
and difficult to solve. Therefore, a more rational approach based on energy
considerations will be adopted in this book.

The approach followed will depend on the introduction of a damage
strengthening criterion in terms of a scalar function g, and a general-
ized thermodynamic force Y that corresponds to the damage variable φ
(Lemaitre, 1985; Lee et al, 1985; Voyiadjis and Kattan, 1999). Substitut-
ing equations (3.20) and (3.22) into the right-hand-side of equation (3.21),
we obtain the elastic strain energy U in the damaged state of the material
as follows:

U =
1
2
Ē(1 − φ)2εe2 (3.24)

in which Ē is constant. Therefore, the incremental elastic strain energy dU
is obtained by differentiating equation (3.24) as follows:

dU = Ē(1 − φ)2εedεe − Ē(1 − φ)εe2dφ (3.25)

The generalized thermodynamic force Y associated with the damage vari-
able φ is thus defined by:

Y =
dU

dφ
= −Ē(1 − φ)εe2 (3.26)

Let g(Y, L) be the damage function (criterion) as proposed by Lee et
al (1985), where L ≡ L(l) is a damage strengthening parameter that is
a function of the “overall” damage parameter l. In this case, the scalar
function g takes the following form:

g(Y, L) =
1
2
Y 2 − L(l) ≡ 0 (3.27)

The damage strengthening criterion defined by equation (3.27) is similar
to the von Mises yield criterion in the theory of plasticity. In order to
derive a normality rule for the evolution of damage, we first start with the
power of dissipation Π which is given by:

Π = −Y dφ− Ldl (3.28)
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where the “d” in front of a variable indicates the incremental quantity
of the variable. The problem is to extremize Π subject to the condition
g = 0. Using the mathematical theory of functions of several variables,
we introduce the Lagrange multiplier dλ, and form the objective function
Ψ(Y, L) such that:

Ψ = Π − dλ.g (3.29)

The problem reduces to extremizing the function Ψ. For this purpose,
the two necessary conditions are ∂Ψ/∂Y = 0 and ∂Ψ/∂L = 0. Using these
two conditions, along with equations (3.28) and (3.29), we obtain:

dφ = −dλ ∂g
∂Y

(3.30a)

dl = −dλ ∂g
∂L

(3.30b)

Substituting for g from equation (3.27) into equation (3.30b), one con-
cludes directly that dλ = dl. Substituting this into equation (3.30a), along
with using equation (3.27), we obtain:

dφ = −dλ.Y (3.31)

In order to solve the differential equation (3.31), we must first find an
expression for the Lagrange multiplier dλ. This can be done by invoking
the consistency condition dg = 0. Applying this condition to equation
(3.27), we obtain:

∂g

∂Y
dY +

∂g

∂L
dL = 0 (3.32)

Substituting for ∂g
∂Y and ∂g

∂L from equation (3.27) and for dL = dl(∂L∂l )
using the chain rule of differentiation, and solving for dl, we obtain:

dl = dλ =
Y dY

∂L/∂l
(3.33)

Substituting the above expression of dλ into equation (3.31), we obtain
the kinetic (evolution) equation of damage as follows:

dφ =
−1

∂L/∂l
Y 2dY (3.34)

with the initial condition that φ = 0 when Y = 0.
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Example 3.3

Derive the following relation between the damage variable φ and elastic
strain εe:

φ

(1 − φ)3
=

Ē3

3(∂L∂l )
εe

6
(3.35)

Solution

Differentiate the expression of Y in equation (3.26) to obtain:

dY = Ēεe[εedφ− 2dεe(1 − φ)] (3.36)

Next, substitute the expressions of Y and dY of equations (3.26) and (3.36),
respectively, into equation (3.34), to obtain the strain-damage differential
equation as follows:

dφ =
1

(∂L/∂l)
Ē3εe

5
(1 − φ)2[2dεe(1 − φ) − εedφ] (3.37)

The above differential equation can be solved easily by the simple change
of variables x = εe

2
(1 − φ) and noting that the expression on the right-

hand-side of the equation (3.37) is nothing but Ē3x2dx/(∂L/∂l). Perform
the integration with the initial condition that φ = 0 when εe = 0 to obtain
the desired formula:

φ

(1 − φ)3
=

Ē3

3(∂L/∂l)
εe

6

One should note that an initial condition involving an initial damage value
φ◦ could have been used, i.e., φ = φ◦ when εe = 0.

Problems

Determine an evolution equation of damage based on a power law with two
independent material constants as proposed by Kachanov in 1986.

Solve the differential equation (3.34) for φ in terms of Y. Assume a linear
function for L(l) in the form L(l) = cl + d, where c and d are constants.
Plot the resulting formula and show that you obtain a cubic curve.

Solve the differential equation (3.37) again but this time using the initial
condition φ = φ◦ = constant when εe = 0.

Use equations (3.26) and (3.34) to derive equation (3.35) directly. Hint:
Use the result of Problem 3.16 above.
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Plot the relation between the damage variable φ and elastic strain εe ob-
tained in equation (3.35).

The equations of damage evolution given in Section 3.4 were obtained based
on the hypothesis of elastic energy equivalence. Obtain alternative but
similar equations of damage evolution using the hypothesis of strain equiv-
alence.

Consider the following damage function (criterion) g which does not employ
the thermodynamic force Y in the formulation:

g =
1
2
σ̄2 − L(l) ≡ 0 (3.38)

Use this new function instead of equation (3.27) to derive a new damage
evolution equation to be used instead of equation (3.34).

Obtain a new relation between the damage variable φ and elastic strain
εe based on the new damage function (criterion) g given in Problem 3.21
above.

Consider a composite cylindrical bar made of a matrix and fibers of two
different materials. Let EM and EF be the moduli of elasticity for the
matrix and fibers, respectively. Let also σM and σF be the stresses in the
matrix and fibers, respectively. Then the total uniaxial stress σ in the bar
is given by the following rule of mixtures:

σ = cMσM + cFσF

where cM and cF are the matrix and fiber volume (or area) fractions,
respectively.

3.1. Define two new scalar damage variables φM and φF , for the matrix
and fibers, respectively.

3.2. Determine two appropriate evolution equations for the two damage
variables defined in part (a).

3.3. Determine a relation between the global damage variable φ and the
two local damage variables φM and φF .
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Kinematic Description of Damage

4.1 Introduction

In 1958, Kachanov (1958) introduced the concept of effective stress in dam-
aged materials. This pioneering work started the subject that is now known
as continuum damage mechanics. Research in this area has steadily grown
and reached a stage that warrants its use in today’s engineering applica-
tions. Continuum damage mechanics is now widely used in different areas
including brittle failure (Krajcinovic, 1983, 1985; Krajcinovic and Foneska,
1981; Lubarda et at., 1994; Ju and Lee, 1991; Lee and Ju, 1991; Ju and
Chen, 1994a,b), ductile failure (Lemaitre, 1985, 1986; Chaboche, 1979,
1981, 1988a,b; Chow and Wang, 1987), composite materials (Allen et al.,
1987; Boyd et al., 1983; Voyiadjis and Kattan, 1993, Voyiadjis and Park,
1995a, b) and fatigue (Chow and Wei, 1991 ). In this theory, a continuous
damage variable is defined and used to represent degradation of the ma-
terial which reflects various types of damage at the micro-scale level like
nucleation and growth of voids, cavities, micro-cracks, and other micro-
scopic defects.

In continuum damage mechanics, the effective stress tensor is usually
not symmetric. This leads to a complicated theory of damage mechanics
involving micropolar media and the Cosserat continuum. Therefore, to
avoid such a theory, symmetrization of the effective stress tensor is used
to formulate a continuum damage theory in the classical sense (Lee et al.,
1986; Sidoroff, 1979; Cordebois and Sidoroff, 1982; Murakami and Ohno,
1980; Betten, 1983; Lu and Chow, 1990). A linear transformation tensor,
defined as a fourth-order damage effect tensor is used to symmetrize the
effective stress tensor.

The kinetics of damage is well defined presently through the effective
stress concept. However, the kinematics of the deformation with damage
is only considered indirectly and is only limited to the small strain theory
based on the hypothesis of the strain equivalence (Lemaitre and Chaboche,
1978) or energy equivalence (Sideroff, 1980). The finite deformation dam-
age models by Ju (1989) and Zbib (1993) emphasize that “added flexibility”
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due to the existence of microcracks or microvoids is already embedded in the
deformation gradient implicitly. Murakami (1988) presented the kinemat-
ics of damage deformation using the second-order damage tensor. However,
the lack of an explicit formulation for the kinematics of finite deformation
with damage leads to the failure in obtaining an explicit derivation of the
kinematics that directly consider the damage deformation.

The kinematics of damage is described here explicitly by considering
damage directly in the kinematic field using the second-order damage ten-
sor. The deformation gradient of damage is defined using the second-order
damage tensor based on the geometically symmetrized effective stress con-
cept (using a fourth-order tensor). The Green deformation tensor of the
elastic damage deformation is also derived.

For a detailed review of the principles of continuum damage machanics
as used in this chapter, the reader is referred to the works of Kachanov
(1958), Lemaitre (1985, 1986), Krajcinovic (1985), Lubarda and Krajci-
novic (1995), Chaboche (1981, 1988a, b), Murakami (1988), Sidoroff (1979,
1980), and Voyiadjis and Kattan (1992, 1999). The following sections are
based mainly on the work of Park and Voyiadjis (1998).

4.2 Theoretical Preliminaries

Referring to Figure 4.1, the initial undeformed configuration of the body is
denoted by C0, while the elastic damage deformed configuration after the
body is subjected to a set of external agencies is denoted by C. The body
in configuration C0 undergoes a sequence of deformations starting with an
elastic deformation without damage, followed by a damage deformation.
This is indicated by path I in Figure 4.1. The configuration denoted by Ce

implies the elastic deformed configuration. The initial undeformed body
may have a pre-existing damage state.

A fictitious effective configuration for the body denoted by C̄ is assumed
to be obtained from C by fictitiously removing all the damage that the
body has undergone. This is the fictitious effective configuration which is
based on the effective stress concept. In this configuration, the body has
only deformed elastically without damage. In addition to the fictitious ef-
fective configuration C̄, the initial fictitious effective configuration denoted
by C0 is defined by removing the initial damage from the initial undeformed
configuration of the body. In the case of no initial damage existing in the
undeformed body, the initial fictitious effective configuration is identical
to the initial undeformed configuration. This chapter is limited to elastic
strains with damage.
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FIGURE 4.1
Schematic representation of elastic damage deformation configurations.
(Park and Voyiadjis, 1998)

4.3 Description of Damage State

The damage state can be described using an even order tensor (Leckie,
1993; Onat, 1986; and Betten, 1986). Ju (1990) pointed out that even for
isotropic damage one should employ a damage tensor (not a scalar damage
variable) to characterize the state of damage in materials. However, the
damage generally is anisotropic due to the external agency condition or the
material nature itself. Although the fourth-order damage tensor can be
used directly as a linear transformation tensor to define the effective stress
tensor, it is not easy to characterize physically the fourth-order damage
tensor compared to the second-order damage tensor. In this chapter, the
damage is considered as a symmetric second-order tensor. The second-
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order damage tensor is given by (Murakami 1983) as follows:

φij =
3∑

k=1

φ̂kn̂
k
i n̂

k
j (no sum in k) (4.1)

φij = birbjsφ̂rs (4.2)

where n̂k is an eigenvector corresponding to the eigenvalue, φ̂k, of the dam-
age tensor, φ. The damage tensor in the coordinate system that coincides
with the three orthogonal principal directions of the damage tensor, φ̂rs,
in equation (4.2) is of diagonal form and is given by

φ̂ij =

⎡
⎣φ̂1 0 0

0 φ̂2 0
0 0 φ̂3

⎤
⎦ (4.3)

and the second order transformation tensor b is given by

bir =

⎡
⎣n1

1 n
1
2 n

1
3

n2
1 n

2
2 n

2
3

n3
1 n

3
2 n

3
3

⎤
⎦ (4.4)

This proper orthogonal transformation tensor requires that

bijbkj = δik (4.5)

where δik is a Kronecker delta and the determinant of the matrix [b] is
given by

|[b]| = 1 (4.6)

Voyiadjis and Venson (1995) quantified the physical values of the eigen-
values φ̂k (k = 1,2,3) and the second-order damage tensor φ for the uni-
directional fibrous composite by measuring the crack density with the as-
sumption that one of the eigendirections of the damage tensor coincides
with the fiber direction provided that the load is applied uniformly along
the fiber direction. This introduces a distinct kinematic measure of damage
which is complementary to the deformation kinematic measure of strain. A
thermodynamically consistent evolution equation for the damage tensor φ
together with a generalized thermodynamic force (Chaboche 1977) conju-
gate to the damage tensor is presented in the paper by Voyiadjis and Park
(1995a,b).
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4.4 Fourth-Order Anisotropic Damage Effect Tensor

In a general state of deformation and damage, the effective stress tensor
σ̄ is related to the stress tensor σ by the following linear transformation
(Murakami and Ohno 1980):

σ̄ij = Mikjlσkl (4.7)

σ̄ = Mσ (4.8)

where σ is the Cauchy stress tensor and M is a fourth-order linear transfor-
mation operator called the damage effect tensor. Depending on the form
used for M, it is very clear from equation (4.8) that the effective stress
tensor σ̄ is generally not symmetric. Using a nonsymmetric effective stress
tensor as given by equation (4.8) to formulate a constitutive model will
result in the introduction of the Cosserat and a micropolar continuum.
However, the use of such complicated mechanics can be easily avoided if
the proper fourth-order linear transformation tensor is formulated in or-
der to symmetrize the effective stress tensor. Such a linear transformation
tensor called the damage effect tensor is obtained in the literature (Lee
at al., 1986; Sidoroff, 1979) using symmetrization methods. The effective
stress tensor is symmetrized using the following expressions by Cordebois
and Sidoroff (1979) and Lee et al. (1986).

σ̄ij = (δik − φik)−1/2σkl(δjl − φjl)−1/2 (4.9)

σ̄ij = 1
2 [(δik − φik)−1σklδjl + δikσkl(δjl − φjl)−1] (4.10)

σij = 1
2 [(δik − φik)σ̄klδjl + δikσ̄kl(δjl − φjl)] (4.11)

The fourth-order damage effect tensors corresponding to equations (4.9),
(4.10) and (4.11) are defined such as

Mikjl = (δik − φik)−1/2(δjl − φjl)−1/2 (4.12)

Mikjl = 1
2 [(δik − φik)−1δjl + δik(δjl − φjl)−1] (4.13)

Mikjl = 2[(δik − φik)δjl + δik(δjl − φjl)]−1 (4.14)

Another approach is that of the damage effect tensor using the fourth order
damage tensor ψ as defined by Chaboche (1979)
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Mikjl = (Iikjl − ψikjl) (4.15)

where Iikjl is a fourth order identity tensor and is given by

Iikjl = 1
2 (δijδkl + δilδkj) (4.16)

However, it is not easy to characterize physically the fourth order damage
tensor ψijkl as opposed to the second-order damage tensor φij . For the
case of isotropic damage, the fourth order damage tensor is defined by Ju
(1990) as follows

ψijkl = d1δikδjl + d2Iikjl (4.17)

where d1 and d2 are scalars (dependent or independent) damage variables.
In order to describe the kinematics of damage, the physical meaning

of the fourth-order damage effect tensor should be interpreted and not
merely given as the symmetrization of the effective stress. In this chapter,
the fourth-order damage effect tensor given by equation (4.12) will be used
because of its geometrical symmetrization of the effective stress (Corde-
bois and Sidoroff, 1979). However, it is very difficult to obtain the explicit
representation of (δik−φik)−1/2. The explicit representation of the fourth-
order damage effect tensor M using the second-order damage tensor φ is of
particular importance in the implementation of the constitutive modeling
of damage mechanics. Therefore, the damage effect tensor M of equation
(4.12) should be obtained using the coordinate transformation of the prin-
cipal damage direction coordinate system. Thus the fourth-order damage
effect tensor given by equation (4.12) can be written as

Mikjl = bmibnjbpkbqlM̂mnpq (4.18)

where M̂ is a fourth-order damage effect tensor with reference to the prin-
cipal damage direction coordinate system. The fourth-order damage effect
tensor M̂ can be written as follows:

M̂mpnq = âmpânq (4.19)

where the second-order tensor a of the principal damage direction coordi-
nate system is given by

âmp = [δmp − φ̂mp]−1/2

=

⎡
⎢⎢⎣

1√
1−φ̂1

0 0

0 1√
1−φ̂2

0

0 0 1√
1−φ̂3

⎤
⎥⎥⎦ (4.20)
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Substituting equation (4.19) into equation (4.18), one obtains the following
relation

Mikjl = bmibnjbpkbqlâmpânq

= aikajl (4.21)

Using equation (4.21), a second-order tensor a is defined as follows:

aik = bmibpkâmp (4.22)

The matrix form of equation (4.22) is as follows:

[a] = [b]T [â][b]

[a] =

⎡
⎢⎢⎣

b11b11√
1−φ̂1

+ b21b21√
1−φ̂2

+ b31b31√
1−φ̂3

b11b12√
1−φ̂1

+ b21b22√
1−φ̂2

+ b31b32√
1−φ̂3

b12b11√
1−φ̂1

+ b22b21√
1−φ̂2

+ b32b31√
1−φ̂3

b12b12√
1−φ̂1

+ b22b22√
1−φ̂2

+ b32b32√
1−φ̂3

b13b11√
1−φ̂1

+ b23b21√
1−φ̂2

+ b33b31√
1−φ̂3

b13b12√
1−φ̂1

+ b23b22√
1−φ̂2

+ b33b32√
1−φ̂3

b11b13√
1−φ̂1

+ b21b23√
1−φ̂2

+ b31b33√
1−φ̂3

b12b13√
1−φ̂1

+ b22b23√
1−φ̂2

+ b32b33√
1−φ̂3

b13b13√
1−φ̂1

+ b23b23√
1−φ̂2

+ b33b33√
1−φ̂3

⎤
⎥⎥⎦ (4.23)

4.5 Kinematic Description of Elastic-Damage Defor-
mation

A schematic drawing representing the kinematics of finite elastic defor-
mation and damage is shown in Figure 4.1. C0 is the initial undeformed
configuration of the body which may have initial damage in the material.
C represents the final elastically deformed and damaged configuration of
the body. The configuration C̄0 represents the initial configuration of the
body that is obtained by fictitiously removing the initial damage from the
C0 configuration. If the initial configuration is undamaged then there is no
difference between configurations C0 and C̄0. Configuration C̄ is obtained
by fictitiously removing the damage from configuration C. Considering
path I the deformation gradient referred to the undeformed configuration,
C0, denoted by F is polarly decomposed into the elastic deformation gra-
dient denoted by Fe and the damage deformation gradient denoted by Fd

such that
F = FeFd (4.24)
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The Green deformation tensor of the elastic damage deformation can be
obtained through either path I or path II as shown in Figure 4.1. Path I
gives the Green deformation tensor as follows:

G = FTF

= Fd
T

Fe
T

FeFd (4.25)

Considering path II the fictitious initial damage Green deformation tensor,
Ḡd

0, and the fictitious damage Green deformation tensor, Ḡd, are defined
as follows:

Ḡd
0 = F̄d

T

0 F̄d0 (4.26)

and

Ḡd = F̄d
T

F̄d (4.27)

respectively. F̄d0 and F̄d are the fictitious effective initial damage deforma-
tion and the fictitious effective damage deformation gradients, respectively.
The deformation gradient and the Green deformation tensor used in fol-
lowing path II may appear initially to be of the following forms:

F = F̄d0F̄
eF̄d (4.28)

and

G = F̄d
T

F̄e
T

0 F̄d
T

0 F̄d0F̄
eF̄d (4.29)

respectively. However, due to the fictitious removal of damage from config-
urations C0 and C, the deformation gradient and the Green deformation
tensor cannot be expressed by equations (4.28) and (4.29). Since the two
effective configurations, C̄0 and C̄, are obtained by fictitiously removing
damage from the real configurations, therefore the difference between the
two fictitious damage deformation tensors needs to be subtracted from the
Green deformation tensor given by equation (4.29). Thus, the resulting
Green deformation tensor in considering path II is given by

G = F̄d
T

F̄e
T

0 F̄d
T

0 F̄d0F̄
eF̄d − (Ḡd − Ḡd

0)

= F̄d
T

F̄e
T

0 F̄d
T

0 F̄d0F̄
eF̄d − (F̄d

T

F̄d − F̄d
T

0 F̄d0) (4.30)

It should be noted that the deformation gradients following paths I and
II are not related directly. However, the Green deformation tensors may
be obtained following paths I or II. This is clearly indicated in equation
(4.30) where one needs to remove (F̄d

T

F̄d) due to the fictitious removal of
damage from the material. However, one needs to add the initial fictitiously
removed deformation due to damage. Both equations (4.25) and (4.30)

© 2005 by Taylor & Francis Group, LLC



Kinematic Description of Damage 137

show that the Green deformation tensor can be expressed by either path I
or path II, respectively. In addition, the effective Green deformation tensor
of path II is the counterpart of the effective stress field and is defined as
follows:

Ḡ = F̄e
T

F̄e (4.31)

For simplicity, one assumes that no initial damage exists in the initial
undeformed body. Consequently, one obtains the following relation such
that

F̄d
T

F̄d0 = I (4.32)

F̄e = Fe (4.33)

where I is a second order identity tensor. Using equations (4..31), (4.32),
(4.33), one obtains the Green deformation tensor relating paths I and II as
follows

G = Fd
T

ḠFd (4.34)

or
G = F̄d

T

ḠF̄d − (F̄d
T

F̄d − I) (4.35)

From equation (4.35), one obtains the effective Green deformation tensor
as follows

Ḡ = F̄d
−T

[G + (F̄d
T

F̄d − I)]F̄d
−1

= F̄d
−T

GF̄d
−1 − F̄d

−T

F̄d
−1

+ I (4.36)

Equating equations (4.34) and (4.35), one obtains the following relation-
ship

F̄d
T

ḠF̄d = F̄d
T

ḠF̄d − F̄d
T

F̄d + I (4.37)

The Green-Saint-Venant strain tensor termed here the strain tensor is de-
fined as follows:

ε = 1
2 (G − I) (4.38)

The corresponding effective strain tensor of the counterpart of the effec-
tive stress is defined such that

ε̄ = 1
2 (Ḡ − I) (4.39)

© 2005 by Taylor & Francis Group, LLC



138 Damage Mechanics

Substituting equation (4.36) into equation (4.39), one obtains the effective
strain tensor in terms of the elastic-damage Green tensor and the fictitious
effective damage gradient such that

ε̄ = 1
2 F̄

d−T

(G − I)F̄d
−1

(4.40)

Finally one obtains the relation between ε̄ and ε using equations (4.38) and
(4.40) such that

ε̄ = F̄d
−T

εF̄d
−1

(4.41)

Alternatively, the strain tensor is given by

ε̄ = F̄d
T

ε̄F̄d (4.42)

The approach used here provides a relation between the effective strain
and the damage elastic strain applicable also to finite strains and is not
confined to small strains as in the case of the strain equivalence or the
strain energy equivalence approach. Since the fictitious effective deformed
configuration denoted by C̄, is obtained by removing the damage from the
real deformed configuration denoted by C, the fictitious effective deformed
volume denoted by Ω̄ is similarly obtained as follows:

Ω̄ = Ω − Ωd

=
√

(1 − φ̂1)(1 − φ̂2)(1 − φ̂3)Ω (4.43)

or

Ω = J̄dΩ̄ (4.44)

where Ω is the deformed volume, Ωd is the damage volume, and J̄d is
the Jacobian of the damage deformation. The Jacobian of the damage
deformation is given by

J̄d =
1√

(1 − φ̂1)(1 − φ̂2)(1 − φ̂3)
(4.45)

However, the Jacobian of the damage is defined such that

J̄d =
√
|Ḡd|

=
√
|F̄dT F̄d|

=
√
|F̄dT ||F̄d| (4.46)
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The determinant of the matrix [a] in equation (4.27) is given by

|[a]| = |[b]|T |[â]||[b]|
= |[â]|
=

1√
(1 − φ̂1)(1 − φ̂2)(1 − φ̂3)

(4.47)

Thus one assumes the following relation similar to equation (7) without
loss of generality

σ̄ij = M̂ikjlσ̂kl

= âikâjlσ̂kl

= ˆ̄F
d

ik
ˆ̄F
d

jlσ̂kl (4.48)

for stresses coinciding with the principal directions of damage. Conse-
quently one obtains

ˆ̄F
d

ij = âij (4.49)

and

F̄ dij = aij (4.50)

Although the identity is established between J̄d and |a|, this is not suf-
ficient to demonstrate the validity of equation (4.49). Equation (4.49) is
assumed here based on the physics of the geometrically symmetrized ef-
fective stress concept (Cordebois and Sidoroff, 1979; Voyiadjis and Park,
1996a,b). Equation (4.41) may now be expressed as follows:

ε̄ij = a−1
ik a

−1
jl εkl

= M−1
ijklεkl (4.51)

Similiarly, equation (4.42) can be written as follows

εij = aikajlε̄kl

= Mijkl ε̄kl (4.52)

The relations combining the strain of the elastic damage deformation and
the effective strain in equations (4.51) and (4.52) indicate that these rela-
tionships are equivalent to those obtained using the hypothesis of energy
equivalence (Cordebois and Sidoroff 1982).
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4.6 Constitutive Equation of Elastic-Damage
Behavior

The constitutive equation of the elastic-damage behavior is obtained by
simple mapping rather than using the energy equivalence hypothesis. The
constitutive equation in the effective configuration is given by

σ̄ij = Ēijkl ε̄kl (4.53)

where Ē is the elastic stiffness tensor of the material in the absence of
damage. Substituting equations (4.7) and (4.51) into equation (4.53) , the
elastic-damage constitutive equation is obtained as follows:

σij = NikjlĒklpqNprqsεrs

= Eijrsεrs (4.54)

The elastic damage stiffness is given as follows:

Eijrs = NikjlĒklpqNprqs (4.55)

where

Nikjl = M−1
ikjl

= a−1
ik a

−1
jl (4.56)

The elastic damage stiffness given by equation (4.55) is symmetric. This
is in line with the classic (nonpolar) sense of continuum mechanics which
is violated by using the hypothesis of strain equivalence. The damaged
elastic stiffness is re-examined here using the fourth-order damage effective
tensor M which is a function of the second-order damage tensor φ. The
example of parallel cracks normal to the axis “1” is considered here. In
this example the non-vanishing damage variables are the following

φ11 = φ̂1 (4.57)

φ22 = φ̂2 (4.58)

φ33 = φ̂3 (4.59)

Since φ̂2 = φ̂3 � φ̂1 one may assume for simplicity that φ22 = φ33 = 0.
However, nonzeros for φ̂2 and φ̂3 are used here. The matrix form of the
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damaged elastic stiffness E is as follows:

[E] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψ̂1ψ̂1Ē1111 ψ̂1ψ̂2Ē1122 ψ̂1ψ̂3Ē1133 0 0 0
ψ̂1ψ̂2Ē1122 ψ̂2ψ̂2Ē2222 ψ̂2ψ̂3Ē2233 0 0 0
ψ̂1ψ̂3Ē1133 ψ̂2ψ̂3Ē2233 ψ̂3ψ̂3Ē3333 0 0 0

0 0 0 ψ̂1ψ̂2Ē1212 0 0
0 0 0 0 ψ̂2ψ̂3Ē2323 0
0 0 0 0 0 ψ̂1ψ̂3Ē1313

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(4.60)
where ψ̂i = (1− φ̂i). Alternatively, the matrix form of the damaged elastic
compliance tensor S which is initially isotropic is given by

[S] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

ψ̂1ψ̂1Ē

−ν̄
ψ̂1ψ̂2Ē

−ν̄
ψ̂1ψ̂3Ē

0 0 0
−ν̄

ψ̂1ψ̂2Ē
1

ψ̂2ψ̂2Ē
−ν̄

ψ̂2ψ̂3Ē
0 0 0

−ν̄
ψ̂1ψ̂3Ē

−ν̄
ψ̂2ψ̂3Ē

1
ψ̂3ψ̂3Ē

0 0 0
0 0 0 1

ψ̂1ψ̂2Ḡ
0 0

0 0 0 0 1
ψ̂2ψ̂3Ḡ

0
0 0 0 0 0 1

ψ̂1ψ̂3Ḡ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.61)

where ν̄, Ē, and Ḡ are the Poisson ratio, elastic and shear moduli, respec-
tively. Obviously, the damaged stiffness or compliance tensor shown is for
transversely isotropic material. The damaged material is limited to or-
thotropic behavior using the second-order damage tensor φ. However, the
damaged material exhibits general orthotropy when the principal damage
directions are not coincident with the current coordinates. In this case, all
components are not zero. More detailed examples of damaged compliance
for micro-crack distribution using scalar, second-order, fourth-order, and
sixth-order damage tensors are availble in the recent work by Krajcinovic
and Mastilovic (1995).

4.7 Conclusion

The fourth-order anisotropic damage effect tensor, M, using the kinematic
measure for damage expressed through the second-order damage tensor φ,
is reviewed in this chapter in reference to the symmetrization of the effec-
tive stress tensor. This introduces a distinct kinematic measure of damage
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which is complementary to the deformation kinematic measure of strain. A
thermodynamically consistent evolution equation for the damage tensor, φ
together with a generalized thermodynamic force conjugate to the damage
tensor is presented in the paper by Voyiadjis and Park (1995a,b). Voyi-
adjis and Venson (1995) quantified the physical values of the eigenvalues,
φ̂k (k = 1,2,3), and the second-order damage tensor, φ, for the unidirec-
tional fibrous composite by measuring the crack densities with the assump-
tion that one of the eigen-directions of the damage tensor coincides with
the fiber direction.

The fourth-order anisotropic damage effect tensor used here is obtained
through the geometrical symmetrization of the effective stress (Cordebois
and Sidoroff, 1979; Voyiadjis and Park, 1996a,b). This tensor is used here
for the kinematic description of damage. The explicit representation of the
fourth-order damage effect tensor is obtained with reference to the principal
damage direction coordinate system.

The elastic-damage deformation for finite strain is also described in this
chapter using the kinematics of damage. The kinematics of elastic-damage
behavior proposed here allows one to obtain the strain tensor of the elastic-
damage deformation without the use of either the hypotheses of energy
equivalence or strain equivalence. The proposed approach provides a rela-
tion between the effective strain and the damage elastic strain applicable
to finite strains and is not confined to small strains as in the case of the
strain equivalence or strain energy equivalence approaches. This leads to
a simpler derivation of the elastic-damage constitutive equation for the
elastic-damage behavior without the use of the hypothesis of energy equiv-
alence.
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Anisotropic Damage Mechanics

5.1 Introduction

Following the first pioneering paper of Kachanov (1958) on damage me-
chanics, many different types of damage models have been introduced such
as ductile fracture (Sidoroff, 1981; Cordebois and Sidoroff, 1979; Corde-
bois, 1983; Lee, et al., 1985; Chow and Wang, 1987, 1988), fatigue of met-
als (Lemaitre, 1971; Chaboche, 1974), creep and creep-fatigue problems
(Leckie and Hayhurst, 1974; Hult, 1974; Lemaitre and Chaboche, 1975),
and other types of damage (Lemaitre, 1984).

The concept of effective stress plays an important role in the definition
of a suitable damage variable. The damage variable is usually defined to
represent average material degradation that reflects all types of damage
at the microscale level like nucleation and growth of voids, cavities, and
other microcracks. The damage variable is assumed to be a second order
tensor for the general case of anisotropic damage. The theory of anisotropic
damage mechanics has been recently developed by Cordebois and Sidoroff
(1979), Sidoroff (1981), Cordebois (1983), Chow and Wang (1987, 1988),
Krajcinovic and Foneska (1981), Murakami and Ohno (1981), Murakami
(1983), and Krajcinovic (1983), Voyiadjis and Kattan (1992,1999). The
material in the following sections is based mainly on the work of Voyiadjis
and Park (1996a,b).

A computational anisotropic damage model is developed in this chapter.
An updated Lagrangian finite element formulation is used for the numerical
solution of the problem. In this model, finite strains are used; however,
small elastic strains are assumed in the formulation. In Figure 5.1 (Chow
and Wang, 1987), it is clear that the assumption of small elastic strains is
valid for this material behavior. It is also shown how the computational
model developed here can be applied to problems of ductile fracture. The
classical problem of a center-cracked thin plate subjected to in-plane tensile
forces is analyzed using the proposed model. The results obtained are
compared with the experimental results of Chow and Wang (1988).
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FIGURE 5.1
Uniaxial stress-strain curves. (Voyiadjis and Park, 1996b)

5.2 Anisotropic Damage Criterion

The anisotropy of damage hardening is considered here in order to obtain
a damage criterion for nonproportional loading. The damage criterion g is
expressed in terms of a tensorial hardening parameter h and the generalized
thermodynamic force Y conjugate to the damage tensor φ such that

g ≡ pijklYijYkl − 1 = 0 (5.1)

where

pijkl = h−1
ij h

−1
kl (5.2)

Equation (5.1) is an isotropic function of h and Y. The hardening tensor
h is expressed as
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hij = (uik)1/2φkl (uij)1/2 + Vij (5.3)

[u] =

⎡
⎢⎢⎢⎣
λ1q1

(
κD

λ1

)r1
0 0

0 λ2q2

(
κD

λ2

)r2
0

0 0 λ3q3

(
κD

λ3

)r3

⎤
⎥⎥⎥⎦ (5.4)

[V] =

⎡
⎣λ1v

2
1 0 0

0 λ2v
2
2 0

0 0 λ3v
2
3

⎤
⎦ (5.5)

Tensors u and V are generalizations to orthotropic materials of the scalar
forms of isotropic materials originally proposed by Stumvoll and Swoboda
(1993). The quantities λ1, λ2, λ3, v1, v2, v3, r1, r2, r3, q1, q2 and q3 are
material parameters obtained by matching the theory with experimental
results. Parameters λ1, λ2 and λ3 are related to the elasticity tensor E, for
an orthotropic material expressed by the 6 × 6 matrix

[E] =

⎡
⎢⎢⎢⎢⎢⎢⎣

(λ1 + 2µ1) λ1 λ3 0 0 0
λ1 (λ2 + 2µ2) λ2 0 0 0
λ3 λ2 (λ3 + 2µ3) 0 0 0
0 0 0 µ1 0 0
0 0 0 0 µ2 0
0 0 0 0 0 µ3

⎤
⎥⎥⎥⎥⎥⎥⎦

(5.6)

such that

E1122 = λ1

1
2
(E1111 − E1122) = µ1

E2233 = λ2

1
2
(E2222 − E2233) = µ2

E1133 = λ3

1
2
(E3333 − E1133) = µ2 (5.7)

The parameters v1, v2 and v3 in equation (5.5) define the initial thresh-
old against damage for the orthotropic material. These parameters are
obtained from the constraint that the onset of damage corresponds to the
stress level at which the virgin material starts exhibiting nonlinearity. The
scalar damage hardening parameter κD in equation (5.4) is given by
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κD =
∫ t

0

−Yij φ̇ijdt (5.8)

The damaging state is defined as any state that satisfies g = 0. Four
different states are outlined below:

g < 0, (elastic− unloading) (5.9a)

g = 0,
∂g

∂Ẏij
Ẏij < 0 (elastic− unloading) (5.9b)

g = 0,
∂g

∂Ẏij
Ẏij = 0 (neutral loading) (5.9c)

g = 0,
∂g

∂Ẏij
Ẏij > 0 (loading for a damaging state) (5.9d)

An anisotropic damage criterion g is proposed here by expression (5.1).
The corresponding loading conditions are given by equations (5.9). The
damage criterion is expressed through the second order tensors u and V
and the damage tensor φ.

5.3 Damage Tensor

In this section, the effective stress concept proposed by Kachanov (1958)
and later generalized by Murakami (1988) is used. The initial undeformed
and undamaged configuration of the body will be referred to as C0 while C̄
refers to the state of the body after it has only deformed without damage.
The configuration of the body that is both deformed and damaged after a
set of external agencies act on it is referred to as C (Voyiadjis and Kattan,
1992, 1999). A linear transformation is assumed between the Cauchy stress
tensor σ, and the effective Cauchy stress tensor σ̄ such that:

σ̄ij = Mijklσkl (5.10)

where M is the fourth-order damage effect tensor. Murakami (1988) has
shown that M can be represented by 6× 6 matrix as a function of (I2 −φ)
such that

[M] = [M(I2 − φ)] (5.11)

where φ is a symmetric second order tensor and I2 is the second-rank
identity tensor. The effective Cauchy stress need not be symmetric or
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frame invariant under the given transformation. However, once the effective
Cauchy stress is symmetrized, it can be shown that it satisfies the frame
invariance principle (Voyiadjis and Kattan, 1992, 1999). The stress tensor
M in conjunction with the matrix form of M may be represented in vector
form as shown:

[σ] = [σ11, σ22, σ33, σ12, σ23, σ31]
T (5.12)

The symmetrized σ̄ used here is given by (Lee, et al., 1986)

σ̄ij =
1
2
[σik(δkj − φki)−1 + (δil − φil)−1σlj ] (5.13)

This stress, σ̄, is frame independent. Making use of the symmetrization
procedure given by equation (5.13), the (6× 6) matrix form of tensor M is
given by Voyiadjis and Kattan (1992, 1999) as follows:

[M] =
1

2

⎡
⎢⎢⎢⎢⎢⎢⎣

2ω22ω33 − 2φ2
23 0 0

0 2ω11ω33 − 2φ2
13 0

0 0 2ω11ω22 − 2φ2
12

φ13φ23 + φ12ω33 φ13φ23 + φ12ω33 0
0 φ12φ13 + φ23ω11 φ12φ13 + φ23ω11

φ12φ23 + φ13ω22 0 φ12φ23 + φ13ω22

2φ13φ23 + 2φ12ω33 0
2φ13φ23 + 2φ12ω33 2φ12φ13 + 2φ23ω11

0 2φ12φ13 + 2φ23ω11

ω22ω33 + ω11ω33 − φ2
23 − φ2

13 φ12φ23 + φ13ω22

φ12φ23 + φ13ω22 ω11ω33 + ω11ω22 − φ2
13 − φ2

12

φ12φ13 + φ23ω11 φ13φ23 + φ12ω33

2φ12φ23 + 2φ13ω22

0
2φ12φ23 + 2φ13ω22

φ12φ13 + φ23ω11

φ13φ23 + φ12ω33

ω22ω33 + ω11ω22 − φ2
23 − φ2

12

⎤
⎥⎥⎥⎥⎥⎥⎦

(5.14)

where  is given by

 = ω11ω22ω33 − φ2
23ω11 − φ2

13ω22 − φ2
12ω33 − 2φ12φ23φ13 (5.15)

The notation ωij is used to denote δij − φij . Using the principal damage
values φ1, φ2, φ3, then Equation (5.14) may be expressed as follows:
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[M]diag.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1−φ1

0 0 0 0 0
0 1

1−φ2
0 0 0 0

0 0 1
1−φ3

0 0 0
0 0 0 (1−φ2)+(1−φ1)

2(1−φ2)(1−φ1)
0 0

0 0 0 0 (1−φ3)+(1−φ2)
2(1−φ3)(1−φ2)

0

0 0 0 0 0 (1−φ3)+(1−φ1)
2(1−φ3)(1−φ1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.16)
However, in this chapter, the matrix representation of M for the case of

plane stress will be used.
For the case of a thin plate subjected to a state of plane stress, it is as-

sumed that the plate lies in the 1-2 plane under plane stress conditions. For
plane stress, Equation (5.14) reduces to the following expression (Voyiadjis
and Kattan, 1992, 1999)

⎧⎨
⎩
σ̄11

σ̄22

σ̄12

⎫⎬
⎭ =

⎡
⎣M11 M12 M13

M21 M22 M23

M31 M32 M33

⎤
⎦
⎧⎨
⎩
σ11

σ22

σ12

⎫⎬
⎭ (5.17)

where

M11 =
(1 − φ22)

∆
(5.18a)

M22 =
(1 − φ11)

∆
(5.18b)

M33 =
(M11 +M22)

2
(5.18c)

M12 = M21 = 0 (5.18d)

M13 = 2M31 =
φ12

∆
(5.18e)

M23 = 2M32 = M13 (5.18f)
∆ = (1 − φ11)(1 − φ22) − φ2

12 (5.18g)

The stresses and damage variables for the plane stress case are represented
by 3 × 1 vectors such that

{σ} = [σ11, σ22, σ12]T (5.19a)
{φ} = [φ11, φ22, φ12]T (5.19b)
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5.4 Damage Evolution

Although the two dissipative mechanisms of plasticity and damage influence
each other, in this section, it is assumed that the energy dissipated due to
plasticity and that due to damage are independent of each other. The
power of dissipation Π is given by

Π = ΠD + ΠP (5.20)

where ΠP is the plastic dissipation and ΠD the corresponding damage
dissipation. The plastic dissipation is given by

ΠP = σij ε̇
′′
ij + αij β̇ij +KP κ̇P (5.21)

In this chapter, small elastic strains but finite inelastic deformations are
assumed and the strain rate is assumed to be decomposed into an elastic
component, ε̇′ij and a plastic component, ε̇′′ij , such that

εij = ε′ij + ε′′ij (5.22)

From the experimental results shown in Figure 5.1 by Chow and Wang
(1987), it is clearly indicated there that the elastic strains are extremely
small (less than 0.2%) and therefore justifiably assumed to be small. In
equation (5.21), the term αij β̇ij is associated with kinematic hardening and
KP κ̇P with plastic isotropic hardening. The associated damage dissipation
is given by

ΠD = Yij φ̇ij +KDκ̇D (5.23)

The fictitious undamaged material is characterized by the effective stress
and effective strain. Since in the effective configuration, C̄, the body has
deformed without damage, hence the dissipation energy of the fictitious
undamaged material is only composed of the plastic dissipation.

Π̄ = Π̄P (5.24)

and

Π̄ = σ̄ij ˙̄ε′′ij + ᾱij
˙̄βij + K̄P ˙̄κP (5.25)

Since it is assumed that plastic yielding is independent of the damage
process, consequently the plastic dissipation in the damaged material is
equal to the corresponding plastic dissipation in the fictitious undamaged
material. This leads to the following expression
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ΠP = Π̄P (5.26)

The following decomposition is further assumed:

σij ε̇ij = σ̄ij ˙̄ε′′ij (5.27a)

αij β̇ij = ᾱij
˙̄βij (5.27b)

KP κ̇P = K̄P ˙̄κP (5.27c)

The assumptions imposed in order to obtain equation (5.27) from equa-
tion (5.26) is an attempt to simplify the problem in order to obtain a closed
form expression for the stiffness matrix. Without these assumptions, the
problem may not be solved. However, the good correlation between the ex-
perimental and numerical results provide a justification for this assumption.
Making use of equations (5.27a) and (5.10) one obtains a transformation
equation for the plastic strain rates such that

˙̄ε′′ij = M−1
ijkl ε̇

′′
kl (5.28)

Using the method of the calculus of functions of several variables, one
introduces two Lagrange multipliers Λ̇1 and Λ̇2 and forms the function Ω
such that (Voyiadjis and Kattan, 1992, 1999)

Ω = Π − Λ̇1f − Λ̇2g (5.29)

where f(σ,α) is the plastic yield function and α is the backstress tensor.
To extremize the function Ω, one uses the necessary conditions

∂Ω
∂σij

= 0 (5.30a)

and

∂Ω
∂Yij

= 0 (5.30b)

which give the corresponding plastic strain rate and damage rate evolution
equations, respectively:

ε̇′′ij = Λ̇1
∂f

∂σij
(5.31)

and

φ̇′′ij = Λ̇2
∂g

∂Yij
(5.32)
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Equation (5.32) gives the increment of damage from the potential g.
Using the consistency condition for damage,

ġ = 0 (5.33)

which states that after an increment of damage the volume element again
must be in a damaging state, the quantity Λ̇2 is obtained such that

Λ̇2 = −
∂g

∂Ymn

∂g
∂φij

∂g
∂Yij

Ẏmn (5.34)

Substituting equation (5.34) into equation (5.32), one obtains

φ̇kl = Ψklij Ẏij (5.35)

where the fourth order tensor Ψ is given by

Ψklij = −
∂g
∂Ykl

∂g
∂Yij

∂g
∂φmn

∂g
∂Ymn

(5.36)

The generalized thermodynamic force Y, is assumed to be a function of
the elastic component of the strain tensor ε′, and the damage tensor φ, or
the stress σ and φ

Y = Y(ε′,φ) or Y = Y(σ,φ) (5.37)

The evolution equation for Y may be expressed as follows:

Ẏij =
∂Yij
∂σmn

σ̇mn +
∂Yij
∂φpq

φ̇pq (5.38)

Substituting for Ẏ from equation (5.38) into equation (5.35) one obtains

φ̇kl = Ψklij

(
∂Yij
∂σmn

σ̇mn +
∂Yij
∂φpq

φ̇pq

)
(5.39)

Equation (5.39) may be further reduced to

Lijklφ̇kl = Ψijrs
∂Yrs
∂σmn

σ̇mn (5.40)

where

Lijkl =
1
2
(δikδjl + δilδjk) − Ψijmn

∂Ymn
∂φkl

(5.41)

Equation (5.40) is used to solve for φ̇ such that
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φ̇kl =
(
L−1
ijklΨijrs

∂Yrs
∂σmn

)
σ̇mn (5.42a)

or

φ̇kl = Tklmnσ̇mn (5.42b)

The thermodynamic force associated with damage is obtained using the
enthalpy of the damaged material where

V (σ, φ) = σmnε
′
mn −W (5.43)

or

V =
1
2
σmnE

−1
mnkl(φ)σkl (5.44)

andW is the specific energy. In equation (5.44), E is the damaged elasticity
tensor. The thermodynamic force is given by

Yij = − ∂V

∂φij
(5.45a)

or

Yij =
−∂V
∂Mabcd

∂Mabcd

∂φij
(5.45b)

Using the energy equivalence principle, one obtains a relation between the
damaged elasticity tensor E and the effective, undamaged, elasticity tensor
Ē such that (Voyiadjis and Kattan, 1992, 1999)

E−1
mnkl(φ) = Muvmn(φ)Ē−1

uvpqMpqkl(φ) (5.46)

Making use of equations (5.44) and (5.45), the thermodynamic force is
given explicitly as follows:

Yij =
−1
2

(σcdĒ−1
abpqMpqklσkl + σklMpqklĒ

−1
pqabσcd)

∂Mabcd

∂σij
(5.47)

5.5 Constitutive Model

In this section, the elasto-plastic stiffness matrix that involves damage ef-
fects is derived. Rate-dependent effects are neglected and isothermal con-
ditions are assumed.
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The incremental form of equation (5.10) may be expressed as

˙̄σij = Ṁijklσkl +Mijklσ̇kl (5.48)

Making use of the additive decomposition of the effective strain rate and
equation (5.28), one obtains

˙̄εij = Ṁ−1
ijklε

′
kl +M−1

ijkl ε̇kl (5.49)

The rates of the damage effect tensor and its inverse may be expressed as
follows by making use of equation (5.42b)

Ṁijkl =
∂Mijkl

∂φpq
Tpqmnσ̇mn (5.50a)

= Qijklmnσ̇mn (5.50b)

and

Ṁ−1
ijkl =

∂M−1
ijkl

∂φpq
Tpqmnσ̇mn (5.51a)

= Rijklmnσ̇mn (5.51b)

In order to obtain the elasto-plastic stiffness matrix that involves damage
effects, we start with the elasto-plastic stiffness relation in the undamaged
configuration given by Voyiadjis and Kattan (1992, 1999)

˙̄σij = D̄ijkl ˙̄εkl (5.52)

The elasto-plastic effective stiffness D̄ is given by Voyiadjis and Kattan
(1992, 1999).

D̄klmn = Ēklmn − 1
Q

∂f̄

∂σ̄pq
ĒpqmnĒklij

∂f̄

∂σ̄ij
(5.53)

Q̄ =
∂f̄

∂σab
Ēabcd

∂f̄

∂σ̄cd
− ∂f̄

∂κp
σ̄pq

∂f̄

∂σ̄pq
− ∂f̄

∂σ̄ef
(σ̄ef − ᾱef )b

∂f̄
∂σ̄ij

∂f̄
∂σ̄ij

(σ̄gh − ᾱgh) ∂f̄
∂σ̄gh

(5.54)
This is valid for a yield function of the form

f =
3
2
(σ̄kl − ᾱkl)(σ̄kl − ᾱkl) − σ̄2

0 − cκ̄P = 0 (5.55)

The plastic work κ̄P is a scalar function and its evolution in the configura-
tion C̄ is taken to be in the form
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˙̄κP = ( ˙̄ε′′ij ˙̄ε′′ij)
1/2 (5.56)

A Prager-Ziegler kinematic hardening evolution law is used such that

˙̄αij = ˙̄µ(σ̄ij − ᾱij) (5.57)

Making use of equations (5.52), (5.49), (5.50b) and (5.51b), one obtains
the resulting elastoplastic stiffness relation in the damaged configuration
as follows:

σ̇mn = Dmnpq ε̇pq (5.58)

where

Dmnpq = O−1
mnijD̄ijklM

−1
klpq (5.59)

and

Oijkl = Qijmnklσmn +Mijkl − D̄ijmnRmnpqklE
−1
pqabσab (5.60)

It is interesting to note that for the case of no damage, tensors Q and R
reduce to zero and M becomes a fourth order identity tensor. In this case,
equation (5.58) reduces to equation (5.52).

5.6 Uniaxial Tension Analysis

In order to obtain the damage parameters, uniaxial tension analysis for
the aluminum alloy 2024-T3 is simulated numerically and compared with
experimental results (Chow and Wang, 1987, 1988). The damage parame-
ters ql, q2, q3, rl, r2 and r3 are selected such that the computed results
present a best fit of the experimental data. The stress-strain curves shown
in Figure 5.1 show good agreement with the experimental data by Chow
and Wang (1987). In addition to the stress-strain curve, damage evolu-
tions with respect to the stress and strain are shown in Figure 5.2 and
5.3, respectively. It is clearly shown that the growth of damage with stress
accelerates rapidly near failure. This is in accord with the experiments of
Chow and Wang (1987, 1988) whereby a substantial increase in the crack
density is instrumental in forming links between the cracks that leads to
failure.
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5.7 Finite Element Implementation

The model is implemented numerically using an updated Lagrangian finite
element method. The basic assumptions and equations for the finite ele-
ment formulations have been presented by Kattan and Voyiadjis (1990) and
Voyiadjis and Kattan (1990). The final incremental equilibrium equations
in the updated Lagrangian description are given by (Kattan and Voyiadjis,
1990)

FIGURE 5.2
Uniaxial stress-damage curves. (Voyiadjis and Park, 1996b)
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([K] + [K]σ + [K](NC)){dv} = {dP} (5.61)

where {dv} is the unknown incremental vector for the nodal displacements
and {dP} is the corresponding incremental vector for the nodal forces.
[K] is the symmetric “large displacement” matrix, [K]σ is the symmetric
“initial stress” matrix, and [K](NC) is the nonsymmetric “displacement
dependent load” matrix. These matrices are given by

Kab =
∫ ∫ ∫

∂Nia
∂xj

Dijkl
∂Nkb
∂xl

dV (5.62a)

FIGURE 5.3
Uniaxial strain-damage curves. (Voyiadjis and Park, 1996b)
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K
(σ)
ab =

∫ ∫ ∫
∂Nka
∂xi

σij
∂Nkb
∂xj

dV (5.62b)

and

K
(NC)
ab =

∫ ∫ ∫
�
∂pi
∂xj

NjbNiadV +
∫ ∫

TibNiadA (5.62c)

where Nij are the shape functions, Tib are defined by the following relation
(Zienkiewicz, 1977).

∂ti
∂xj

uj = Tibqb (5.63)

and qb are the incremental nodal displacements. The above equations are
applicable to the model presented provided the appropriate elasto-plastic,
damage stiffness matrix D is substituted. The incremental vector for the
nodal forces is given as follows:

dPα =
∫ ∫ ∫

�(dpi)NiadV +
∫ ∫

(dti)NiadA (5.64)

The damage model used in this work is successfully implemented in the
fmite element program DNA (Damage Nonlinear Analysis). A convergence
criteria is used to terminate the equilibrium iteration at each load incre-
ment. At the end of each iteration, the solution obtained is checked using
the internal energy criterion ∆W (i)

n as follows:

{∆u}(i)T (m+1{R} −m+1 {F}(i)) ≤ εE{∆u}(i)T (m+1{R} −m {F}) (5.65)

where {∆u}(i) is the displacement increment obtained in the ith iteration,
T is used to denote the transpose of a vector, and m{R} and m{F} are the
internal force and external force vectors in the mth increment, respectively.
The left-hand side of the inequality represents the work done by the out-
of-balance force on the displacement increment, and the right-hand side is
the initial value of the same work. In equation (5.63), εE is a prescribed
tolerance for internal energy.

5.8 Center-Cracked Thin Plate Under In-Plane
Tensile Forces

The proposed model is primarily derived to solve problems in ductile frac-
ture. As an example, the problem of crack initiation in a center-cracked
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TA B L E 5 . 1

Material properties and parameters (aluminum alloy
2024-T3).

Modulus 73, 087 MPa
Poisson’s ration 0.3
Yielding stress 330 MPa
Kinematic hardening parameter b = 275.8 MPa
Isotropic hardening parameter c = 792.9 MPa
Damage parameters r1 = r2 = r3 = 0.64

q1 = q2 = q3 = 0.53
v1 = v2 = v3 = 0.006

thin plate, shown in Figure 5.4, that is subjected to in-plane tension is
analyzed. The material used is aluminum alloy 2024 T3. All material
properties and parameters are shown in Table 5.1. Since the thickness of
the plate (t = 3.175 mm) is small compared with the other dimension, a
state of plane stress is assumed.

Due to symmetry in geometry and loading, only one-quarter of the plate
is discretized by finite elements as shown in Figure 5.5. The eight-node
quadrilateral isoparametric element is used in this finite element analysis.
It is noticed that a large number of regular elements are used around the
crack tip in order to avoid the special (singularity) elements at that point
(Henshell and Shaw, 1975; Barsoum, 1976). Consequently, a total of 381
elements and 1228 nodes are used. The load is incremented with uniform
load increments of 5 MPa until the principal damage value φp reaches 1.0
(φp ≤ 1.0). The principal damage variable φp is given by:

φp =
φxx + φyy

2
+

√(
φxx + φyy

2

)2

+ φ2
xy (5.66)

Consequently, material failure, φc, occurs when φc = 0.38, that is
φp = 0.38. The principal damage value is monitored at each load in-
crement since it is used to determine the onset of macro-crack initiation.
The onset of macro-crack initiation occurs at the front of crack tip when
the final load of 265 MPa is reached. This is compared with the crack
initiation load of 263.6 MPa obtained from experiments done by Chow and
Wang (1988). The contours of stresses σxx, σyy and σxy, for the quarter
plate and around the crack tip for the load 260 MPa are shown in Fig-
ures 5.6 and 5.7, respectively. It is clear from Figure 5.6 and 5.7 that high
stresses are localized around the crack tip with a maximum σyy = 622 MPa.
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FIGURE 5.4
(a) This plate with a center crack. (b) Quarter of plate to be discretized
by finite elements.(Voyiadjis and Park, 1996b)

Figure 5.8 shows the contours for the damage variables φxx, φyy and φxy.
The maximum damage value of 0.28 (φyy) occurs near the tip of the crack.
All the damage values stabilize when the crack initiation load of 260 MPa
is reached. Once this load is attained, damage increases without further
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FIGURE 5.5
Finite element mesh. (Voyiadjis and Park, 1996b)

increase in load, thus initiating macrocracks.
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FIGURE 5.6
Contour lines for stresses for the quarter plate at a load of P = 260 MPa
(a) Stress σxx contours in MPa. (b) Stress σyy contours in MPa. (c) Stress
σxy contours in MPa. (Voyiadjis and Park, 1996b)
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(a)

(b)
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(c)

FIGURE 5.7
Contour lines for the stresses around the crack at a load of P = 260MPa:
(a) stress σxx contours in MPa, (b) stress σyy contours in MPa, (c) stress
σxy contours in MPa. (Voyiadjis and Park, 1996b)
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(a)

(b)
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(c)

FIGURE 5.8
Contour lines for the stresses around the crack at a load of P = 260MPa:
(a) stress σxx contours in MPa, (b) stress σyy contours in MPa, (c) stress
σxy contours in MPa. (Voyiadjis and Park, 1996b)
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5.9 Conclusion

An anisotropic damage model is proposed for the characterization of the
degradation of the material properties as well as for the onset of macro-
crack initiation in metals. The evolution and growth of damage using
the proposed theory compares well with the experimental data from the
uniaxial tension test given by Chow and Wang (1987). The authors have
attempted to provide an anisotropic damage model in order to accurately
predict the behavior of the material. The use of this versatile and general
anisotropic model imposes six parameters for which the authors have not
obtained direct physical correlation. However, some other parameters in
the formulation have direct physical correlation such as λ1, λ2, λ3, v1, v2
and v3.

Finite element implementation of a damage-plasticity model is formu-
lated to analyze a center-cracked thin elasto-plastic plate subjected to in-
plane tensile forces. The model uses the coupling of finite strain plasticity
and damage mechanics incorporating both isotropic and kinematic hard-
ening.

The results for the stresses, strains and damage variables are shown and
compared for the proposed model. It is shown that the damage variables
increase monotonically with the applied load. The critical values for the
damage variables needed to initiate macrocracks are within the range 0.2
to 0.8. This is in agreement with the work of Lemaitre (1984, 1986).
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Plasticity Theory

The nonlinear behavior of metals when subjected to monotonic, and cyclic
non-proportional loading is modeled using the proposed hardening rule.
The plasticity model is based on the Chaboche (1989, 1991) and Voyiad-
jis and Sivakumar (1991, 1994) models incorporating the bounding surface
concept. The evolution of the backstress is governed by the deviatoric
stress rate direction, the plastic strain rate, the backstress, and the prox-
imity of the yield surface from the bounding surface. In order to ensure
uniqueness of the solution, nesting of the yield surface with the bounding
surface is ensured. The prediction of the model in uniaxial cyclic loading
is compared with the experimental results obtained by Chaboche (1989,
1991). The behavior of the model in multiaxial stress space is tested by
comparing it with the experimental results in axial and torsional loadings
performed by Shiratori, et al. (1979) for different stress trajectories. The
amount of hardening of the material is tested for different complex stress
paths. The model gives a very satisfactory result under uniaxial, cyclic and
biaxial non-proportional loadings. Ratchetting is also illustrated using a
non-proportional loading history.

6.1 Introduction

Voyiadjis and Sivakumar (1991, 1994) proposed a robust kinematic hard-
ening model that ensures the nesting of the yield and bounding surfaces.
This is accomplished by defining a kinematic hardening rule that blends
the deviatoric stress rate rule for the movement of the yield surface with
that of the Tseng and Lee rule (1983). This approach satisfies both the
experimental observations made by Phillips, et al. (1974), and the nesting
of the yield surface with the bounding surface. A general expression for the
plastic modulus is also proposed in this chapter. The expressions proposed
by McDowell (1987) and Dafalias (1981) may be obtained as a special case
of that proposed by Voyiadjis and Sivakumar (1991, 1994). An additional
parameter is also introduced in this work that reflects the dependence of
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the plastic modulus on the angle between the deviatoric stress rate tensor
and the tensor joining the center of the bounding surface and the yield
surface. The movement of the center of the yield surface is along a curved
path in this case and not along a straight line path as predicted by Tseng
and Lee (1983). The Voyiadjis and Sivakumar model (1994) predicts the
yielding and ratchetting behavior of the material under cyclic loading quite
well as compared with the experimental results of Shiratori, et al. (1979).
However, the effective plastic strains are overpredicted at low values of the
plastic strains.

The objective of this chapter is to develop a constitutive model that can
describe the plastic response of class M materials under complex loading
conditions specifically for hardening effects. An attempt is made to formu-
late a new kinematic hardening rule that can predict the response of the
material under both monotonic and cyclic loadings. The model is based on
both the Chaboche model (1989, 1991) and the Voyiadjis-Sivakumar model
(1991, 1994). A new term involving the stress rate is incorporated in the
evolution equation of the backstress along with a coefficient that depends
on the proximity of the yield surface from the bounding surface. The pre-
diction of the model in uniaxial monotonic and cyclic loading is compared
with the experimental results obtained by Chaboche (1989, 1991). The
behavior of the model in multiaxial stress space is tested by comparing it
with the experimental results in axial and torsional loadings performed by
Shiratori, et al. (1979) for different stress trajectories.

6.2 Theoretical Formulation

The model is developed in the multidimensional stress space. The yield
surface is of a von Mises type given as follows:

f ≡ 3
2
(s : s) − k2 = 0 (6.1)

where

s = τ − X (6.2)

The yield surface is expressed in terms of deviatoric components, τ , of
the Cauchy stress tensor, σ, and the backstress tensor X. The tensorial
operation “:” on second order tensors implies the the following:

s : s = sijsij (6.3)
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In equation (6.1), k is the radius of the yield surface. The initial size of
the yield surface is given by k0, defining the initial yield strength of the
material in the uniaxial tension test. It should be noted that for class M
materials, the hydrostatic component of the stress tensor is assumed to
have no effect on the plastic deformation. An additive decomposition of
the strain rate tensor, ε̇, is assumed such that

ε̇ = ε̇′ + ε̇′′ (6.4)

where ε̇′ is the elastic component of the strain rate tensor, and ε̇′′ the
corresponding plastic strain rate component. An associative flow rule is
assumed in this formulation such that

ε̇′′ = Λ̇
∂f

∂σ
(6.5)

where Λ̇ is a Lagrangian multiplier in conjunction with the flow rule.
Armstrong and Frederick (1966) proposed a kinematic hardening rule in

which the evolution equation for the backstress, Ẋ, is given as follows:

Ẋ =
2
3
Cε̇′′ − γXṗ (6.6)

where C and γ are constants and p is the accumulated plastic strain rate,

ṗ =

√
2
3
ε̇′′ij ε̇

′′
ij (6.7)

Chaboche (1989, 1991) proposed a model based on Armstrong and Fred-
erick (1966) in which the evolution equation of the backstress is decomposed
into several components. The backstress is calculated as the sum of X(i)

components such that

X =
N∑

i=1

X(i) (6.8)

where

Ẋ
(i)

=
2
3
C(i)ε̇′′ − γ(i)X(i)ṗ (6.9)

and the summation in equation (6.8) varies depending on the model type.
Chaboche (1989, 1991) proposed different models, namely, the short range
kinematic model (NLK), the long rate kinematic model with Prager linear-
kinematic rule (LK), the non-linear Prager rule (NLP2), the model with
a modified recall term with a power function called MILL, and the model
with a modified recall term with a threshold. (NLK-T). Each model has
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different values for the constants C(i) and γ(i). Chaboche (1991) showed
that the NLK-T model best predicts the experimental results. This model
introduces a nonlinearity in the recall term through a threshold term XXX.
The model is used to simulate the experiments performed on type 316 stain-
less steel. The model gives good correlation with experimental results for
uniaxial monotonic, normal cyclic, and ratchetting conditions. However,
when a small cycle is incorporated during a transient in a large cycle, the
small cycle loop does not close the loop as it is anticipated from experi-
mental observations. The closure of the small loop is not completed. The
modeling of such behavior needs a discrete memory scheme to reproduce
the above result.

Isotropic hardening is also incorporated in the proposed model. The
isotropic hardening rule was proposed initially by Chaboche (1989) and
generalized by Ohno (1982). The model introduces a surface of nonhard-
ening in the plastic strain space. Ohno and Wang (1991, 1993) showed in
their work that the formulation as given by Chaboche (1989) can be shown
to be a multi-surface model. They show that the multi-surfaces generated
are nested and obey an Mroz-type (1967, 1969) translation rule. They
also show that for each X there exists a bounding surface in the X space
and Ẋ depends on the radius of its bounding surface, its proximity from
the bounding surface, and the plastic strain rate ε̇′′. The yield surface
moves with the bounding surfaces with all the surfaces nesting each other
at the point of loading with the center of each surface lying on a straight
line. However, a general single bounding surface for all the components
of X is not used which allows more flexibility and simplicity in accurately
predicting any combination of monotonic and cyclic loads.

In the present chapter, a new term is added to the Armstrong-Frederick
(1966) kinematic hardening rule to allow for the motion of the yield surface
to be influenced by the direction of the stress rate as indicated by Phillips,
et al. (1974). The kinematic hardening rule as given by Voyiadjis and
Basuroychowdhury (1998) is as follows:

Ẋ
(i)

=
2
3
C(i)ε̇′′ − γ(i)Ẋ

(i)
ṗ+

lδ
m
β(i) (6.10a)

and

Ẋ =
4∑
i=1

Ẋ
(i)

(6.10b)

where β(i) is a material parameter and l is the direction of the stress rate.
In equation (6.10a), m is the length of the chord of the bounding surface

along the direction of loading as indicated in Figure 6.1. The proximity
of the yield surface from the bounding surface is given by δ which is the
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XX

X

FIGURE 6.1
Proposed two surface kinematic hardening model.(Voyiadjis and Basuroy-
chowdury, 1998)

distance of the stress point from the bounding surface in the direction of
the stress rate tensor. Referring to Figure 6.1, δ and m are derived as
follows:

‖ τ − B ‖=
√

(τ − B) : (τ − B) (6.11)

The measure of the projection of τ −B along the direction of the stress
rate is given by the following expression

(τ − B) : l = (τij −Bij)lij (6.12)
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where B is the backstress tensor defining the center of the bounding surface.
The lengths m and δ are given by the following expressions:

m = 2
√
K2 − (‖ τ − B ‖)2 + [(τ − B) : l]2 (6.13)

δ =
m

2
− (τ − B) : l (6.14)

Equations (6.13) and (6.14) are valid until any point on the yield surface
touches the bounding surface. The constraint for such a condition may be
given by the following expression:

‖ X − B ‖ +k ≤ K (6.15)

where K is the radius of the bounding surface.
Referring to Figure 6.1, the motion of yield surface is adjusted so that

it does not intersect the bounding surface on contact. Equations (6.10)
are valid for the movement of the yield surface until the surface touches
the bounding surface. As soon as any point on the yield surface comes
in contact with the bounding surface, the yield surface is rotated in order
to allow the loading point on the yield surface to touch the bounding sur-
face without allowing the yield surface to intersect the bounding surface.
Thereafter, the movement of the center of the yield surface is governed by
the movement of the bounding surface until the two surfaces separate from
each other.

Once the yield surface touches the bounding surface, the yield surface is
rotated in such a way that the loading point on the yield surface comes in
contact with the bounding surface. The yield surface then moves with the
bounding surface and, consequently, the movement of the yield surface is
constrained by the movement of the bounding surface. The movement of
the center of the yield surface during the process of rotation of the yield
surface until the loading point on the yield surface comes in contact with
the bounding surface is shown in Figure 6.2. Referring to Figure 6.2, p is a
unit tensor along the direction of the backstress when the point of loading
on the yield surface touches the bounding surface. XN is the location of
the center of the yield surface at contact with the bounding surface when
the point of loading is on the bounding surface. XP is the location of the
center of the yield surface when initial contact with the bounding surface
has occurred but the point of loading is not on the bounding surface. In
Figure 6.2, L is the distance AB, and γ is the angle between the stress
tensor (τ − B) and the direction of the stress rate l. These tensors and
parameters are defined by the following relations:

© 2005 by Taylor & Francis Group, LLC



Plasticity Theory 173

X

X

FIGURE 6.2
When yield surface touches the bounding surface.(Voyiadjis and Basuroy-
chowdury, 1998)

cos γ =
l : (τ − B)

‖ l : (τ − B) ‖ (6.16)

L =‖ (τ −B) ‖ cos γ+
√

(‖ τ − B ‖ cos γ)2 − ((‖ τ − B ‖)2 −K2) (6.17)
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K2 = (‖ τ − B ‖)2 + L2 − 2 ‖ τ − B ‖ L cosγ (6.18)

p =
(τ − B) + Ll

K
(6.19)

XN = (K− k)p − B (6.20)

Finally, the evolution expression for X is now given as

Ẋ = XN − Xp (6.21a)

Ẋ = (K − k)p − (B + Xp) (6.21b)

The above derivations are used to define the movement of the yield sur-
face and the elasto-plastic stiffness tensor is developed accordingly. The
above formulations are easy to compute numerically and, accordingly, a
computer program is developed to find the backstress, and thereafter cal-
culating the strains.

A computer program is developed to take into account the elasto-plastic
stiffness tensor for incremental loading, and the total and plastic strains
are calculated for different values of σ.

The elasto-plastic stiffness fourth-order tensor may be derived using the
consistency condition such that

D = E− (1 − β)
A

(
E :

∂f

∂σ

)
⊗
(
∂f

∂σ
: E
)

(6.22)

where

A =
(
∂f

∂σ
: E :

∂f

∂σ

)
(1 − β) − 2

3
C

(
∂f

∂σ
:
∂f

∂σ

)
+ γX :

∂f
∂σ

√
2
3
∂f
∂σ

:
∂f
∂σ

(6.23)
and E is the fourth order elastic stiffness tensor. In the above expressions,
tensor multiplications of fourth-order tensors with second-order tensors us-
ing the symbol “:” implies

E :
∂f

∂σ
= Eijkl

∂f

∂σkl
(6.24)

Tensor operations on second-order tensors using the symbol ⊗ imply

a ⊗ b = aijbkl (6.25)

In equation (6.23), the terms C and γX are given as follows:
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C =
4∑
i=4

C(i), β =
4∑
i=1

β(i) (6.26)

and

γX =
4∑

i=1

γ(i)X(i) (6.27)

The Lagrangian multiplier Λ̇ in conjunction with the plastic strain rate
tensor given by equation (6.5) is given as follows:

Λ̇ =
1
A

(
∂f

∂σ
: E : ε̇

)
(1 − β) (6.28)

Isotropic hardening of the type proposed by Chaboche (1989, 1991) in
the NLK-T model is used in this chapter. This isotropic hardening rule
was initially proposed by Chaboche and generalized by Ohno (1982). The
model introduces a surface of nonhardening in the plastic strain space. In
the equation for the yield surface, the material constant k is replaced by
k + R. R is a variable which is zero at the initiation of yielding. The
evolution of R is given as follows:

Ṙ = b[Q(q) −R]ṗ (6.29)

where

Q = QM + (QO +QM )e−2µq (6.30)

QO, QM , µ and b are material constants. The available q stores one-half
the plastic strain amplitude in each cycle ‖ ∆ε′′/2 ‖, which in turn depends
on the total strain amplitude to which the material is subjected in cyclic
loading.

6.3 Monotonic and Cyclic Tension Loadings on 316
Stainless Steel

The proposed model is first verified by using the available test results ob-
tained by Chaboche (1989, 1991) for monotonic and cyclic tension loadings
on 316 stainless steel. Using the cyclic loading history results under stress-
and strain-controlled conditions, one can find the metal’s deformational
properties.
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In uniaxial tension-compression loading, the deviatoric stress rate direc-
tion always coincides with the normal to the yield surface in this particular
example. In addition, since this is a case of proportional loading, the
kinematic hardening rule reduces to Phillip’s rule (1974), that is τ̇ = Ẋ.
However, it should be noted that for axial proportional loading, the in-
fluence of the parameter γ is nullified as shown by equation (6.16), such
that

l = (τ − B)/ ‖ (τ − B) ‖ (6.31)

The parameter γ has an effect only in the cases of non-proportional
loadings. The values of m and δ given by equations (6.13) and (6.14),
respectively, attain a simpler form for the case of axial loading given as
follows:

m = 2K (6.32)

δ = K − (τ − B) : l (6.33)

The experimental results plotted in Figure 6.3 are obtained by Chaboche
(1989, 1991). The value of the coefficients as used by Chaboche (1989, 1991)
are given in Table 6.1. For the proposed model, the value of the coefficients
is given in Table 2.

TABLE 6.1

Value of the coefficients for the Chaboche model
(1989, 1991). 316 stainless steel.

C1 = 80, 000 MPa γ1 = 800 X = 58 MPa
C2 = 300, 000 MPa γ2 = 10, 000 Q0 = 14 MPa
C3 = 1, 600 MPa γ3 = 0 QM = 300 MPa
C4 = 17, 500 MPa γ4 = 350 µ = 10

b = 8

The constants C1, C2, γ1 and γ2 in Table 6.2 are obtained through curve
fitting with the uniaxial monotonic experimental curve given by Chaboche
(1989, 1991). The strain range in this case is one percent.

The threshold value of XXX is directly taken from the evaluation of the
Chaboche (1989, 1991) model. This constant is determined by Chaboche
(1991) from the ratchetting test. He considered the limit to be slightly
below the third mean stress level of 60 MPa.
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TA B L E 6 . 2

Value of the coefficients for the proposed model. 316 stainless
steel.

C1 = 80, 000 MPa γ1 = 1, 000 X = 58 MPa β1 = 0.15
C2 = 300, 000 MPa γ2 = 10, 000 Q0 = 12 MPa β2 = 0.15
C3 = 1, 700 MPa γ3 = 0.1 QM = 600 MPa β3 = 0.15
C4 = 17, 000 MPa γ4 = 340 µ = 10 β4 = 0.15

b = 8

E = 187, 000 MPa ν = 0.30 k = 122.5 MPa

The values of C3, C4, γ3 and γ4 are primarily determined by curve fitting
the monotonic uniaxial load Chaboche (1989, 1991) for the later part of
the strain range beyond one percent stain. These values of C3, C4, γ3 and
γ4 are further modified to fit with the stress-strain curve for the uniaxial
cyclic loading. These final values of the parameters C3, C4, γ3 and γ4 are
distinctly different from those obtained from the uniaxial monotonic tensile
curve. Using these final values of the parameters for uniaxial monotonic
loadings yield slightly conservative results. However, they predict more
accurately the strains for the cyclic loading case.

The coefficients QO, QM , µ and b in Table 6.2 are based on the constants
determined by (Chaboche 1989, 1991) in Table 6.1 for the material of type
316 stainless steel. These constants are further modified in order to predict
the uniaxial cyclic strains more accurately. The strain amplitudes are kept
identical to those of the experimental results (Figure 6.3). The stress satu-
ration level for the same strain amplitude varies with the different values of
QO, QM , µ and b. These constants are modified so that it best predicts the
stress saturation level for a given strain amplitude in which the material is
subjected to uniaxial cyclic loading.

The constants β1, β2, β3, β4 are incorporated in order to predict more
accurately the strains. The incorporation of β1, β2, β3, β4 allows the
flexibility of reducing the stress level in the uniaxial monotonic loading and,
therefore, provides a better correlation with the experimental observations.
The impact of the constants β1 and β2 is not as significant as that of β3

and β4 on the effect on the predictions of the cyclic loading. The upper
bound for β-values is found to be 0.15. If the β-values are taken bigger
than 0.15, it may give a better correlation for uniaxial monotonic loading
but causes the curved loops in cyclic loading to intersect each other.
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For the case of cyclic load, the proposed model shown in Figure 6.4 is
compared with the experimental observations shown in Figure 6.3 (1989,
1991). Cyclic loading is performed on the model for different strain rages
starting from one percent to 3 percent with an increment of strain rate of
0.5 percent. The loading initiates with a cyclic loading of one percent. The
cyclic loading is continued until the saturation of stress occurs. Once this
saturation occurs for a particular strain range, the strain range is incre-
mented by 0.5 percent and cyclic loading and unloading is performed until
saturation of stress and strain occurs for that particular strain range. This
is repeated until cyclic loading is performed for the uniaxial case until a
3 percent strain rage is reached. The proposed model gives a better correla-
tion with the experimental results than that proposed by Chaboche (1989,
1991). The shape of the proposed model in Figure 6.4 for cyclic loading

FIGURE 6.3
Experimental results for cyclic stress-strain path with increasing strain lev-
els using the proposed model.(Voyiadjis and Basuroychowdury, 1998)

© 2005 by Taylor & Francis Group, LLC



Plasticity Theory 179

FIGURE 6.4
Simulation of cyclic stress-strain path with increasing strain levels using
the proposed model.(Voyiadjis and Basuroychowdury, 1998)

gives a closer correlation with that obtained experimentally in Figure 6.3
than that given by Chaboche (1989, 1991) NLK-T model in Figure 6.5.

The cyclic loading loops using the Chaboche model show a very smooth
pattern for loading and unloading in the stress-strain diagram. However,
in the proposed model the curves show some tapering at the initiation of
yielding which is also reflected by the experimental curves. The proposed
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model also shows a bigger range of variation of the stresses in a constant
strain range than that indicated by the Chaboche model. The proposed
model is more in line with the experimental results. In the proposed model,
the variation of the stresses start at an earlier point for a given strain
range as indicated by the experimental data. This is not captured in the
Chaboche model (1991).

FIGURE 6.5
Simulation of cyclic stress-strain path with increasing strain levels using
the Chaboche model (after Chaboche, 1989, 1991; Voyiadjis and Basuroy-
chowdury, 1998)
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6.4 Modification of the Kinematic Hardening Model
for Non-Proportional Loading

The backstress evolution expressions defined in equations (6.10) are mod-
ified here in order to account more appropriately for non-proportional
loading paths. The modification involves mainly the replacement of the
material constants β(i) with functionally dependent parameters β̄(i). For
non-proportional loading paths, it is clear that the material constant, β(i),
needs to be continuously adjusted as the stress path changes. The scalar
proposed functional expression of β̄(i) is expressed in terms of the devia-
toric stress tensor direction, the backstress direction, and the direction of
the increment of stress. However, for a continuous nonlinear stress path
such as a circular stress path, a more involved expression for β̄(i) is re-
quired. Such an expression needs to account for the dependence not only
on the stress path loading direction but also on the rate of change of the
stress path direction. The proposed expressions are given in terms of an
angle θ expressed in terms of the current increment of stress lC and the
immediate proceeding increment of stress lp. The general expressions for
β̄(i) for continuous nonlinear stress paths are given as follows:

β̄(1) = (l : s)(1 − sinr θ)β(1) (6.34)

β̄(2) = (l : s)(1 − sinr θ)β(2) (6.35)

β̄(3) = (l : s) sinr θ β(3) (6.36)

β̄(4) = (l : s) sinr θ β(4) (6.37)

C̄(i) = C(i) i = 1, 2, 4 (6.38)

and

C̄(3) = C(3) + (A− C(3)) sinr θ (6.39)

Very good correlation is obtained with experimental results using the
above expressions for continuously non-proportional loading paths such as
circular loading paths. The constants A and r in equations (6.34) to (6.39)
depend on the type of material used.

The physical interpretation of the scalar (l : s) is to account for the angle
between the stress rate (increment of stress) and the direction of disloca-
tions represented here by s. Initially, the authors used X instead of s,
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however, it did not give as good a correlation with the experimental results
as, s, did. The proposed expressions presented here account for hardening
increases in both cases, when the degree of multiaxiality increases as well
as the degree of non-proportionality increases. The degree of nonpropor-
tionality is accounted indirectly through the use of the angle, θ.

6.5 Model Predictions and Comparisons with Exper-
imental Data for Non-Proportional Loadings

Stress-strain relations for combined loadings are used here for evaluating
the predictions of the model under non-proportional loading conditions.
The performance of the model is compared with the experimental data
obtained by Shiratori, et al. (1979) conducted on 60/40 brass. These ex-
periments contain extensive non-proportional loading cases with prestrain-
ing. Thin-walled tubular specimens of 60/40 brass are first subjected to a
prestrain of 4 percent along the axis of the specimen in order to introduce
sufficient anisotropy for testing the proficiency of the model. The stress
at the end of the 4 percent prestrain is denoted by σ̄0. The tube is then
subjected to complex loading paths with various stress bends of loading in
the axial-torsional stress space.

The axial-torsional subspace may be viewed as a subspace of the Illyushin
(1954) five-dimensional deviatoric vector space. The stress vector is defined
as follows (Illyushin, 1954):

σ = σ1n1 + σ3n3 (6.40)

where n1 and n3 are the orthonormal base vectors in the stress space. The
components σ1 and σ3 are defined as follows:

σ1 = σzz = σ (6.41)

and

σ3 =
√

3σzθ =
√

3τ (6.42)

where z and θ denote, respectively, the tube longitudinal and circumferen-
tial directions. The corresponding plastic vector is given as follows:

ε′′ = ε′′1n1 + ε′′3n3 (6.43)

where
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ε′′1 = ε′′zz (6.44)

and

ε′′3 =
2√
3
ε′′zθ (6.45)

The corresponding plastic strain rate vector is defined as follows:

ε̇′′ = ε̇′′1n1 + ε̇′′3n3 (6.46)

In the axial-torsional subspace, the effective stress is defined such that

σe = (σ2
1 + σ2

3)1/2 (6.47)

and the corresponding effective plastic strain accumulation is given by

� =
∫ t

0

√
2
3
ε̇′′edt (6.48)

where

ε̇′′e = (ε̇′′21 + ε̇′′23 )1/2 (6.49)

The material parameters for 60/40 brass of the proposed model are evalu-
ated in a similar fashion to that outlined earlier for the case of 316 stainless
steel. The values of the coefficients are given in Table 6.3.

TABLE 6.3

Value of the coefficients for 60/40 brass.

C1 = 5, 000 MPa γ1 = 200 X = 58 MPa β1 = −0.5
C2 = 135, 000 MPa γ2 = 300 Q0 = 12 MPa β2 = −0.5
C3 = 50 MPa γ3 = 0.1 QM = 600 MPa β3 = 0.125
C4 = 400 MPa γ4 = 5 µ = 10 β4 = 0.125

b = 8

E = 100, 000 MPa ν = 0.3 k = 100 MPa

After the specimens are subjected to a 4 percent prestrain axially, they
are then subjected to loading in the σ3 direction or equivalently to a 90
degree stress bend. Thereafter, σe/σ0 versus � in percent is plotted. Similar
experiments are conducted with 120 degree, 135 degree, 150 degree, and
180 degree stress bends after the 4 percent axial prestraining.
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FIGURE 6.6
Model comparison with experimental plastic response with 4% prestrain
with 90, 120, 135, 150 and 180 degrees stress bends with β(i) given by
equations (6.4)-(6.8).(Voyiadjis and Basuroychowdury, 1998)

In Figure 6.6 the response calculated using the proposed model and the
experimental observations by Shiratori, et al. (1979) are compared for the
different stress bends. The corresponding stress paths are indicated in the
figure. In Figure 6.6, the X-axis corresponds to the accumulated plastic
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strain while the Y-axis corresponds to the equivalent applied stress. Very
good correlation is obtained between the response calculated using the
proposed model with relations (6.34) - (6.39), and the experimental obser-
vations (Shiratori, 1979) for all the stress bends. This is clearly indicated
in Figure 6.6.

Figure 6.7 compares the equi-plastic surface as given by the proposed
model and the experiments (Shiratori, 1979), respectively. The equi-plastic
surfaces are constructed at different plastic strain levels of � = 0.1, 0.2, 0.5,
1.0, 2.0, both for the experimental and the computed model results after a
4 percent prestrain. The plots are made in the stress space.

The proposed model uses an isotropic von Mises yield surface while in re-
ality the yield surface is a distorted anisotropic surface. The use of the von
Mises type yield surface avoids the high complexity involved in introducing
the anisotropy at the yield surface level. This even becomes more complex
when a two-surface anisotropic yield surface model is used and the need is
imposed to ensure that the yield surface touches and does not intersect the
bounding surface at contact. However, this anisotropy is introduced here
through the kinematic hardening with all its resulting complexities. It is
clear from the first author’s work by Voyiadjis and Foroozesh (1990) and
Voyiadjis; et al. (1995) that introducing anisotropy in kinematic hardening
is much simpler than introducing it in the yield surface. The only conse-
quence may be a potential inaccuracy in determining the direction of the
plastic strain rates at low values of �.

Comparing the experimental results with those obtained using the pro-
posed model in Figure 6.7, one notes the following observations. Referring
to Figure 6.7, there is a difference in the shape of the plastic potential sur-
faces at low values of � which reduces at an increased � since anisotropy is
introduced through the kinematic hardening of the model. The proposed
additional term in the Armstrong Frederick (1966) model, introduced by
the authors, takes care of this additional hardening needed to induce the
anisotropic distorted potential surface effect.

6.6 Ratchetting

Ratchetting is the cycle-by-cyc1e accumulation of the plastic strain for some
repetitive loading paths. In Figure 6.8, ratchetting is illustrated using a
non-proportional loading history. Tubular specimens of 60/40 brass are
used in this case (Shiratori, 1979). The strain accumulation due to non-
proportional loading is shown in Figure 6.8 for the proposed plasticity
model. The ratchetting path is indicated in Figure 6.8, where ∆εt = 1% =
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FIGURE 6.7
Equi-plastic surfaces - a comparison.(Voyiadjis and Basuroychowdury,
1998)

∆γ/
√

3 which is the total strain amplitude normalized to the uniaxial case
and σd = 67.4 MPa = σ1 which is the constant applied axial stress for
the thin walled specimen. The computed response compares reasonably
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well with the experimental results. However, the decrease in the strain
accumulation does not die down as rapidly as in the experimental results.

6.7 Conclusions

A two-surface plasticity model is proposed using a nonlinear hardening rule
with evanescent memory evolution. The backstress is calculated as the sum
of four components of the type proposed by Chaboche (1989, 1991), the
NLK-T model. A new term is added to the Armstrong Frederick (1966)
kinematic hardening rule to allow for the motion of the yield surface to be
influenced by the direction of the stress rate as proposed by Phillips, et al.
(1974). The new term is dependent on the proximity of the yield surface
from the bounding surface and on the length of the chord of the bounding
surface in the direction of loading.

The proposed model is verified by using the available test results obtained
by Chaboche (1989, 1991) for monotonic and cyclic tension loadings on 316
stainless steel. This model gives better correlation with the experimental
results than the NLK-T model proposed by Chaboche (1989, 1991).

The material constant β(i), used in conjunction with the proposed ad-
ditional term in the Armstrong Frederick (1966) and Chaboche (1989,
1991) models, is further modified here to account more accurately for non-
proportional loading. The constant, β(i), is replaced here by a functional
scalar expression, β̄(i), in terms of the deviatoric stress tensor direction,
the backstress direction, and the direction of the increment of stress. This
modification allows the variation of the kinematic hardening as the degree
of multiaxiality increases. It also accounts for the nonlinear stress path
dependence for the material hardening.

The proposed model is tested for non-proportional loading by obtaining
numerical results for a series of plastic strain-controlled cyclic tests due to
the application of combined axial force and torque to thin-walled tubular
specimens of 60/40 brass. The results are compared with the experimental
values obtained by Shiratori, et al. (1979). The drift correction due to the
finite increments of stress or strain is corrected using an efficient approach
that corrects the backstress only. The numerical results obtained compare
well with the experimental results (Shiratori, 1979).

The model is also tested for both proportional and non-proportional
ratchetting. The computed response compares reasonably well with the
experimental results. However, the decrease in the strain accumulation
does not die down as rapidly as in the experimental results.
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FIGURE 6.8
Model comparison with experimental non-proportional ratchet-
ting.(Voyiadjis and Basuroychowdury, 1998)
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Coupled Damage Plasticity

A constitutive model is developed in this chapter for anisotropic contin-
uum damage mechanics using finite-strain plasticity. The formulation is
given in spatial coordinates (Eulerian reference frame) and incorporates
both isotropic and kinematic hardening. The von Mises yield function is
modified to include the effects of damage through the use of the hypothe-
sis of elastic energy equivalence. A modified elasto-plastic stiffness tensor
that includes the effects of damage is derived within the framework of the
proposed model.

It is also shown how the model can be used in conjunction with other
damage-related yield criteria. In particular, Gurson’s yield function (Gur-
son 1977) which was later modified by Tvergaard (1982) and Tvergaard
and Needleman (1984) is incorporated in the proposed theory. This yield
function is derived based on the presence of spherical voids in the mater-
ial and an evolution law for the void growth is also incorporated. It also
shows how a modified Gurson yield function can be related to the proposed
model. Some interesting results are obtained in this case. For more de-
tails, the reader is referred to Kattan and Voyiadjis (1990, 1993, 2001 a,b),
Krajcinovic (1983, 1984), Voyiadjis and Kattan (1996), Voyiadjis and Park
(1999), and Wilt and Arnold (1994).

7.1 Stress Transformation between
Damaged and Undamaged States

Consider a body in the initial undeformed and undamaged configuration
Co. Let C be the configuration of the body that is both deformed and
damaged after a set of external agencies act on it. Next, consider a fic-
titious configuration of the body C̄ obtained from C by removing all the
damage that the body has undergone. In other words, C̄ is the state of the
body after it had only deformed without damage. Therefore, in defining a
damage tensor φ, its components must vanish in the configuration C̄ (see
Figure 7.1)
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(a) (b)

(c)

FeFe

(d)
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dA

dA* dA*

dAG

FIGURE 7.1
States of deformation and damage: (a) deformed damage state, (b) fic-

titious deformed undamaged state, (c) elastically unloaded damaged state
(unstressed state), (d) elastically unloaded fictitious undamaged state (fic-
titious unstressed undamaged state).(Voyiadjis and Kattan, 1999)

7.1.1 Effective Stress Tensor

In the formulation that follows, the Eulerian reference system is used, i.e.,
all the actual quantities are referred to the configuration C while the effec-
tive quantities referred to C̄. One first introduces a linear transformation
between the Cauchy stress tensor σ and the effective Cauchy stress tensor
σ̄ in the following form:

σ̄ij = Mijklσkl (7.1)

where Mijkl are the components of the fourth-order linear operator called
the damage effect tensor.

A transformation relation for the deviatoric Cauchy stress tensor is next
derived. One first writes the deviatoric part σ′ in the configuration C as
follows:
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σ′
ij = σij − 1

3
σmmδij (7.2)

where δij are the components of the second-order identity tensor I. A
similar relation exists in the configuration C̄ between σ̄ and σ̄′ in the
following form:

σ̄′
ij = σ̄ij − 1

3
σ̄mmδij (7.3)

where δij is the same in both C and C̄. Substituting for σ̄ij from equation
(7.1) into equation (7.3) while using equation (7.2), we obtain the following:

σ̄′
ij = Mijklσ

′
kl +

1
3
Mijmmσnn − 1

3
Mppqrσqrδij (7.4)

It is clear from equation (7.4) that a linear relation does not exist between
σ̄′ and σ′. On the other hand, one might suspect that the last two terms
on the right-hand side of the equation (7.4) cancel each other when they are
written in expanded form. However, this possibility can be easily dismissed
as follows: suppose one assumes σ̄′

ij = Mijklσ
′
kl. Using this with equation

(7.4) one concludes that Mijklσnn = Mppqrσqrδij . Now consider the case
when i �= j. One has δij = 0 and, therefore, Mijmmσnn = 0. It is clear that
this is a contradiction to the fact that generally Mijmm �= 0 and σnn �= 0.
Therefore, the additional terms in the equation (7.4) are non-trivial and
such a linear transformation cannot be assumed.

Upon examining equation (7.4) in more detail, eliminating σ′
kl by using

equation (7.2) and simplifying the resulting expression, one obtains the
following:

σ̄′
ij = Nijklσkl (7.5)

where Nijkl are the components of a fourth-order tensor given by:

Nijkl = Mijkl − 1
3
Mrrklδij (7.6)

Equation (7.5) represents a linear transformation between the effective
deviatoric Cauchy stress tensor σ̄′ and the Cauchy stress tensor σ. How-
ever, in this case the linear operator N is not simply the damage effect
tensor M but a linear function of M as shown in equation (7.6). The ten-
sors M and N are mappings S → S̄ and S → S̄dev., respectively, where S
is the stress space in the current configuration C and S̄ is the stress space
in the fictitious undamaged state C̄, with σ ε S and σ̄ ε S̄.

Next, we consider the effective stress invariants and their transformation
in the configuration C̄. It is seen from equation (7.5) that the first effective
deviatoric stress invariant σ̄′

ii is given by:
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σ̄′
ii = Niiklσkl = 0 (7.7)

since Niikl = 0 by direct contraction in equation (7.6). Therefore, one
obtains σ̄′

ii = σ′
ii = 0.

The problem becomes more involved when considering the effective stress
invariant σ̄′

ij σ̄
′
ij . Using equation (7.4) along with equation (7.2), one ob-

tains:

σ̄′
ij σ̄

′
ij = Aklmnσ

′
klσ

′
mn +Bpqσ

′
pq + C (7.8)

where

Aklmn = MijklMijmn − 1
3
MttmnMrrkl (7.9a)

Bpq =
2
3
σmm(MijkkMijpq − 1

3
MttpqMrrnn) (7.9b)

C =
1
2
σ2
mm(MijppMijqq − 1

3
MttmmMrrnn) (7.9c)

Substituting for σ′ from equation (7.2) into equation (7.8) [or more directly
using equation (7.5) along with equation (7.6)], one obtains:

σ̄′
ij σ̄

′
ij = Hklmnσklσmn (7.10)

where the fourth-order tensor H is given by:

Hklmn = NijklNijmn (7.11)

and the tensor N is given by equation (7.6). The transformation equation
(7.10) will be used in the next sections to transform the von Mises yield
criterion into the configuration C̄.

7.1.2 Effective Backstress Tensor

In the theory of plasticity, kinematic hardening is modeled by the motion of
the yield surface in the stress space. This is implemented mathematically
by the evolution of the shift or backstress tensor X. The backstress tensor
X denotes the position of the center of the yield surface in the stress space.
For this purpose, one studies now the transformation of this tensor in the
configuration C and C̄.

Let X′ be the deviatoric part of X. Therefore, one has the following
relation:

X ′
ij = Xij − 1

3
Xmmδij (7.12)
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where both X and X′ are referred to the configurationC. Let their effective
counterparts X̄ and X̄′ be referred to the configuration C̄. Similarly to
equation (7.12), we have:

X̄ ′
ij = X̄ij − 1

3
X̄mmδij (7.13)

Assuming a linear transformation (based on the same argument used
for the stresses) similar to equation (7.1) between the effective backstress
tensor X̄ and the backstress tensor X:

X̄ij = MijklXkl (7.14)

and following the same procedure in the derivation of equation (7.5), we
obtain the following linear transformation between X and X̄′:

X̄ ′
ij = NijklXkl (7.15)

The effective backstress invariants have similar forms to those of the
effective stress invariants, mainly, X̄ ′

ii = X ′
ii = 0, and

X̄ ′
ijX̄

′
ij = HklmnXklXmn (7.16)

In addition, one more transformation equation needs to be given before
we can proceed to the constitutive model. By following the same procedure
for the other invariants, the mixed invariant σijXij in the configuration C
is transformed to σ̄′

ijX̄
′
ij as follows:

σ̄′
ijX̄

′
ij = HklmnσklXmn (7.17)

and a similar relation holds for the invariant X̄ ′
ij σ̄

′
ij . The stress and back-

stress transformation equations will be used later in the constitutive model.

7.2 Strain Rate Transformation between
Damaged and Undamaged States

In the general elasto-plastic analysis of deforming bodies, the spatial strain
rate tensor d in the configuration C is decomposed additively as follows
(Nemat-Nasser, 1979, 1983; Lee, 1981):

dke = d′kl + d′′kl (7.18)

where d′ and d′′ denote the elastic and plastic parts of d, respectively. In
equation (7.18), the assumption of small elastic strains is made, however,
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finite plastic deformations are allowed. On the other hand, the decompo-
sition in equation (7.18) will be be true for any amount of elastic strain
if the physics of elasto-plasticity is invoked, for example the case of single
crystals. A thorough account of this is given by Asaro (1983).

In the next two subsections, the necessary transformation equations be-
tween the configurations C and C̄ will be derived for the elastic strain and
plastic strain rate tensors. In this derivation, it is assumed that the elas-
tic strains are small compared with the plastic strains and, consequently,
the elastic strain tensor is taken to be the usual engineering elastic strain
tensor ε′. In addition, it is assumed that an elastic strain energy function
exists such that a linear relation can be used between the Cauchy stress
tensor σ and the engineering elastic strain tensor ε′. The tensor ε′ is de-
fined here as the linear term of the elastic part of the spatial strain tensor
where second-order terms are neglected. For more details, see the work by
Kattan and Voyiadjis (1992) and Voyiadjis and Kattan (1999).

7.2.1 Effective Elastic Strain

The elastic constitutive equation to be used is based on one of the assump-
tions outlined in the previous paragraph and is represented by the following
linear relation in the configuration C̄:

σ̄ij = Ēijkl ε̄
′
kl (7.19)

where Ē is the fourth-rank elasticity tensor given by:

Ēijkl = λδijδkl +G(δikδjl + δilδjk) (7.20)

where λ and M are Lame’s constants. Based on the constitutive equation
(7.19), the elastic strain energy function U(ε′,φ) in the configuration C̄ is
given by:

U(ε̄′,0) =
1
2
Ēijkl ε̄

′
ij ε̄

′
kl (7.21)

One can now define the complementary elastic energy function V (σ,φ),
based on a Legendre transformation, as follows:

V (σ,φ) = σijε
′
ij − U(ε̄′,φ) (7.22)

By taking the partial derivative of equation (7.22) with respect to the
stress tensor σ, one obtains:

ε′ij =
∂V (σ,φ)
∂σij

(7.23)
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Substituting expression (7.21) into equation (7.22) in the configuration
C̄, one obtains the following expression for V (σ,φ) in the configuration C̄
as follows:

V (σ̄,0) =
1
2
Ē−1
ijklσ̄ij σ̄kl (7.24)

The hypothesis of elastic energy equivalence, which was initially proposed
by Sidoroff (1981), is now used to obtain the required relation between ε′

and ε̄′. In this hypothesis, one assumes that the elastic energy V (σ,φ) in
the configuration C is equivalent in form to V (σ̄,0) in the configuration
C̄. Therefore, one writes:

V (σ,φ) = V (σ̄,0) (7.25)

where V (σ,φ) is the complementary elastic energy in C and is given by:

V (σ,φ) =
1
2
E−1
ijkl(φ)σijσkl (7.26)

where the superscript −1 indicates the inverse of the tensor.
In the equation (7.26), the effective elasticity modulus E(φ) is a function

of the damage tensor φ and is no longer a constant. Using equation (7.25)
along with expressions (7.24) and (7.26), one obtains the following relation
between Ē and E(φ):

Eklmn(φ) = M−1
ijkl(φ)ĒijpqM−T

pqmn(φ) (7.27)

where the superscript −T indicates the transpose of the inverse of the tensor
as depicted by M−1

ijklMmnkl = δimδjn. Finally, using equation (7.23) along
with equations (7.24), (7.25), and (7.27), one obtains the desired linear
relation between the elastic strain tensor ε′ and its effective counterpart ε̄′:

ε̄′kl = M−T
klmnε

′
mn (7.28)

The two transformation equations (7.27) and (7.28) will be incorporated
later in this chapter in the general inelastic constitutive model that will be
developed.

7.2.2 Effective Plastic Strain Rate

The constitutive model to be developed here is based on a von Mises type
yield function f(σ′,X′, κ,φ) in the configuration C that involves both
isotropic and kinematic hardening through the evolution of the plastic work
κ and the backstress tensor X′, respectively. The corresponding yield func-
tion f(σ̄′, X̄′, κ̄,0) in the configuration C̄ is given by:
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f =
3
2
(σ̄′
kl − X̄ ′

kl)(σ̄
′
kl − X̄ ′

kl) − σ̄2
o − cκ̄ = 0 (7.29)

where σo and c are material parameters denoting the uniaxial yield strength
and isotropic hardening, respectively. The plastic work κ is a scalar func-
tion and its evolution in the configuration C̄, is taken here to be in the
following form:

dκ̄ =
√
d̄′′ij d̄

′′
ij (7.30)

where d′′ij is the plastic part of the spatial strain rate tensor d.
Isotropic hardening is described by the evolution of the plastic work κ

as given above. In order to describe kinematic hardening, the Prager-
Ziegler evolution law (Oldroyd, 1950) is used here in the configuration C̄,
as follows:

dᾱij = dµ̄(σ̄′
ij − X̄ ′

ij) (7.31)

where dµ̄ is a scalar function to be determined shortly.
The plastic flow in the configuration C̄ is described by the associated

flow rule in the form:

d̄′′ij = dΛ̄
∂f

∂σ̄ij
(7.32)

where dΛ̄ is a scalar function introduced as a Lagrange multiplier in the
constraint thermodynamic equations (see section 7.3), that is still to be
determined. In the present formulation, it is assumed that the associated
flow of plasticity will still hold in the configuration C, that is:

d′′ij = dΛ
∂f

∂σij
(7.33)

where dΛ is another scalar function that is to be determined.
Substituting the yield function f of equation (7.29) into equation (7.32)

and using the transformation equations (7.5) and (7.15), one obtains:

d̄′′ij = 3dΛ̄Nijkl(σkl −Xkl) (7.34)

On the other hand, substituting the yield function f of equation (7.29)
into equation (7.33) and noting the appropriate transformation (7.10) and
(7.16), one obtains:

d′′ij = 3dΛHijkl(σkl −Xkl) (7.35)

It is noticed that plastic incompressibility exists in the configuration C̄
as seen from equation (7.34) where d̄′′mm = 0 since Nmmkl = 0. However,
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this is not true in the configuration C since d′′mm does not vanish depending
on Hmmkl as shown in equation (7.35).

In order to derive the transformation equation between d′′ and d̄′′, one
first notices that:

∂f

∂σij
=

∂f

∂σ̄pq

∂σ̄pq
∂σij

=
∂f

∂σ̄pr
Mpqij (7.36)

where Mpqij is defined in the equation (7.1) as ∂σ̄pq/∂σij . Using the above
relation along with equations (7.32) and (7.33), one obtains:

d̄′′ij =
dΛ̄
dΛ

M−1
ijmnd

′′
mn (7.37)

The above equation represents the desired relation, except that the ex-
pression dΛ̄/dΛ needs to be determined. This is done by finding explicit
expressions for both dΛ and dΛ̄ using the consisting conditions. The rest
of this section is devoted to this task. But first one needs to determine
an appropriate expression for dµ̄ that appears in equation (7.31), since it
plays an essential role in the determination of dΛ̄.

In order to determine an expression for dµ̄, one assumes that the pro-
jection of dX̄′ on the gradient of the yield surface f in the stress space is
equal to bd̄′′ in the configuration C̄, where b is a material parameter to be
determined from the uniaxial tension test (Voyiadjis, 1984; Voyiadjis and
Kiousis, 1987). This assumption is written as follows:

bd̄′′kl = dX̄ ′
mn

∂f
∂σ̄mn

∂f
∂σ̄pq

∂f
∂σ̄pq

∂f

∂σ̄kl
(7.38)

Substituting for dX̄′ and d′′ from equation (7.31) and (7.32), respec-
tively, into equation (7.38) and post-multiplying the resulting equation by
∂f/∂σ̄kl, one obtains the required expression for dµ̄:

dµ̄ = bdΛ̄
∂f

∂σ̄mn

∂f
∂σ̄mn

(σ̄′
pq − X̄ ′

pq)
∂f
∂σ̄pq

(7.39)

Using the elastic linear relationship in equation (7.19), and taking its
rate, one obtains:

dσ̄ij = Ēijkl d̄
′
kl (7.40)

where d̄′kl is assumed to be equal to dε̄′kl based on the assumption of small
elastic strains as discussed in section 7.2.1. Eliminating d̄′ from equation
(7.40) through the use of expressions (7.18) and (7.32), one obtains:
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dσ̄ij = Ēijkl(d̄kl − dΛ̄
∂f

∂σ̄kl
) (7.41)

The scalar multiplier dΛ̄ is obtained from the consisting condition df(σ̄′
kl, X̄

′
kl,

0, κ̄) = 0 such that:

∂f

∂σ̄′
kl

dσ̄′
kl +

∂f

∂X̄ ′
kl

dX̄ ′
kl +

∂f

∂κ̄
dκ̄ = 0 (7.42)

Using equations (7.18), (7.30), (7.32), (7.39), and (7.41) into equation
(7.42), one obtains the following expression for dΛ̄:

dΛ̄ =
1
Q̄

∂f

∂σ̄′
kl

Ēklmnd̄mn (7.43)

where Q̄ is scalar and given by:

Q̄ =
∂f

∂σ̄′
ab

Ēabcd
∂f

∂σ̄′
cd

−∂f
∂κ̄

√
∂f

∂σ̄pq

∂f

∂σ̄pq
−b ∂f

∂X̄ ′
ef

(σ̄′
ef−X̄ ′

ef )
∂f
∂σ̄ij

∂f
∂σ̄ij

(σ̄′
gh − X̄ ′

gh)
∂f
∂σ̄gh

(7.44)
Assuming that the Prager-Ziegler kinematic hardening rule holds in the

configuration C along with the projection assumption of equation (7.13),
one can derive a similar equation to (7.43), in the following form:

dΛ =
1
Q

∂f

∂σ′
kl

Eklmndmn (7.45)

where Q is given by:

Q =
∂f

∂σ′
ab

Eabcd
∂f

∂σ′
cd

−∂f
∂κ

√
∂f

∂σpq

∂f

∂σpq
−b ∂f

∂X ′
ef

(σ′
ef−X ′

ef )
∂f
∂σij

∂f
∂σij

(σ′
gh −X ′

gh)
∂f
∂σgh

(7.46)
In contrast to the method used by Voyiadjis and Kattan (1990) where

the two yield functions in the configurations C and C̄ are assumed to be
equal, a more consistent approach is adopted here. This approach is based
on the assumptions used to derive equation (7.45). It is clear that in this
method, the two yield functions in the configurations C and C̄ are treated
separately and two separate consistency conditions are thus invoked. In
the authors’ opinion, this emphasizes a more consistent approach than the
method used by Voyiadjis and Kattan (1990).

One is now left with the tedious algebraic manipulations of equations
(7.43) and (7.45) in order to derive an appropriate form for the ratio dΛ̄/dΛ.
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First, equation (7.45) is rewritten in the following form, where the appro-
priate transformations Ē → E and σ → σ̄ are used:

QdΛ =
∂f

∂σ̄′
ij

ĒijpqM
−T
pqmndmn (7.47)

Then, one expands equation (7.43) by using the appropriate transforma-
tions d̄′ → d′ and d̄′′ → d′′ to obtain:

dΛ̄ =
1
Q̄

∂f

∂σ̄′
kl

Ēklmn[dM−T
mnpqE

−1
ijpqσij+M

−T
mnpqdpq−(M−T

mnpq−
dΛ̄
dΛ

M−1
mnpq)d

′′
pq]

(7.48)
where the derivative dMmnpq is defined in the next section. The last major
step in the derivation is to substitute the term on the right-hand side
of equation (7.47) for the results using the transformations σ → σ̄,σ →
σ̄′,E → Ē, and others. Once this is done, the following relation is obtained:

(Q̄− ∂f

∂σ̄′
kl

Ēklmn
∂f

∂σ̄mn
)dΛ̄ = (Q− ∂f

∂σ′
ij

Eijpq
∂f

∂σpq
)dΛ

+
∂f

∂σ̄′
kl

ĒklmndM
−T
mnpqE

−1
ijpqσij (7.49)

The above equation is rewritten in the form:

a1dΛ̄ = a2dΛ + a3 (7.50)

where

a1 = Q̄− ∂f

∂σ̄′
kl

Ēklmn
∂f

∂σ̄mn
(7.51a)

a2 = Q− ∂f

∂σ′
kl

Eklmn
∂f

∂σmn
(7.51b)

a3 =
∂f

∂σ̄′
kl

ĒklmndM
−T
mnpqE

−1
ijpqσij (7.51c)

It is noticed that a1 and a2 are the last two terms on the right-hand sides
of equations (7.44) and (7.46), respectively.

It should be noted that when the material undergoes only plastic defor-
mation without damage, that is when the configurations C and C̄ coincide,
then a1 = a2 and a3 = 0 since dM vanishes in this case, thus leading to
dΛ̄ = dΛ.
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The relation (7.50) is now substituted into equation (7.37) along with
equation (7.35) to obtain the following nonlinear transformation equation
for the plastic part of the spatial strain rate tensor:

d̄′′ij = Xijkld
′′
kl + Zij (7.52)

where the tensors X and Z are given by:

Xijkl =
a2

a1
M−1
ijkl (7.53)

Zij = 3
a3

a1
M−1
ijklHklmn(σmn −Xmn) (7.54)

The transformation equation (7.52) will be used later in the derivation of
the constitutive equations.

7.3 Constitutive Model

In this section, a coupled constitutive model will be derived incorporat-
ing both elasto-plasticity and damage. This section is divided into three
subsections detailing the derivation starting with the equations then pro-
ceeding to the desired coupling.

7.3.1 Damage Evolution

In this section, an inelastic constitutive model is derived in conjunction with
the damage transformation equations presented in the previous sections.
An elasto-plasticity stiffness tensor that involves damage effects is derived
in the Eulerian reference system. In this formulation, rate-dependent ef-
fects are neglected and isothermal conditions are assumed. The damage
evolution criterion to be used here is that proposed by Lee et al. (1985)
and is given by:

g(σ̄, L) =
1
2
Jijklσ̄ij σ̄kl − l2o − L(l) ≡ 0 (7.55)

where Jijkl are the components of a constant fourth-order tensor that is
symmetric and isotopic. This tensor is represented by the following matrix:
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J ≡

⎡
⎢⎢⎢⎢⎢⎢⎣

1 µ µ 0 0 0
µ 1 µ 0 0 0
µ µ 1 0 0 0
0 0 0 2(1 − µ) 0 0
0 0 0 0 2(1 − µ) 0
0 0 0 0 0 2(1 − µ)

⎤
⎥⎥⎥⎥⎥⎥⎦

(7.56)

where µ is a material constant satisfying − 1
2 ≤ µ ≤ 1. In equation (7.55),

lo represents the initial damage threshold, L(l) is the increment of damage
threshold, and l is the scalar variable that represents overall damage.

During the process of plastic deformation and damage, the power of
dissipation Π is given by (Voyiadjis and Kattan, 1990):

Π = σijd
′′
ij + σkldφkl − Ldl (7.57)

In order to obtain the actual values of the parameters σ,φ, κ, and l, one
needs to solve an extremization problem, i.e, the power of dissipitation Π
is to be extremized subject to two constraints, namely, f(σ′,X′, κ,φ) = 0
and g(σ̄, L) = 0. Using the method of the calculus of functions of several
variables, one introduces two Lagrange multipliers dλ1, and dλ2, and forms
the function Ψ such that:

Ψ = Π − dλ1f − dλ2g (7.58)

The problem now reduces to that of extremizing the function Ψ. There-
fore, one uses the necessary conditions ∂Ψ/∂σ = 0 and ∂Ψ/∂L = 0 to
obtain:

d′′ij + dφij − dλ1
∂f

∂σij
− dλ2

∂g

∂σij
= 0 (7.59a)

−dl − dλ2
∂g

∂L
= 0 (7.59b)

Next, one obtains from equation (7.55) that ∂g/∂L = −1. Substituting
this into equation (7.59b), one obtains dλ2 = dl. Thus dλ2 describes the
evolution of the overall damage parameter l which is to be determined
shortly. Using equation (7.59b) and assuming that damage and plastic
deformation are two independent processes, one obtains the following two
rate equations for the plastic strain and damage tensors:

d′′ij = dλ1
∂f

∂σij
(7.60a)
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dφij = dl
∂g

∂σij
(7.60b)

The first equation of (7.60) is the associated flow rule for the plastic strain
introduced earlier in equation (7.33), while the second is the evolution
of the damage tensor. It is to be noted that dλ1 is exactly the same
as the multiplier dΛ used earlier. However, one needs to obtain explicit
expressions for the multipliers dΛ and dl. The derivation of an expression
for dΛ will be left for the next section when the inelastic constitutive model
is discussed. Now one proceeds to derive an expression for dl. This is done
by invoking the consistency condition dg(σ,φ, L) = 0. Therefore, one
obtains:

∂g

∂σij
dσij +

∂g

∂φkl
dφkl +

∂g

∂L
dL = 0 (7.61)

Substituting for dφ from equation (7.60b) along with ∂g/∂L = −1 and
dL = dl(∂L/∂l), we obtain:

dl =
∂g
∂σij

dσij
∂L
∂l − ∂g

∂φpq

∂g
∂σpq

(7.62)

Finally, by substituting equation (7.62) into equation (7.60b), we obtain
the general evolution equation for the damage tensor φ as follows:

dφkl =
∂g
∂σij

dσij
∂L
∂l − ∂g

∂φpq

∂g
∂σpq

∂g

∂σkl
(7.63)

The evolution equation (7.63) is to be incorporated in the constitutive
model in the next two sections. It will also be used in the derivation of
the elasto-plastic stiffness tensor. It should be noted that equation (7.63)
is based on the damage criterion of equation (7.55) which is applicable to
anisotropic damage. However, using the form for J given in equation (7.56)
restricts the formulation to isotropy.

7.3.2 Plastic Deformation

In the analysis of finite strain plasticity, one needs to define an appropri-
ate corotational stress rate that is objective and frame-indifferent. Detailed
discussions of the types of stress rates are available in the papers of Voyiad-
jis and Kattan (1989) and Paulun and Pecherski (1985). The corotational
stress rate to be adopted in this model is given for σ in the following form:

◦
σij = dσij − Ωipσpj + σiqΩqj (7.64)
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where the modified spin tensor Ω is given by (Paulun and Pecherski, 1985;
Voyiadjis and Kattan, 1989) as follows:

Ωij = ωWij (7.65)

In equation (7.65), W is the material spin tensor (the antisymmetric
part of the velocity gradient) and ω is an influence scalar function too be
determined. The effect of ω on the evolution of the stress and backstress is
discussed in detail by Voyiadjis and Kattan (1989). The corotational rate
◦
α has a similar expression as that in equation (7.64) keeping in mind that
the modified spin tensor Ω remains the same in both equations.

The yield function to be used in this model is the function f given by
equation (7.29) with both isotropic and kinematic hardening. Isotropic
hardening is described by the evolution of the plastic work as given earlier
by equation (7.30), while kinematic hardening is given by equation (7.31).
Most of the necessary plasticity equations were given in section 7.2.2 and
the only thing remaining is the derivation of the constitutive equation.

By substituting for dΛ̄ from equation (7.43) into equation (7.41), one
derives the general inelastic constitutive equation in the configuration C̄ as
follows:

dσ̄ij = D̄ijkld̄kl (7.66)

where the elasto-plastic stiffness tensor D is given by:

D̄ijkl = Ēijkl − 1
Q̄

∂f

∂σ̄′
mn

ĒmnklĒijpq
∂f

∂σ̄pq
(7.67)

The next step is to use the transformation equations developed in the
previous sections in order to obtain a constitutive equation in the configu-
ration C similar to equation (7.66).

7.3.3 Coupling of Damage and Plastic Deformation

In this section, the transformation equations developed in sections 7.1 and
7.2 are used with the constitutive model of the previous section in order to
transform the inelastic constitutive equation (7.66) in the configuration C̄
to a general constitutive equation in the configuration C that accounts for
both damage and plastic deformation.

Using equation (7.28) and taking its derivative, one obtains the following
transformation equation for d̄′:

d̄′ij = dM−T
ijmnε

′
mn +M−T

ijkld
′
kl (7.68)
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where dM−T is obtained by taking the derivative of the identity MTM−T =
I and noting that dI = 0. Thus, one has:

dM−T
klmn = −M−T

ijkldM
T
ijpqM

−T
pqmn (7.69)

The derivative dM is obtained by using the chain rule as follows:

dMijpq =
∂Mijpq

∂φmn
dφmn (7.70a)

Also, the corotational derivative
◦
M may be used defined by the following

Lie derivative given by Oldroyd (1950):

◦
M ijmn = dMijmn − ΩipMpjmn − ΩjqMiqmn − ΩmrMijrn − ΩnsMijms

(7.70b)
The transformation equation (7.68) for the effective elastic strain rate

tensor d̄′ represents a nonlinear relation unlike that of the effective stress
tensor of equation (7.1). A similar nonnlinear transformation equation
(7.52) was previously derived for the effective plastic strain d′′. These two
equations will now be used in the derivation of the constitutive model.

Now we are ready to derive the inelastic constitutive relation in the
configuration C. Starting with the constitutive equation (7.66) and substi-
tuting for σ̄ij and d̄kl from equations (7.1) and (7.18), respectively, along
with equations (7.68) and (7.52), we obtain:

dMijmnσmn+Mijpqdσpq = D̄ijkl(M−T
klmnd

′
mn+dM−T

klpqε
′
pq+Xklmnd

′′
mn+Zkl)

(7.71)
Next, we substitute for dM and dM−T from equations (7.70) and (7.69),

respectively, for d′′ from equation (7.18), and for d′ from a similar equation
to (7.40), i.e., d′ij = E−1

ijkldσkl, into equation (7.71), the resulting expression
is:

∂Mijmn

∂φpq
dφpqσmn +Mijpqdσpq = D̄ijkl(M−T

klmnE
−1
pqmndσpq−

M−T
xykl

∂MT
xyuv

∂φmn
dφmnMuvpqE

−1
cdpqσcd +Xklmndmn −XklmnE

−1
abmndσab +Zkl)

(7.72)
Finally, we substitute for dφ from equation (7.63) into equation (7.72)

and solve for dσ in terms of d. After several algebraic manipulations, we
obtain the desired inelastic constitutive relation in the configuration C as
follows:
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dσij = Dijkldkl +Gij (7.73)

where the effective elasto-plastic stiffness tensor D and the additional ten-
sor G (comparable to the plastic relaxation stress introduced by Simo and
Ju (1987)) are given by:

Dijkl = O−1
pqijD̄pqmnXmnkl (7.74a)

Gij = O−1
pqijD̄pqmnZmn (7.74b)

where the fourth-order tensor O is given by:

Oijpq = Mijpq +
∂Mijmn

∂φuv

∂g
∂σpq

∂g
∂σuv

σmn
∂L
∂l − ∂g

∂φxy

∂g
∂σxy

− D̄ijkl(M−T
klmnE

−1
pqmn −XklmnE

−1
pqmn

−M−T
xykl

∂M−T
xyuv

∂φmn

∂g
∂σpq

∂g
∂σmn

∂L
∂l − ∂g

∂φab

∂g
∂σab

M−T
uvcdM

−T
rscdσrs) (7.75)

The effective elasto-plastic stiffness tensor D in equation (7.74a) is the
stiffness tensor including the effects of damage and plastic deformation. It is
derived in the configuration of the deformed and damaged body. Equations
(7.74) can now be used in finite element analysis. However, it should be
noted that the constitutive relation in equation (7.73) represents a nonlin-
ear transformation that makes the numerical implementation of this model
impractical. This is due to the additional term Gij which can be consid-
ered as some residual stress due to the damaging process. Nevertheless, the
constitutive equation becomes linear provided that Gij = 0. This is pos-
sible only when the term (σmn −Xmn)Nijrr vanishes as seen in equations
(7.74b) and (7.54) and therefore:

dσij = Dijkldkl (7.76)

Upon investigation of the nonlinear constitutive equation (7.73), it is
seen that the extra term Gij is due to the linear transformation of the
effective stress σ and σ̄ in equation (7.1). It was shown in equation (7.4)
that this transformation leads to a nonlinear relation between σ′ and σ̄′.
The authors have shown in a recent work (Voyiadjis and Kattan, 1999) that
a linear constitutive equation similar to equation (7.76) can be obtained if
a linear transformation is assumed between the deviatoric stresses σ′ and
σ̄′ in the form σ̄′

ij = Mijklσ
′
kl.
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For completeness, one can obtain an identity that may be helpful in
the numerical calculations. This is done by using the plastic volumetric
incompressibility condition (which results directly from equation (7.34)):

d̄′′kk = 0 (7.77)

in the configuration C̄. Equation (7.77) is commonly used in metal plastic-
ity without damage (Paulun and Pechervski, 1985; Voyiadjis ans Kattan,
1989). Using equation (7.34) along with the condition (7.77), one obtains
the useful identity:

Nrrkl(σ◦
kl −Xkl) = 0 (7.78)

Equation (7.78) is consistent with the previous conclusion of equation (7.7)
since it was shown earlier that Nrrkl = 0.

In finite element calculations the critical state of damage is reached when
the overall parameter l reaches a critical value called lcr in at least one of
the element. This value determines the initiation of microcracks and other
damaging defects. Alternatively, one can assign several critical values l(1)cr ,
l
(2)
cr , etc. for different damage effects. In order to determine these critical
values, which may be considered as material parameters, a series of uniaxial
extension tests are to be performed on tensile specimens and the stress-
strain curves drawn.

In order to determine l
(i)
cr (the value of l at which damage initiation

starts for a particular damage process ”i”), the tensile specimen has to be
sectioned at each load increment. The cross-section is to be examined for
any cracks or cavities. The load step when cracks first appear in terms
of the strain ε1 is to be recorded and compared with the graph of l vs ε1.
The corresponding value of l obtained in this way will be taken to be the
critical value for lcr. This value is to be used in the finite element analysis
of more complicated problems. For more details, see the papers by Chow
and Wang (1988) and Voyiadjis (1984, 1988).

7.4 Application to Void Growth: Gurson’s Model

Gurson (1977) proposed a yield function f(σ, v) for a porous solid with a
randomly distributed volume fraction of voids. Gurson’s model was used
later (Tvergaard, 1982; Tvergaard and Needleman, 1984) to study necking
and failure of damaged solids. Tvergaard and Needleman (1984) modified
Gurson’s yield function in order to account for rate sensitivity and necking

© 2005 by Taylor & Francis Group, LLC



Coupled Damage Plasticity 207

instabilities in plastically deforming solids. The modified yield function is
used here in the following form (which includes kinematic hardening):

f = (σ′
ij −X ′

ij)(σ
′
ij −X ′

ij)+2q1σ2
F v cosh(

σkk
2σF

)−σ2
F (1+ q2v

2) = 0 (7.79)

where σF is the yield strength of the matrix material and q1 and q2 are
material parameters introduced by Tvergaard (1982) to improve agreement
between Gurson’s model and other results. In equation (7.79), the variable
v denotes the void volume fraction in the damaged material. In Gurson’s
model, damage is characterized by void growth only. The void growth is
described by the rate of change of v given by (Voyiadjis, 1988):

dν = (1 − ν)d′′kk (7.80)

In Gurson’s model, it is assumed that the voids remain spherical in shape
through the whole process of deformation and damage. The change of shape
of voids, their coalescence and nucleation of new voids are ignored in the
model. Equation (7.80) implies also that the plastic volumetric change,
d′′kk, does not vanish for a material with voids.

In the following, it is shown how the proposed model outlined in the first
sections of this chapter can be used to obtain the damage effect tensor M as
applied to Gurson’s yield function. It is also shown how certain expressions
can be derived for the parameters q1 and q2 in a consistent manner. One
first starts with the yield function f in the configuration C. Therefore,
using equation (7.29) in the form:

f = (σ̄′
mn − X̄ ′

mn)(σ̄
′
mn − X̄ ′

mn) −
2
3
σ̄2
o (7.81)

where the term cκ̄ is dropped since isotropic hardening is not displayed by
Gurson’s function. Using the transformation equations (7.10), (7.16), and
(7.17) and noting that σ2

F = 2σ̄2
o/3, equation (7.81) becomes:

f = Hijkl(σij −Xij)(σkl −Xkl) − σ2
F (7.82)

It is noticed that equation (7.81) corresponds exactly to Gurson’s func-
tion of equation (7.79) with v = 0. Using equation (7.2) and (7.12) to
transform the total stresses in equation (7.82) into deviatoric stresses, one
obtains:

f = Hijkl(σ′
ij −X ′

ij)(σ
′
kl −X ′

kl) +
1
9
Hmmnn(σpp −Xqq)2 − σ2

F (7.83)

Equation (7.83) represents the yield function f in the configuration C,
which can now be compared to Gurson’s yield function of equation (7.79).
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Thus, upon comparing equation (7.79) with equation (7.83) , it is clear
that the deviatoric parts of the two functions must be equal. Therefore,
one obtains:

Hijkl(σ′
ij −X ′

ij)(σ
′
kl −X ′

kl) = (σ′
rs −X ′

rs)(σ
′
rs −X ′

rs) (7.84)

On the other hand, upon equating the remaining parts of the two func-
tions, one obtains:

1
9
Hmmnn(σpp −Xqq)2 = 2q1σ2

F v cosh(
σkk
2σF

) − q2σ
2
F v

2 (7.85)

The problem is now reduced to manipulating equations (7.84) and (7.85).
Rewriting equation (7.84) in the following form:

(Hijkl − δikδjl)(σ′
ij −X ′

ij)(σ
′
kl −X ′

kl) = 0 (7.86)

One concludes that the tensor H is constant for Gurson’s model and can
be expressed as follows:

Hijkl = δikδjl (7.87)

It is clear that the deviatoric part of Gurson’s yield function does not
display any damage characteristics as given by equation (7.79). This is
further supported by equation (7.87) where the damage effect tensor is
independent of the damage variable φ. Next, upon considering equation
(7.87), one obtains Hmmnn = 3. Substituting this value into equation
(7.85) yields:

1
3
(σpp −Xqq)2 = [2q1cosh(

σkk
2σF

) − q2v]vσ2
F (7.88)

Equation (7.88) must be satisfied for a possible relationship between
Gurson’s model and the proposal model. Equation (7.88), as it stands,
does not seem to merit an explicit relationship between parameters q1, q2,
and v. This is due to the presence of the “cosh” term on the right-hand
side. Therefore, it is clear that one cannot proceed further without making
some assumptions. In particular, two assumptions are to be employed. The
first assumption is valid for small values of σkk/(2σF ), where only the first
two terms in the “cosh” series expansion are considered:

cosh(
σkk
2σF

) = 1 +
σ2
kk

8σ2
F

(7.89)

The second assumption concerns the term Xqq which appears in the
equation (7.88). For the following to be valid, one needs to consider a
modified Gurson yield function where the volumetric stress σkk is replaced
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by (σkk −Xqq). Therefore, upon incorporating the above two assumptions
into equation (7.88), one obtains:

1
3
(σkk −Xqq)2 =

1
4
q1v(σkk −Xqq)2 + (2q1 − q2v)vσ2

F (7.90)

It is now clear from the equation (7.90) that the following two expressions
for q1 and q2 in terms of v, need to be satisfied:

q1 =
4
3v

(7.91a)

q2 =
8

3v2
(7.91b)

The relations (7.91a,b) represent variable expressions for the parameters
q1 and q2 in terms of the void volume fraction, in contrast to the con-
stant values that were suggested earlier by various authors. The relations
(7.91a,b) are consistently derived and although they are approximate, in
the authors’ opinion, they form a basis for more sophisticated expressions.
In addition, they are based on a solid derivation which cannot be said for
the constant values that were used in the literature. Finally, one more im-
portant point that came up in the derivation needs to be considered. As it
stands, Gurson’s function of equation (7.79) cannot be related to the work
presented here. It is a modified version of Gurson’s function containing the
term cosh[(σkk − Xqq)/(2σF )] instead of cosh[σkk/(2σF )] that is used in
the derivation of equations (7.91a,b). The authors believe that this point
should be pursued and the proposed modified Gurson function explored
further.

7.5 Effective Spin Tensor

In this section, a formal derivation is presented for the transformation
equation of the modified spin tensor that is used in the corotational rate
equations. In the configuration C̄, the corotational derivative of the effec-
tive Cauchy stress tensor is given by:

◦
σ̄ij = dσ̄ij − Ω̄ipσ̄pj + σ̄iqΩ̄qj (7.92)

where Ω̄ is the effective modified spin tensor. The problem now reduces to
finding a relation between Ω and Ω̄. One should keep in mind, however,
that equation (7.92) is valid only when a Cartesian coordinate system is
used. The same remark applies to equation (7.64) in the configuration C.
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In order to derive the required relation, one first starts with the transfor-
mation equation (7.1). Taking the corotational derivative of this equation
and rearranging the terms, one obtains:

◦
σke = M−1

ijke(
◦
σ̄ij −

◦
M ijmnσmn) (7.93)

Substituting for
◦
σ̄ij from equation (7.92) into equation (7.93) and using

the material time derivative dσij = dMijrsσrs +Mijpqdσpq , one obtains:

◦
σkl = M−1

ijkldMijrsσrs + dσkl −M−1
ijklΩ̄ipMpjabσab +M−1

ijklMiqcdσcdΩ̄qj

−M−1
ijklMijmnσmn (7.94)

Comparing the two corotational derivatives appearing in equations (7.64)
and (7.94), and after performing some tedious algebraic manipulations, one
can finally obtain a relation between Ω and Ω̄ in the following form:

Ω̄mn = AmnpqΩpq + Bmn (7.95)

where the tensors A and B are given by:

Amnpq = −C−1
mnkl(δkpσql − δlqσkp) (7.96a)

Bmn = −C−1
mnklM

−1
pqkl(dMpqrs −

◦
Mpqrs)σrs (7.96b)

and the tensor C is given by:

Cklip = (M−1
qpklMqicd −M−1

ijklMpjcd)σcd (7.96c)

With the availability of the transformation equation of the spin tensor,
the theory presented in this chapter is now complete.

Problems

7.1. Explain why equation (7.4) does not represent a linear transforma-
tion?

7.2. Derive equation (7.6) explicitly.

7.3. Derive equations (7.8) and (7.9) explicitly.

7.4. Derive equation (7.11) explicitly.

7.5. Derive equations (7.27) and (7.28) explicitly.
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7.6. Assume a linear transformation in the form σ̄′
ij = Mijklσ

′
kl. De-

rive the corresponding elasto-plastic constitutive model for this case.
Specifically, derive a new elasto-plastic stiffness tensor Dijkl .

7.7. Derive equations (7.34) and (7.35) explicitly.

7.8. Derive equation (7.43) explicitly.

7.9. Derive equation (7.45) explicitly.

7.10. Derive equations (7.50) and (7.52) explicitly.

7.11. Consider a von Mises type yield function of the form given by equation
(7.29). Neglect isotropic hardening and derive a new elasto-plastic
constitutive model based on the modified yield criterion.

7.12. Consider a von Mises type yield function of the form given by equation
(7.29). Neglect kinematic hardening and derive a new elasto-plastic
constitutive model based on the modified yield criterion.

7.13. Consider a von Mises type yield function of the form given by equation
(7.29). Neglect both isotropic and kinematic hardening, and derive
a new elasto-plastic constitutive model based on the modified yield
criterion.

7.14. Explore using a Tresca type yield function instead of a von Mises in
the formulation of the elasto-plastic constitutive model given in this
chapter.

7.15. Consider using a different damage evolution criterion by introducing
the generalized force Yij associated with φij in the equation (7.55).
Derive a new evolution equation for the damage variable φ in this
case.

7.16. Derive equations (7.62) and (7.63) explicitly.

7.17. Derive equation (7.67) explicitly.

7.18. Derive equation (7.70b) explicitly.

7.19. Derive equations (7.73), (7.74) and (7.75) explicitly.

7.20. Explain why there is an additional term Gij in the elasto-plastic
constitutive equation (7.73). What are the conditions under which
this term vanishes.

7.21. Derive equations (7.87) and (7.88) explicitly.

7.22. Derive equation (7.89) explicitly.
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7.23. Derive equation (7.91a,b) explicitly.

7.24. Derive equations (7.95) and (7.96) explicitly.
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Kinematics of Damage for
Finite-Strain Elasto-Plastic Solids

In this chapter, the kinematics of damage for finite strain elasto-plastic de-
formation is introduced using the fourth-order damage effect tensor through
the concept of the effective stress within the framework of continuum dam-
age mechanics. In the absence of the kinematic description of damage,
deformation leads one to adopt one of the following two different hypothe-
ses for the small deformation problems. One uses either the hypothesis
of strain equivalence or the hypothesis of energy equivalence in order to
characterize the damage in the material. The proposed approach in this
chapter provides a general description of kinematics of damage applicable
to finite strains. This is accomplished by directly considering the kinemat-
ics of the deformation field and, furthermore, noting that it is not confined
to small strains as in the case of the strain equivalence or the strain energy
equivalence approaches. In this chapter, damage is described kinematically
in both the elastic domain and the plastic domain using the fourth-order
damage effect tensor, which is a function of the second-order damage ten-
sor. The damage effect tensor is explicitly characterized in terms of a
kinematic measure of damage through a second-order damage tensor. Two
kinds of second-order damage tensor representations are used with respect
to two reference configurations. The finite elasto-plastic deformation be-
havior with damage is also viewed here within the framework of thermody-
namics with internal state variables. Using the consistent thermodynamic
formulation, one introduces separately the strain due to damage and the
associated dissipation energy due to this strain.

8.1 Theoretical Preliminaries

A continuous body in an initial undeformed configuration that consists of
the material volume Ωo is denoted by Co, while the elasto-plastic damaged
deformed configuration at time t after the body is subjected to a set of
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external agencies is denoted by Ct. The corresponding material volume
at time t is denoted by Ωt. Upon elastic unloading from the configura-
tion Ct an intermediate stress-free configuration is denoted by Cdp. In the
framework of continuum damage mechanics, a number of fictitious con-
figurations, based on the effective stress concept, are assumed that are
obtained by fictitiously removing all the damage that the body has un-
dergone. Thus, the fictitious configuration of the body denoted by C̄t is
obtained from Ct by fictitiously removing all the damage that the body
has undergone at Ct. Also, the fictitious configuration denoted by C̄p is
assumed which is obtained from Cdp by fictitiously removing all the dam-
age that the body has undergone at Cdp. While the configuration C̄p is the
intermediate configuration upon unloading from the configuration C̄t, the
initial undeformed body may have a pre-existing damage state. The initial
fictitious effective configuration denoted by C̄o is defined by removing the
initial damage from the initial undeformed configuration of the body. In
the case of no initial damage existing in the undeformed body, the initial
fictitious effective configuration is identical to the initial undeformed con-
figuration. Cartesian tensors are used in this chapter and the tensorial
index notation is employed in all equations. The tensors used in the text
are denoted by boldface letters. However, superscripts in the notation do
not indicate tensorial indices but merely stand for the corresponding de-
formation configurations such as “e” for elastic, “p” for plastic, and “d”
for damage, etc. The barred and tilded notations refer to the fictitious
effective configurations.

8.2 Description of Damage State

The damage state can be described using an even order tensor (Leckie,
1993; Onat, 1986; Betten, 1986). Ju (1990) pointed out that even for
isotropic damage one should employ a damage tensor (not a scalar dam-
age variable) to characterize the state of damage in materials. However,
the damage generally is anisotropic due to the external agency condition or
the material nature itself. Although the fourth-order damage tensor can be
used directly as a linear transformation tensor to define the effective stress
tensor, it is not easy to characterize physically the fourth-order damage
tensor compared with the second-order damage tensor. In this chapter,
the damage is considered as a symmetric second-order tensor. However,
the damage tensor for finite elasto-plastic deformation can be defined in
two reference systems (Murakami, 1988). The first one is the damage ten-
sor denoted by φ representing the damage state with respect to the current
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damage configuration Ct. Another one is denoted by φ̄ and is representing
the damage state with respect to the elastically unloaded damage configu-
ration Cdp (see Chapter 3). Both are given by Murakami (1983) as follows:

φij =
3∑
k=1

φ̂kn̂
k
i n̂

k
j (no sum over k) (8.1)

φ̄ij =
3∑
k=1

ˆ̄φkm̂k
i m̂

k
j (no sum over k) (8.2)

where n̂k and m̂k are eigenvectors corresponding to the eigenvalues, φ̂k
and ¯̂

φk, of the damage tensors φ and φ̄, respectively. Equations (8.1) and
(8.2) can be written alternately as follows:

φij = birbjsφ̂rs (8.3)

φ̄ij = circjs
ˆ̄φrs (8.4)

The damage tensors in the coordinate system that coincides with the
three orthogonal principal directions of the damage tensors φ̂rs and ˆ̄φrs, in
equations (8.3) and (8.4), are obviously of diagonal form and are given by:

φ̂ij =

⎛
⎝ φ̂1 0 0

0 φ̂2 0
0 0 φ̂3

⎞
⎠ (8.5)

¯̂
φij =

⎛
⎜⎝

¯̂
φ1 0 0
0 ¯̂

φ2 0
0 0 ¯̂

φ3

⎞
⎟⎠ (8.6)

and the second-order transformation tensors b and c are given by:

bir =

⎛
⎝n1

1 n
1
2 n

1
3

n2
1 n

2
2 n

2
3

n3
1 n

3
2 n

3
3

⎞
⎠ (8.7)

cir =

⎛
⎝m1

1 m
1
2 m

1
3

m2
1 m

2
2 m

2
3

m3
1 m

3
2 m

3
3

⎞
⎠ (8.8)

These proper orthogonal transformation tensors require that:

bijbkj = cijckj = δik (8.9)
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where δik is the Kronecker delta and the determinants of the matrices [b]
and [c] are given by:

|b| = |c| = 1 (8.10)

The relation between the damage tensors φ and φ̄ is shown in section
8.4.

8.3 Fourth-Order Anisotropic Damage Effect Tensor

In a general state of deformation and damage, the effective stress tensor σ̄ is
related to the Cauchy stress tensor σ by the following linear transformation
as was shown in previous chapters (Murakami and Ohno, 1981):

σ̄ij = Mijklσkl (8.11)

where M is a fourth-order linear transformation operator called the dam-
age effect tensor. Depending on the form used for M, it is very clear from
equation (8.11) that the effective stress tensor σ̄ is generally nonsymmetric.
Using a nonsymmetric effective stress tensor as given by equation (8.11)
to formulate a constitutive model will result in the introduction of the
Cosserat and micropolar continua. However, the use of such complicated
mechanics can be easily avoided if the proper fourth-order linear trans-
formation tensor is formulated in order to symmetrize the effective stress
tensor. Such a linear transformation tensor called the damage effect tensor
is obtained in the literature (Lee et al., 1986; Cordebois and Sidoroff, 1979)
using symmetrization methods. One of the symmetrization methods given
by Cordebois and Sidoroff (1979) and Lee et al. (1986) is expressed as
follows:

σ̄ij = (δik − φik)−1/2σkl(δjl − φjl)−1/2 (8.12)

The fourth-order damage effect tensor corresponding to equation (8.12)
is defined such that:

Mijkl = (δik − φik)−1/2(δjl − φjl)−1/2 (8.13)

In order to describe the kinematics of damage, the physical meaning
of the fourth-order damage effect tensor should be interpreted and not
merely given as the symmetrization of the effective stress. In this chapter,
the fourth-order damage effect tensor given by equation (8.13) will be used
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because of its geometrical symmetrization of the effective stress (Corde-
bois and Sidoroff, 1979). However, it is very difficult to obtain the explicit
representation of (δik−φik)−1/2. The explicit representation of the fourth-
order damage effect tensor M using the second-order damage tensor φ is of
particular importance in the implementation of the constitutive modeling
of damage mechanics. Therefore, the damage effect tensor M of equation
(8.13) should be obtained using the coordinate transformation of the prin-
cipal damage direction coordinate system. Thus, the fourth-order damage
effect tensor given by equation (8.13) can be written as follows (Voyiadjis
and Park, 1996a,b).

Mikjl = bmibnjbpkbqlM̂mnpq (8.14)

where M̂ is a fourth-order damage effect tensor with the reference to the
principal damage direction coordinate system. The fourth-order damage
effect tensor M̂ can be written as follows (Voyiadjis and Park, 1996a,b):

M̂mnpq = âmpânq (8.15)

where the second order tensor â in the principal damage direction coordi-
nate system is given by:

âmp = (δmp − φ̂mp)−1/2 ≡

⎡
⎢⎢⎣

1√
1−φ̂1

o o

o 1√
1−φ̂2

o

o o 1√
1−φ̂3

⎤
⎥⎥⎦ (8.16)

Substituting equation (8.15) into equation (8.14), one obtains the follow-
ing relation:

Mijkl = bmibnjbpkbqlâmpânq = aikajl (8.17)

Using equation (8.17), a second-order tensor a is defined as follows:

aik = bmibpkâmp (8.18)

The matrix form of equation (8.18) is given as follows (Voyiadjis and
Park, 1995a,b):
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[a] = [b]T [â][b]

=

⎡
⎢⎢⎢⎢⎢⎢⎣

b11b11√
1−φ̂1

+ b21b21√
1−φ̂2

+ b31b31√
1−φ̂3

b11b12√
1−φ̂1

+ b21b22√
1−φ̂2

+ b31b32√
1−φ̂3

b21b11√
1−φ̂1

+ b22b21√
1−φ̂2

+ b32b31√
1−φ̂3

b12b12√
1−φ̂1

+ b22b22√
1−φ̂2

+ b32b32√
1−φ̂3

b31b11√
1−φ̂1

+ b23b21√
1−φ̂2

+ b33b31√
1−φ̂3

b13b12√
1−φ̂1

+ b23b22√
1−φ̂2

+ b33b32√
1−φ̂3

b11b13√
1−φ̂1

+ b21b23√
1−φ̂2

+ b31b33√
1−φ̂3

b12b13√
1−φ̂1

+ b22b23√
1−φ̂2

+ b32b33√
1−φ̂3

b13b13√
1−φ̂1

+ b23b23√
1−φ̂2

+ b33b33√
1−φ̂3

⎤
⎥⎥⎦ (8.19)

8.4 The Kinematics of Damage for Elasto-Plastic
Behavior with Finite Strains

A position of a particle in Co at to is denoted by X and can be defined at its
corresponding position in Ct at t, denoted by x. Furthermore, assuming
that the deformation is smooth regardless of damage, one can assume a
one-to-one mapping such that:

xk = xk(X, t) (8.20)

or

Xk = Xk(x, t) (8.21)

The corresponding deformation gradient is expressed as follows:

Fij =
∂xi
∂Xj

(8.22)

and the change in the squared length of a material filament dX is used as
a measure of deformation such that:

(ds)2 − (dS)2 = dxidxi − dXidXi (8.23)
= 2εijdXidXj

or
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(ds)2 − (dS)2 = 2εijdxidxj (8.24)

where (ds)2 and (dS)2 are the squared lengths of the material filaments
in the deformed with damage configuration Ct, and the initial undeformed
configuration Co, respectively. ε and ε are the Lagrangian and Eulerian
strain tensors, respectively, and are given by:

εij =
1
2
(FkiFkj − δij) =

1
2
(Cij − δij) (8.25)

εij =
1
2
(δij − F−1

ki F
−1
kj ) =

1
2
(δij −B−1

ij ) (8.26)

where C and B are the right Cauchy-Green and the left Cauchy-Green
tensors, respectively. The velocity vector field in the current configuration
at time t is given by:

vi =
dxi
dt

(8.27)

The velocity gradient in the current configuration at time t is given by:

Lij =
∂vi
∂xj

(8.28)

= dFikF
−1
kj

= Dij +Wij

where dF indicates the material time derivative and where D and W are
the rate of deformation (stretching) and the vorticity, respectively. The rate
of deformation D is equal to the symmetric part of the velocity gradient
L, while the vorticity W is the antisymmetric part of the velocity gradient
L such that:

Dij =
1
2
(Lij + Lji) (8.29)

Wij =
1
2
(Lij − Lji) (8.30)

Strain rate measures are obtained by differentiating equations (8.23) and
(8.24) such that:

d

dt
[(ds)2 − (dS)2] = 2dXidεijdXj

= 2dxiDijdxj

= 2dXiFikDijFjmdXm

= 2dxi(dεij + εikLkj + Likεkj)dxj (8.31)
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By comparing equations (8.31a) and (8.31c), one obtains the rate of the
Lagrangian strain that is the projection of D onto the reference frame as
follows:

dεij = FkiDklFlj (8.32)

while the deformation rate D is equal to the Cotter-Rivin connected rate
of the Eulerian strain as follows:

Dij = dεij + εikLkj + Likεkj (8.33)

The convected derivative shown in equation (8.33) can also be interpreted
as the Lie derivative of the Eulerian Strain (Lubarda and Krajcinovic,
1995).

8.4.1 A Multiplicative Decomposition

A schematic drawing representing the kinematics of elasto-plastic damage
deformation is shown in Figure 8.1. In the figure, Co is the initial unde-
formed configuration of the body which may have initial damage in the
material. Ct represents the current elasto-plastically deformed and dam-
aged configuration of the body. The configuration of C̄o represents the
initial configuration of the body that is obtained by fictitiously removing
the initial damage from the Co configuration. If the initial configuration
is undamaged, consequently there is no difference in the configurations
Co and C̄o. The configuration C̄t is obtained by fictitiously removing
the damage from the configuration Ct. Configuration Cdp is an interme-
diate configuration upon elastic unloading. In the most general case of
large deformation processes, damage may be involved due to void and mi-
crocrack development because of external agencies. Although damage at
the microlevel is a material discontinuity, damage can be considered as
an irreversible deformation process in the framework of continuum damage
mechanics. Furthermore, one assumes that upon unloading from the elasto-
plastic damage state, the elastic part of the deformation can be completely
recovered while no additional plastic deformation and damage takes place.
Thus, upon unloading the elasto-plastic damage deformed body from the
current configuration Ct will elastically unload to an intermediate stress
free configuration denoted by Cdp as shown in Figure 8.1. Although the
damage process is an irreversible deformation thermodynamically, how-
ever, the deformation due to damage itself can be partially or completely
recovered upon unloading due to closure of microcracks or contraction of
microvoids. Nevertheless, recovery of damage deformation does not mean
the healing of damage. The deformation gradient tensor and the Green de-
formation tensor of the elasto-plastic damage deformation can be obtained
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through Path I, Path II, or Path III as shown in Figure 8.1. Consider Path
I - the deformation gradient referred to the undeformed configuration Co,
is denoted by F and is polarly decomposed into the elastic deformation gra-
dient denoted by Fe and the damage-plastic deformation gradient denoted
by Fdp such that:

 Path I:  
 Path II:
 Path III:

Fdp Fe

Fd

FeFp

Fdo

Co Cdp Ct

Co Cp Ct

Cp

Fp

FIGURE 8.1
Schematic representation of elasto-plastic damage deformation configura-

tions.(Voyiadjis and Park, 1999)

Fij = F eikF
dp
kj (8.34)

The elastic deformation gradient is given by:

F eij =
∂xi

∂xdpj
(8.35)

The corresponding damage-plastic deformation gradient is given by:

F dpij =
∂xdpi
∂Xj

(8.36)

The right Cauchy-Green deformation tensor C is given by:

Cij = F dpnkF
e
kiF

e
nmF

dp
mj (8.37)
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The finite deformation damage models by Ju (1989) and Zbib (1993)
emphasize that “added flexibility” due to the existence of microcracks or
microvoids is already embedded in the deformation gradient implicitly. Mu-
rakami (1983) presented the kinematics of damage deformation using the
second-order damage tensor. However, the lack of an explicit formulation
for the kinematics of finite deformation with damage leads to the failure
in obtaining an explicit derivation of the kinematics that directly consider
the damage deformation. Although most finite strain elasto-plastic defor-
mation processes involve damage such as microvoids, nucleations and mi-
crocracks development due to external agencies, however, only the elastic
and plastic deformation processes are considered kinematically due to the
complexity in the development of damage deformation. In this chapter, the
kinematics of damage will be explicitly characterized based on continuum
damage mechanics. The elastic deformation gradient corresponds to elastic
stretching and rigid body rotations due to both internal and external con-
straints. The plastic deformation gradient arises from purely irreversible
processes due to dislocations in the material. Damage may by initiated and
evolves in both the elastic and plastic deformation processes. Particularly,
damage in the elastic deformation state is termed elastic damage, which is
the case for most brittle materials, while damage in the plastic deformation
state is termed plastic damage which is mainly for ductile materials. Addi-
tional deformation due to damage consists of damage itself with additional
deformation due to elastic and plastic stiffness. In this chapter, kinematics
of damage deformation is completely described for both damage and the
coupling of damage with elasto-plastic deformation. The total Lagrangian
strain tensor is expressed as follows:

εij =
1
2
(F dpki F

dp
kj − δij) +

1
2
F dpmi(F

e
kmF

e
kn − δmn)F

dp
nj (8.38)

= εdpij + F dpmiε
e
mnF

dp
nj

= εdpij + εeij

where εdp and εe are the Lagrangian damage-plastic strain tensor and the
Lagrangian elastic strain tensor, respectively, measured with respect to
the reference configuration Co. εe is the Lagrangian elastic strain tensor
measured with respect to the intermediate configuration Cdp. Similarly,
the Eulerian strains corresponding to deformation gradients Fe and Fdp

are given by:

edpij =
1
2
(δij − F dp

−1

ki F dp
−1

kj ) (8.39)

eeij =
1
2
(δij − F e

−1

ki F e
−1

kj ) (8.40)
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The Eulerian strain tensor can be expressed as follows:

εij = εeij + F e
−1

ki edpkmF
e−1

mj (8.41)

= εeij + εdpij

The strain edp is referred to the intermediate configuration Cdp, while
the strains ε, εe, and εdp are defined relative to the current configuration as
a reference. The relationship between the Lagrangian and Eulerian strains
is obtained directly in the form:

εij = FkiεklFlj (8.42)

The change in the squared length of a material filament deformed elas-
tically from Ct to Cdp is given by:

(ds)2 − (dsdp)2 = dxidxi − dxdpi dx
dp
i (8.43)

= 2dXiε
e
ijdXj

However, the change in the squared length of a material filament due to
damage and plastic deformation from Cdp to Co is given by:

(dsdp)2 − (dS)2 = 2dXiε
dp
ij dXj (8.44)

The kinematics of finite strain elasto-plastic deformation including dam-
age is completely described in Path I. In order to describe the kinematics of
damage and plastic deformation, the deformation gradient given by equa-
tion (8.34) may be further decomposed into:

Fij = F eikF
d
kmF

p
mj (8.45)

However, it is very difficult to characterize physically only the kinematics
of deformation due to damage in spite of its obvious physical phenomena.
The damage, however, may be defined through the effective stress concept.
Similarly, the kinematics of damage can be described using the kinematic
configuration. Considering Path II, the deformation gradient can be alter-
natively expressed as follows:

Fij = F̄ dikF̄
e
kmF̄

p
mnF̄

do
nj (8.46)

where F̄d is the fictitious damage deformation gradient from configuration
C̄t to Ct and is given by:

F̄ dij =
∂xi
∂x̄j

(8.47)
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The elastic deformation gradient in the effective configuration is given
by:

F̄ eij =
∂x̄i
∂x̄pj

(8.48)

The corresponding plastic deformation gradient in the effective configu-
ration is given by:

F̄ pij =
∂x̄pi
∂X̄j

(8.49)

while the fictitious initial damage deformation gradient from configuration
C̄o to Co is given by:

F̄ doij =
∂X̄i

∂Xj
(8.50)

Similar to Path I, the right Cauchy Green deformation tensor, C, is given
by:

Cij = F̄ domkF̄
p
kpF̄

e
pqF̄

d
qiF̄

d
mnF̄

e
nrF̄

p
rsF̄

do
sj (8.51)

The Lagrangian damage strain tensor measured with respect to the fic-
titious configuration C̄t is given by:

ε̄dij =
1
2
(F̄ dkiF̄

d
kj − δij) (8.52)

and the corresponding Lagrangian effective elastic strain tensor measured
with respect to the fictitious configuration C̄p is given by:

ε̄e =
1
2
(F̄ ekiF̄

e
kj − δij) (8.53)

The Lagrangian effective plastic strain tensor measured with respect to
the fictitious undamaged initial configuration C̄o is given by:

ε̄pij =
1
2
(F̄ pkiF̄

p
kj − δij) (8.54)

The total Lagrangian strain tensor is therefore expressed as follows:

εij =
1
2
(F̄ doki F̄

do
kj − δij) +

1
2
F̄ domi(F̄

p
kmF̄

p
kn − δmn)F̄ donj

+
1
2
F̄ doni F̄

p
rn(F̄ eqrF̄

e
qs − δrs)F̄ psmF̄

do
mj

+
1
2
F̄ dowi F̄

p
nwF̄

e
rn(F̄

d
qrF̄

d
qs − δrs)F̄ esmF̄

p
mkF̄

do
kj (8.55)
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The Lagrangian initial damage strain tensor measured with respect to
the reference configuration Co is denoted by:

ε̄doij =
1
2
(F̄ doki F̄

do
kj − δij) (8.56)

The Lagrangian plastic strain tensor measured with respect to the refer-
ence configuration Co is denoted by:

ε̄pij = F̄ doki ε̄
p
kmF̄

do
mj (8.57)

One now defines the Lagrangian elastic strain tensor measured with re-
spect to the reference configuration Co as follows:

ε̄eij = F̄ doni F̄
p
nk ε̄

e
kmF̄

p
mrF̄

do
rj (8.58)

and the corresponding Lagrangian damage strain tensor measured with
respect to the reference configuration Co is given by:

ε̄dij = F̄ dowi F̄
p
wnF̄

e
nk ε̄

d
kmF̄

e
mrF̄

p
rsF̄

do
sj (8.59)

The total Lagrangian strain is now given as follows through the additive
decomposition of the corresponding strains:

εij = ε̄doij + ε̄pij + ε̄eij + ε̄dij (8.60)

The change in the squared length of a material filament deformed due
to fictitiously removing of damage from Ct to C̄t is given by:

(ds)2 − (d̄s)2 = dxidxi − dx̄idx̄i

= 2dXiε̄
d
ijdXj (8.61)

The change in the squared length of a material filament deformed elas-
tically from C̄t to C̄p is given by:

(d̄s)2 − (d̄sp)2 = dx̄idx̄i − dx̄pi dx̄
p
i (8.62)

= 2dXiε̄
e
ijdXj

The change in the squared length of a material filament deformed plas-
tically from C̄o to C̄p is then given by:

(d̄sp)2 − (d̄S)2 = dx̄pi dx̄
p
i − dX̄idX̄i (8.63)

= 2ε̄pijdXidXj
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while the change in the squared length of a material filament deformed due
to fictitious removing of the initial damage from C̄o to Co is given by:

(d̄s)2 − (ds)2 = dX̄idX̄i − dXidXi (8.64)
= 2dXiε̄

do
ij dXj

Finally, Path III gives the deformation gradient as follows:

Fij = F eilF̃
d
lmF̃

p
mnF̄

do
nj (8.65)

where F̃d is the fictitious damage deformation gradient from configuration
C̃p to Cdp and is given by:

F̃ dij =
∂xdpi
∂x̃p

(8.66)

and the corresponding plastic deformation gradient in the effective config-
uration is given by:

F̃ pij =
∂x̃pi
∂Xj

(8.67)

Similar to Path II, the Right Cauchy Green deformation tensor C is
given by:

Cij = F̄ domkF̃
p
kpF̃

d
pqF

e
qiF

e
mnF̃

d
nrF̃

p
rsF̄

do
sj (8.68)

The Lagrangian damage strain tensor measured with respect to the fic-
titious intermediate configuration C̃p is given by:

ε̃dij =
1
2
(F̃ dkiF̃

d
kj − δij) (8.69)

The total Lagrangian strain tensor is expressed as follows:

ε̄ij =
1
2
(F̄ doki F̄

do
kj − δij) +

1
2
F̄ domi(F̃

p
kmF̃

p
kn − δmn)F̄ donj

+
1
2
F̄ doni F̃

p
rn(F̃ dqrF̃

d
qs − δrs)F̄ psmF̄

do
mj

+
1
2
F̄ dowi F̃

p
nwF̃

d
rn(F

e
qrF

e
qs − δrs)F̃ dsmF̃

p
mkF̄

do
kj (8.70)

The Lagrangian damage strain tensor measured with respect to the ref-
erence configuration Co is denoted by:

ε̄dij = F̄ doki F̃
p
mk ε̃

d
mnF̃

p
nqF̄

do
qj (8.71)
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The Lagrangian elastic strain tensor measured with respect to the refer-
ence configuration Co is denoted by:

εeij = F̄ doli F̃
p
klF̃

d
mkε

e
mnF̃

d
nqF̃

p
qrF̄

do
rj (8.72)

The corresponding total Lagrangian strain is now given by:

εij = ε̄doij + ε̄pij + ε̄dij + ε̄eij (8.73)

The change in the squared length of a material filament deformed to
fictitious removal of damage from Cdp to C̃p is given by:

(dsdp)2 − (ds̃p)2 = dxdpi dx
dp
i − dx̃pi dx̃

p
i (8.74)

= 2dxiε̃dijdXj

The change in the squared length of a material filament deformed plas-
tically from C̄o to C̃p is then given by:

(ds̃p)2 − (dS̄)2 = dx̃pi dx̃
p
i − dX̄idX̄i (8.75)

= 2dxiε̃
p
ijdXj

The total Lagrangian strain tensors obtained by considering the three
paths are given by equations (8.38), (8.60), and (8.73). From the equiv-
alence of these total strains, one obtains the explicit presentations of the
kinematics of damage as follows. With the assumption of the equivalence
between the elastic strain tensors given by equations (8.38) and (8.73),
the damage-plastic deformation gradient given by equation (8.36) and the
Lagrangian damage plastic strain tensor can be expressed as follows:

F dpij = F̄ doik F̃
p
klF̃

d
lj (8.76)

and

εdpij = ε̄doij + ε̃pij + ε̃dij (8.77)

Furthermore, one obtains the following expression from equations (8.60)
and (8.73) as follows:

ε̄eij + ε̄dij = ε̃dij + εeij (8.78)

which concludes that C̃p and C̄p are the same. Substituting equations
(8.59), (8.71), and (8.72) into equation (8.78), one obtains the effective
Lagrangian elastic tensor as follows:
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ε̄eij = F̄ doki F̄
p
mk(ε̃

d
mn − F̄ eqmε̄

d
qrF̄

e
rn + F̃qmε

e
qrF̃

d
rn)F̄

p
nsF̄

do
sj (8.79)

Using equations (8.58) and (8.79), one can now express ε̄ as follows:

ε̄eij = ε̃dij − F̄ emiε̄
d
mnF̄

e
nj + F̃ dmiε

e
mnF̃

d
nj (8.80)

This expression gives a general relation of the effective elastic strain for
finite strains of elasto-plastic damage deformation. For the special case
when one assumes that

ε̃d − F̄ emiε̄
d
mnF̄

e
nj = 0 (8.81)

equation (8.80) can be reduced to the following expression:

ε̄eij = F̃ dkiε
e
klF̃

d
lj (8.82)

This relation is similar to that obtained without the consideration of the
kinematics of damage and only utilizing the hypothesis of elastic energy
equivalence. However, equation (8.82) for the case of finite strains is given
by relation (8.80) which cannot be obtained through the hypothesis of
elastic energy equivalence. Equation (8.81) may be valid only for some
special case of the small strain theory.

8.4.2 Fictitious Damage Deformation Gradients

The two fictitious deformation gradients given by equations (8.47) and
(8.66) may be used to define the damage tensor in order to describe the
damage behavior of solids. Since the fictitious effective deformed configu-
ration denoted by C̄t is obtained by removing the damages from the real
deformed configuration denoted by Ct, therefore, the differential volume
of the fictitious effective deformed volumes denoted by dΩ̄t is obtained as
follows (Onat, 1986):

dΩ̄t = dΩt − dΩd (8.83)

=
√

(1 − φ̂1)(1 − φ̂2)(1 − φ̂3) dΩt

or

dΩt = J̄ddΩ̄t (8.84)

where Ωd is the volume of damage in the configuration Ct and J̄d is termed
the Jacobian of the damage deformation which is the determinant of the
fictitious damage deformation gradient. Thus, the Jacobian of the damage
deformation can be written as follows:
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J̄d = |F̄ dij | (8.85)

=
1√

(1 − φ̂1)(1 − φ̂2)(1 − φ̂3)

The determinant of the matrix [a] in equation (8.19) is given by:

|a| = |b|T |â||b| (8.86)
= |â|
=

1√
(1 − φ̂1)(1 − φ̂2)(1 − φ̂3)

Thus, one assumes the following relation without loss of generality:

F̄ dij = (δij − φij)−1/2 (8.87)

Although the identity is established between J̄d and |a|, however, this is
not sufficient to demonstrate the validity of equation (8.87). This relation
is assumed here based on the physics of the geometrically symmetrized
effective stress concept (Onat, 1986). Similarly, the fictitious damage de-
formation gradient F̃d can be written as follows:

F̃ dij = (δij − φij)−1/2 (8.88)

Finally, assuming that x̄ = x̃ based on equation (8.78), the relations
between F̃d and F̄d, and φ and φ̄ are given by:

F̃ dij = F ekiF̄
d
klF

e−1
lj (8.89)

φ̄ij = F ekiφklF
e−1
lj (8.90)

8.4.3 An Additive Decomposition

The kinematics of finite deformation is described here based on the po-
lar decomposition by considering three paths as indicated in the previous
section. In order to proceed further, one assumes a homogeneous state
of deformation such that the completely unloaded stress-free configuration
Cdp has opened cracks and micro-cavities. Furthermore, one assumes that
these cracks and micro-cavities can be completely closed by subjecting them
to certain additional stress. The configuration that is subjected to the ad-
ditional stresses is denoted by Cp and it is assumed that this configuration
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has only deformed plastically. The additional stress which can close all
micro-cracks and micro-cavities is assumed as follows:

σ∗
ij = σij − σ̄ij (8.91)

If no initial damage is assumed in the configuration Co, it can be as-
sumed such that Cp = C̃p. The total displacement vector u(X, t) can be
decomposed in the Cartesian reference frame in the absence of rigid body
displacement such that:

ui = uei + udi + upi (8.92)

ui = xi −Xi (8.93)

uei = xi − xdi (8.94)

udi = xdi − xpi (8.95)

upi = xpi −Xi (8.96)

where xd is a point in the intermediate unloaded configuration Cdp and xp

is a point in the configuration C̃p. Recalling that u = x−X and using the
notation ui,j = ∂xi/∂Xj, the corresponding total Lagrangian strain tensor
ε is given by equation (8.25) can be written in the usual form as follows:

εij =
1
2
(ui,j + uj,i + uk,iuk,j) (8.97)

Substituting equation (8.92) into equation (8.97), one obtains:

εij = εpij + εdij + εeij + εdeij + εpeij + εpdij (8.98)

where εp termed the pure plastic strain is given by:

εpij =
1
2
(upi,j + upj,i + upk,iu

p
k,j) (8.99)

εd termed the pure damage strain is given by:

εdij =
1
2
(udi,j + udj,i + udk,iu

d
k,j) (8.100)

εe termed the pure elastic strain is given by:

εeij =
1
2
(uei,j + uej,i + uek,iu

e
k,j) (8.101)
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εde termed the coupled elastic-damage strain is given by:

εdeij =
1
2
(uek,iu

d
k,j + udk,iu

e
k,j) (8.102)

εpe termed the coupled elastic-plastic strain is given by:

εpeij =
1
2
(uek,iu

p
k,j + upk,iu

e
k,j) (8.103)

and εpd termed the coupled plastic-damage strain is given by:

εpdij =
1
2
(upk,iu

d
k,j + udk,iu

p
k,j) (8.104)

One defines the Lagrangian elastic strain as follows:

εeij = εeij + εdeij + εpeij (8.105)

the Lagrangian damage strain as follows:

εdij = εdij (8.106)

and the Lagrangian plastic strain as follows:

εpij = εpij + εpdij (8.107)

The coupled term of elastic-damage and plastic-damage strains are linked,
respectively, with the elastic and plastic strains since they directly influ-
ence the stresses acting on the body. Consequently, the total Lagrangian
strain can be written as follows:

εij = εpij + εdij + εeij (8.108)

The differential displacement is given by:

dui = xt+dti − xti (8.109)

Then, the corresponding differential total displacement can be decom-
posed into an elastic, plastic, and damage parts as follows:

dui = duei + dudi + dupi (8.110)

Evidently, one obtains the following decomposition of the velocity tensor
field v(x, t):

vi(xi, t) = vei (xi, t) + vdi (xi, t) + vpi (xi, t) (8.111)

where ve is the velocity vector field due to elastic stretching and rigid body
rotations, vd is the velocity vector field due to the damage process, and
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vp is the velocity vector field arising from the plastic deformations due to
dislocation motion. The gradient of the frame x is given by the following
relation:

Lij = Leij + Ldij + Lpij (8.112)

Dij = De
ij +Dd

ij +Dp
ij (8.113)

Wij = W e
ij +W d

ij +W p
ij (8.114)

8.5 Irreversible Thermodynamics

The finite elasto-plastic deformation behavior with damage can be viewed
within the framework of thermodynamics with internal state variables. The
Helmholtz free energy per unit mass in an isothermal deformation process
at the current state of the deformation and material damage is assumed as
follows:

Ψ = ψ + γ (8.115)

where ψ is the strain energy which is a purely reversible stored energy, while
γ is the energy associated with specific microstructural changes produced
by damage and plastic yielding. Conceptionally, the energy γ is assumed to
be an irreversible energy. In general, an explicit presentation of the energy γ
and its rate dγ is limited by the complexities of the internal microstructural
changes, however, only two internal variables which are associated with
damage and plastic hardening, respectively, are considered in this work.
For the sake of a schematic description of the above stated concepts, the
uniaxial stress-strain curves shown in Figure 8.2 are used. In Figure 8.2,
Ē is the initial undamaged Young’s modulus, E is the damaged Young’s
modulus, S is the second Piola-Kirchhoff stress, and ε is the Lagrangian
strain. Even though these notations are for the case of uniaxial state, they
can be used in indicial tensor notation in the equations below without loss of
generality. Referring to the solid curve in Figure 8.2, the total Lagrangian
strain tensor ε is given by:

εij = εpij + εeij + εdij (8.116)
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FIGURE 8.2
Schematic representation of elasto-plastic damage stress-strain curves for

the uniaxial state of the stress.(Voyiadjis and Park, 1999)

where εp is the plastic strain tensor, εe is the elastic strain tensor, and εd

is the additional strain tensor due to damage. Comparing equations (8.38)
and (8.116), one notes that:

εdpij = εpij + εdij (8.117)
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Furthermore, the additional strain tensor due to damage can be decom-
posed as follows:

εdij = εd
′
ij + εd

′′
ij (8.118)

where εd
′′
ij is the irrecoverable damage strain tensor due to lack of closure

of the microcracks and microvoids during unloading, while εd
′
ij is the elastic

damage strain tensor due to the reduction of the elastic stiffness tensor.
Thus, the purely reversible strain tensor, εE , due to unloading can be
obtained by:

εEij = εeij + εd
′
ij (8.119)

The strain energy ψ which is shown as the shaded triangular area in
Figure 8.2 is assumed as follows:

ψ =
1
2ρ
εEijEijklε

E
kl (8.120)

where ρ is the specific density. Furthermore, this strain energy can be
decomposed into the elastic strain energy ψe and the damage strain energy
ψd as follows:

ψ = ψe + ψd (8.121)

The elastic strain energy ψe is given by:

ψe =
1
2ρ
εeijĒijklε

e
kl (8.122)

and the corresponding damage strain energy ψd is given by:

ψd =
1
2ρ
εEijEijklε

E
kl −

1
2ρ
εeijĒijklε

e
kl (8.123)

where Ē and E are the initial undamaged elastic stiffness and the damaged
elastic stiffness, respectively. These stiffnesses are defined such that:

Ēijkl =
∂2Ψ

∂εeij∂ε
e
kl

(8.124)

Eijkl =
∂2Ψ

∂εEij∂ε
E
kl

(8.125)

The damaged elastic stiffness in the case of finite deformation is given
by Park and Voyiadjis (1998) as follows:

Eijrs = NikjlĒklpqNprqs (8.126)
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where

Nikjl = M−1
ikjl (8.127)

= a−1
ik a

−1
jl

The elastic damage stiffness given by equation (8.126) is symmetric. This
is in line with the classic sense of continuum mechanics which is violated
by using the hypothesis of strain equivalence. Using the similar relation
between the Lagrangian and the Eulerian strain tensors given by equation
(8.42), the corresponding strain energy given by equation (8.120) can be
written as follows:

ψ =
1
2ρ
εEmnFmiFnjEijklFrkFslε

E
rs (8.128)

=
1
2ρ
εEmnΛmnrsε

E
rs

where εE is the Eulerian strain corresponding to the Lagrangian strain
shown in equation (8.119), and Λ is termed the Eulerian elastic stiffness
which is given by:

Λmnrs = FmiFnjEijklFrkFsl (8.129)

The second Piola-Kirchhoff stress tensor S is defined as follows:

Sij = ρ
∂ψ

∂εEij
(8.130)

= ρ
∂ψe

∂εeij

The second Piola-Kirchhoff stress tensor S is related to the Cauchy stress
tenor σ as follows:

Sij = JF−1
ik σkmFjm (8.131)

The Kirchhoff stress tensor T is related to the Cauchy stress tensor σ as
follows:

Tij = Jσij (8.132)

The rate of Helmholtz free energy is then given as follows:

dΨ = dψ + dγ (8.133)
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where dγ is the rate of γ associated with the two neighboring constrained
equilibrium states with two different sets of internal variables φ and X.
Using equation (8.120) or (8.121), the rate form of the strain energy can
be given as follows since dĒ = 0:

ρdψ =
1
2
dEijklε

E
ijε

E
kl + Eijklε

E
ijdε

E
kl −

dρ

2ρ
εEijEijklε

E
kl (8.134)

or

ρdψe = dεeijĒijklε
e
kl −

dρ

2ρ
εeijĒijklε

e
kl (8.135)

and

ρdψd = dεEijEijklε
E
kl+

1
2
εEijdEijklε

E
kl−dεeijĒijklεekl−

dρ

2ρ
(εEijEijklε

E
kl−εeijĒijklεekl)

(8.136)
If the deformation process is assumed to be isothermal with negligible

temperature nonuniformities, the rate of the Helmholtz free energy can
be written using the first law of thermodynamics (balance of energy) as
follows:

dΨ = TijDij − Tη (8.137)

where T is the temperature and η is the irreversible entropy production
rate. The product Tη represents the energy dissipation rate associated
with both the damage and plastic deformation processes. The energy of
the dissipation rate is given as follows:

Tη = Sijdε
d′′
ij + Sijdε

p
ij − dγ (8.138)

The first two terms on the right-hand side of the equation (8.138) rep-
resent a macroscopically nonrecoverable rate of work expanded on damage
and plastic processes, respectively. Furthermore, the rate of the additional
strain tensor due to damage is given by:

dεdij = dεd
′′
ij + dεd

′
ij (8.139)

If we assume that the fraction of the additional strain tensor can be
recovered during unloading, then the elastic damage tensor due to the
reduction of the elastic stiffness is given by:

dεd
′
ij = cdεdij (8.140)
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where c is a fraction which ranges from 0 to 1. Then, the permanent
damage strain due to lack of closure of microcracks and microcavities is
given by:

dεd
′′
ij = (1 − c)dεdij (8.141)

Thus, the energy of the dissipation rate given by equation (8.138) can
be written as follows:

Tη = (1 − c)Sijdεdij + Sijdε
p
ij − dγ (8.142)

= (1 − c)TijDd
ij + TijD

p
ij − dγ

The rate of energy associated with a specific microstructural change due
to both the damage and the plastic processes can be decomposed as follows:

dγ = dγd + dγp (8.143)

where one defines that

ρdγd = Yijdφij (8.144)

and

ρdγp = AijdXij (8.145)

where Y and A are the general forces conjugated by damage and plastic
yielding, respectively. They are defined as:

Yij = ρ
∂Ψ
∂φij

(8.146)

= ρ
∂ψed

∂φij
+ ρ

∂γ

∂φij

Aij = ρ
∂Ψ
∂Xij

(8.147)

In view of equation (8.142), one notes that it is equivalent to the work
by Lubarda and Krajcinvic (1995) when (1 − c) = 1

2 . A schematic repre-
sentation of the elastic, damage, and plastic strain rates, and the total rate
of work Sijdεij is shown on the uniaxial stress-strain curve in Figure 8.3.
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8.6 Constitutive Equation for Finite Elasto-Plastic
Deformation with Damage Behavior

The kinematics and the thermodynamics discussed in the previous sections
provide the basis for a finite deformation elasto-plasticity. In this section,
the basic structure of the constitutive equations is reviewed based on the
generalized Hooke’s law, originally obtained for small elastic strains such
that the second Piola-Kirchhoff stress tensor S is the gradient of free energy
Ψ with respect to the Lagrangian elastic strain tensor εE given by equation
(8.130). Referring to Figure 8.2, one obtains the following relation when
generalized to the three dimensional state of stress and strain:

Sij = Ēijkl(εkl − εpkl − εdkl) (8.148a)
= Ēijklε

e
kl (8.148b)

= Eijkl(εekl + εd
′
kl) (8.148c)

= Eijkl(εkl − εd
′′
kl − εpkl) (8.148d)

From the incremental analysis, one obtains the following rate form of the
constitutive equation by differentiating equation (8.148a):

dSij = Ēijkl(dεkl − dεpkl − dεdkl) (8.149)

Consequently the constitutive equation of the elasto-plastic damage be-
havior can be writen as follows:

dSij = EDpijkldεkl (8.150)

where EDp is the damage elasto-plastic stiffness tensor and is expressed as
follows:

EDpijkl = Ēikjl − Epikjl − Edikjl (8.151)

where Ep is the plastic stiffness and Ed is the damage stiffness. Both Ep

and Ed are the reduction in stiffness due to the plastic and damage deteri-
orations, respectively. The plastic stiffness and the damage stiffness can be
obtained by using the flow rule and damage evolution law, respectively. By
assuming that the reference state coincides with the current configuration,
the second Piola-Kirchhoff stress rate dS can be replaced by the corota-
tional rate of the Cauchy stress tensor σ and the rate of the Lagrangian
strain tensor dε by the deformation rate D as follows:

© 2005 by Taylor & Francis Group, LLC



Kinematics of Damage for Finite-Strain Elasto-Plastic Solids 239

E

E

E

E

ε

S

S

ε

S- dS

dS

dεd'

dεedεp

dεd''

E

dεEdεp dεd''

FIGURE 8.3
Schematic representation of elasto-plastic damage strain increments in the
case of a uniaxial stress-strain curve.(Voyiadjis and Park, 1999)

◦
σij= EDpijklDkl (8.152)

The corotational rate of the Cauchy stress tensor σ is related to the rate
of the Cauchy stress tensor dσ as follows:

◦
σij= dσij −W ∗

ikσkj + σikW
∗
kj (8.153)

where
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W∗ = W − Wp − Wd (8.154)

Problems

8.1. Derive the matrix in equation (8.19) explicitly.

8.2. Derive equation (8.55) explicitly.

8.3. Derive equation (8.70) explicitly.

8.4. Derive equations (8.128) and (8.129) explicitly.

8.5. Derive equations (8.134), (8.135), and (8.136) explicitly.

8.6. Derive an explicit formula for the damage elasto-plastic stiffness ten-
sor EDpijkl appearing in the equation (8.150).
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