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Foreword
Amorphous–nanocrystalline alloys are a new class of materials 
born at the turn of the 20th and 21st centuries as a result of 
the rapid development of new technologies and, in particular, 
nanotechnology (various methods for obtaining amorphous and 
nanocrystalline powders and films, compacting, melt quenching, 
megaplastic deformation, implantation, laser , Plasma and other 
methods of high-energy effects, etc.). They arose at the intersection 
of intensive research and development of promising amorphous 
and nanocrystalline materials. At the same time, in terms of the 
level of physical and mechanical properties, two-phase amorphous–
nanocrystalline materials in some cases exceed the properties of 
both nanocrystalline and amorphous materials, thereby creating 
a noticeable synergistic effect. The unusual nature of materials 
with an amorphous–nanocrystalline structure consists, first of all, 
in the fact that the structural–phase components of such a two-
phase system radically differ among themselves in the nature of 
the atomic structure. Indeed, the crystalline phase has an ordered 
atomic structure at large distances and is characterized by the 
presence of translational symmetry. The atomic structure of the 
amorphous phase is, on the contrary, disordered and devoid of 
translational symmetry of long-range crystalline order, possessing 
only a pronounced topological and compositional short-range order 
in several coordination spheres. Such a "unity of opposites" is not 
limited to the above. In the table below, we summarized some 
essential differences between the amorphous and crystalline state 
of a solid

The situation becomes even more unusual if a nanocrystalline 
phase is used instead of the usual crystalline structural component, 
which, among other things, has an additional complex of unusual 
properties.  Essentially, amorphous–nanocrystalline materials 
can equally be considered as natural amorphous–nanocrystalline 
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composites that possess physico–mechanical properties that are 
important for practical use.

In this monograph, the methods of obtaining amorphous–crystalline 
materials (quenching from a melt, controlled crystallization, 
deformation effect, pulsed (photon, laser and ultrasonic) treatment, 
thin film deposition, ion implantation) are considered successively. 
Detailed information is given on the structural features of the 
transition from the amorphous phase state to the nanocrystalline 
state under thermal and deformation effects. Theoretical and 
experimental studies are analyzed in which the mechanisms of plastic 
deformation and the features of the emerging physico–mechanical 
properties are described. Areas of practical application of amorphous–
nanocrystalline alloys are considered.

We found it possible to build the content of the book in such a 
way that first of all the main characteristics of the main structural 
components–amorphous metallic materials and further–nanocrystalline 
ones–were first examined in it. It is only at the final stage of the 
presentation of the material that the structure and physico–mechanical 
properties of amorphous–nanocrystalline composite materials are 
described in detail.

The authors of the book are aware of the fact that this monograph 
is not devoid of shortcomings both in its form and in its content. 
Perhaps we did not mention or did not discuss a number of important 
and interesting studies on the topic under discussion. In advance, 
we apologize to their authors and note that this was done not for 
malicious intent, but only for reasons of limited edition volume.

Table F.1. Comparative characteristics of the crystalline and amorphous states of 
metallic solids

Crystalline state Amorphous state

Long-range atomic order
Translational symmetry

Short-range atomic (topological and 
compositional) order

No translational symmetry
High values of elasticity moduli Low values of elasticity moduli

Structural anisotropy exists Absence of structural anisotropy
Dislocation mode of plastic 

deformation
Non-dislocation mode of plastic 

deformation
Strain hardening No strain hardening

High thermodynamic stability Low thermodynamic stability

viii Foreword



Amorphous Metallic Materials

1

Amorphous metallic materials
Amorphous metallic alloys (AMA) are a new class of metallic 
materials characterised by the unique combination of the magnetic, 
electrophysical, mechanical and corrosion properties. Recently, the 
AMA have been used on an increasing scale in aerospace, electronic 
and electrical engineering industries as magnetically soft materials in 
the cores of transformers and high-sensitivity sensors, such as brazing 
alloys, catalysts, and corrosion-resisting constructional materials. 

The amorphisation of the melt is based on cooling at a relatively 
high rate in order to prevent the occurrence of the crystallisation 
processes and, consequently, the self-freezing of the disordered 
configuration of the atoms. Glass transition takes place quite easily 
in some well-known groups of non-metallic materials (silicates, 
polymers, oxides, etc). In these substances the nature of the strongly 
directed interatomic bonds imposes considerable restrictions on 
the speed with which the atomic or molecular interaction should 
take place for the formation of the thermodynamically equilibrium 
crystalline state. The metallic melts, not having directional bonds, 
are characterised by the high rate of atomic rearrangement even in 
the case of the high degrees of supercooling below the equilibrium 
glass transition temperature Tg [1.1].

It was assumed over a large number of years that it is not possible 
to transform the metallic melts to the amorphous state by quenching. 
In this case, it is sufficient to mention one of the best-known Russian 
publications ‘The Physical Encyclopedic Dictionary’, published in 
1962. On page 31 in volume 2 in the section ‘Quenching’ we may 
read the following:’ The rate of crystallisation of the metals and 
metallic alloys is too high in order to be able to produce them in 
the glassy state’.

Starting in the 60s, there were first timid and then more and more 
confident reports in both the USSR and abroad according to which 
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Amorphous–Nanocrystalline Alloys

the ejection of a liquid droplet onto a heat-conducting substrate 
produces non-crystalline phases in the metallic alloys. The pioneers 
of these investigations were P. Dyuvez and I.S. Miroshnichenko. 
In spite of the obvious scientific significance of these results, they 
were met with little enthusiasm, since the ‘pyatachki’, a product 
of the so-called ‘Dyuvez gun’, of little use for serious physical 
research, seemed more exotic than the subject of a deep study of the 
structure and physico-mechanical properties of amorphous alloys. 
Only in the late 1960s, when a group of Japanese scientists, led by 
C. Masumoto, used the method of spinning to obtain amorphous 
alloys, an ‘amorphous boom’ broke out. Melt quenching on a 
rapidly spinning disc or other similar methods of melt quenching 
made it possible to obtain reproducible structural structures that 
are suitable for large-scale studies, which, as it turned out, have a 
unique combination of physico-chemical and mechanical properties.

1.1.	 Production methods

At the present time there are several methods of producing metallic 
materials with the amorphous structure which can be divided 
into three large groups: 1) gas phase deposition of metals; 2) the 
introduction of defects into the metallic crystal; 3) solidification of 
liquid metal [1.2].

The methods included in the first group include the following: 
vacuum spraying, sputtering and chemical reactions in the gas phase. 
The second group includes the methods of irradiation the crystal 
surface with particles, the effect of the shockwave, and a number 
of other methods. The third group includes different methods of 
quenching from the liquid state. A detailed description of the methods 
of preparation of the amorphous alloys and their physical properties 
have been published in [1.3].

Without mentioning the significance of all the above described 
methods of amorphisation, it is important to note the controlling 
role of the method of melt quenching which can be used to produce 
amorphous alloys in the form of ribbon or wire (sometimes thick) 
specimens, separated from the crystal substrate, in very wide ranges 
of the compositions and physical and mechanical properties.

In cooling over a relatively long period of time producing the 
thermodynamically equilibrium state of the liquid, the melt solidifies 
at the solidification temperature Tm. However, at a high cooling rate 
the liquid does not solidify even in undercooling below Tm. The 
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Amorphous Metallic Materials

liquid in this state is referred to as the supercooled liquid. Further, 
if the cooling rate is maintained relatively high, the liquid does not 
transform into the crystal, the structure of the liquid remains without 
change to relatively low temperatures but, in the end, the liquid still 
does not solidify. The supercooled liquid solidifies at the temperature 
referred to as the glass transition temperature Tg.

There are several methods of carrying out superfast melt 
quenching, but the most widely used method is the spinning method 
in which the melt is supplied under pressure on a rapidly spinning 
disc [1. 4]. The diagram of the experimental setup is shown in 
Figure 1.1. As a result, ribbons with a thickness of 20 to 100 µm 
are produced, and the structure of the ribbons depends on the 
composition of the alloy and the cooling rate.

The common principle of all systems for quenching from the melt 
is that the melt 1, supplied into the crucible 2, rapidly solidifies 
using the induction coil 3, spreads in a scene layer on the surface 
of the spinning cooling disc 4 and transforms to the final product 
in the form of the thin ribbon 5. At a constant composition of the 
alloy the cooling rate depends on the thickness of the melt and the 
characteristics of the cooling disc. For different alloys, the cooling 
rate also depends on the properties of the melt (heat conductivity, 
specific heat, viscosity, density). In addition, an important factor is 
the coefficient of heat transfer between the melt and the cooler which 
is in contact with the melt.

At the present time, there are more than 200 amorphous binary, 
ternary and multicomponent systems of metallic alloys which can 

Fig. 1.1. Diagram of equipment for melt quenching by the spinning method: 1) the 
melt, 2) the crucible, 3) the induction coil, 4) the cooling disc, 5) the ribbon [1. 2].
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Amorphous–Nanocrystalline Alloys

be divided into two groups: the amorphous alloys of the metal–
metal type, and the amorphous alloys of the metal–metalloid type. 
Successes in Russian science in the production of these materials, 
and also the examination of the structure and properties have been 
described extensively in the publications [1.5–1.12]. It is useful to 
provide a general classification of the metallic systems, produced in 
the amorphous state [1.13].

The first group of the amorphised systems includes the alloys of 
the transition metal type of the groups VIIB and VIII of the periodic 
system of elements or the noble metal of the group IB combined 
with the metalloid (B, C, Si, P). These alloys are most important 
for practice because they have high magnetic and mechanical 
characteristics.

This applies especially to the amorphous alloys based on iron, 
cobalt and nickel which represent the basis of the high-strength 
magnetically soft amorphous materials. As a result of adding alloying 
elements, the susceptibility of these alloys to amorphisation may 
be greatly increased, i.e., the critical quenching rate, required for 
producing the amorphous state, is reduced.

The second group of the amorphous alloys includes the system 
consisting of the transition metals of the groups IVB, VB or VIB, 
combined with the metals included in the composition of the 
amorphous alloys of the first group. Suitable examples are Cu–Ti, 
Ni–Nb and (Co, Ni, Fe)–Zr alloys. Here we can also include the 
alloys whose composition contains the metals of the platinum group 
which are usually characterised by the very high-temperature of 
transition to the crystalline state (higher than 1000 K).

The third group of the amorphous alloys includes the system 
consisting of the transition metal of the groups VIIB and VIII or a 
noble metal of group IB and metals – lanthanides. Suitable examples 
are La–Au and Gd–Fe alloys.

The fourth group of the amorphised alloys contains binary and 
multicomponent alloys, consisting of alkali-earth elements and some 
metals. Typical examples: Ca–Al, Mg–Zn and Be–Zr.

The fifth group of the amorphous alloys includes a relatively small 
group based on metals – actinides (U–Co, Np–Ga, Pu–Ni). Finally, 
another class of the amorphous metallic systems, consisting of pure 
metals: amorphous nickel, molybdenum and a number of other metals 
[1.14], was reported recently.
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Amorphous Metallic Materials

1.2. Special features of the structure

The amorphous state of the solid body has been the subject of 
extensive research because of its unusual properties and the structure. 
In particular, these alloys are characterised by the absence of the 
crystal lattice and the long-range order (there is no correlation 
between the atoms over long distances), but the short-range order 
is retained (correlations are found at two or three coordination 
spheres [1.15]) which influences the properties of these alloys. If the 
topological short-range order, describing the degree of local ordering 
by the type of the crystal, has no analogue in the conventional 
crystals, the chemical (compositional) short-range order, describing 
the tendency of the atoms to be surrounded by the atoms of a specific 
type, is very similar to that which is present almost always in the 
multicomponent crystals. In addition, the methods of quantitative 
description of the compositional short-range order in the amorphous 
systems [1.16] and of the short-range order in the crystals [1.17] are 
basically identical.

The main difficulty is the method of describing the structure 
of the amorphous state. This is associated with the absence of 
translational elements of symmetry and the concept of the elementary 
cell. Combined with the low efficiency of the methods based on the 
interaction of the solid body with the electromagnetic radiation of 
different types of waves (neutrons, X-rays, electrons) this deprives 
the researcher of usual crystallographic terms and concepts and also 
the powerful tools of structural analysis. Since the amorphous state 
of the solid body reflects extensively the structure of the liquid, the 
description of its structure must be based on taking into account the 
fluctuations of density, local environment and chemical composition. 
All these factors result undoubtedly in the probability and statistical 
nature of the description of the structure.

The absence of the strict order in the distribution of the atoms 
in the amorphous state does not mean that the distribution of the 
atoms and molecules in their structure is chaotic. The diffraction 
methods of investigating the structure indicate the presence of the 
short-range order in the distribution of the atoms in the amorphous 
solid bodies (as in the liquids). A number of structural models of 
amorphous alloys have been proposed and they can be divided into 
two large groups [1.10]: the first group of the models is based on 
the quasi-liquid description of the structure using a continuous 
network of chaotically distributed atoms; the second group of the 
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models is based on the quasi-crystalline description of the structure 
in the form of crystals characterised by a high density of defects of 
different types.

Attempts for the theoretical description of the structure of the 
amorphous solids are associated with considerable difficulties. If the 
structure of the disordered systems which are in thermodynamically 
equilibria (for example, gas or liquid) can be described using the 
distribution functions in one-, two- or multiparticle approximations, 
there are certain difficulties in the theoretical description of the 
structure of the non-equilibrium systems. At the present time, the 
special distribution of the atoms in the amorphous solids is evaluated 
on the basis of several structural models based on rational physical 
assumptions or using the results of analysis of special features of 
the distribution of atoms in the actual amorphous metallic alloys  
determined by the method of integral Fourier transform of the 
measured intensity of scattering of the X-rays (or neutrons).

The structure of the amorphous solids is described by the radial 
distribution function (RDF) and other functions associated with it 
[1.18, 1.19]. The radial distribution function is the most important 
characteristic and for a system consisting of atoms of the same type 
is determined by the following equation

                        (1.1)

where r is the distance from the fixed atom; ρ(r) is the function of 
the atomic distribution order or the pairing function of the atomic 
distribution, determined by the following equation

                  (1.2)

which has the following physical meaning: if the coordination system 
is combined with the centre of one of the particles (m is fixed), the 
product ρ(r)dV is the mean number of the particles in the element 
with the volume dV which is characterised by the radius-vector r. 
Here δ(r) is the Dirac delta function, N is the number of atoms, and rl 
and rm denote the coordinates of the centres of gravity of the atoms.

The function W(r) is the number of atoms in a spherical cell with 
radius r and the thickness of the layer equal to unity. This function 
is equal to 0 for the values of r smaller than the diameter of the 
sphere of the atom, and with increasing distance r the correlation 
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between the particles gradually attenuates, and at r →∞ the functions 
r(r) tends to the mean value r0 = N/V, where N is the number of 
the particles, V is the volume. The radial distribution function is 
characterised by the large first peak, corresponding to the first 
nearest neighbours, and by gradually expanding peaks with lower 
intensity which correspond to the second, third, etc. neighbour 
particles around the selected atom.

In many cases, function W(r) is replaced by the reduced radial 
distribution function 

G(r) = 4pr[r(r) – r0]                   (1.3)

and by the pairing function of the radial distribution

g(r) = r(r)/r0.                                           (1.4)

The radial distribution function and the reduced radial distribution 
function are linked by a simple relationship

W(r) = rG(r) + 4pr2 r0.                 (1.5)

When describing the amorphous solid bodies consisting of atoms 
of n different elements, the total RDF is determined by the equation

2

1 1
( ) 4 ( ),

n n

ij ij
i j

W r r w r
= =

= p r∑∑                 (1.6)

The partial functions of the atomic distribution rij(r) are included 
in this distribution with specific weight factors wij. The partial atomic 
distribution functions rij(r) (i, j = 1, 2,…, n) represent the average 
density of the particles of the j-th type in the element with the 
volume dV with the coordinate r, if the point with the coordinate       
r = 0 contains a particle of the i-th type.

The results of the experimental investigation of the scattering 
of the X-rays, electrons or neutrons can be used to determine only 
their Fourier image, not the distribution functions. For example, the 
intensity of coherent scattering of the X-rays by a group of atoms 
of the same kind, determined by the experiments, is expressed by 
the equation

( )2

0

( ) ( ) ( )exp ,
V

N NI K N f K q r iKr dV= -ò            (1.7)

here N  is the number of atoms; qN(r) is the structural factor, 
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describing the interference of the waves scattered by the atoms of 
the substance in the direction of the receiver of the radiation; f(K) 
is the atomic factor, i.e., the value determining the scattering of the 
X-rays by the isolated atom; K = k – k' and k and k' are the wave 
vectors for the incident and reflected rays, respectively. The absolute 
value of K is determined by the wavelength λ of the X-ray radiation 
employed and the scattering angle Q (the angle 2Q is the angle 
between the incident and reflected rays, i.e., between the vectors k 
and k'):

K = 4psin(Q/l).                          (1.8)

Instead of the scattering intensity, experiments are often carried out 
using the interference function referred to as the structural factor:

( )
( )

2( ) .NI K
J K

N f K
=                        (1.9)

Using the Fourier transform of the equations (1.7) and (1.9), it is 
possible to determine the reduced radial distribution function:

[ ] [ ] ( )0
0

2( ) 4 ( ) ( ) 1 sin .G r r r J K Kr K dKp r r
p

¥

= - = -ò     (1.10)

The expression below the integral

K[J(K) – 1] = F(K),                     (1.11)

is referred to as the reduced interference function.
The intensity of coherent scattering, measured by experiments 

for the amorphous multicomponent systems, can be written in the 
following form:

( ) ( ) ( ) ( )*
0,

1 1 0

4( ) sin ,
n n

N i i j ij j
i j

I K N f K f K q r Kr r dr
K
p

r
¥

= =

é ù= -ê úë ûåå ò   (1.12)

and the total interference function

( )
( )0

1 1 0

4( ) 1 ( ) sin ,
n n

ij
ij

i j j

r
J K w K Kr r dr

K C
rp

r
¥

= =

é ù
ê ú= + -ê ú
ê úë û

åå ò     (1.13)

where ρ0 ,j = (Nj/N)ρ0, ρi,j are the partial atomic distribution functions; 
f*(K) is the function complexly conjugate with the function f(K);                              
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wij(K) are the weight multipliers, determined by the relationship

( ) ( ) ( )*( ) / .ij i j i jw K C C f K f K f K=              (1.14)

In the last equation, Ci and Cj are the coefficients equal to the 
concentrations of the individual components; 〈f(K)〉 is the atomic 
factor averaged out with respect to the structure. The individual terms 
and expressions (1.13) without the weight multipliers are referred to 
as the partial interference functions.

As in the case of the single-component systems, the total reduced 
radial distribution function can also be introduced

( )
( )

0
1 1

4
n n

ij
ij

i j j

r
G r r w

C
r

p r
= =

é ù
ê ú= -ê ú
ê úë û

åå                 (1.15)

or

[ ]
0

2( ) ( ) 1 sin ( ) .G r J K Kr K dK
p

¥

= -ò                (1.16)

Since the scattering intensity I(K) can be measured in experiments 
only to the maximum values Kmax ≈ 100–200 nm–1 (at high values of 
K the value I(K) is very small), then in the calculation of the radial 
distribution function we face additional difficulties. To overcome 
these difficulties partially, it is recommended to use the approximate 
equation [1.18]

[ ] ( )
max

2

0

2( ) ( ) 1 exp sin ( ) .
K

G r J K bK Kr K dK
p

= -ò        (1.17)

The typical values b = (0.05–0.2) nm. To prevent scattering 
intensity on the small angles associated with the structural defects, 
the lower integration limit is introduced into the relationship (1.17); 
this limit corresponds to the minimum values of Kmin ≈ 10–20 nm–1.

All the previously mentioned functions are used to examine 
the structure of the amorphous solids. Each function has its own 
advantages and shortcomings. However, the most important functions 
are J(K), W(r) and G(r) and also the paired distribution function               
g(r). The experimental functions can be used to determine the short-
range order parameters. For example, the area below the first peak 
of the radial distribution function of the single-component of the 
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system can be used to determine the mean coordination number, i.e., 
the number of the nearest neighbours:

min
2

0

( )4 ,
r

Z r r drr p= ò                          (1.18)

and taking into account the position of the first maximum it is 
possible to determine the mean atomic spacing of the given structure. 
Here rmin is the coordinate of the first minimum of the radial 
distribution function.

The calculation of the short-range order parameters for the multi-
component system is more complicated because they are described 
using the sum of the partial functions of the atomic distribution 
ρ ij(r) with their weight multipliers wij(K) showing the relative 
contribution of the individual components of the total interference 
function of the total reduced radial distribution function. In the case 
of binary amorphous alloys with three independent investigations 
of the scattering intensity of the X-rays (at different wavelengths) 
it is possible to determine all three partial interference functions 
of the paired distribution J11(K), J12(K), J13(K) [1.19] and other 
functions introduced above. If the experimental results can be used 
to determine, for example, the partial atomic distribution functions 
ρij(r), it is then also possible to evaluate the partial coordination 
number Zij which is the number of the nearest atoms of the j-th type 
around the atom of the i-th type, i.e.

min
2

0

4 ( ) ,
r

ij ijZ r r drp r= ò                     (1.19)

Here rmin is the coordinate for each of the functions 4πr2ρij(r). Since 
the atomic distribution function ρij(r) is the number of the atoms 
(of the i-th and j-th type) per unit volume at the distance r from the 
atom, it can be determined as follows

( ) ( ).i ij
j

r rr r= å                          (1.20)

The number of the nearest adjacent atoms around the atom of the 
i-th type is equal to

.i ij
j

Z Z= å                              (1.21)
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The mean coordination number for the alloy can also be 
determined using the equation (1.18), where ρ(r) is the total atomic 
distribution function.

 Initially the structure of some simple amorphous solids was  
described by analogy with the liquid (within the framework of the 
‘quasi-liquid’ model) using the Bernal model proposed at the time 
for describing the structure of simple liquids. The model is based 
on the chaotic dense packing of the rigid spheres. By analogy with 
the liquid, the structure of some simple amorphous solids may be 
represented by five polyhedral configurations (clusters): tetrahedron, 
octahedron, trigonal prism, Archimedes antiprism, and the tetragonal 
dodecahedron.

However, the computer simulation methods, used actively for 
producing the quasi-liquid structure (the methods of successive 
annexation methods of collective rearrangement) did not make it 
possible to produce the structure of chaotically close-packed rigid 
spheres of the same density as that observed in the experiments. 
Further modernisation of the model (the application of ‘soft’ spheres, 
governed by the paired interatomic potentials of the Leonard–Jones 
type, instead of the ‘rigid’ spheres) resulted in a considerable 
improvement of the agreement between the theory and experiment. 
In addition to the Bernal polyhedrons, considerable successes have 
been achieved using the Voronoi polyhedrons. However, it is not 
yet clear whether a specific type of polyhedron has an unambiguous 
relationship with the atomic structure to be described. In addition to 
this, any displacement of the atoms or distortion of the regions of 
the structure results in changes in the type of the Voronoi polyhedron 
[1.8].

In the final analysis, the amorphous single-component structure 
can be regarded as an ensemble of the distorted octahedrons 
and tetrahedrons existing in a simple close-packed structure; the 
sequence of alternation of the configurations of the tetrahedrons and 
octahedrons can be described on the basis of the paired correlation 
functions [1.20].

The attempts to solve the problem of the two-component 
amorphous systems within the framework of the quasi-liquid 
models have resulted in the conclusions by investigators regarding 
the accuracy of the stereochemical assumptions proposed for the 
first time in [1.21]. The stereochemical approach is based on the 
description of the amorphous structure by specific structural elements 
consisting of the central atom A and the atoms B surrounding the 
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central atom which form together some coordination cell (for 
example, in the form of a trigonal prism) (Fig. 1.2). The most 
accurate description of the structure can be achieved using the 
coordination cell whose symmetry is identical with that realised in 
the crystalline phase, formed in the same binary system. It is natural 
to assume that these structural elements existed in the initial melt 
in the form of associates and in supercooling of the melt they were 
inherited by the metallic glass.

For the majority of the amorphous systems of the metal–metal 
and, in particular, metal–metalloid type, the quasi-crystalline model 
provides an accurate description of the structure. The binary alloys of 
different composition are often regarded as the ‘two-phase mixture’ 
of close-packed regions of pure metal and the regions with the 
close-packed structure typical of the basic metallic nanocluster. 
In more complicated cases (for example, for multi-component 
systems) it is necessary to use polycluster models [1.22] in which 
the amorphous matrix is formed by several types of nanoclusters 
each of which is locally ordered and separated from the neighbours 
by intercluster boundaries in the form of planar defects consisting 
of two-dimensional monolayers with the imperfect local loading of 
the atoms.

We will describe briefly a different approach to explaining the 
structure of the amorphous state – the pseudo-crystalline model. The 
development of theoretical considerations regarding the structure of 
the metallic glasses resulted in the construction in the 80s of models 

Fig. 1.2. a) the trigonal-prismatic nanocluster used for describing the structure of 
the two-component amorphous alloy of the metal–metalloid type: b) the diagram of 
‘contact’ of the nanoclusters; – the metalloid atom; – the metal atoms; – the 
atoms of the metal distributed in the second coordination sphere.

a                            b
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describing the structure of the amorphous state bicrystals with a 
high density of defects of different types. The defective crystal, 
containing dislocations is not adequate to the structure of metallic 
glass [1.23], even if the density of dislocations exceeds 1012 cm–2,  
The regular filling of the crystals with the defects of the disclination 
type is capable of transforming the crystal to the structural state 
similar to amorphous. The disclinations theory shows [1.24] that the 
dislocations cause only Cartan torsion in the crystal without changing 
its metrics. Therefore, the crystal is studied in the Euclidean space, 
and the dislocations are linear defects of the structure of the crystal. 
However, if the crystal contains disclinations, they greatly change 
its metrics, i.e., the crystal should be regarded as a crystal in space 
with the Riemann–Christoffel curvature as functions of the tensor of 
the disclination density, and the disclinations are linear defects of 
such a structure. A similar structure of the models of the structure of 
the amorphous alloys produced from polytypes in the distorted space 
is used widely, mostly for calculating the electronic properties. For 
example, it was shown [1.25] that the close-packed non-crystalline 
structure can be produced by imaging the polytypes figures from 
the distorted space in the Euclidean space. This imaging is obtained 
by introducing a grid of disclination lines transforming the space 
curvature to zero. As an example, investigations were carried out 
[1.25] of the structure generated by the imaging of the polytype 
{3, 3, 5} on a three-dimensional sphere to the Euclidean space. 
The resultant structure can be classified by the type of the grid of 
disclination lines. As regards the metallic glasses produced by melt 
quenching, the disclination model is not very accurate because it is 
not clear how the crystals with a very high disclination density form 
in the process of superfast cooling of the liquid phase. Evidently, the 
disclination assumptions are suitable for describing the amorphous 
state formed as a result of high plastic deformation of crystalline 
intermetallic compounds [1.26]. The disclinations in these models 
appear by the natural mechanism during the disordered filling of the 
conventional three-dimensional space with structural units in the form 
of regular tetrahedrons or polyhedrons representing the geometrical 
models of the elementary atomic clusters.

Although the ensemble of the chaotically oriented microcrystals 
or nanocrystals has no translational symmetry at large distances, it 
has been shown [1.23] that its radial distribution function differs in 
principle from the same characteristic of the amorphous state. The 
fact that the microcrystalline model is not suitable in this case reflects 

13



Amorphous–Nanocrystalline Alloys

the fundamental difference in the nature of the topological short-
range order of the amorphous and crystalline phases: polytetrahedral 
in the first case and crystalline (with the elements of the translational 
symmetry) in the second case. At the same time, microcrystalline 
approaches to describing the amorphous state have proved to be very 
durable. This is associated primarily with the fact that the X-ray 
diffraction patterns of the nanocrystalline objects are very similar 
to the X-ray diagram of the amorphous alloys.

1.2.1. Structural relaxation

The relaxation process in the amorphous alloys has many common 
features with the well examined processes of relaxation in the 
amorphous polymers and oxides but in the case of the amorphous 
alloys it has a considerably stronger effect also on the large number 
of physical and structural parameters [1.6, 1.11]. In principle, it is 
not rational to discuss the properties of the amorphous alloys without 
taking into account the relaxation parameters because the measured 
properties can prove to be strongly dependent on the degree of 
structural relaxation of the specific state.

Homogeneous relaxation, referred to more frequently as structural 
relaxation (SR), takes place homogeneously throughout the entire 
volume of the specimen without affecting its amorphous state. 
Structural relaxation is accompanied by changes of the short-
range order leading to a very small decrease of the degree of 
non-equilibrium of the glass. The unstable atomic configurations, 
formed at the moment of amorphisation during quenching, change 
to stable configurations as a result of small atomic displacements. 
Consequently, the density of the amorphous matrix increases as a 
result of partial annihilation and removal of the excess free volume 
[1.27]. It is important to note that the displacement of the atoms 
during structural relaxation is smaller than the atomic distances 
and takes place only in local regions. The magnitude of the heat of 
transformation to the stable phase which may be used as a measure 
of this non-equilibrium nature changes only slightly in this case.

Structural relaxation is accompanied by changes of many physical 
properties of the amorphous alloys: specific heat, density, electrical 
resistance, internal friction, elastic constants, hardness, magnetic 
characteristics (the Curie temperature changes, magnetic anisotropy 
is induced), corrosion resistance, etc.
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Several models have been proposed for describing the structural 
relaxation processes. They can be divided into two groups: 1) the 
models of the activation energy spectrum or AES (activation energy 
spectrum)-models; 2) The model proposed by van den Beukel et al.

In the first model, it is assumed that the structural relaxation is 
caused by the local atomic rearrangement in the amorphous material 
taking place with different relaxation times (activation energies). 
The fundamentals of the model were developed in the studies by W. 
Primak [1.28, 1.29] and were applied later to the relaxation processes 
in glasses [1.30–1.32]. It is assumed that the activation energy of 
these processes is distributed in a continuous smooth spectrum. The 
rate of variation of the physical property is proportional to the rate 
of variation of the density of ‘kinetic processes’.

The second model [1.33–1.35] uses the approach to describing 
structural relaxation is based on the short-range order classification, 
proposed by Egami [1.36]. It is assumed that the relaxation in the 
first stage takes place by compositional (chemical) short-range 
ordering. This contribution is described efficiently using the AES 
model and is a reversible process, taking place with the activation 
energy spectrum from 150 to 250 kJ/mole. The chemical ordering 
is relatively fast and after it is completed the topological short-
range ordering becomes controlling. The topological relaxation is 
described by the Spaepen free volume model [1.37–1.39] with the 
unique activation energy of approximately 250 kJ/mole and is an 
irreversible process. It should be stressed that the main assumption 
in the Spaepen model is that the heterogeneous structure of the glass 
results in the formation of regions with a free volume excessive in 
relation to the ‘ideal’ structure – ‘relaxation centres’. Thermally 
activated atom displacements can take place in these regions and 
causes the redistribution of the free volume inside the material and 
also its partial transfer to the free surface.

The Spaepen free volume model is now used only very rarely for 
describing the mechanical behaviour of metallic alloys because of 
obvious shortcomings (the direct determination of the magnitude of 
the excess free volume is not possible, the unique activation energy 
of relaxation processes must be considered). The Van den Beukel 
model has also been criticised [1.40] because it is very complicated 
as regards the chemical and topological ordering independent of 
each other and taking place at different times. The model of the 
activation energy spectrum is used most frequently at present. In 
particular, a model of the directional structural relaxation, i.e., the 

15



Amorphous–Nanocrystalline Alloys

relaxation oriented by the external stress, described in [1.41–1.44], 
is especially promising.

Nevertheless, the changes of the majority of the physical 
properties of the metallic alloys during annealing have been studied 
in detail and described by both the model of ‘topological and 
chemical ordering’, proposed by Van den Beukel [1.45–1.40] and 
by the model of the activation energy spectrum [1.31, 1.41–1.44, 
1.49, 1.50].

1.2.2. Defects in amorphous alloys

To understand the role of a defect in a specific process it is necessary 
to consider most of all the state of the structure free from defects. 
Comparison of the state with and without defects can be carried 
out in terms of the topological properties or stress fields. The 
majority of defects typical of crystals lose their specific features 
in the amorphous state. Nevertheless, the results of a large number 
of experiments carried out to investigate the structure-sensitive 
properties of the amorphous alloys show that the structural defects 
can also exist in the amorphous alloys. The deviations from the 
low-energy equilibrium state in the structure of amorphous materials 
may be described by the increase of the density of these defects. 
Because of this, we are not capable of regarding as a defect some 
small ordered region in the amorphous matrix although the small 
disordered regions in the crystal can be regarded as clusters of 
elementary defects.

Several attempts have been made to present a generalised 
definition of the structural defects in amorphous solids [1.51]. On 
the one hand, a model of the ideal amorphous structure has been 
developed and subsequently defects were introduced into the structure 
on the basis of the purely geometrical considerations, by analogy 
with the procedure applied to the crystal [1.52]. This was followed 
by measurement of the resultant displacements which are usually 
very large. This definition of the defects, using the assumptions 
of the local deformation, is applicable only to covalent amorphous 
solid bodies [1.52].

There is another approach to describing defects in amorphous 
alloys. In this approach, the configuration of the individual atoms 
is considered and defects as a collectivized phenomenon are ignored 
[1.53].
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Some investigators subdivide the defects in the amorphous alloys 
into internal and external. The former are typical of the material even 
after deep relaxation and the latter annihilate during the relaxation 
changes in the structure. Since it is quite difficult to obtain by 
experiments any detailed information about different types of defects 
and their distribution, these experiments are carried out by computer 
modelling methods and their evolution during different external 
defects [1.54]. In addition to this, these calculations can evidently 
help in understanding the amorphous state.

The defects in the amorphous alloys can be divided into point 
defects, microscopically elongated and macroscopic. The main point 
defects, existing in the amorphous matrix, are [1.52]: broken bonds; 
irregular bonds; pairs with the changed valency; the atoms with a 
small stress field (quasi-vacancies); the atoms with a large stress 
field (quasi-implanted atoms).

The elongated defects may include: quasi-vacancy dislocations; 
quasi-implanted dislocations; the boundaries between two amorphous 
phases; intercluster boundaries.

The macroscopic defects include pores, cracks and other macro-
imperfections.

Figure 1.3 shows the main point defects which can be found in the 
amorphous solids. An important source for the formation of structural 
defects in the amorphous alloys is the free volume determined by 
the high coefficient of expansion of the liquid.

In [1.55] it is assumed that the cooperative molecular variations 
are formed from time to time by the pores which are sufficiently 
large in order to realise molecular ‘jumps’. At high supercooling the 
formation of these pores and the corresponding displacement of the 
molecules become extremely difficult and lead to the formation of an 
amorphous structure. At the same time, Cohen and Turnbull [1.56] 
assumed that the migration of the atoms in a system consisting of 
rigid spheres becomes possible only in the presence of a cavity which 
is larger than the critical size. It was found that the free volume is 
statistically distributed in the amorphous matrix without any changes 
of free energy during its redistribution within the same amount. Thus, 
the free volume can be regarded either in the form of cavities of a 
given size or as a formation continuously distributed in the matrix.

In [1.57] the authors formulated the assumption of the free 
volume as regions with reduced density. They are characterised 
by a specific size distribution (from fractions of the atomic radius 
to hundreds of nanometres), which depends on the production 
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conditions, composition, heat treatment conditions and a number of 
other factors. In the existing continuous spectrum of the dimensions 
of the free volume regions the different dimensional fractions of 
these defects should have greatly different activation energies of 
migration mechanisms. In comparison with other structural models 
of the defects of the amorphous state, a significant advantage of the 
free volume is that it is simple and informative. This theory can be 
used for theoretical and sometimes also experimental investigation 
of the evolution of free volume regions from their nucleation (from 
regions of rarefaction in the melt through the transformation of the 
shape and redistribution in the amorphous matrix volume during 
quenching) to the change of the morphology and size distribution 
of the parameters and under different external effects (including 
thermal effects).

Irrespective of the nature and origin of the free volume, its role 
in the processes of relaxation, deformation, mass transfer and many 
other processes in the supercooled liquid is controlling.

The investigation of the structure of the amorphous alloys by 
small-angle scattering of the X-rays is in fact the only method 
capable of providing direct information on the shape of defects and 
their size distribution. Comparative analysis of the experimental 
data, obtained for the Fe82.5B17.5 basic alloy and the alloys produced 
by alloying this alloy with 0.01 at.% Sb, Ce or Nb shows that [1.58] 
the addition of the surface-active active elements greatly influences 
the total number and size distribution of the quenched defects. 
The quantitative analysis of the data for the amorphous alloys is 
complicated by the fact that the shape of the defects (as shown by 
the analysis of the forces acting during solidification) changes in 
the cross section and may depend strongly on the combination of 

Fig. 1.3. Point defects which may exist in amorphous alloys: a – broken bonds; b – 
irregular bonds; c – pairs with changed valency; d – quasi-vacancies (free volume).

a                       b                 c              d
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the parameters of the produced amorphous alloys. Therefore, the 
examination of the effect of microalloying with the surface- active 
elements by the methods of small-angle scattering of the X-rays was 
carried out on the alloys produced at the same values of the main 
parameters of production of the amorphous ribbons.

The special procedural features of recording make it possible 
to obtain the almost complete information on the inhomogeneities 
with the size smaller than 200 nm. These inhomogeneities are non-
equiaxal, are elongated and slightly flattened along the normal to 
the surface of the ribbon (along the Z axis). The observed ellipsoidal 
defects are oriented by their major axes in the direction normal to 
the direction of rotation of the disc in the plane of the ribbon (along 
the Y axis). This is indicated by the anisotropy of the scattering 
profile, observed in inclined small-angle recording and obtained for 
an iron-based amorphous alloy (Fig. 1.4).

Computer simulation experiments were carried out. The results 
show that the vacancies and vacancy clusters, introduced into the 
single-component three-dimensional amorphous structure at the 
absolute zero temperature and at higher temperatures are stable in 
most cases. They have either the spherical or cylindrical but not 
flat shape [1.59]. In this study it was shown that in the presence of 
external loading the vacancies can act as centres of the nucleation 
of the pores and microcracks.

The presence or absence of dislocations in the amorphous structure 
is a relatively disputable question [1.60]. In particular, in a number 
of theory it is proposed to investigate the amorphous state as the 
crystalline state with the density of the dislocations higher than some 
critical value (of the order of 1014 cm–2). Evidently, in this case, 
the dislocations internal belong in the amorphous state and cannot 
disappear during structural relaxation.

Egami et al [1.61] attempted to describe the structural defects in 
the amorphous alloys from a different, more general viewpoint, in the 
form of sources of internal stresses and a specific type of the local 

Fig. 1.4. Anisotropy of the shape of the 
regions of the free volume, determined by 
small-angle scattering of the X-rays, the 
X axis coincides with the direction of the 
major axis of the ribbon, Z axis – with the 
normal to the surface of the ribbon, produced 
by melt quenching [1.56]. 
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atomic symmetry. In this approach, it is not necessary to consider 
the ideal structure, and all the quantitative characteristics are related 
to the appropriate equilibrium states, but not necessarily that with 
the lowest energy of the atomic structure.

In [1.62] the computer model proposed in [1.63] for α-iron was 
used to show that the spectrum of the distribution of local pressure 
P in the amorphous matrix can be used to determine the degree 
of structural relaxation: the narrow spectrum corresponds to the 
efficiently relaxed state, and a wider spectrum to the non-relaxed 
state. The variation of the distribution of P in relaxation can be 
described by the redistribution of structural defects, determined by 
the level of stresses on the atomic level. The recombination of the 
defects of the p- and n-type explains the variation of the density 
and the main changes of the radial distribution function. The shear 
defects of the τ-type are not sensitive to structural relaxation.

The correspondence between the theoretical, experimental and 
simulation results for the structural relaxation of the amorphous 
alloys makes it possible to determine the number of defects in the 
actual materials. The results show that, for example, annealing of the 
Fe40Ni40P14B6 alloy at 350°C for 0.5 h results in the recombination 
of approximately 10% of the defects present in the structure [1.52].

In [1.64] A.S. Bakay proposed a polycluster model of the structure 
of the amorphous state. The polycluster structures are formed by 
the clusters of the atoms where each atom is locally ordered. The 
cluster boundaries, investigated in the model, represent planar 
defects and consist of the two-dimensional single layers with the 
imperfect local ordering of the atoms. These boundaries contain a 
large number of the pseudo-locations and pseudo-implanted atoms 
and are responsible for the diffusion and mechanical properties of 
the polycluster structures.

The presence of the local order in the main part of the volume 
makes it possible to determine the structure of the cluster boundaries 
– the regions of disruption of the local order. In contrast to the inter-
granular boundaries, in the polycrystalline aggregates described by 
the grain-boundary dislocations, the boundaries between the clusters 
are not connected and, in fact, consist of the point defects of different 
types which join to form complexes.

In the framework of the proposed polycluster model, the defects 
are characterised as the regions of the highest degree of disordering. 
They may contain both point and elongated defects. In addition 
to the regular vacancies and interstitial atoms, they also contain 
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partial point defects (the analogue of the free volume), the cluster 
boundaries and one-dimensional defects – like the dislocations in 
crystals – the edges of the boundaries and their sections, filled with 
the partial point defects [1.64]. In addition to this, the clusters may 
contain regions of localisation of high compression, tension or shear 
– the analogues of the defects of the p, n- and τ-types.

A special feature of the polycluster structure is the two-
dimensional form of the cluster boundaries. The relaxation process 
of such a structure takes place in the direction of improvement 
of the local and short-range orders inside the crystals and further 
in the direction of establishment of the long-range order (i.e., 
crystallisation). In the stage preceding crystallisation, the regions 
with the high density of the cluster boundaries can be arranged with 
the formation of large clusters which are considerably larger than 
the atomic spacing. In the large number of the amorphous structures, 
the polycrystalline structures occupy an intermediate position as 
regards the degree of structural imperfection and the excess of the 
free energy between the polycrystalline structures and the system of 
close-packed atoms. Therefore, the polycrystalline structure can be 
found in the stage of structural relaxation in the transition from the 
truly amorphous structure to a crystalline one.

We will attempt to compare briefly the polycluster model with 
the free volume model. In the framework of the free volume model, 
all the displacements of the atoms under the effect of thermal 
fluctuations and also stress or under the effect of tunnelling take 
place as in the polyclusters in the areas of localisation of the vacancy 
cavities with a relatively large volume. However, the presence of 
these atoms and their local structure are not linked with the existence 
of the local ordering. The distribution of the free volume is spatially 
homogeneous, and the clusters of the cells, containing the excess 
free volume are three-dimensional and relatively large.

The free volume, existing in the polyclusters, is observed in the 
form of partial vacancies in the areas of mismatch of the boundaries 
and in the form of vacancies inside the clusters. The exchange of 
the free volume in the polyclusters is prevented until the local 
regular clusters can be rearranged by the dislocations, leading to 
crystallisation.
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1.3. The mechanical properties

1.3.1. Methods of investigating the mechanical properties

The unique nature of the mechanical properties of the amorphous 
metallic materials is based on the combination of high strength 
and sufficiently high ductility. When examining the strength of 
the amorphous materials it was found that the strength is close to 
theoretical.

As regards the mechanical properties, the amorphous alloys are 
greatly superior not only to the inorganic glasses but also compete 
efficiently with the widely used constructional steels and alloys in 
which only one parameter: either strength or ductility, is high.

However, when obtaining the information on the mechanical 
characteristics of the amorphous alloys, it is necessary to take into 
account a number of the special features which impose certain and 
in some cases quite considerable restrictions on the specific methods 
of reliable analysis of the properties [1.65]:

1. High absolute values of the elasticity limit, yield strength and 
tensile strength;

2. The unstable nature of the flow under active loading, associated 
with the absence of strain hardening;

3. The presence of two completely different plastic flow 
mechanisms manifested by the temperature and strain rate, and also 
the scheme of the stress state in the deformation zone;

4. The small ratio of the thickness to the width of the measured 
ribbon specimens, produced by melt quenching;

5. The quality of the surface of the ribbon (different state of the 
contact side, adjacent to the drum in the manufacturing process, and 
the free side;

6. The strong effect on the mechanical properties of the ‘prior 
history’ of the investigated specimens (the production parameters, 
heat treatment), and also small amount of the impurities.

Several methods of mechanical tests have been proposed for 
investigating the mechanical properties of the amorphous ribbon 
specimens produced by melt quenching. Each method will be 
examined in detail.

1. Uniaxial tensile
The uniaxial tensile test is used widely because in principle it can 
provide a large amount of information on both the strength and 
ductility properties of the amorphous alloys [1.66–1.68].
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The typical deformation curve shows the main relationships 
governing the mechanical behaviour of the amorphous ribbons: 
high tensile and yield strength at almost complete absence of 
strain hardening and small (but not zero) macroscopic ductility. 
However, the method of tensile testing the ribbon specimens is 
characterised by a number of shortcomings some of which cannot 
be removed. Firstly, it is the plastic deformation energy in tensile 
loading, comparable with the elastic energy concentrated in the 
conventional testing machines and resulting in the catastrophic 
fracture in testing [1.69]. The construction of the loading systems 
with higher rigidity especially for testing amorphous ribbons makes 
it possible to determine more accurately a number of special features 
of plastic deformation of the amorphous alloys. Secondly, in the 
majority of cases it is difficult to obtain reliable information in this 
loading method of the ribbon specimens because of the non-uniform 
thickness and width, uneven edges, longitudinal warping [1.70, 1.71].

Different methods of treating the edges of the ribbons – 
mechanical and chemical polishing, cutting to produce the special 
shape of the specimens in the form of a ‘blade’, ‘eight’, therefore 
careful centring in the testing machine reduce the scatter of the 
values of strength from specimen to specimen to 5% [1.72, 1.73].

Uniaxial tensile loading is also associated with difficulties when 
it is attempted to determine the dependence of the yield strength of 
the amorphous ribbons on the heat treatment temperature. This is due 
to the fact that when reaching a specific temperature, the specimens 
are greatly embrittled – the material fails by brittle fracture without 
reaching the yield limit [1.74].

2. Dynamic methods of exciting bending oscillations
To investigate the mechanical properties and obtain the absolute 
characteristics of the stress relaxation in the amorphous alloys in 
the form of thin ribbons, it is recommended to use a deformation 
machine of the spring type [1.75–1.77]. Using an electrode and a 
sonic generator, the specimen is excited during deformation at the 
resonance frequency and carries out bending oscillations like a 
spring. This is accompanied by the modulation of the high-frequency 
oscillations by the low-frequency oscillations of the sample.

The excitation in the investigated specimen of the bending 
oscillations (longitudinal or transverse) at the given frequency f 
[1.78, 1.79] makes it possible to calculate the elastic characteristics 
– the Young modulus E and the shear modulus G from the ratio                          
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(E,G) = Af 2, where A is a constant defined by the method of 
excitation of the elastic oscillations and the geometry of the sample.

The Young modulus of the thin ribbons can be measured by 
exciting in them the bending resonant oscillations by the electrostatic 
method. The value of E is calculated by the equation:

2 2 2
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m h
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=                         (1.22)

where m = 1.8751, h is the thickness, t is the length, ρ is the density 
of the specimen, f is the resonance frequency [1.80]. The main error 
in the determination of E by this method is associated with the non-
uniform thickness of the sample. However, the analysis results show 
that the relative error in the determination of E does not exceed +5%.

The authors of [1.81] determined G of the amorphous ribbons by 
the torsional oscillations, excited in the ribbon specimen using an 
inertia system in the form of a disc secured at the free end of the 
sample. The shear modulus was calculated from the equation
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here f and f0 is the oscillation frequency of the initial system with 
and without the sample, respectively and f0<< f, I is the inertia 
moment of the specimen around the axis of rotation, b is the width, 
h is the thickness and l is the length of the sample. The error in the 
determination of G by this method was +10%. 

3. The internal friction method. Torsional deformation
It is well-known that the internal friction method is highly sensitive 
to the structure and is used for examining structural relaxation, the 
transition to the glassy state and crystallisation of the amorphous 
alloys [1.82, 1.83]. In a number of investigations, the inelasticity is 
studied by the stress relaxation method in which the samples, secured 
by the cantilever joint, are excited electrostatically in the bending 
oscillation mode [1.79, 1.84]. The internal friction is calculated from 
the following equation

                            Q–1 = k/N,                              (1.24)

here N is the number of freely damping oscillations of the sample, 
corresponding to a specific decrease of their amplitude; k is the 
apparatus constant.
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At present, the internal friction, stress relaxation and also 
the restoration of the shape of the amorphous alloys are studied 
extensively using the method with torsional deformation [1.85–1.87].

To investigate the restoration of the shape, the samples are heated 
to the required temperature Tan, plastically deformed at Tan and 
cooled in the loaded state to room temperature. Subsequently, they 
are taken out from the loading device and the plastic torsional angle 
is determined. The determined angle is then used to determine the 
residual strain γ0. Subsequently, the change of the torsional angle, 
caused by the effect of internal stresses, is determined during loading 
the freely suspended sample. This change is subsequently converted 
to the restoration strain γr [1.87].

4. The bend test
To obtain information on the elastic properties of the amorphous 
ribbons, experiments are carried out using the bend test method. 
However, in this case, and also in uniaxial tensile loading, the 
mechanical properties are highly sensitive to the geometry and 
quality of the sample surface.

The simplest and most readily available method is the one 
associated with the fixing of the ribbon samples in toroidal devices 
of different diameter. Recording the residual strain after fixing, 
calculations are carried out to determine the degree of deformation 
for the given diameter of the device using an approximate equation.

The method of bending tests of amorphous alloys in the form 
of ribbons 30–50 µm wide was examined in the greatest detail and 
most efficiently in [1.88]. The ribbon is placed between two parallel 
plates of the testing machine (Fig. 1.5).

The sample is then compressed with different strain rates and the 
F–D diagram is recorded; here F is the load and D is the distance 
between the plates. It is assumed that the sample has the form of a 
thin sheet and the bent area of the ribbon forms a cylindrical surface, 
with the ends of the ribbon tightly contacting the sheets. In addition 
to this, the external load F is uniformly distributed in the width of 
the ribbon, and along the X1 axis the load rapidly decreases to almost 
zero over a short section, starting from point L.

The bend test in these experiments is also used to determine the 
ductility of ribbons of amorphous alloys [1.74, 1.89, 1.90]. There is 
a simple expression for the ductility parameter ε f characterising the 
critical degree of deformation in the surface layer of the ribbon at 
the moment of fracture [1.89]
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 εf = b/(D–b),                       (1.25)

here b is the width of the ribbon and D is the distance between the 
compressing plates at the moment of fracture.

Examining the expression (1.25) it can be seen that in the 
absolutely ductile state of the analysed sample when the plates 
come into contact and the ribbon is folded without fracture, D = 2b 
and εf = 1. If the material is brittle, the embrittlement increases with 
increase of D. Thus, in transition to absolute brittleness D → ∞ and 
εf → 0. In practice, experiments of this type are usually carried out 
in the clamps of a micrometre. It should be taken into account that 
at every moment of time the bent ribbon should have the strictly 
cylindrical surface and it is therefore necessary to carry out a large 
number of experiments in order to prevent the error which may form 
in this situation.

5. The microindentation method
This method is used widely for determining the mechanical 
characteristics of hard materials, including thin amorphous ribbons 
[1.91–1.93] and is based on the Vickers indentation method [1.94].

As shown in [1.95], an important role in the microhardness 
measurements is played by the relationship between the thickness 
of the ribbon specimen of the amorphous alloy and the indentation 
diameter, i.e., the penetration depth of the indentor. In the range 

Fig. 1.5. The bend test of a thin ribbon sample: 1) loading plates; 2) the ribbon.
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of the load and thickness of the ribbon, satisfying the ratio                                                                                         
b/d >1.6, where b is the ribbon thickness; d is the indentation 
diameter, the microhardness values (HV) remain constant and 
correspond to the true values of the measured parameter. At                    
b/d < 1.6 traces of deformation in the form of ‘rays’ appear on the 
ribbon side opposite to the indentation. This indicates the ‘puncturing’ 
of the indentation. It should be noted that within the framework of 
this restriction (b/d > 1.6) the substrate material does not influence 
the value of HV in the measurement error range [1.95]. Taking into 
account the geometry of the indentor pyramid, characterised by the 
tip angle of 136°, it may be concluded that the thickness of the 
investigated material should be at least 12 times greater than the 
maximum permissible penetration depth of the indentor.

The microhardness values greatly differ in indentation of the 
contact surface (adjacent to the cooling disc in melt quenching) 
and the free surface of the ribbons [1.96]. To prevent the effect of 
the surface layer, the difference in the two surfaces of the ribbon, 
and also the possible ‘puncturing’ effects it is necessary to use the 
method of measuring the microhardness in the middle region of 
the end surface of the ribbon specimens (Fig. 1.6). Measurements 
are taken after embedding the sample in a compound, grinding and 
polishing [1.97, 1.98]. However, this method also has limitations, 
associated with the maximum load and minimum thickness of the 
sample.

Fig. 1.6. Indentation on the end surface of a ribbon specimen of an amorphous 
alloy: 1) specimen; 2) the compound.
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The indentation of the thin ribbons of the amorphous alloys is 
accompanied unavoidably by a problem with the selection of the 
substrate which should, on the one side, ensure tight contact with the 
investigated sample and, on the other side, cause a minimum error in 
the experimental results. The effect of the substrate is often ignored 
and, consequently, the error in the interpretation of the indentation 
results is larger.

A method of evaluating strength and ductility on the basis 
of microhardness values was proposed in [1.99]. In the case of 
the amorphous alloys there is a distinctive linear relationship 
between hardness and strength: HV = KσT (K = 3.2), as confirmed 
experimentally by the simultaneous measurement of HV and σT using 
independent methods (uniaxial tension, bending) of iron- and cobalt-
based alloys with different composition. Consequently, it is possible 
to determine the values of tensile strength σB and yield strength 
σT with the accuracy of ~10% on the basis of 30–40 indentations 
for each point using the measured values of HV. This is especially 
important in cases in which similar estimates using other methods of 
mechanical testing are not possible (for example, after heat treatment 
causing embrittlement of the amorphous alloys).

The method for determining the ductility of thin strips of metallic 
alloys, proposed by the authors of [1.90] and also based on the 
indentation on the substrate can be used for testing in microregions. 
The method can be used to record changes in the ductility of the 
ribbon specimens in the temperature range of transition of the 
amorphous alloys from the amorphous to crystalline state.

An important advantage of the microindentation method is that 
it can be used for tests not causing catastrophic macrofracture of 
the sample. In addition to this, local loading by the Vickers method 
taking into account special features of the ribbon specimens of the 
amorphous alloys can be used to evaluate an important quantitative 
fracture toughness criterion – cracking resistance K1c [1.100], using 
the semi-empirical relationship [1.101]:

K1c = A(E/HV)1/2 P/C3/2,                     (1.26)

here A = 0.016 is the proportionality coefficient; E is the Young 
modulus; HV is Vickers microhardness; P is the critical load for the 
formation of radial cracks; C is the length of the radial crack.

The traditional methods of evaluating K1c – three- and four-
point bending of the notched specimen, off-centre tensile loading, 
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double torsion and others [1.102], require time-consuming machining 
operations, special testing equipment, a large number of specimens 
of complicated shape (with the cut-out layers, holes, notches). The 
conventional methods of determination of cracking resistance cannot 
be used for small and thin specimens. Therefore, the microindentation 
in this sense is a promising mechanical testing method.

6. The tensile test
The mechanical tensile test is used for the determination of special 
features of fracture, fracture toughness and more accurate values of 
σT [1.103]. The fracture tests are carried out by transverse shear and 
also tensile loading of flat specimens with a sharp notch or with a 
central orifice [1.104, 1.105]. Force F is applied to the edges of the 
notched strip, as shown in Fig. 1.7. The tests are carried out with 
uniaxial tension recording the load–elongation curve.

The low deformation rate results in the process of steady fracture 
in which the crack propagates at a constant rate and in the limit at 
a constant load. High deformation rates are characterised by the 
‘start–stop’ type fracture in which crack propagation takes place in 
‘jumps’ at the appropriate ‘teeth’ on the fracture curve.

The fracture energy Γ in tests of this type can be described by 
the equation

Γ = 2F/t,                                (1.27)

here F is the force required for catastrophic fracture; t is the ribbon 
thickness.

Fig. 1.7. The fracture tests of a strip specimen with a notch (1) for determining 
impact toughness and the yield strength [1.104].
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This equation reflects the fact that the entire work, carried out 
by the force F, is used for the fracture process: for the formation 
of the material in the vicinity of the base of the main crack and for 
the formation of new interfacial surfaces. The typical feature of this 
test method is the formation of a shear crack. Using the fracture 
energy, it is possible to estimate the toughness parameters of the 
amorphous alloy.

As noted previously, the following relationship is fulfilled in this 
case:

Γ = γp + γs,                            (1.28)

where γs is the work used for the formation of a new surface; γp is 
the work used for deformation at the base of the main crack.

Assuming that the plane stress shear fracture forms if there is 
no strain hardening, the critical work, required for the creation of 
the unstable fracture conditions can be determined by the following 
equation

,
2 2

c T
pc f

G tkα
σ

γ ε= =                      (1.29)

here kα is the stress concentration factor; Gc is the crack opening 
force.

Equation (1.29) can be used to determine the value of the ideal 
yield strength σT, and using the well-known Irwin equation [1.106] 
the impact toughness:

K1c = (µGc)
1/2                                           (1.30)

The method of fracture of the notched ribbon specimens [1.105] 
can be used to estimate not only the rate dependence of the energy 
and nature of fracture but also the temperature dependence of the 
fracture energy Γ: the value of Γ increases quite rapidly in transition 
to the range of the negative test temperatures.

1.3.2. Strength

A unique phenomenon was observed when examining the strength of 
amorphous alloys: the strength of these alloys is close to theoretical, 
i.e., σT ≈ G/30. If it is assumed that the real strength of the crystals 
does not correspond to the theoretical strength because of the 
presence of dislocations, the strength of the amorphous alloys, close 
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to theoretical, is associated with the fact that there are no dislocation 
defects in the non-crystalline structure or, at least, their Peierls 
barrier is very large. The high value of the ratio σT/G is obtained in 
the amorphous alloys on the one hand higher in comparison with the 
value of σT of the crystals above, on the other hand, with the lower 
(by approximately 30–50%) value of G. The low elasticity modulus 
values (Table 1.1) reflect in fact the absence of ordering of internal 
atomic shifts which is typical of the amorphous state and which take 
place during the passage of an elastic pulse through the amorphous 
matrix. The highest shear modulus of the amorphous alloys of the 
metal–metalloid type was recorded for the materials containing boron 
as metalloid atoms (Table 1.1)

The amorphous alloys can be regarded as an ideal elastoplastic 
material with very low strain hardening. Consequently, the tensile 
strength of the amorphous alloy is equal to the yield strength [1.107]. 

1. Effect of composition and parameters of superfast quenching
The values of the elastic modulus and strength of the amorphous 
alloys depend strongly on the chemical nature of the components. 
For example, for the amorphous alloys with the dominance of the 
simple metalloid (for example, phosphorus), the change of the type of 
atoms of the metallic base increases the values of the Young modulus 
E in the following sequence: Pd – Ni → Co → Fe [1.108]. The type 
of the metalloid atoms is also very important, and this is associated 
evidently with the electronic structure of the amorphous alloys.

Attention should be given to the following relationship: in 
alloying the amorphous alloy with the metallic element, the Young 
modulus increases (or decreases) in accordance with the sequence 
of the increase (or decrease) of the crystallisation temperature of the 
amorphous alloy. This is clearly indicated by the example of the same 
Zr–Si alloy, doped with a number of transition metals (Fig. 1.8). The 
value of Tk increases in the same sequence: Ti→Nb→V→Ta→Mo 
[1.109].

The strength and hardness of the amorphous alloys increase 
with the increase of the difference of the numbers of the groups or 
numbers of the periods of the main metallic components and other 
elements of the amorphous alloy (Fig. 1.9).

At the same time, the tendency for embrittlement as a result of 
the increase of the strength of the bonds between the atoms of the 
elements included in the composition of the alloy [1.110] becomes 
stronger. The strength of the amorphous alloys based on nickel 
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increases with increase of the concentration of carbon, chromium, 
molybdenum or tungsten, reaching the maximum value in the Ni–
Cr–Mo–C or Ni–Cr–W–C systems [1.111]. The strength of the Fe–B 
system increases with increase of the boron content up to 25 at.% 
[1.112].

In the amorphous alloys based on the Fe–Ni–B system the 
strength increases with increase of the iron and boron content. The 
replacement of boron with silicon results in a decrease of the strength 

Table 1.1. Values of the Young modulus E, shear modulus G, the bulk elasticity 
modulus B and the Poisson coefficient ν of some amorphous alloys

Alloy E, GPa G, GPa B, GPa ν 
Fe80B20 170 65 140 0.30

Fe75P15C10 150 – – –
Fe78B10Si12 120 – – –

Fe75P16B6Al3 130 – – –
Fe75P16C5Al3Si2 85 58 – –

Fe74P16B7Al3 100 – – –
Ni76P24 95 35 110 –

Ni78Si10B12 80 – – –
Ni74P16B7Al3 86 – – –

Ni49Fe29P14B6Al2 130 54 – –
Ni36Fe32Cr14P12 140 – – –

Co85P15 120 – – –
Co74Fe6B20 179 68 166 0.32
Co73Si15B12 90 – – –

Pd80Si20 68 35 180 0.40
Pd77.5Cu6Si16.5 90 32 168 0.40
Pd77.5Ag6Si16.5 85 30 164 0.40
Pd77.5Ni6Si16.5 90 32 170 0.40
Pd64Ni16P20 92 33 166 0.40
Pd64Fe16P20 93 33 162 0.40
Pd60Ni15P25 96 34 202 0.42

Cu50Zr50 132 – – –
Nb50Ni50 100 – – –
Ti85Si15 90 – – –
Zr85Si15 81 – – –

Zr55Mo30Si15 125 – – –
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[1.113]. In the FexNi80–xP14B6 alloys the hardness reached 9000 MPa, 
and in the FexNi80–xB20 systems it was equal to 13 000 MPa [1.114].

An important parameter for the strength and other characteristics 
is the quenching rate from the melt in the range of the same interval 
in which the total amorphisation takes place. For the spinning process 
(the quenching of the melt jet on a rapidly spinning cooling disc) 
the quenching rate can be qualitatively evaluated on the basis of 
the thickness of the ribbon of the amorphous alloy: as the thickness 
of the ribbon increases, the effective quenching rate from the melt 
decreases.

Fig. 1.8. Effect of alloying elements on the value of the Young modulus of the 
amorphous alloys Zr85–xMexSi15 (here Me is Ti, V, Nb, Ta and Mo).

Fig. 1.9. Variation of hardness for the Fe85Me12B6 (1), Co82Me12B6 (2) and Ni82Me12B6 
(3) alloys (Me – Ti, Zr, Hf, Hb, Ta) in dependence on the position of the alloying 
element in the periodic table of elements.

E,  GPa

x, %(at.)

HV, GPa

Group IV              Group V
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The strength of the amorphous alloys also changes in dependence 
on the spinning conditions. The quenching rate and the superheating 
temperature strongly influence also the type of short-range order in 
the initial (quenched) condition which in turn determines a number 
of the mechanical and physical properties of the amorphous alloys. In 
addition to this, the production parameters also have a strong effect 
on the nature of variation of the mechanical and physical properties 
and subsequent processing of the amorphous alloys, in particular, in 
heat treatment [1.115].

2. Effect of temperature and strain rate
At relatively high temperature corresponding to inhomogeneous 
deformation, there is no dependence of σT on temperature (or, more 
accurately, the dependence of σT in this temperature range is identical 
with the dependence of G) (Fig. 1.10) [1.9]. In the homogeneous 
deformation range (at temperatures higher than 0.8Tk) there is a 
strong temperature dependence of σT leading to a large decrease 
of the strength of the amorphous alloys at temperatures close to Tk 
(Fig. 1.10).

Completely different results are obtained in the range of low 
temperatures. As shown by the results in [1.116], the microhardness 
of the amorphous alloys based on iron, cobalt and Fe–Ni shows a 
relatively strong temperature dependence at temperatures lower than 
200 K. As indicated by Fig. 1.11, the value of HV rapidly decreases 
when the temperature is reduced down to the boiling point of liquid 
nitrogen (77 K).

The rate dependence of the deformation stresses has been studied 
less extensively. Figure 1.12 shows the dependence of σB of two 
amorphous alloys on the strain rate in uniaxial tension. It may 
be seen that in the rate range 10–5–2·10–4 s–1 the value of σB for 
the Fe40Ni40P14B6 alloy is almost completely independent of the 
deformation rate, and at a higher rate it starts to rapidly decrease. 
At the same time, for the Fe5Co75Si13C7 alloy the value of parameter 
σB decreases monotonically with increase of the deformation rate 
[1.117].

When discussing the question relating to the effect of temperature 
and strain rate on the strength of the amorphous alloys, attention 
must also be given to the results obtained in [1.73]. The excess free 
volume (EFV) is regarded as a structural defect, and the removal of 
this defect does not lead to any change of the nature of the symmetry 
and topological characteristics of the amorphous state. However, 
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this mobile compound part of the free volume may be responsible 
for the structural rearrangement in the change of the physical and 
mechanical properties of the amorphous alloys in the process of 
structural relaxation and, possibly, the early stage of crystallisation. 
The authors have shown that both the intensity and the slope of the 
curve decrease, indicating the decrease of the volume of the scattered 
micropores. Figures 1.13 and 1.14 show the data for the variation 
of the volume of this fraction of the pores in dependence on the 
annealing temperature and time.

It may be seen (Fig. 1.13) that the volume of the micropores 
rapidly decreases in the temperature range 450–500 K and the time 

Fig. 1.10. Temperature dependence of the Young modulus and yield strength for the 
Pd78Cu6Si6 alloy in the range of higher temperatures: I) the region of inhomogeneous 
deformation; II) the region of homogeneous deformation.

Fig. 1.11. Temperature dependence of the 
hardness of the amorphous alloys based 
on iron (a) and cobalt (b) in the range 
77–300 K: a – Fe84B16 (1); Fe63Co20B17 (2); 
Fe70Ni8Si10B12 (3); Fe40Ni36Mo4B18 (4); b – 
Co68Fe5Si15B12 (1); Co60Fe5Ni10Si10B15 (2); 
Co67Fe4Cr7Si8B14 (3).

HV, GPa

σT, MPa E · 103, MPa
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103–104 s (the volume is approximately halved). Thus, annealing 
at relatively moderate temperatures (below the glass transition 
temperature) results in a large decrease of the volume of the 
micropores and, therefore, the rate of low-angle scattering.

Figure 1.15 shows the temperature dependence of the strength of 
the Fe77Ni1Si9B13 alloy. It may be seen that the dependence is quite 
complicated and can be conventionally divided into three sections.

In two regions (18–100°C) and (200–350°C) the strength 
decreases linearly (or quasi-linearly) with increasing temperature. 
The temperature range from 100–150 to 200°C is characterised 
by the anomalous dependence of strength. When part of the EFV 
(excess free volume) is removed by long-term annealing at elevated 
temperature or under the effect of high pressure, the strength 
decreases linearly with increasing temperature and there is no 
anomalous temperature dependence of strength; the strength increases 
in the entire investigated temperature range. Two conclusions can be 
drawn on the basis of the results:

1. The decrease of the EFV as a result of the application of high 
(0.7 GPa) pressure or annealing at 240°C for 5.5 h increases the 
strength in the entire investigated temperature range.

2. The anomalous increase of strength in the tests with a constant 
loading rate may be associated with the fact that loading activates 
the process of removal of part of the EFV already at 150–200°C; 
the latter also results in an anomalous increase of strength at these 
temperatures.

Fig. 1.12. Dependence of σB on the 
strain rate for the Fe40Ni40P14B6 (1) and 
Co75Fe5Si13C7 (2) alloys.
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On the basis of these results it can be concluded that the excess 
free volume, localised in the form of micropores, has a strong effect 
on the strength characteristics of the amorphous alloys, and the effect 
of porosity on strength is relatively general for a wide range of the 
materials [1.118].

In [1.27] it  was reported that the application of external 
hydrostatic pressure increases the strength and microhardness of 
amorphous alloys on average by 7–9%. For example, in the samples 
of Co60Fe10Si15B10 alloy the strength at 18 and 100oC was 1500 and 
1400 MPa, respectively, and the strength of the same samples after 
the effect of a pressure of 1 GPa at these temperatures increased to 
1610 and 1520 MPa.

3. Effect of structural relaxation on the properties of amorphous 
alloys
Structural relaxation has a strong effect on many properties of the 
amorphous alloys. The strength characteristics are an exception in 
this sense. Changes in the structure, caused by low-temperature 
annealing of the amorphous alloys, are associated with the atomic 
rearrangement without diffusion over long distances. This process 

Fig. 1.13. The curve of the isochronous 
(t = 1800 s) annealing of pores in the 
Fe77Ni1Si9B13 alloy.

Fig. 1.14. The curve of isothermal 
(240°C) annealing of pores in the 
Fe77Ni1Si9B13 (1) alloy and the change 
of the fracture strength of the specimens 
after annealing (2) [1.73].
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is accompanied by the removal of residual stresses and annihilation 
of the excess free volume,

The most characteristic cases of changes of the strength or 
hardness in dependence on the preliminary annealing temperature 
in the structural relaxation stage are shown in Fig. 1.16. The curves 
in Figs. 1.16 a and b are usually recorded for the amorphous alloys 
of the metal–metalloid type, and the curve in Fig. 1.16 c in the 
metal–metal amorphous alloys.

The amorphous alloys of the Fe–Ni–P and Fe–Ni–P–B systems 
show two extremes in the dependence of microhardness (strength) on 
annealing temperature [1.57] (Fig. 1.16 a), referred to as the effects 
of low-temperature and high-temperature hardening, respectively. 
The low-temperature hardening effect (LTHE) for the amorphous 
alloys of different composition is observed to different degrees 
in the temperature range 50–150°C, whereas the high-temperature 
hardening effect (HTHE) is distinctive in all amorphous alloys of the 
metal–metalloid system. The correlation of the temperature range of 
manifestation of the HTHE with the crystallisation temperature of 
a specific alloys has also been observed. The experimental results 
show that the magnitude of the peak and the temperature range of the 
manifestation of HTHE depend strongly on the chemical composition 
of the alloy, the production parameters of the alloy and the duration 
of the thermal effect. For example, the excess pressure of the jet 
of the melt which does not have any significant effect on the value 

Fig. 1.15. Temperature dependence of the samples of the Fe77Ni1Si9B13 alloy. The 
initial specimens (1) and the specimens subjected to the effect of a pressure of 0.7 
GPa at 18°C (2) [1.73].
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of HV or σT has, in the initial condition, a strong effect on the 
temperature of isothermal annealing, corresponding to the maximum 
of the LTHE for each alloy, and also on the magnitude of the peak. 
The increase of excess pressure at any annealing time increases the 
minimum annealing temperature required for the occurrence of LTHE 
and also increases the maximum increase of the strength as a result 
of the LTHE in relation to the initial condition of the amorphous 
alloy (this effect is most distinctive at the minimum annealing time). 
The temperature range of the manifestation and magnitude of the 
HTHE are influenced only slightly by the excess pressure of the 
melt jet. It is important to note the opposite (in comparison with the 
LTHE) nature of the effect of the excess pressure on the magnitude 
of the HTIHE: with increase of the excess pressure the temperature 
range of manifestation of the HTHE is displaced in the direction 
of low temperatures. In addition to this, it should be noted that the 
increase of the excess pressure limits the effect of the duration of 
isothermal annealing on the maximum increase of the strength in 
relation to the initial condition in the case of both LTHE and HTHE.

Evidently, deformation in the elastic range of the amorphous 
alloy in the initial condition stimulates structural relaxation at room 

Fig. 1.16. Typical dependences of hardness on the temperature of preliminary 
annealing for the Fe–Ni–P (a), Fe–P (b) and Ni–Ta (c) amorphous alloys. Annealing 
time, h: 1) 10; 2) 1; 3) 0.1.
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temperature to a considerably greater degree than the diffusion 
processes. This results in the annihilation of part of the defects which 
provide a certain contribution to the process of heterogeneous plastic 
flow, as indicated by the displacement of the range of occurrence of 
LTHE to higher temperatures (Fig. 1.17).

1.3.3. Plasticity and plastic deformation mechanisms

Special features of the amorphous metallic state include the presence 
of the Newtonian viscosity in a wide temperature range because 
the amorphous alloys by analogy with the crystalline materials are 
plastically deformed at the critical shear stress.

One of the important properties of the amorphous alloys is 
their plastic flow capacity [1.1]. Usually, the plastic deformation 
is regarded as synonymous with the nucleation, multiplication and 
annihilation of dislocations moving in the solid. However, in the 
amorphous solid bodies there is no translational symmetry and, 
consequently, no dislocations in the classic concept of the nature of 
these defects. Consequently, the amorphous solid should be regarded 
as absolutely brittle. In particular, this situation is characteristic of 
the inorganic glasses, although they show features of very slight 
plastic flow. However, plastic deformation does take place in the 
amorphous alloys, resulting in an anomalously high strength which 

Fig. 1.17. Effect of preliminary elastic deformation on the characteristics of low-
temperature hardening of the Fe65.5Ni17P17.5 amorphous alloy: 1) initial condition; 2) 
after elastic deformation by uniaxial tensile loading at room temperature.

σ, MPaHV, MPa
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is found in the non-crystalline solids if brittle fracture of the solids 
is prevented at stresses considerably lower than the yield limit. 
The capacity of amorphous alloys for plastic flow (by which they 
differ from other amorphous solids) is undoubtedly associated with 
the collectivised metallic nature of the atomic bonds at which the 
processes of collective atomic displacements can take place quite 
easily [1.6].

As in the crystals, the deformation in the amorphous alloys 
can be divided into elastic, inelastic and plastic, depending on the 
degree of reversibility with time. Elastic deformation is completely 
and instantaneously reversible after removing the load, inelastic 
deformation is completely reversible with time and, finally, plastic 
deformation is irreversible with time after removing the external load.

Two types of plastic flow are found in the amorphous alloys 
depending on temperature :  homogeneous  deformat ion and 
inhomogeneous deformation (Fig. 1.18).

The critical temperature of transition from one type of plastic 
flow to another (the equicohesion temperature Te) depends, for the 
specific composition of the amorphous alloy, on the strain rate. The 
transition with increase of the temperature to the Newton viscous 
flow can be explained by the strong temperature dependence of the 
value σT for the viscous flow which below the critical temperature 
Te also exceeds the value of σT for the inhomogeneous flow. In turn, 
the strong dependence of σT for the viscous flow is determined by 
the large reduction of the shear viscosity of the amorphous systems 
in the range of Tg [1.99].

Fig. 1.18. The diagram explaining homogeneous (a) and inhomogeneous (b) plastic 
deformation of the sample.

  a                    b
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Homogeneous deformation is observed in the amorphous alloys 
at high temperatures (slightly lower than Tg or higher) and at low 
values of the applied stress (τ < G/100). In homogeneous plastic 
deformation, each element of the solid body undergoes plastic shape 
changes because the homogeneously loaded specimen is subjected 
to homogeneous deformation (Fig. 1.18 a).

Usually, the investigations of the homogeneous flow are carried 
out in the creep or stress relaxation experiments. At low applied 
stresses, the homogeneous flow is governed by the law of flow of 
the Newtonian liquid: γ̇ ≈ τ. In this case, the shear viscosity can be 
determined using the equation

η = τγ̇,                              (1.31)

where τ is the applied shear stress; γ̇ is the strain rate.
The homogeneous deformation in the amorphous alloys greatly 

differs from the viscous flow in the crystals. The main difference is 
that the stage of steady-state creep is not reached in the amorphous 
alloys and the strain rate decreases continuously with time. At the 
same time, the value of the effective viscosity, calculated for each 
moment of time using equation (1.31), continuously increases. The 
important result is the fact that a similar increase of viscosity takes 
place with time in accordance with a linear law, in both the freshly-
quenched and relaxed states [1.119].

The degree of plastic deformation which can be realised in the 
homogeneous flow is in principle not limited. In the case of the 
accurate selection of the temperature, the values of the applied 
stress and the conditions of preliminary heat treatment of the 
amorphous alloys of the given composition it is possible to obtain 
the macroscopic degree of deformation of the order of hundreds of 
percent.

At present time, there are several laws indicating that in certain 
conditions some amorphous alloys become superplastic [1.120–
1.122]. The superplastic effects in the alloys of the Ti–Ni–Cu [1.121] 
and Pd–Cu–Si [1.122] systems were observed in mechanical tensile 
tests and thermal expansion, respectively. The experimental results 
show that the superplasticity is observed in the glass transition 
temperature range. In these experiments, a qualitative model of the 
observed effect was proposed which can be described as follows. The 
glass transition process in heating is accompanied by the ‘defrosting’ 
of the structural defects – the areas in which the excess free volume 
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is greater than the specific critical value [1.123]. These deffects are 
responsible for the elementary shear acts, and the large increase of 
the mobility of these defects in the glass transition range determines 
the decrease of the shear viscosity of the material and, consequently, 
the increase of plasticity.

The inhomogeneous flow is observed at low values (T < 0.8Tg) 
and high applied stresses (τ > G/50). This type of flow is observed in 
tensile loading, compression, rolling, drawing and other deformation 
methods of ribbon, wire and thick specimens of amorphous alloys. 
In inhomogeneous plastic deformation, the plastic flow is localised 
in discrete thin shear bands and the residual volume of the solid 
remains undeformed [1.1] (Fig. 1.18 b).

The characteristic feature of the inhomogeneous plastic deform-
ation by which it greatly differs from the homogeneous deformation 
is that the inhomogeneous flow results in a decrease (not increase) 
of the degree of order in the amorphous matrix.

In inhomogeneous plastic deformation, shear steps form on the 
surface of the samples. These steps correspond to the exit of the 
shear bands to the surface. They are usually distributed under the 
angle of 45–55° in relation to the axis of uniaxial tensile loading 
(compression) or the rolling direction, and are also parallel to the 
bending axis. The height of the steps above the surface of the 
specimens reaches 0.1–0.2 µm, and the thickness of the individual 
shear bands does not exceed 0.05 µm. Consequently, the amorphous 
alloys are characterised by the very high local plasticity in the region 
of inhomogeneous deformation.

The structure of the amorphous alloy in the regions, affected by 
the inhomogeneous plastic flow, is characterised by the changes 
of the structure because the presence of the shear bands in the 
amorphous matrix decreases their strength, facilitating further plastic 
flow in these regions: the flow of the material is easier in the areas 
where the local shear has already taken place, and not in the areas 
where the nucleation of a new shear band is required.

One of the methods of investigating the structure in the shear 
bands is transmission electron microscopy (TEM). The area of the 
investigated foil, corresponding to the shear step, has a different 
effective thickness in comparison with the region of the surrounding 
non-deformed matrix and, consequently, the contrast on the electron 
microscopic image of the shear band is of the absorption nature 
(Fig. 1.19).
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In cases in which the angle θ between the directions of the 
incident electron beam and the effective shear, carried out by the 
band, is smaller than 180° (I in Fig. 1.19 a and II in Fig. 1.19 b), 
the shear band is observed in the form of a light band on a dark 
background (Fig. 1.20 a). If the angle θ is greater than 180° (II in 
Fig. 1.19 a and I in Fig. 1.19 b), then it is observed in the form of 
a dark band on a light background (Fig. 1.20 b).

The dark field images obtained in the examination of the 
plastically deformed Fe–Ni–P alloy [1.124] can be used to explain 
a number of morphological special features of the shear bands: they 
are ‘non-crystallographic’, i.e., they easily change the local plane 
of their orientation and are characterised by the presence of the 
branching points.

In electron microscopic studies it is important to pay special 
attention to the problem of the determination of the thickness of 
the shear bands. In the diagram shown in Fig. 1.19 to simplify 
examination the shear band is represented as a flat formation of 
zero thickness.

The shear band with the smoothly changing orientation in 
transition at certain points through the position corresponding to the 
angle θ equal to 0 or 180° is observed on the electron microscopic 

Fig. 1.19. Diagram of the formation of contrast in investigation of the amorphous 
alloy by the TEM method on the shear bands at different positions of the bands 
in relation to the incident electron beam in the case of the effect of tensile (a) or 
compressive (b) stresses: I) θ <180°; II) θ >180°, III) θ = 180°.

a              b
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images in the form of a region with light contrast changing to a dark 
contrast region or vice versa (Fig. 1.20).

In this case, the transition of this type should be accompanied 
by narrowing of the local region of the contrast extending to the 
constriction (Fig. 1.21 a). The individual areas of the shear band 
are observed in the form of very narrow regions because at these 
points the local orientation of the band is close to the position 
corresponding to θ = 0 or 180°. If the shear band has some thickness 
(not zero thickness), the variation of the nature of contrast should be 
accompanied by the formation of  a constriction (Fig. 1.21 b), with 
the width of the constriction corresponding in fact to the thickness 
of the given shear band (or, more accurately, it can be used to 
determine the maximum values of this parameter). The accuracy of 

Fig. 1.20. Electron microscopic image of the shear bands, formed during deformation 
at room temperature in the Fe65Ni17P18 alloy: a) θ < 180°; b) θ > 180°; c) θ ≈ 180°;    
β is the measured thickness of the shear band [1.124].

0.25 µm

a

b

c
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measurements on the electron micrographs is not high and requires 
carrying out a large number of measurements.

In [1.125, 1.126] investigations were carried out to study the 
relationships governing the development of the shear bands in nano-
indentation of the surface and conclusions have been made regarding 
the nature of formation of the indentation of the indentor:

1. There is a specific stage of deformation of the surface of the 
amorphous material by the indentor;

2. In the initial stage of plastic deformation there is a range in 
which the shear bands do not form;

3. When the shear band forms, the contact pressure in the 
indentation of the indentor is small, but the rate of penetration of 
the indentor into the amorphous material rapidly increases.

The authors of [1.125, 1.126] assumed that the shear bands support 
the transfer of elastic energy from the indentation of the indentor 
which results in the unique short-term decrease of the resistance of 
the amorphous matrix to the penetration of the indentor.

1. Dislocation mechanisms of plastic deformation
To describe the elementary acts of plastic deformation we should 
assume undoubtedly that, as in the crystals, the plastic deformation 
process takes place by the nucleation of interaction and annihilation 
of defects typical of the amorphous state. Obviously, these defects 
should enable both the macroscopic and microscopic description of 
all the special features of the mechanical behaviour of the material. 
At the same time, they should be characterised strictly at all variants 
of the non-crystalline structure, and they should be experimentally 
identified in order to obtain information on the evolution of such 
defects in all stages of the plastic flow.

The high-intensity plastic flow in the amorphous alloys is 
observed in a specific temperature range in the form of thick shear 
bands. This fact enabled some investigators to conclude that to 

Fig. 1.21. The diagram explaining the determination of the thickness of the shear 
band β.

a                           b
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describe plastic deformation it is completely correct to introduce 
dislocation considerations.

According to the Gilman dislocation model [1.127], the plastic 
flow takes place by the movement of dislocations with the Burgers 
vector changing along the dislocation line both in the magnitude and 
direction. In addition to this, the movement of these dislocations in 
the amorphous matrix is accompanied by the change of the magnitude 
and direction of the shear vector at every point of the dislocation 
line. Consequently, the moving dislocation leaves a high density 
of the defects of the types of dislocation loops compensating the 
discrepancy vector of the sliding dislocation. These defects soften 
the region of the amorphous matrix in the slip plane. The formal 
reason for the introduction of the dislocation considerations is the 
observation of distinctive slip steps (‘macrodislocations’) on the 
surface of the deformed specimens and also the detection of the shear 
bands breaking up inside the amorphous matrix. This breaking of 
the amorphous bands or, more accurately, the regions between the 
areas where the shear did and did not take place, can be described 
by the Volterra dislocations. Another reason favouring the dislocation 
model is the unstable nature of creep in the amorphous alloys. The 
dislocation model predicts in this case the movement of a group of 
dislocations forming the shear front. Regardless of its conventional 
nature, the dislocation model has an evident advantage – it uses 
efficiently the mathematical facilities of the theory of dislocations 
for the amorphous alloys.

The dislocation model describes accurately many special features 
of the mechanical properties of the amorphous alloys, in particular, 
the experimental values of E/σT, and the data for the stress relaxation 
[1.128].

A number of the plastic deformation models of the amorphous 
alloys are based on the disclination description of the structure 
of these materials.  As in the case of the purely dislocation 
considerations, the advantage of the disclination models of the 
structure is the explanation of the special features of the mechanical 
behaviour of the amorphous alloys: combination of high strength 
with the capacity for plastic shape changes, localisation of the 
plastic flow in the narrow shear bands, absence of any distinctive 
deformation hardening, the presence of the acoustic emission spectra 
in the mechanical tests, etc.

It should be stressed that one of the fundamental properties 
of the disclinations is the capacity for conservative movement 
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accompanied by the emission (absorption) of the dislocations. The 
non-conservative movement of the disclinations is possible only at 
high temperatures and is associated with the formation of a large 
number of point defects. This shows that at low temperatures (below 
0.6Tc) the disclinations are sources of dislocations of almost unlimited 
power. As shown by the calculations, in movement of a single wedge 
disclination it is necessary to apply the external stress equal to the 
Peierls barrier in magnitude.

A number of models of the plastic flow of description of the 
amorphous alloys is based on the disclination–dislocation models. 
They are based on the models of the amorphous state, produced by 
adding a three-dimensional network of disclination dipoles into the 
ideal cubic [1.129] and hexagonal close-packed (HCP) lattice [1.130]. 
The model proposed by Morris [1.129] is most complete in describing 
the mechanical properties of all the disclination–dislocation models 
of the amorphous alloys.

Thus, the dislocation considerations provide an almost satisfactory 
description of the nature of the localised plastic flow, observed in the 
amorphous alloys, and also the nature of buildup of plastic shear in 
the bands, the ordering in the regions of the plastic flow, the values 
of the strength in relation to the shear modulus and a number of other 
special features of the mechanical behaviour of the amorphous alloys. 
At the same time, computer experiments, simulating the movement 
of the dislocations in the amorphous structure, indicate, with a 
small number of exceptions (see chapter 1), the instability of the 
dislocation defects which break up during their movement into a set 
of local shear processes not correlated with each other. The latter is 
completely evident because the dislocation is a crystal defect, and the 
loss of the translation elements of symmetry should result in the loss 
of the linearly correlated shear. In addition to this, the dislocations 
investigated in different previously described models, are ‘invisible’. 
They disappear when the external load is removed so that it is not 
possible to carry out experimental examination of the defects of this 
type. At present time, there are no experimental confirmations which 
would indicate that the dislocations in the amorphous solid are the 
elementary carriers of plastic shear.

Consequently, the plastic flow process, being a shear process on 
the macrolevel, is not necessarily reduced to the movement of the 
individual dislocations but can be described quite efficiently on the 
basis of the dislocations considerations, if to facilitate examination 
we introduce the effective dislocation-like defects characterised by 
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a specific (in some cases, fluctuating) Burgers vector and capable 
of providing the quantitative description of the shear macroscopic 
processes.

The disclination mechanism of plastic deformation has also been 
confirmed in computer experiments carried out by the authors in [1.7] 
where attention was given to the evolution of the structure of the 
Fe–50% Mn two-component amorphous alloy at high plastic strains. 
These experiments were carried out under cyclic boundary conditions. 
The simulation crystal was in the form of a cube consisting of 2000 
atoms of manganese and iron, and the atoms in the initial condition 
were ordered in the FCC lattice.

Analysis of the computer films indicates that the disclination 
mechanism of plastic flow may take place at high plastic strains. 
The results confirm the efficiency of using computer experiments 
for examining the processes of deformation and fracture of the 
amorphous alloys.

2. ‘Atomic’ plastic deformation mechanisms
In studies of the structure of amorphous alloys it was observed that 
the free volume is of considerable importance for understanding 
the plastic deformation processes. The free volume describes the 
part of the amorphous matrix with the low atomic coordination in 
comparison with the other part of the matrix, characterised by the 
random high-density packing and the same chemical composition. 
Actually, in the free volume areas the mechanical interaction with 
the adjacent atoms is relatively weak because the inelastic relaxation 
becomes possible by means of the local atomic rearrangement without 
any significant effect on the neighbours. In examining the kinetics 
of the linear viscoelastic behaviour of glasses of all types at low 
stresses it was established that these processes of local relaxation 
are not monoenergetic processes and are characterised by a range of 
activation energies, depending on the nature of the local coordination 
in the given section of the free volume.

The Spaepen–Taub model [1.131] is a development of the free 
volume model with respect to the equilibrium viscous flow. In this 
model it is assumed that there must be some critical value of the 
fluctuation of the free volume for carrying out the annihilation of 
this volume in the local region of the amorphous matrix. The kinetics 
of the relaxation processes within the framework of this model is 
determined by the rate of decrease of the size of the free volume. 
The rate of change of the value of the average free volume per atom 
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is determined by the annihilation of the free volume in each position 
per unit time and the fraction of the potential annihilation areas. The 
viscosity is determined in this case as a function of the free volume 
so that it is possible to carry out experimental verification of the 
conclusions of the theory. For example, the experiments confirmed 
the theoretically predicted linear increase of the effective viscosity 
in relation to the isothermal annealing time [1.38].

Analysis of this model shows that the microflow and relaxation 
require the component fraction of the atomic size with similar 
fluctuations of the free volume. The magnitude of the activation 
barrier for the relaxation (annihilation) of the free volume is smaller 
than the appropriate value for the iso-configuration flow. Therefore, 
it was concluded that there are ‘jumps’ of the atoms where a jump 
is accompanied by the collapse of the neighbouring atoms around 
the area released by the ‘jumping’ atom.

Another important postulate is the assumption according to which 
the dilation at the stress raisers (microcracks, steps, inclusions, 
etc) results in a large decrease of the local viscosity. This is very 
important for examining the conditions of nucleation of the shear 
bands. The nucleation of a shear band is followed by a gradual 
softening of the matrix in the shear zone at the rate which increases 
with increase of the extent to which the process of structural 
relaxation can restore the initial structure [1.39]. In this model, 
the softening is caused by the formation of the free volume under 
the effect of shear as a result of the pressure of the atoms on 
their neighbours outside the shear band at a relatively high stress 
level. This process is balanced by the ordering accompanied by the 
annihilation of the free volume. The processes of the nucleation 
and annihilation result in the establishment of the stable state in 
which the free volume and, consequently, viscosity, depend strongly 
on the level of the applied stresses. This pattern differs from the 
homogeneous plastic flow in which the viscosity is determined 
by the thermal prior history or the equilibrium structure of the 
material. In principle, the model can be used to explain not only 
the pattern of the inhomogeneous flow but also the slight sensitivity 
of these processes to the strain rate. In addition, the model can 
be used to determine the temperature boundary of transition from 
inhomogeneous to homogeneous deformation.

In the model proposed by Argon [1.132] attention is given to the 
process of plastic deformation at temperatures lower than Tc, based 
on two types of thermally activated shear transformations nucleated 
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around the regions of the free volume under the effect of the applied 
shear stress. In most cases, the size of the regions is approximately 
5 atomic diameters. At high temperatures (above 0.6 Tc), the 
transformation is in fact a diffusion rearrangement which results in 
the relatively low shear deformation in the approximately spherical 
region. At low temperatures (below 0.6 Tc) the transformation takes 
place in a narrow disc-shaped shaped region and resembles the 
nucleation of the dislocation loop or microcracks. Taking these 
theory into account, calculations were carried out to determine 
the possible level of dilation associated with the plastic flow, with 
the determination of the rate of localisation of the shear. It is 
important to note that the experiments confirmed both the high rate 
of localisation of shear deformation and the presence in the shear 
bands of the displacements which can be described by the formation 
of submicrocracks in them [1.133].

The model of the relaxation of the free volume has been further 
developed in [1.134]. In this study, the discrepancy between the 
theory and experiment, observed in the investigations to study the 
effect of the stresses and structural relaxation on the flow rate and 
also the effect of structural changes on the behaviour in the flow 
(decrease of the rate of homogeneous flow with the development 
of the processes of structural relaxation), were eliminated. This 
was achieved by introducing the threshold stress available for the 
crystals which can be determined from the dependence of the strain 
rate on stress.

The model proposed by Egami [1.61] can be regarded as most 
efficient for specific conclusions on the possibility of application to 
different temperature ranges and intermediate structural states. This 
model proposed the method of describing the local structure of the 
amorphous alloys, based on the concept of the n-, p- and τ-defects. 
Strictly speaking, in the Egami model, the processes of relaxation 
and plastic deformation are associated with the annihilation or local 
movement of the structural defects which have no analogue in the 
crystals and are determined by the microstresses at the atomic level.

Thus, it can be concluded that the solids contain the ‘doubling 
mechanism’ of plastic deformation, associated with the displacement 
of point defects. This mechanism can operate when, for some reason, 
the main dislocation mechanism of plastic deformation also operates. 
These reasons may include, for example, very high values of the 
Burgers vector of the dislocations (as in the experiments carried 
out by V.R. Regel’ and V.P. Rozhanskii on alumo-yttrium garnets 
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[1.135]) or generally the absence of the translational symmetry in the 
distribution of the atoms (as in the case of the amorphous alloys).

V.A. Pozdnyakov analysed theoretically the conditions of 
development of the shear bands in the amorphous alloys [1.136].

The plastic  flow of the amorphous metallic alloys takes place 
as a result of the formation of localised shear transformations 
(microregions) [1.132]. The resistance stress results in the formation 
of the purely shear transformations with the resistance stress τs. The 
local shear results in the generation of the excess free volume in 
such a manner that the tensor of intrinsic deformation of the local 
shear transformation contains the dilation component, geometrically 
associated with the magnitude of shear deformation. As the extent of 
dilation in the resultant shear microregions increases their energy also 
increases. In heterogeneous nucleation of the shear regions (with the 
reduced dilation deformation) the areas with the larger excess free 
volume produce smaller energy losses. Consequently, the stresses of 
resistance to shear decrease with increase of the excess free volume 
in the amorphous metallic alloys.

Introducing the volume fraction of the excess free volume fV, 
measured in the units of its limiting value, i.e., the shear resistance 
stress τc = min at fV = 1, for τc we can write [1.137]:

τc = τs[1–ψ(fV)],                        (1.32)

where ψ is the numerical increasing function of  fV, with the modulus 
smaller than unity, such that at  fV = 0 ψ = 0, and at fV = 0 ψ = ψ*, 
where 0 < ψ* < 1 and τs [1 – ψ*] = τs

*.
At the known dependence of the volume fraction of the generated 

free volume on the magnitude of plastic shear deformation, we can 
calculate the function τ(γ) or τ(u), i.e., the local deformation curve 
of the material.

In loading of the amorphous metallic alloys, the shear stress 
increases in the elastic deformation range, at τ > τp the plastic flow 
start to take place, and the stress reaches the maximum value, equal 
to the local flow stress τm = τp + ηγ(fV1), where η is the effective 
viscosity of the material, and then rapidly decreases to the stationary 
value τ0 = τ*

s + ηγ (fV2), corresponding to the minimum shear stress 
resistance of the plastic flow for the given external conditions. The 
first terms represent the athermal components, the second terms – 
thermally activated components of the local flow stress which depend 
on the plastic strain rate γ[fV(γ)].

52



Amorphous Metallic Materials

The local deformation curve of the amorphous metallic alloy can 
be represented in the simplified form

τ(γ) = µγ  at γ < (τm/µ) ≡ γ*  
(1.33)

τ(γ) = τ0  at γ > τm/µ, 

where µ is the shear modulus of the amorphous material.
The maximum stresses are obtained at a very small relative 

displacement u, and at u > u* τ = τ0. The stresses τm and τ0 are in 
this approach the main microscopic parameters, characterising the 
plastic behaviour of the amorphous metallic alloys.

We examine the condition of development of the shear band 
im the amorphous metallic alloy (Fig. 1.22 a). If the condition of 
formation of the local flow is determined by the stress τm, and the 
stress τ0 is sustained in the resultant band, the shear stress in the 
end regions of the band should change from τm to τ0.

The component of the displacements in the shear band in x and y 
directions is equal to U(x,y). The actual thickness of the shear band is 
h(x) (Fig. 1.22 b). As the thickness of the band is small in comparison 
with its length, we transfer from the two-dimensional field of the 
components of displacements U(x,y) to the one-dimensional field 
u(x) averaged out with respect to the half thickness of the band 
introducing the following displacements [1.137]:
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In this approach, the shear band is treated as a discontinuity 
surface on which there is a specific relationship between the relative 
displacement u(x) = u+–u– and the shear stress τ(x). As a result we 
obtained the problem of the section of the body along the plane                         
y = 0 in the section –c < x < c and in the shear of the upper part,         
y > 0 – relative to the lower part, y < 0 – by the value u(x) =                  
u+ – u– (Fig. 1.22 c).

The equation expressing the equilibrium condition of the body 
with such a section [1.138] has the form:
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where A = µ/[2π(1– ν)]. The term Y(u) in (1.35) takes into account 
the presence of end transition regions. Equation (1.35) can be used 
to determine the equilibrium distribution of the displacement in the 
shear band. If we denote du(x)/dx = D(x), then the relationship (1.35) 
at Y = 0 determines the equilibrium distribution of the effective 
dislocations with density D.

It is assumed that the dilation component of deformation θ in the 
band is proportional to the shear component: θ ~ γ. The corresponding 
transverse displacements V in the shear band are normal to the 
plane of the band, i.e. the components of the Burgers vector of the 
effective dislocations. Assuming that the transverse component of the 
displacement field is proportional to the longitudinal displacements, 
V = qU, where q = const, taking the transverse displacements into 
account leads to the addition of the term qσn to equation (1.35), 
where σn is the component of the external stress normal to the plane 
of the band. In a general case, the shear band is characterised by 
the formation of the longitudinal ue and transverse us components 

Fig. 1.22. Shear bands: a) developed on the surface of the sample of the amorphous 
alloy; b) cross section of the band in the amorphous alloy; c) representation of the 
band in the form of the discontinuity surface of displacements.

a
b

c
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in the plane of the displacement band, and also the displacement 
components un normal to the plane of the band and caused by 
dilation.

The distribution of the stresses in the vicinity of the tip of the 
shear band with the displacement components ue, us and un, assuming 
that the constant or slightly changing shear stress τ0 forms inside the 
band, is identical with the stress field for the buildup of dislocations 
with similar components of the Burgers vector or the crack of the 
appropriate modes taking the stress τ0 into account.

For the shear band we cam introduce the coefficient Kz, identical 
with the stress concentration factor of the cracks, expressing the 
special feature of the stress field at the top of the shear band. For 
the shear bands of the type k with length L under the effect of the 
external stresses σij

a, the stress intensity factor has the following form
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                (1.36)

here n is the unique vector of the normal to the plane of the 
shear band. When taking into account a single component of the 
displacements ue, under the effect of the homogeneous external shear 
stress τa, the stress intensity factor is

( )( )1/2
0 0 / 2 .z aK Lτ τ p= -                     (1.37)

Taking into account the end zone Kz = Kz0 + ΔKz, and the 
contribution of the end zone ΔKz is negative. When the stress 
intensity factor reaches some critical value determined by the energy 
dissipation mechanisms during movement of the shear band, the 
propagation of the shear band becomes unstable.

The condition of propagation of the shear bands in the amorphous 
metallic materials in the explicit form is determined using the so-
called J-integral from the crack mechanics [1.137, 1.139]. We 
consider the vicinity of the tip of a straight shear band, small in 
comparison with the characteristic linear dimension of the band. We 
introduce the Cartesian coordinates x, y with the origin at the tip 0 
and with the x axis along the band line (Fig. 1.23). It will be assumed 
that plane deformation takes place in the plane (x, y). C denotes an 
arbitrary contour including the point 0 and starting at some point 
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Q– on the lower side of the shear band and ending at some point            
Q+ on the upper side of the band.

The components of the unit vector of the external normal to the 
contour are denoted by ni, and the components of the displacement 
vector of the material – by vi. The displacements vi inside the band 
are equal to U, V. The surface forces Fi on the contour C are equal 
to Fi = σijnj. Consequently, the J-integral is determined as follows 
[1.137, 1.139]:

( ) ,i
i i i

C

vJ W f v dy F ds
x

∂ = − − ∂ ∫               (1.38)

where fi are the components of the force acting on the unit volume 
of the material; ds is an element of the arc of the contour C. The 
value of the integral does not depend on the integration path and 
is determined only by the end points Q–, Q+. If the contour C is 
given some special form C* such that it extends from the point Q– 
at the lower boundary of the band to its tip and then returns to Q+ 
at the upper boundary, it may be shown that the J-integral has the 
following form
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= σ = τ

∂ ∂∫ ∫                 (1.39)

Since τ is an unambiguous function of u, the J-integral (1.39) can 
be written in the following form

*

0

( ) ,
u

J u du= τ∫                             (1.40)

here u* is the relative displacement in the shear band at the boundary 
of the end zone with the main part of the band; τ = τ0. The value of 
the relative displacement u*, corresponding to the deformation γ*, 
corresponds to the condition of decrease of the acting shear stress 
τ in accordance with the curve of local deformation behaviour of 
the amorphous metallic alloy to the residual value τ0. Figure 1.24 

Fig. 1.23. The contour encircling 
the top of the shear band, for the 
determination of the J-integral.
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shows the distribution of the relative displacement and the shear 
stress along the length of the band. The end zone has the form of 
the front of the shear band in which the stresses and displacements 
breach steady-state values. The displacement u in the main part of 
the band is counted from the steady-state value of displacement in 
the end region u*.

The integral in (1.40) will be represented by the sum of two parts: 
the part corresponding to the steady-state stress τ0, and the part in 
which the acting shear stress is higher than τ0 in the end of each of 
the band at a low relative displacement:

( )*
0 0 .J u du− τ = τ − τ∫                      (1.41).

	
The integral in (1.41) can be expressed by the characteristic value 

of the displacement ue in the end part of the band, determined in 
accordance with the equality

( ) ( )0 0 .C m eG du u≡ τ − τ = τ − τ∫                 (1.42)

The value J – τ0u
* is the energy excess, associated with the 

increase of the length of the band during its propagation, and the 
energy dissipated inside the band as a result of overcoming the 
residual shear resistance stress τ0. This energy increase for the 
propagation of the band should be equal to the energy used in the 

Fig. 1.24. The distribution of relative displacement u(x) (a) and the shear stress τ 
τ(x) (b) along the length of the band (Δ is the size of the end zone).

b

a
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end region when the shear stress in this region is greater than the 
stress τ0. The specific plastic deformation work (1.42) is dissipated 
into heat and is also used for the change of the bulk energy of the 
material in the band h*Δφ, where h* is the mean thickness of the 
band, and is also used for the formation of the surface energy 2Γ of 
the band when its length increases by unity. Without separating these 
components, the energy dissipated in the end zone will be determined 
by the difference of the stresses τm–τ0 in accordance with (1.41). 
When the external stress becomes sufficiently large so that the value 
J–τ0u

* reaches its critical value GC = (τm–τ0) ue, the band becomes 
active and starts to propagate with a further increase of stress.

Using the field of stresses or displacement of the band without 
taking the end zone into account, we can calculate directly the 
J-integral and express it through Kz0:

( ) ( )* 2
0 01 / 2 .zJ u v K− τ = − µ                  (1.43)

Thus, the band propagation criterion can be written in the form of 
the stress intensity factor for the band Kz0 (1.37). Assuming that the 
end region is small in comparison with the length of the band, the 
propagation criterion has the form which can be expressed through 
the stress intensity factor of the band:

( ) ( ) 1/2
0 02 / 1 ,z m eK u v≥  µ τ − τ −                (1.43a)

or through the acting shear stress

( ){ }1/2

0 4 / 1 .p CG v Lτ − τ ≥ µ p −                (1.43b)
	
The relationships (1.43) are the analogues of the Griffith-type 

energy balance equation. The estimate of the size of the end the 
region Δ [1.138] is Δ ≅  60…100 nm. For the shear bands with the 
length L ≅ 10 µm, comparable with the thickness of ribbon specimens 
of the amorphous metallic alloys, Δ<< L.

1.3.4. Fracture

The fracture of the amorphous alloys, like of crystalline materials, 
may be brittle or ductile. Brittle fracture takes place by cleavage 
without any features of the macroscopic flow at stresses lower than 
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the yield stress σp <σT. In uniaxial tensile loading brittle fracture 
takes place by the fracture of the opposite faces normal to the tensile 
loading axis. Ductile fracture in the amorphous alloys takes place 
either after or simultaneously with the process of plastic flow, and 
the material shows features of macroscopic plasticity to a varying 
extent. In this case [1.140]: 1) fracture takes place on the planes of 
the maximum cleavage stresses; 2) fracture is associated always with 
one (sometimes with two) transition from one plane of the maximum 
cleavage stresses to another; 3) two characteristic zones form on the 
fracture surface: almost smooth cleavage areas and areas forming a 
system of interwoven ‘veins’. The thickness of the ‘veins’ is of the 
order of 0.1 µm and is usually characterised by the ratio of height to 
thickness of 2 to 4, with the exception of the triple junction points.

Figure 1.25 shows the typical surfaces of brittle and ductile 
fracture, produced in uniaxial tensile loading of the Fe82B18 amorphous 
alloy. The majority of the amorphous alloys are characterised by the 
classic pattern of ductile fracture: the fracture energy decreases with 
a decrease of the thickness of the ribbon specimens with the change 
of the crack propagation conditions from the plane stress state to the 
plane strain state [1.141].

For different amorphous alloys the fracture energy and the 
stress of the start of plastic flow are linked by the almost linear 
dependence, and the fracture energy increases when the temperature 
is reduced below room temperature.

Fig. 1.25. Typical patterns of brittle (a) and ductile (b) fracture in Fe82B18 amorphous 
alloy. Scanning electron microscopy in the reflected electrons.

a     b3 µm 3 µm
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As a result of detailed examination of the parameters of the plastic 
zone at the tip of the ductile crack, and also measurements of the 
crack opening displacement in dependence on the applied load, the 
authors of [1.142] observed a direct relationship between the size of 
the plastic zone, the extent of the crack opening displacement and 
the magnitude of applied stress. In addition to this, it was concluded 
that the transition from the mixed to the plane stress state takes 
place in the early stage of plastic deformation of the crack tip and, 
consequently, a large part of plastic deformation and fracture takes 
place in the plane stress state. Fracture takes place when one of the 
following parameters reaches a critical value: the size of the plastic 
zone, the displacement of the crack tip or the stress intensity factor.

The process of transition from ductile to brittle fracture was 
investigated in detail in [1.143]. These experiments were carried out 
on samples of Pd78Cu6Si16 alloy with a V-shaped notch after annealing 
at 350°C for different periods of time. In the initial (quenched) 
condition and after short-term annealing the alloy fractured during 
uniaxial tensile loading by sliding after the start of the macroscopic 
flow. After longer annealing, the macroscopic flow was followed 
by the features of unstable fracture as a result of intermittent crack 
propagation. This resulted in the final analysis in fracture preceded 
by the macroscopic flow. A further increase of annealing time 
resulted in brittle fracture accompanied by the plastic flow on the 
surface of the specimens. Finally, the longest annealing resulted in 
brittle fracture below the elasticity limit without any features of the 
plastic flow even on the specimen surface. Fractographic analysis 
shows that embrittlement after annealing cannot be attributed only 
to the increase of the resistance to propagation of the shear bands 
in the amorphous matrix. The fracture process in fatigue tests starts 
with the formation of shear bands in the stress concentration areas, 
and some of these bands become crack nuclei [1.144]. A plastic 
zone forms around the fatigue cracks. Crack propagation takes 
place along the shear bands, formed ahead of the cracks, and this 
fully resembles the processes taking place in the crystals. However, 
a significant feature is the fact that the fatigue shear bands in the 
amorphous alloys are not convex or ‘pushed in’, as in crystals, and 
have a single sliding step [1.145]. Analysis of the fracture surfaces 
showed the existence of two crack growth stages: 1) slow growth, 
accompanied by the formation of a ‘terrace-like’ surface with fine 
elements, and 2) rapid growth in which the surface consists of thick 
striations [1.145].
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Stereoscopic experiments show that the so-called ‘veins’ on the 
fracture surface typical of the amorphous alloys (Fig. 1.25) have the 
form of projections on both surfaces. The ‘pattern’ on the opposite 
fracture surfaces is similar but not identical. This confirms that 
the ‘veins’ formed as a result of local necking during fracture. The 
‘veins’ and smooth fracture surface areas resemble on the whole the 
pattern of the fracture surface of the crystals, formed at fracture in 
the immediate vicinity of the ductile–brittle transition temperature.

The fact that the ‘veins’ are areas of exit of the strongly localised 
plastic flow to the fracture surface is clearly confirmed on the 
images obtained simultaneously from the fracture surface and the 
side surface of the deformed ribbons specimen (Fig. 1.26).

As mentioned previously (section 1.2.2), alloying with surface-
active elements strongly influences the strength of the amorphous 
alloys. It is therefore very interesting to examine fractographic 
special features of the alloys alloyed with surface-active elements.

Analysis of the fracture surfaces, produced in the tensile test, 
revealed the presence of qualitative changes, associated with 
microalloying with the surface-active elements [1.146]. For example, 
the fracture pattern typical of the amorphous alloys was obtained for 
the Fe82B18 alloy – the combination of cleavage areas with ductile 
fracture areas (Fig. 1.25). When 0.01 at.% of Nb was added, the 
overall nature of fracture did not change. However, there was a large 
(by approximately factor of 3) decrease of the scale of the fragments 
– both the area of the individual cleavage areas and the geometrical 
characteristics (height and width) of the ‘veins’ (Fig. 1.27 a).

Fig. 1.26. Exit of the shear band to the fracture surface: 1) the side surface; 2) 
fracture surface; C – slip step; B – ‘vein’ (image of two surfaces of the Fe–B alloy 
was produced by scanning electron microscopy in the reflected electrons).

1 µm

61



Amorphous–Nanocrystalline Alloys

This change of the scale of the fragments resulted in a qualitative 
difference in comparison with the fracture surface of the basic alloy: 
the ‘veins’ in the Fe–B alloys whose thickness gradually decreased 
together with the height, fractured in the cleavage areas, and in the 
case of the Fe–B–Nb alloy the ‘veins’ intersected quite often, forming 
a relatively symmetric pattern in which the cleavage areas resemble 
the grains in crystalline alloys, and the ‘veins’ are their boundaries. 
The addition of 0.01 at.% of Sb (or Ce) resulted in a qualitative 
change of the fracture surface. The fracture surface consisted of 
convex ‘veins’ almost parallel to each other and the edge of the 
sample (X axis), which greatly differed in the scale and structure 
from the ‘veins’ in the Fe–B and Fe–B–Nb alloys. Firstly, the 
thickness of these ‘veins’ (transverse dimension) increased by almost 
one order of magnitude in comparison with Fe–B–Nb. Secondly, the 
‘veins’ were not relatively smooth structureless formations as in the 
case of the Fe–B and Fe–B–Nb alloys but contained a complicated 

Fig. 1.27. Fractographs of Fe–B–Nb (a) and Fe–B–Sb (b, c) amorphous alloys. 
Scanning electron microscopy in reflected electrons.

3 µm 3 µm

1 µm

a b

c
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internal structure, in particular, a system of transverse ‘microveins’ 
whose thickness was similar to the cross-section of the ‘veins’ in the 
Fe–B–Nb alloys (Fig. 1.27 b). The gaps between the ‘veins ‘were 
formed in all likelihood by the chains of relatively large grains 
(500–700 nm). The ‘veins’ themselves also contained a large number 
of relatively large pores (200–350 nm) forming chains in some areas. 
Under high magnification the fracture surface of the Fe–B–Sb and 
Fe–B–Ce alloys was characterised by distinctive fragmentation and 
the formation of a continuous network of fine facets with the size 
of 100 to 500 nm. Inside larger facets there appeared to be a second 
level of faceting – a continuous field of finer (10–30 nm) facets. 
The ‘borders’, restricting the facets, were characterised by a high 
density of the micropores of different sizes forming often chains 
(Fig. 1.27 c). The fracture surface of the Fe–B and Fe–B–Nb alloys 
in the initial condition did not contain theses pores in the cleavage 
areas nor in the structure or contacts of the ‘veins’. The change by 
a factor of three of the details of the fracture surface in the Fe–B–
Nb amorphous alloy in comparison with Fe–B is evidently caused 
by the change of the distribution of the free volume regions in its 
amorphous matrix [1.58].

Interesting results for the morphological special features of the 
fracture micropatterns of the amorphous alloys in microindentation 
on substrates were obtained in [1.93, 1.97]. In the indentation of the 
amorphous alloys, annealed at temperatures of temper brittleness 
(T < Tbr) the indentation is surrounded by a deformation zone 
determined by heterogeneous deformation observed in the shear 
bands spreading from the indentation (Fig. 1.28 a). Heat treatment 
at T > Tbr resulted in the formation of two temperature ranges, and 
in transition from one range to another there was a sharp change 
in the fracture micropatterns of the amorphous alloys as a result of 
local loading. In the first temperature range in the indentation zone 
of the metallic alloys there were several radial straight cracks, some 
of which may join with circular cracks (Fig. 1.28 b). Regardless 
of active embrittlement, shear bands can still form. This range 
can be regarded as transitional because lower temperatures did 
not lead to the formation of cracks, and high temperatures did not 
cause shear bands to form. In the second temperature range, on 
the ‘eve’ of crystallisation, indentations in the form of a system 
of inserted squares of cracks formed preferentially and were 
mutually perpendicular in the areas of the effect of the edges of the 
Vickers pyramid (Fig. 1.28 c). The formation of these cracks was 

63



Amorphous–Nanocrystalline Alloys

accompanied by the formation of circular cracks with increase of 
the distance from the indentation zone.

The processes of fracture at the microscopic level are usually 
carried out by the deformation of the object directly in the column 
of the scanning or transmission microscope. In [1.117] the authors 
investigated the process of plastic deformation and subsequent 
fracture of amorphous alloys based on iron and cobalt in the column 
of a scanning electron microscope. The results show that in all cases 
the nucleation of the microcracks was preceded by the process of 
microplastic deformation. In most cases, the primary crack was 
nucleated in the region of the widest and most developed shear 
band or at the intersection of a number of bands. The tip of the 
crack with a jump-like propagation contained relaxation areas in the 
form of a developed system or branched shear bands. If the sample 
was subjected to cyclic deformation in the elastic region prior to 
deformation, the nature of subsequent fracture greatly changed. 
Instead of the single main crack, there was an entire system of cracks 
indicating evidently the increase of the effective surface fracture 
energy. The kinetics of deformation and fracture at temperatures 

Fig. 1. 28. The characteristic indentations on the surface of the amorphous alloys 
of the Co–Fe–Cr– Si system in indentation: at T < Tbr (a), Tbr < T < 718 K (b) (the 
arrows indicate the marks from the face of the indentor, separated from the main 
indentation by circular cracks), 718 K < T < 823 K (c) [1.97].

10 µm 20 µm

50 µm

a b

c
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higher than 250°C was completely controlled by the diffusion 
mechanism of mass transfer [1.117]. Consequently, the structure 
was characterised by the formation of a relatively large number of 
submicropores with the size of 0.1 µm. A small number of studies 
was carried out to investigate the processes of microfracture by 
transmission electron microscopy in tensile loading in the column 
of the microscope [1.147]. The microfracture parameters recorded 
in these investigations cannot be regarded as characteristic of all 
amorphous alloys (Ni55Pd35P10 amorphous alloy produced by powder 
metallurgy [1.148], the amorphous film of niobium oxide [1.149]). 
Only the attachment for tensile loading used in [1.150] ensuring 
uniaxial tensile loading of a melt-quenched amorphous Fe–P alloy 
makes it possible to avoid problems in the interpretation of the 
results which formed as a result of the application of the given 
tensile mode – bending [1.149].

The formation of the crack in the Fe82B18 amorphous alloy was 
always preceded by the formation of a localised deformation band 
(Fig. 1.29).

Both the shear band and also the crack corresponding to the band 
formed in the region of the highest stress concentration. However, 
note every shear band propagated into the crack. The nucleated 
crack reproduces accurately almost always the configuration of the 
shear band preceding its formation. The elastic deformation zone 
is a powerful ‘torch’ with a complicated structure in which the 
characteristic periodic ‘loopholes’ form in the central part of the 

b

Fig. 1.29. The shear band formed prior to the nucleation of a crack in the Fe82B18 
alloy, the dark field image produced by transmission electron microscopy.

0.1 µm
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‘torch’ (Fig. 1.30). The angle between the general direction of crack 
growth and the tensile loading axis was approximately 45–60°.

The investigation of the dynamics of crack growth in the                          
Fe–B–Sb (Ce) amorphous alloys always showed the presence of the 
two main stages:

1. Slow crack growth in the direction of length and width at a 
constant load. The localised deformation zone remains unchanged. 
The crack gradually ‘eats’ the shear zone and is arrested, reaching 
its edges – steps (Fig. 1.31).

2. The jump-like growth in the direction of length and width with 
increase of loading. A new localised shear band forms in front of the 
crack. At the same increase of the load the increase of the length of 
the crack in this case is an order of magnitude greater than in the 
Fe–B alloy.

The general direction of crack propagation in the Fe–B –Sb (Ce) 
alloy forms the angle of 45–60° with the direction of the tensile 
loading axis. However, in the slow growth stage at a constant load 
growth stages were detected in the direction normal to the main 
direction. The angle of approximately 45°C with the direction of the 
tensile loading axis was retained.

It should also be noted that other characteristic special features 
of crack growth at a constant load also important (Fig. 1.31):

a. The crack in most cases does not have a distinctive sharp tip. If 
the crack after increase of the load with jump-like propagation would 
have a tip and, then in the stage of slow crack growth it would be 
rapidly ‘blunted’ as a result of the formation of the frontal area due 
to the growth in the direction normal to the main crack propagation 

Fig. 1.30. Characteristic ‘loopholes’ in the central part of the plastic deformation 
zone at the crack tip in the Fe82B18 amorphous alloy, the dark field image produced 
by transmission electronmicroscopy.

0.1 µm
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direction. The crack grew having at the tip the frontal region up to 
several hundreds of angstroms wide.

b. The crack growth was pulsed: slow crack growth with the rate 
of approximately 2 nm · s–1 for a period of 20–40 s alternating with 
20–30 s stoppages.

c. Slow crack growth throughout the entire frontal region is 
periodically replaced by faster (with the rate of 3–4 nm·s–1) growth 
of a separate region forming approximately 2/5 of the total width 
of the front;

d. The period of growth in the direction of length as a result of a 
separate section in the specific stage is replaced by rapid growth in 
the direction of width (with the rate of 5 nm · s–1) to the restoration 
of the initial width of the front. This is usually followed by an arrest 
for 20–30 s during growth.

The resultant crack, as in the Fe–B and Fe–B–Nb alloys, was 
of the ‘zigzag’ shape. However, the periodicity of the ‘zigzags’ 
formed in the case of the Fe–B–Nb and Fe–B–Ce alloys was far 
less distinctive. In addition to this, the resultant crack showed the 
presence of long smooth areas (without ‘zigzags’), associated with 
the catastrophic stages of crack propagation with increasing load. 
The distance between the ‘zigzag’ areas was 210–270 nm.

Recently, several theoretical studies have been published 
examining the role of the formation of pores in the zone of plastic 
deformation of the crack. In [1.151] the authors proposed a general 
theory of the nucleation and growth of the pores ahead of the crack 
tip. The theory does not define the mechanism of nucleation and 
growth of the pores (depending on the material; this can be diffusion 
of plastic deformation) and assumes that the stress field ahead of the 
crack can be determined irrespective of the pore formation process.

The model of the nucleation and growth of the pores in the plastic 
deformation zone at the crack tip, constructed in [1.152], uses the 
dislocation theory. It is shown that the nucleation of pores results in 
the relaxation of stresses and decreases the energy of the deformed 
region in the vicinity of the crack. The most interesting aspect (with 
respect to the amorphous alloys) is the one of the consequences of 
this model: the pores, subjected to shear stresses, not situated in the 
plane of the crack, can merge with the crack resulting in the cyclic 
shape of the resultant crack. It should also be noted that this form 
also results when using the model of formation of the main crack as 
a result of the interaction with the cavities, initiating the inclusions 
[1.106].
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The largest contribution to the process of plastic deformation 
is provided by the regions of the free volume with the size of the 
order of 5 atomic diameters (1–2 nm). In quenching from the melt, 
the material contains regions of the free volume which must be 
statistically distributed between the regions with higher density (‘anti-
free volume’) at some (which depends mainly on the parameters of 
production of the amorphous alloy) value by which the concentration 
of the regions of the free volume is greater than the concentration of 
the regions with higher density. The shift of the free volume regions 
during plastic deformation results regularly in the shift of the regions 
of higher density. The regions of the free volume in the shear band 
should be interleaved by the regions with higher density.

Taking these assumptions into account, the crack growth in the 
amorphous alloys (Fe100–xMex)82B18 (Me = Nb, Sb, Ce, x = 0; 0.1; 
0.01) [1.150, 1.153] can be described as follows. The shear band 
prior to the crack nucleation already contains a chain of statistically 
distributed micropores and areas of higher density. During crack 
growth, the stress field ahead of the crack tip initiates the growth 
of the micropores at the crack tip (stretching it). The shape and 
size of the micropore change: the size in the direction of crack 
growth greatly increases. In this case the micropore becomes the 
‘emissary’ crack. However, in contrast to the crystalline analogue, 
a region of higher density forms between the main crack and the 
‘emissary’ crack (otherwise the main crack would grow without 
initiating the growth of the ‘emissary’ crack). It is possible that the 
growth of the ‘emissary’ crack increases slightly the density of this 
region. This is indicated by the change of the electron microscopic 
contrast on the section of the transition between the main crack 
and the growing ‘emissary’ crack. Finally, the last stage of crack 
growth – the relatively rapid (in comparison with the growth rate 
of the ‘emissary’ crack) merger of the main crack with the pore 
as a result of the formation of a narrow (an order of magnitude 
smaller than the transverse dimension of the  micropore) connecting 
region. The most probable model for this stage is the model of the 
viscous flow based on the assumption of adiabatic heating in the 
plastic deformation zone [1.147]. The model was proposed to explain 
all the phenomena of the regions with high density in which the 
cracks ‘rests’. This results in the formation of a higher dislocation 
concentration, generating suitable conditions for the local adiabatic 
heating which decreases the level of viscosity of the material to 
the level required for the viscous flow. It should be noted that the 
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analysis of the model of the free volume, carried out in [1.154], 
shows that the processes of microflow and relaxation as a result of 
annihilation of the free volume regions are characterised by similar 
values of the critical fluctuation of the volume. At the same time, 
the size of the activation barrier for relaxation in the non-relaxed 
structural levels of the amorphous alloys is considerably smaller than 
the activation energy of the iso-configuration flow. This indicates 
that the atomic configuration in the relaxed positions should be 
more ‘free’ (porous). However, in the situation described previously 
when the entire ‘free’ atomic configuration is exhausted for the 
development of the free volume region to the ‘emissary’ crack it is 
natural to assume that the activation energy of relaxation increases. 
This energy increases to such an extent that the viscous flow becomes 
more favourable from the viewpoint of energy. The activation energy 
of this flow [1.154] is unchanged for any degree of relaxation of the 
structure because the structural relaxation may change the number 
of atoms taking part in the viscous flow process but does not affect 
the nature of the process.

An important result  directly related to the microfracture 
mechanism of amorphous alloys has been obtained in [1.155]. 
It  was shown that the fracture surface of Fe84B16 alloy after 
inhomogeneous plastic deformation in the column of the electronic 
Auger spectrometer is characterised by the formation of segregations 
of interstitial elements in the areas of localisation of deformation 
(in the ‘veins’). The concentration of the atoms of boron, carbon 
and oxygen in the regions of the ‘veins’ is considerably higher than 
the concentration of these elements in any other area of the fracture 
surface. Correspondingly, the regions, distributed approximately                                                        
1 µm from the centre of the ‘vein’ but outside its limits are 
depleted in the atoms of these elements. The nature of the observed 
segregation effects is evidently associated with the local decrease of 
viscosity in the shear bands and, correspondingly, with the effective 
diffusion displacement of the atoms–metalloids in the area with the 
excessive removal from the regions adjacent to the shear bands. 
Since the fracture of the alloy takes place, as shown previously, at 
the shear bands, and the ‘veins’ formed on the fracture surface are 
areas of the strongest localisation of slip, it is not surprising that 
the ‘veins’ draw into themselves the atoms of the elements with the 
highest mobility. To some sense, the analysis of the local chemical 
composition of the ‘veins can be used to explain the nature of the 

70



Amorphous Metallic Materials

structural and chemical changes in the shear bands in the process of 
inhomogeneous plastic deformation.

Unfortunately, at the moment it is not possible to discuss the 
question why the amorphous alloys show the ductile–brittle transition 
at low temperatures and other alloys do not. In all likelihood, we 
should use the classic considerations of A.F. Ioffe according to 
which at low temperatures the stress of the start of the plastic flow 
indicating the strong temperature dependence in amorphous alloys 
(section 1.3) becomes higher than the brittle separation stress. This 
results in the ductile–brittle transition. In the alloys in which the 
brittle separation stress is high or the temperature dependence of σT 
is weak because σT does not exceed the brittle separation stress to 
the lowest temperatures, the ductile–brittle transition is not detected. 
Further investigations should provide the actual physical meaning to 
this phenomenological model.

In [1.156] investigations were carried out on iron-based alloys to 
obtain the values of the critical temperature in the range 180–230 K 
in dependence on the specific chemical composition and, in particular, 
the nickel content. At the same time, there are alloys which do not 
undergo the ductile–brittle transition at low temperatures: complete 
embrittlement of the Fe40Ni38Mo4B18 alloy was not detected up to                  
77 K [1.158]. In [1.157] it is assumed that the controlling factor 
in the absence of the ductile–brittle transition temperature in the 
amorphous alloy is the high nickel content in comparison with the 
content of the metalloid atoms, and in [1.158] – the presence of 
disclination elements in the structure of the alloy.

In [1.157] it is reported that it is rational to define two ductile–
brittle transition temperatures: Tbr1 – the minimum temperature 
resulting in the occurrence of macroplastic deformation, and                     
Tbr2 ≈ 0.7 Tcryst (Tcryst is the crystallisation temperature) resulting in a 
large increase of the ductility as a result of the change of the plastic 
deformation mechanism from inhomogeneous to homogeneous. In 
principle, Tbr2 coincides with the equicohesion temperature Te (see 
section 1.1). However, it should be mentioned that if the point Tbr1 
is in fact the temperature of the ductile–brittle transition, then the 
point Tbr2 has a less clear physical meaning because the large increase 
of the ductility in transition through this temperature is recorded 
only in the uniaxial tensile test and, for example, this jump is not 
detected in bending. Nevertheless, the nature of rupture in the ductile 
homogeneous plastic flow differs from that in the inhomogeneous 
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flow and, therefore, it may be assumed that the fracture mechanism 
changes at the point Tbr2= Te.

The amorphous alloys are characterised by very high sensitivity to 
the embrittling effect of hydrogen and liquid media [1.159, 1.160]. 
The determination of the effect of hydrogen and deuterium on the 
structure and properties of the amorphous alloys has been the subject 
of a number of studies of the authors [1.161–1.165]. The results 
show a decrease of the elastic properties after hydrogen charging 
of the amorphous metallic alloys based on cobalt and iron and the 
subsequent recovery of these properties during holding at 295 K 
[1.162]. In the Finemet amorphous alloys, hydrogen saturation for 
~10 min results in the maximum deformation determined by the 
loss of the elastic properties [1.163]. The charging time longer than 
40 min results in the fracture of the amorphous alloys. The results 
also show that the nature of deformation of the amorphous alloys 
in hydrogen charging and subsequent holding in air depend strongly 
on the natural ageing time (the time passed after preparation). 
Consequently, it may be assumed that two effects are detected 
in the hydrogen saturation of the freshly quenched alloys: 1) the 
reversible loss of shape; 2) the relaxation of quenching stresses and 
of the free volume. The large variety of the observed deformation 
effects in the alloys based on iron, nickel and cobalt is explained 
by the amorphising effect of hydrogen (deuterium) on the matrix. 
Consequently, the shear modulus decreases dramatically and the 
topological and compositional short-range orders change [1.163].

1.3.5. Temper brittleness

In temper brittleness on reaching a specific preliminary annealing 
temperature Tbr within the limits of stability of the amorphous state 
(Tbr < Tcryst) the amorphous alloys become completely or partially 
brittle at room temperature. This phenomenon of the loss of plasticity 
of the amorphous alloys is not only of scientific but also considerable 
practical interest. In particular, this phenomenon greatly restricts the 
temperature range of heat treatment of the industrial alloys which, 
for example, in the case of the magnetically soft amorphous alloys 
should include the temperature range close to Tcryst.

Figure 1.32 shows the typical curves of embrittlement obtained 
as a result of the mechanical bend test at room temperature for the 
Fe–B amorphous alloy annealed at different temperatures [1.74]. It 
may be seen that catastrophic embrittlement occurs in a very narrow  
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annealing temperature range where the value of the parameter ε f 
(ductility in the bend test described in detail in section 1.2.1) changes 
from unity to almost 0. Consequently, it is justified to take into 
account the critical embrittling annealing temperature Tbr, and the 
accurate value of this temperature corresponds to halving of the value 
of εf in relation to the initial value. 

More accurate measurements show [1.112] that the ductility 
of the ribbon of the amorphous alloy after such a large jump 
remains low but differs from zero, and there is a second stage 
of the jump-like reduction of ductility at a higher preliminary 
annealing temperature. Figure 1.33 shows the standard curve for 
the Fe40Ni40P14B6 amorphous alloy where the value εf is plotted on 

Fig. 1.32. Dependence of the ductility parameter εf on the preliminary annealing 
temperature in vacuum for Fe–B (a) and Fe–B–Ce (b) alloys: 1) annealing time 
6 h; 2) annealing time 1 h; 3 – the δ(T) dependence defining the equicohesion 
temperature Te.

Fig. 1.33. Dependence of preliminary 
annealing (semi-logarithmic scale) 
for the Fe40Ni40P14B6 alloy (annealing 
time 0.25 h).
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the logarithmic scale. Consequently, the two-stage nature of the 
embrittlement process in annealing can be recorded more accurately. 
However, it should be borne in mind that the significance of the first 
low-temperature embrittlement stage in which ε f decreases from 1.0 
to 0.1 is considerably greater and the significance of the second 
high-temperature stage in which εf changes within a few hundredths. 
Temperature Tbr will be represented by the annealing temperature 
resulting in the low-temperature considerably greater embrittlement 
shown in Fig. 1.32.

Summing up the experimental results of this phenomenon, it is 
important to mention the following main relationships of the temper 
brittleness of the amorphous alloys:

1. Each amorphous alloy is characterised by the embrittlement 
temperature Tbr which often correlates with the crystallisation 
temperature in heating the amorphous alloy Tcryst. Figure 1.34 shows 
the concentration dependence of the values of Tbr and Tcryst in the 
Fe80–xNixSi6B14 alloy [1.74].

The experimental results show that the value Tbr of the amorphous 
alloys based on iron and cobalt decreases in alloying with chromium 
and molybdenum [1.165]. The simultaneous presence in the alloy 
of two types of metalloid atoms, characterised by the different 
characteristics of bonding with the iron atoms, also decreases 
Tbr. For example, this takes place in the Fe–B–Si, Fe–B–P and 
Fe–P–C systems [1.666]. The phosphorus-containing amorphous 
alloys embrittle at a considerably lower temperature than the boron-
containing alloys [1.114] and the simultaneous presence in the alloy 

Fig. 1.34. Dependence of the temper brittleness temperature Tbr (1) and crystallisation 
temperature Tcryst (2) of Fe80–xNixSi6B14 alloys on the nickel content; the arrows 
indicate the concentration ranges of existence of the BCC and FCC crystal phases 
which form during crystallisation of the amorphous alloy.

BCC                       FCC

Tcryst, 
oC

Tbr, 
oC

Ni, at. %
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of phosphorus and boron results in an even larger decrease of Tbr 
[1.167]. The value of Tbr slightly increases when boron is replaced 
by silicon or carbon in the Fe80–B20–xNx system (N = C, Si, P, Ce), 
and any replacement of boron by phosphorus or cerium decreases 
the value Tbr [1.166]. In the study [1.168] the authors reported the 
opposite effect of chemical composition on the Tbr in the Fe–Me–B 
and Ni–Me–B alloys (Me = Ti, Zr, Hf, Hb, Na). Consequently, it 
was concluded that the tendency for embrittlement increases with 
the increase of the binding force between the elements included in 
the composition of the amorphous alloys. It is important to note that 
the temper brittleness is typical not only of the amorphous alloys 
of the metal–metalloid type but also of the metal–metal amorphous 
alloys [1.169].

2. The temperature Tbr is the function of the logarithm of the 
embrittling annealing time and decreases with increase of this time 
at the rate which depends on the composition of the amorphous alloy.

For example, the Tbr temperature for the Fe82.5B17.5 amorphous alloy 
is 185°C at the annealing time of 6 h and 215°C at the annealing 
time of 1 h [1.74]. Undoubtedly, this confirms the thermal activation 
nature of embrittlement.

3. Brittleness is typical of some amorphous alloys in the initial 
condition; at the same time, there are alloys with the amorphous 
structure not showing any features of temper brittleness up to 
solidification (in most cases, these are amorphous alloys of the 
metal–metal type).

In reality, this means that the structural states typical of the 
amorphous alloy after embrittling annealing can form directly after 
melt quenching. However, this state may not form under any thermal 
effect which retain the amorphous state. It has been shown that the 
parameters of production in melt quenching (quenching rate, the 
superheating temperature of the melt) not only strongly influence 
the value of Tbr [1.113] but also in a number of cases determine the 
possibility of formation of the amorphous alloys in the initial ductile 
condition [1.170]. In this case, a decrease of quenching rate decreases 
the Tbr value of the amorphous alloys [1.171].

4. The value Tbr greatly decreases in alloying the surface alloys 
with surfactants. The experimental results show [1.172] that 
elements such as Te, Se or Sb have a strong embrittling effect on 
the amorphous alloys based on iron and nickel decreasing the value 
of Tbr even when applied in small quantities. In addition, Fig. 1.32 
shows the results of determination of Tbr using the εf(tann) dependence 
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for the Fe–B alloy [1.74]. Tbr greatly decreases when adding only 
0.01 at.% Ce – approximately by 50°C.

A very interesting problem is the presence or absence of changes 
in the nature of the local plastic flow at room temperature with 
increase of the preliminary annealing temperature. The experimental 
results show [1.74] that after different heat treatment conditions, the 
density of the shear bands and their average length in the uniaxial 
tensile test or bending do not change significantly. In particular, 
there are no changes in the distribution parameters and geometry of 
the bands after heat treatment in the range of Tbr. The average local 
thickness of the shear bands also does not change in the temperature 
range corresponding to the formation of temper brittleness.

The structural relaxation stage, preceding temper brittleness, also 
did not cause any changes in the fractographic special features. A 
characteristic feature is the combination of the regions of almost 
smooth cleavage with the river-like pattern, formed by a system of 
veins. The only significant difference in the fractographic features 
after annealing at temperatures close to Tbr is the appearance of 
micropores in the alloys in which they are not detected in the initial 
condition, and the increase of the density of the micropores in the 
amorphous alloys in which they were already detected in the initial 
condition. After annealing, leading to embrittlement, the mechanism 
of nucleation and growth of the cracks changes qualitatively. Electron 
microscopic studies show [1.74] that in this case the cracks nucleated 
at the micropores and the number and size of the latter greatly 
increased as a result of thermal effects. In front of each crack formed 
at the pores there is a distinctive region of the local plastic flow 
(Fig. 1.35)

This again confirms the previously made conclusions according 
to which the susceptibility to plastic flow in the amorphous matrix 
is still very high, and the cleavage cracks are in fact quasi-brittle 
cracks regardless of the macroscopic brittle nature of fracture. The 
micropores in the amorphous matrix are not only the source of 
microcracks but also facilitate their further propagation determining 
in a number of cases the trajectory of propagation of the main crack 
(Fig. 1.35).

If we are discussing the changes in the structure of the amorphous 
alloys in the stage in which embrittlement takes place, no changes 
were observed in this structure by means of direct diffraction methods 
[1.173]. Changes in the amorphous structure are not recorded by the 
radial distribution function correlation functions nor by electron 
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Fig. 1.35. Nucleation (a) and propagation (b) of cracks at the submicropores in the 
Fe–B alloy; dark field (a) and bright field (b) images, produced by the TEM method.

microscopic images in the regime of formation of amplitude or phase 
contrast. Only the method of small-angle X-ray scattering detects 
a significant shift in the distribution and average size of the free 
volume regions [1.174]. As shown by dilatometric experiments, the 
value Tbr corresponds with the temperature range of the most active 
course of the processes of densening of the amorphous matrix as a 
result of the annihilation of the excess free volume.

In [1.175] it is reported that the brittleness in annealing of the 
Fe27Ni53P14B6 alloy is observed in the temperature range characterised 
by the most marked change of electrical resistivity and Curie 
temperature. Consequently, it may be concluded that the brittleness 
is associated with the formation of a more stable short-range order 
structure in the amorphous matrix.

Two groups of models have been proposed to explain the nature 
of temper brittleness of the amorphous alloys:

1. The ‘segregation’ model [1.81] which explains the brittleness 
by the formation of segregations of the atoms–metalloids in certain 
areas of the amorphous matrix.

2. The ‘crystalline’ model [1.176] which links the brittleness with 
the formation in the amorphous matrix of a distinctive short-range 
order or crystalline phases of a specific type.

Each model is based on a specific set of indirect experimental data 
but cannot explain a number of experimental factors confirming the 
alternative model or not fitting in any of these models. For example, 
the ‘segregation’ model contradicts the data for the large decrease 
of the values of Tbr when adding small quantities of surfactants. In 
most cases, the conclusions on the realisation of a specific model 

0.2 µm 0.5 µm

a                                        b
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are ‘structureless’. They were proposed not on the basis of details 
structural investigations of the relationships of plastic flow in fracture 
in transition through Tbr and were proposed mostly on the basis of 
examination of a number of external effects on this characteristic 
and subsequent, not always justified conclusions according to which 
the temper brittleness is associated with the structural relaxation 
processes in the amorphous structure. This is also indicated by the 
agreement of the temperature ranges of structural relaxation and 
the occurrence of temper brittleness observed in the studies (on 
alloys of the Fe–B, Fe–P, Fe–Ni–P, Fe–Ni– P–B systems) and also 
similar values of the activation energy of structural relaxation and 
embrittlement (for the Fe40Ni40P14B6 alloy). However, none of the 
studies propose in this case a specific mechanism according to which 
to structural relaxation could lead to extensive embrittlement from 
the viewpoint of the physics of plastic deformation and fracture.

Taking into account the general considerations on the nature of 
the brittle state, it is important to note two possible processes which 
may lead to the loss of macroplastic ductility of the amorphous alloys 
as a result of the thermal effects: 1. Decrease of the susceptibility to 
the plastic flow, and 2. Easier process of formation and subsequent 
propagation of the cracks. As already mentioned previously, the 
susceptibility to plastic shape changes in the amorphous alloys 
remains almost unchanged after annealing at temperatures higher 
than Tbr. In particular, this results from the fact that the value of the 
parameter δ, characterising the capacity of the amorphous matrix for 
the plastic flow after such heat treatment is close to the appropriate 
value for the alloy in the initial condition and does not undergo any 
significant changes in the range of Tbr (Fig. 1.36).

To explain the nature of the processes forming the basis of the 
mechanics of fracture of amorphous alloys and playing a significant 
role in the appearance of tempered brittleness, an important 
contribution was provided in the studies of Kimura and Masumoto 
[1.178, 1.179]. The ductile–brittle transition in annealing is explained 
by the decrease of the microfracture stress below the maximum value 
of the yield limit in the longitudinal direction. Consequently, using 
the fracture criterion proposed by Kimura and Masumoto, it may 
also be concluded that the temper brittleness is associated with the 
more favourable conditions for the fracture process and not with the 
inhibition of the plastic flow process. In this case, the characteristic 
of the mechanical behaviour of the system such as the microfracture 
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Fig. 1.36. The effect of microalloying 
with surfactants on the dependence of 
ductility of the room temperature on 
the preliminary annealing temperature 
for six hours of the Fe83B17 alloy: 
1) no addition; 2) addition of Sb; 
3) addition of Nb.

stress becomes the most important physical parameter characterising 
the brittle fracture susceptibility of the amorphous alloys.

It is also important to note that the microfracture stress is a 
structure-sensitive characteristic of the material and tends to decrease 
rapidly under the thermal effects leading to temper brittleness. What 
are the structural reasons for the large decrease of the microfracture 
stress in annealing of the amorphous alloys?

All the previously mentioned experimental data and also the 
above-mentioned thermal activation nature of the temper brittleness 
can be used to make an unambiguous conclusion on the relaxation 
nature of this phenomenon. As shown is section 1.1, the structural 
relaxation of the amorphous alloys is itself a very complicated 
phenomenon, including several processes which are in close 
relationship and take place with greatly different rates in different 
temperature ranges. It is necessary to clarify which structural 
relaxation processes lead to a change of the fracture mechanism 
and, correspondingly, to a large decrease of the microfracture stress 
under specific thermal effects.

A number of experimental factors will now be discussed: 
1. Tbr coincides with the temperature range of the most active 

occurrence of the processes of densening of the amorphous matrix 
as a result of the annihilation of the excess free volume (Fig. 1.37)

2. The increase during structural relaxation of the number 
and dimensions of the micropores recorded by the microscopic 
examination methods (Fig. 1.35);

3. The appearance in the temper brittleness stage of a high rate 
of crack formation at the micropores (Fig. 1.38).
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4. A large decrease of Tbr when adding to the amorphous alloys 
atoms of tin, antimony or cerium resulting in the qualitative change 
of the microfracture mechanism as a result of the effect on the 
effective surface energy of the cracks nucleated and propagating in 
the material (see section 1.2.4).

5. The amorphous alloys produced by spraying and characterised 
by higher porosity have considerably lower values of Tbr in 

Fig. 1.37. Comparison of the dependences Δl/T and εf (tann) for the Fe–Ni–P alloy. 
[1.74]./

Fig. 1.38. Fracture surface of the Fe–B amorphous alloy annealed at temperatures 
higher than Tbr (scanning electron microscopy in reflected electrons).
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comparison with the alloys produced by the melt quenching methods 
(1.180);

6. The production parameters of the alloys in melt quenching 
have a significant effect on both the ductility in the initial state 
and on the value of Tbr [1.171]. It is important to mention two 
circumstances: 1) as the quenching rate increases, the temperature 
of the most extensive compaction of the amorphous alloy increases; 
2) the temperature range of intensive compaction is always identical 
with the value of Tbr.

Obviously, all these results indicate that the controlling role in 
the temper brittleness phenomenon is played by the excess free 
volume and the nature of its evolution under the thermal effect on 
the amorphous structure. In [1.181] this approach was supplemented 
by the assumption of the development of zones enriched with the 
metalloid in the amorphous matrix. The formation of these zones 
should result, according to the author, in the formation in the 
amorphous matrix of a region in which the amount of the free volume 
is considerably smaller than the average value for the entire alloy 
and, in particular, they cause brittleness in annealing.

 Thus, the main mechanism of temper brittleness is the relaxation 
mechanism which, however, contains the elements of the segregation 
and crystalline models.

Taking into account the restrictions for the heat treatment of the 
amorphous alloys caused by temper brittleness, it is also interesting 
to apply this effect to the amorphous matrix which would reduce 
the rate of the process of coalescence of the micropores and would 
consequently increase the temperature threshold of embrittlement.

At the present time, these influences include the thermomechanical 
[1.182, 1.183], ultrasound [1.183, 1.184] and radiation [1.171] 
treatments. Thermomechanical treatment is based on the application 
of a constant load creating uniaxial elastic stresses at temperatures 
which are considerably lower than the glass transition point of the 
amorphous alloy but slightly higher than room temperature.

In [1.184] it was attempted to develop a mechanism of the 
ultrasonic effect which would enable to influence the thermal 
and time stability of relatively large volumes of the amorphous 
ribbon. The experimental results for the effect of ultrasound on the 
temperature Tbr for the Fe75Ni2B13Si10 alloy are presented in Fig. 
1.39. It may be seen that at ultrasound treatment of an amorphous 
ribbon moving at the given speed (vs = 1.3 · 10–4 m/s) using a flat 
oscillating end of the waveguide–emitter increases the embrittlement 
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temperature of the alloy in the entire investigated range of the 
amplitude of alternating stresses σ0 (curve 1). In this case, the 
dependence ΔTbr(σ0) has the form of a curve with a maximum of the 
value of ΔTbr at a specific value of σ0. The identical form is found 
for the dependence ΔTbr(vs) at a constant value σ0 = 45.7 MPa (curve 
2) in the conditions of ultrasound treatment of the amorphous ribbon 
using spheres [1.184].

In [1.171] experiments were carried out with the irradiation by 
thermal neutrons of the Fe40Ni40B20 amorphous alloy in the initial 
condition and after annealing above Tbr. The alloy was transferred 
to the brittle state. Figure 1.40 shows the change of the ductility 
parameter in bend testing εf in dependence on the strength of the 
neutron flux acting on the specimen (in annealing prior to radiation 
above Tbr). Starting with the flux of 2 · 1017 cm–2, the amorphous 
alloy is plasticised: the value of ε f increases to unity. This in 
fact is equivalent to the increase of Tbr because annealing at this 
temperature no longer causes rapid embrittlement. As in the case 
of the thermomechanical or ultrasound effect, there is the optimum 
value of the neutron flux increasing the ductility equal to 1017–1018 
cm–2. When the flux density of 1018 cm–2 is exceeded, embrittlement 
again takes place. Approximately at the same value of the neutron 

Fig. 1.39. The dependence of the increase of Tbr on the value of σ0/E (curve 1) and 
the speed of travel of the ribbon in the treatment zone vs (curve 2); 1) vs = 1.3 · 
10–4 m/s, 2) σ0/E = 0.286 [1.183].
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flux the initially ductile specimens not subjected to preliminary heat 
treatment are embrittled.

Therefore, temper brittleness is a structure-sensitive characteristic 
of the amorphous alloy and can be stimulated or depressed by 
exerting a corresponding effect on the regions of potential nucleation 
of quasi-brittle cracks in the amorphous matrix. This effect of stress 
annealing, ultrasound oscillations or irradiation with high-energy 
particles on Tbr is another confirmation of the relaxation nature of 
the temper brittleness of the amorphous alloys. In addition, this 
effect confirms the controlling role in embrittlement of micro-
discontinuities which are a direct consequence of the existence of 
the excess free volume in the amorphous alloys.

The thermal–time stability is positively influenced by the 
deposition of thin crystalline layers on the surface of the ribbon 
specimens of the amorphous alloys. In [1.185, 1.186] coatings of 
nickel, titanium and barium titanate were deposited by vacuum 
spraying in the pulse conditions equipment in the pulsed conditions in 
which the specimens could not be heated to temperatures higher than 
353–373 K. The coating thickness was ~100 nm. The experimental 
results show that the increase of the thermal and time stability of 
the mechanical properties of the amorphous alloys is influenced 
most extensively by the coating of chemical purity nickel increasing 
the temperature of the start of the ductile–brittle transition at low 
temperature annealing by a factor of 3–3.5.

Fig. 1.40. Change of the ductility parameter ε f in dependence on the dose of 
preliminary neutron irradiation N of the Fe40Ni40B20 alloy. The thickness of the 
ribbon specimens, µm; 1) 50; 2) 40; 3) 30; the alloy was annealed prior to radiation 
at temperatures higher than Tbr [1.171].

N, n · cm–2
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1.4. Magnetic properties

Recently, extensive studies have been carried out to investigate the 
magnetism of amorphous metals and alloys and special attention has 
been paid to the practical application of the amorphous magnetics. 
At the present time, the magnetically soft ribbon amorphous ferro- 
and ferrimagnetics are used. They are the alloys of transition metals 
with metalloids.

The actual possibility of existence of the amorphous ferro-
magnetics was reported for the first time by A.I. Gubanov in 1960 
[1.187]. The existence of ferromagnetism in the amorphous iron 
ribbon source described for the first time in 1964 [1.188]. Since 
then, the explanation of the fundamental reasons for magnetism in 
the amorphous alloys has been the subject of extensive investigations.

1.4.1. Ferromagnetism and ferrimagnetism of amorphous 
metals

The properties of the permanent magnets and magnetic cores, 
produced from crystalline metallic alloys and chemical compounds, 
are based on the ferromagnetism phenomenon. In particular, it 
should be noted that the source of magnetism is the existence 
of the magnetic moment formed as a result of the inherent spin 
moment of the pulse of the electron. The substances, capable of 
strong magnetisation which will be referred to as magnetics, can be 
divided into the so-called ferromagnetics and ferrimagnetics. In the 
ferromagnetics, all the magnetic moments of the atoms are parallel 
to each other, in the ferrimagnetics the magnetic moments of the 
atoms are antiparallel and have different magnitude because the total 
moment differs from zero. The main reason for the formation of the 
ferromagnetic state of spontaneous magnetisation in this substances 
is the internal structure of the atoms.

The ferromagnetism is detected in 3d-transitional metals (iron, 
cobalt, nickel), in gadolinium and in some other rare-earth metals, 
and also in alloys based on them and in intermetallic compounds. 
The ferrimagnetics are complex oxides, containing ferromagnetic 
elements. Since the above substances are crystalline, it could be 
assumed that for the parallel ordering of the magnetic moments we 
must have the irregular distribution of the atoms. However, in 1947 
A. Brenner [1.189] reported the ferromagnetism phenomenon in the 
Co–P amorphous ribbon, produced by electrolytic deposition. Later, 
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A.I. Gubanov [1.187] confirmed theoretically that the regularity 
and symmetry of the atomic configurations are not necessary for 
the ordering of the magnetic moments. This confirmed that the 
ferromagnetism may be observed not only in the crystals but also 
in the liquids and amorphous solids.

Figure 1.41 shows the simple case of the ferromagnetic state – 
the magnetic atoms are distributed without ordering in space but 
all the magnetic moments are arranged parallel to each other. It is 
characteristic that in this case the magnetic polarisation vector has 
a strictly fixed direction, and the spontaneous magnetisation tends 
to saturation.

Figure 1.42 shows another case: here the magnetic moments tend 
to reduce each other and the ferromagnetic state is not saturated.

However, since the angle between the magnetic moments is 
not equal to 180°, spontaneous magnetisation may take place. A 
similar magnetic state forms when in addition to the relatively 
weak volume interaction there is also magnetic anisotropy leading 
to the formation of disordering in the distribution of the magnetic 
moments of the atoms. In the amorphous state where there are local 
differences in the atomic configurations, the magnitude of magnetic 
anisotropy and its direction should also locally differ. Consequently, 
the parallelity between the magnetic moments, determined by the 
volume interaction, maybe partially disrupted and as a result of the 
competition of the ordering in disordering processes there may be 
spin configurations similar to those shown in Fig. 1.42. The presence 
of local magnetic anisotropy has only a flat effect on the magnitude 
of spontaneous magnetisation, and in this case the Curie temperature 
decreases [1.190, 1.191].

 Fig. 1.41. The simple amorphous ferromagnetic.
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In amorphous metals, there is another type of magnetic disordering 
observed in various crystalline materials such as oxides (ferrites) 
and, in particular, it is ferromagnetism. If the AA–BB interaction 
in the  amorphous alloy, containing two types of magnetic atoms, A 
and B, is positive, and the A–B interaction zone negative, we obtain 
the state in which the magnetic moments A and magnetic moments 
B are opposite to each other (Fig. 1.43).

When the magnetic moment B is greater than the magnetic moment 
A, or vice versa, spontaneous magnetism appears which is determined 
as ferrimagnetism. In Fig. 1.43, the magnetic moments A and B are 
anti-parallel, but the magnetic moments of the atoms of the same 
type can be disoriented under small angles and therefore, as in the 
case shown in Fig. 1.42, the local magnetic anisotropy may have a 
significant effect. Consequently, depending on the local oscillations 
of the direction of the magnetic moment, the ferrimagnetics, like 
the ferromagnetics, may be regarded as disordered ferrimagnetics 

Fig. 1.43. Amorphous ferrimagnetic.

Fig. 1.42. The disorderd amorphous ferromagnetic.
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or super ferrimagnetics [1.192]. As an example of the amorphous 
ferrimagnetics one can mention the amorphous ribbon alloys based 
on rare-earth metals (REM) with Fe and Co [1.193, 1.194] which 
are highly promising materials for application in magnetic recording 
devices.

The magnetic behaviour of these alloys is characterised by the 
so-called compensation effect, typical of ferrimagnetics in general 
[1.195].

In the compensation effect when the sum of the magnetic moments 
of the atoms of the type A and the sum of the magnetic moments 
of the atoms of the type B are equal to each other, spontaneous 
magnetisation completely disappears. Important factors here are the 
concentrations of the atoms A and B (the chemical composition of the 
alloy) and temperature. The composition of the alloy and temperature 
at which the compensation effect becomes evident are referred to 
as the compensation composition and compensation temperature, 
respectively. Varying the concentration of the atoms in the vicinity 
of the compensation composition, it is possible to regulate the 
magnitude of spontaneous magnetisation, including by making it 
sufficiently small. On the other hand, if there are large differences 
between the magnetic moments A and B, strong induced magnetic 
anisotropy may form. An important consequence in this case is the 
formation of the bubble domain structure in the amorphous magnetic 
thin films.

These considerations show that in the amorphous state charac-
terised by the absence of ordering in the distribution of the atoms 
there may be an ordered magnetic state in which the magnetic 
moments are more or less parallel. This is the reason for the 
formation in the amorphous state of the strong spontaneous 
magnetisation, i.e., ferro- and ferrimagnetism.

The (Fe, Co, Ni)–metalloid amorphous alloys are also characterised 
by ferromagnetism and are simple ferrimagnetics (Fig. 1.42).

Measuring the magnetisation along the axis in the direction of 
the length of the amorphous ribbon (the axis of the ribbon) we 
may detect the phenomenon of magnetic saturation in the hysteresis 
loop, exactly as in the conventional crystalline ferrimagnetics. This 
shows that the internal magnetisation in the amorphous metallic 
ribbons is divided into parts – magnetic domains. It is assumed 
that the magnetisation of the amorphous metals takes place by 
displacement of the boundaries of the magnetic domains and rotation 
of the spontaneous magnetisation vector.

87



Amorphous–Nanocrystalline Alloys

At  the start of the magnetisation process the magnitude of 
magnetisation increases in proportion to the strength of the external 
magnetic field, but with an increase of the strength of the field the 
magnetisation tends asymptotically to some maximum value because 
the asymptotic law of approach to saturation is also satisfied for 
the amorphous ferromagnetics. In the magnetically soft amorphous 
metallic ribbons, the magnetisation saturation is obtained at very high 
values of the strength of the external magnetic field (in many cases, 
these values equal (8–80) · 103 A/m). The magnitude of spontaneous 
magnetisation decreases with increase of temperature and at the Curie 
point (Tc) becomes equal to 0. In the development of the magnetic 
materials it is necessary to use those in which the spontaneous 
magnetisation Ms in the range from 0 K to room temperature at a 
high Curie temperature would be relatively high.

The magnetism carriers in the amorphous alloys are the atoms 
of the transitional metals – iron, cobalt, nickel or chromium, etc, 
and the atoms stabilising the amorphous state (the metalloids of the 
type of phosphorus, boron, carbon, silicon, germanium) are non-
magnetic. Therefore, the magnetic moment µ is determined only by 
the magnitude of the magnetic moment of the magnetic atoms of the 
metal µf and by their concentration c in the alloy:

µ = cµf,                               (1.44)

where µn is the magnetic moment of the metalloid atom, and its 
value is equal to 0.

When alloying the amorphous alloys with the transition non-
ferromagnetic metals such as manganese, chromium, vanadium, 
etc, the value of µf changes. When alloying iron with manganese, 
chromium or vanadium in the iron–metalloid amorphous alloys, 
the value of µ f decreases almost linearly with the increase of the 
concentration of the alloying element. The effect of the alloying 
elements on the value µ f increases in the sequence Mn, V, Cr, 
which differs from the crystalline alloys Fe–(Mn, Cr, V) of similar 
compositions.

It may be concluded that the amorphous metals are characterised 
by a ‘dilution’ of the ferromagnetism by the atoms of manganese, 
chromium and vanadium. In the cobalt-based alloys, µf decreases 
monotonically in alloying with chromium and vanadium, but when 
manganese is added µf initially increases and then starts to decrease 
only when the manganese concentration is greater than 0.1.
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The change of µf in the Ni–Mn alloys is similar. Consequently, 
using this analogy, it is possible to make several assumptions 
regarding the formation of amorphous ferromagnetism.

The Co–Mn alloys in comparison with other cobalt alloys show 
relatively strong magnetism. This is important from the viewpoint 
of practical application of these alloys.

In the Fe–Co and Fe–Ni alloys the differences in the Curie 
temperature may reach up to 100°C, depending on the type and 
concentration of the metalloid atoms, but the temperature Tc may 
be quite high. This reflects the nature of the exchange interactions 
between the magnetic moments of the atoms which are stronger 
between the atoms of different source than in the atoms of the same 
type. The strongest volume interaction is observed between the 
atoms of iron and cobalt. A short review of the reports for the Curie 
temperature of the amorphous alloys may be described as follows:

1) the Fe–Co alloys have a high Curie temperature;
2) at a low cobalt content of the Ni–Co alloys the temperature Tc 

is situated in the range of the climatic temperatures;
3) at a high iron content of the Fe–Co alloy, in addition to the 

increase of the magnetic moment there is also a decrease of the 
Curie temperature.

The amorphous metallic materials are characterised by high 
magnetic permittivity, and to understand this phenomenon it is 
necessary to consider the main relationships governing the  
magnetisation processes.

In the amorphous structure shown in Fig. 1.41 all the magnetic 
moments are parallel to each other, and the direction of the total 
magnetic moment in this case coincides with the direction of each 
magnetic moment. This is the ideal case in which neither the local 
changes of the short-range order, density or chemical composition  
nor any other deformation are taken into account. There is no 
magnetic anisotropy in this case. This situation never forms in the 
crystalline state. In addition, since the disordered amorphous phase 
is macroscopically homogeneous in the entire volume of the sample, 
the properties should also be homogeneous. The homogeneity of 
the structure is indicated mainly by the fact that in the amorphous 
state there are no defects which would prevent the displacement 
of the domain boundaries (usually ~10 nm thick), such as grain 
boundaries, pores, inclusions, etc. It may be expected that because 
of these features the amorphous ferromagnetics have extremely high 
magnetic permittivity. In the so-called zero ferromagnetics, having 
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Fig. 1.44. The distribution of magnetisation in the completely isotropic ferromagnetic 
[1.196] (Hex is magnetic anisotropy).

ideal magnetic anisotropy, the parallelity of magnetic moments is 
maintained only by the energy of bulk interaction, and the magnetic 
flux is closed inside the sample as a result of competition with 
magnetostatic energy. As indicated by the scheme in Fig, 1.44, in 
this case the direction of rotation of the magnetic moment in some 
parts of the sample is the same and this may lead to the formation 
of the so-called circular domain structure.

In crystalline substances in which the direction of the magnetic 
moment and of the easy magnetisation axis in different domains 
differ, the situation is completely different. Kittel [1.196] showed 
that in substances in which the magnetic anisotropy tends to zero, 
the width of the domain walls greatly increases and this may result 
in the formation of the domain structure similar to the circular 
structure. Actually, the circular domain structure is observed in, 
for example, permalloys but, as indicated by electron microscopic 
studies, the structure is highly local and has a characteristic fine 
structure [1.197]. In this case, since the magnetisation process takes 
place not by the movement of the circular domains and the domain 
boundaries do not travel to any large distances, the remagnetisation 
losses are reduced only to the classic losses through eddy currents 
which are localised in the region of the circular domain. This reduces 
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the total losses and is very important for the materials used as the 
cores of transformers.

Thus, the amorphous metals as magnetically soft materials are 
highly attractive. The high magnetic permittivity of the amorphous 
metals is most evident and, therefore, special attention has been paid 
to this property. For example, one can refer to the study [1.198] as 
one of the earliest studies (1967) concerned with AC magnetisation 
of the Fe80P12.5C7.5 alloy. Here, however, the coercive force was 
~240 A/m and, therefore, this alloy should not be qualified as a 
magnetically soft material. Later studies carried out on ribbons of 
amorphous alloys based on iron, nickel and cobalt, produced by melt 
quenching, determined the characteristics of the process of static 
magnetisation: on the Fe80P13C7 alloy [1.199] and then on the (Fe–
Ni)–P–B alloys [1.200]. In these materials the coercive force at the 
saturation induction of 1.0–1.3 T was 0.8–8 A/m and, therefore, these 
materials are promising as magnetically soft materials. Subsequently, 
even better characteristics were obtained for the Co70Fe5Si15B10 
[1.201–1.203] and CoFePB alloys [1.204, 1.205] characterised at 
the same time by almost zero magnetostriction. Since then, a large 
number of investigations have been carried out in this area.

Previously, it was assumed that since the amorphous alloys have 
the isotropic and magnetically homogeneous structure, they should 
be easily magnetised. This may be confirmed by the fact that the 
coercive force does not exceed 8 A/m. However, the amorphous 
ferromagnetics may show anisotropy in magnetisation, i.e., the 
domain walls overcome the potential barrier during their movement. 
This indicates that the amorphous metallic ribbons are not always 
in the ideal homogeneous magnetic state. The magnetic anisotropy 
of the amorphous alloys as a consequence of the inhomogeneity 
of their magnetic state does not fail completely in heat treatment 
but nevertheless rapidly decreases as a result of the processes of 
structural relaxation and, consequently, the amorphous alloys become 
considerably magnetically softer. The possibility of improving the 
magnetic properties of the amorphous alloys is now a stimulus for 
the development of new chemical compositions and improvement 
of the methods of production and the heat treatment conditions. 
The search for the optimum compositions and the conditions of 
improving the magnetic properties supports in the final analysis 
better understanding of the physics of processes of magnetisation 
of the amorphous ferromagnetics.
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1.4.2. Magnetically elastic phenomena in amorphous                       
alloys

Magnetoelastic damping, the ΔE-effect and other phenomena, relating 
to magnetically soft properties, have been attracting the attention of 
researchers for many years both from the theoretical and practical 
viewpoint [1.206]. Recently, the interest in these phenomena has 
become even stronger as a result of the investigation of amorphous 
ferromagnetics where they are far more efficient in comparison 
with the crystals [1.207, 1.208]. For example, the magnitude of the 
ΔE-effect in some amorphous alloys may reach several hundreds of 
percent [1.209]. The magnetoelastic properties are determined by 
the effect of the magnetic order on the elastic characteristics and are 
associated with the existence of the magnetostriction effect. Although 
the magnetostriction is a second order effect in the magnetism theory, 
in the case of the amorphous metallic alloys which are anomalously 
magnetically soft the effects are in many cases considerably more 
important than the magnetic and elastic defects of the first order.

The magnetostriction is the most important parameter of the 
ferromagnetics and is interesting both from the viewpoint of the 
physics of the magnetic state and practical application. The data on 
the magnetostriction of the amorphous metallic alloys are essential 
for solving fundamental problems of the magnetism of disordered 
structures and provide direct information on the nature of the orbitals 
of the magnetic electrons.

In spontaneous appearance of the magnetic order below the Curie 
point the ferromagnetic material changes its form and volume. The 
application of external mechanical stresses in this case results in 
the formation (in addition to the purely elastic deformation) of 
additional magnetostriction deformation, i.e., the total deformation 
εij is equal to:

,s m
ij ij ijε = ε + ε                             (1.45)

εsij are the deformation components of the ferromagnetic in the 
saturated magnetic field; εm

ij are the components of magnetostriction 
deformation.

Experimental investigations of many amorphous iron-based alloys 
show [1.210] that their magnetic effect, leading to the increase 
of volume with increase of spontaneous magnetisation Ms, may 
compensate or even exceed the conventional thermal expansion as a 
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result of the anharmonism of the oscillations of the atoms in a wide 
temperature range. For example, the thermal expansion coefficient 
of the Fe83B17 amorphous alloy in the temperature range 200–600 K 
is equal to 0, i.e., this alloy is a typical Invar alloy. Analysis of the 
experimental results for the Fe–B, Fe–P, Co–B and other amorphous 
alloys shows [1.211] that the zero coefficient of thermal expansion is 
determined by the effective number of electrons which is estimated 
using the charge transfer model as follows

eff TM
1 ,

1 i i
i

i

n n x q
x

= +
+ ∑                      (1.46)

where nTM is the number of 3d + 4s electrons for each transition 
metal, xi is the concentration of the i-th metalloid, qi is the number 
of donor electrons of the i-th metalloid. For B, Si and P, the value 
qi is equal to 1, 2 3, respectively. For the above alloys, irrespective 
of the type of metalloid, the Invar type alloys are characterised by                                                                                              
neff = 8.2. The same value of neff corresponds to the magnetic 
instability in the amorphous state and to the maximum value of the 
magnetic moment for the amorphous iron produced on the cooled 
substrate.

The change of the shape of the sample (deformation at constant 
volume) formed as a result  of the presence of the uniaxial 
anisotropy causes that the amorphous ferromagnetic has the linear 
magnetostriction λS.

The experimental values of λS for the majority of the investigated 
amorphous alloys based on Fe–Co and Fe–Ni at 20–25 at.% of 
the metalloids are in the range (–10 ÷ 45) · 10–6. Applications 
of electronic and electromagnetic devices require amorphous 
alloys in the form of thin films and foils or with a high value of 
magnetostriction or with a negligible magnetostriction (close to 
0). For example, for sensors of various types and magnetically 
elastic transducers we require the materials with a high value of 
λS. The highest value of λS, as in the crystalline state, is typical of 
the amorphous alloys based on rate-earth metals. For example, the 
amorphous alloys with the composition close to the composition 
Ti50Co50 [1.212] are characterised by giant magnetostriction                                
(λS ~2 · 10–4) in considerably smaller saturating fields (H  =                    
3–4 kOe) than those required for the crystall ine analogues                                                                                   
(H  > 100 kOe). It is assumed that the magnetostriction in the 
Tb–Co amorphous alloys is determined mainly by the process of 
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rotation of the magnetic moments of Tb which form a ‘fan’ in the 
zero magnetic field. The angle of exposure of the ‘fan’ is determined 
by the competition of local magnetic anisotropy and the effective 
field of the volume interaction. In the field H > 0 the magnetic 
moments of the Tb ions are oriented along the field and this results 
in the formation of magnetostriction deformation of the giant type. 
Further studies of the development of the conditions of production of 
amorphous alloys with the giant values of λS and studies explaining 
these phenomena are obviously very important.

The devices and systems working at high frequencies require 
amorphous alloys with the magnetostriction close to zero because 
the magnetoelastic effects impair the magnetically soft properties. In 
the initial stage of examinations of the amorphous alloys successes 
have been achieved with the production of amorphous alloys based 
on cobalt and iron with zero magnetostriction. Later, different types 
of the amorphous alloys based on cobalt were produced by spraying. 
These alloys contained non-magnetic elements Zr, Hf, Ti, Nb, Ta, 
W, Mo as glass forming elements. Alloys with positive or negative 
λS were produced. They also included the alloys Co85Nb7.5Ti7.5 and 
Co86Nb7Zr3.5Mo3.5Cr1.5 with zero magnetostriction [1.213, 1.214].

ΔE-effect in amorphous alloys
The presence of the magnetoelastic bond results in a change of the 
elasticity modulus which can be treated as a superposition of the 
individual contributions [1.215]:

E = Ep + Em,                       (1.47)

where Ep is the ‘paramagnetic’ elasticity modulus produced by 
extrapolation of the dependence E(T) from the paramagnetic range; 
Em is the ‘magnetic’ contribution of the elasticity modulus which 
consists of three components:

Em =  ΔEa + ΔEω + ΔEλ                 (1.48)

here ΔEa and ΔEω are determined by the change of the binding forces 
in the magnetic ordering and of the volume contribution under the 
effect of the magnetic field, respectively, and ΔEλ characterises the 
change of the domain structure under the effect of external stresses. 

Investigations of the ΔE-effects in the ferromagnetics show that 
the main contribution to the change of the elasticity modulus in the 
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amorphous metallic alloys based on the transition metals iron, cobalt 
and nickel is associated with the change of the domain structure 
under the effect of external mechanical stresses.

Figure 1.45 shows the temperature dependence of the Young 
modulus E in the Fe82B18 amorphous alloys after isothermal annealing 
at T = 573 K for two hours [1.216].

The value E in the zero magnetic field is almost independent of 
temperature and, consequently, at temperatures lower than the Curie 
point this alloy is a typical Elinvar material. In the field H = 112 
kA/m at room temperature the value of E changes approximately by 
70% (curve 4) and this increase is due to the component ΔEa and also 
ΔEλ (component ΔEω ≈ 0). However, the accurate determination of 
the components ΔEa + ΔEλ is determined by the difference between 
Es (measured in the saturation magnetic field) and the elasticity 
modulus, determined by extrapolation from the paramagnetic state, 
is difficult because the Curie temperature of the amorphous alloys is 
close to Tbr. Consequently, the extrapolated curves are not determined 
accurately. Therefore, when studying the ΔE-effect in the amorphous 
alloys, attention is usually given to the component of the elasticity 
modulus, and the reasons for the formation of this component are 
closely linked with the existence of magnetostriction deformation εm.

Thus, on the basis of a large number of investigations it has been 
established that the iron-based alloys have excellent magnetically 
soft properties: low coercive force (0.5–1 A/m) and high saturation 
magnetisation, exceeding 1.4 T. Even higher characteristics were 

Fig. 1.45. Temperature dependence of the Young modulus of the Fe82B18 amorphous 
alloy in measurement in the magnetic field with a strength H (kA/m): 0 (1), 0.96 
(2), 1.36 (3) and 112 (4).

Pa
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obtained for the Co70Fe5Si15B10 alloys [1.217] and alloys of the              
Co–Fe–P–B system [1.218] with almost zero magnetoconstriction.

The magnetically soft properties of the amorphous alloys can 
be improved by relaxation annealing and annealing in a magnetic 
field. On the whole, the main characteristics of the magnetically soft 
amorphous alloys based on iron, cobalt and nickel are: high values 
of remanent induction and small losses in magnetic reversal; high 
values of magnetic permittivity at high (at a high iron content) or 
almost zero (at a high cobalt content) magnetostriction. The magnetic 
properties can also be improved by adding alloying elements, and 
the values of magnetic permittivity may reach 120 000 [1.3].

The general characteristics of the amorphous alloys include the 
following:

– the amorphous alloys based on iron or characterised by high 
values of remanent induction and low magnetic reversal losses;

– the Fe–Co– Ni amorphous alloys with a high iron concentration 
are characterised by high values of magnetostriction and magnetic 
permittivity, and a high cobalt content results in the almost zero 
magnetostriction and high magnetic permittivity;

– the amorphous alloys with a high nickel content have a low 
Curie temperature and high magnetic permittivity;

The magnetic properties of the amorphous alloys can be improved 
by low-temperature annealing (which reduces the internal stresses 
formed after quenching), annealing in a magnetic field (for both 
magnetically soft and magnetically hard metallic glasses), etc.
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2

Nanocrystalline alloys 
Nanocrystalline materials are one of the groups of nanomaterials. 
Under the nanocrystalline materials it is customary to understand 
such materials in which the size of individual crystals or other 
structural elements does not exceed 100 nm in at least one 
measurement [2.1]. It should be borne in mind that an important 
condition for classifying any material as nanocrystalline is not only 
the presence in its structure of nanoscale structural elements, but 
also a significant influence on the properties of the material. The 
specificity of any dimensional effect (the nature of the dependence 
of any physicochemical characteristic on the effective size of the 
structural element) is largely associated with nature of the structural 
element – a crystal (in the case of nanocrystalline materials). For 
nanomaterials of various types, the size effect of a certain physico-
chemical or mechanical characteristic has often its own features.

2.1. Classification of nanocrystalline alloys

The famous specialist in the field of nanomaterials N. Gleiter in his 
works (for example, [2.2]) used the dimension criterion in one of 
the classifications of nanomaterials. So he suggests to allocate only 
three classes of nanomaterials: nanoparticles; nanolayers, films and 
near-surface structures; bulk nanostructured materials.

In this chapter, special attention is paid to bulk nanostructured 
(nanocrystalline) materials, their production methods, structure and 
properties.

A wide interest in nanocrystalline materials arose in the middle 
of the eighties in connection with the work of N. Gleiter and his 
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colleagues who first drew attention to the increase in the role of 
interfaces  and, especially, of border regions with a decrease in 
grain size [2.2].

The structural characteristics of the main types of nanocrystalline 
materials are shown in the diagram (Fig. 2.1) proposed by N. Gleiter.
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Nanocrystalline Alloys

This classification takes into account the composition, distribution 
and form of structural components, and also includes structures 
obtained by a variety of methods [2.2]. As can be seen, there are 
four types of chemical composition and distribution of structural 
components (single-phase, statistical multiphase compositions with 
identical and non-identical interfaces and matrix compositions) 
and three categories of structure forms (laminated, columnar and 
containing equiaxial inclusions).

In fact, the variety of structural types may be wider due to mixed 
variants, the presence of porosity, polymer matrices, etc. The most 
common are single-phase and multiphase matrix and statistical 
objects, columnar and multilayer structures.

2.2. Methods for obtaining bulk nanocrystalline materials

To obtain bulk nanocrystalline materials, various methods can be used 
which are expediently divided into three large groups in accordance 
with the initial aggregate state from which they are formed: from 
solid, liquid or gaseous.

The most common methods for obtaining bulk nanostructured 
materials are the following [2.1]:

– compacting of powders (cold and hot pressing, high-temperature 
sintering, electrosintering, hot extrusion, etc.);

– controlled crystallisation of the amorphous state;
– severe plastic deformation;
– film technologies (chemical deposition, physical deposition, 

electrodeposition, sol–gel precipitation, etc.);
– controlled polymerization, copolymerization and self-assembly;
– bionanotechnology;

     –  intensive irradiation with a flux of high-energy particles

Technologically, methods for obtaining bulk nanocrystalline 
materials can be subdivided into methods of powder metallurgy 
followed by consolidation (compaction), methods of severe plastic 
deformation, methods of controlled nanocrystallisation of an 
amorphous state, and methods associated with chemical technologies. 
Let us briefly consider the main of these methods.

1. Consolidation (compacting) of nanopowders
Among the parameters that largely affect the degree of compaction 
of nanopowders, the following are most important: the average size 
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and shape of nanoparticles, the content of impurities, the state of the 
surface and the method of compaction. To obtain bulk nanocrystalline 
materials, the methods of compacting at room temperature are 
used mainly, followed by sintering at an elevated temperature. For 
pressing nanopowders, uniaxial pressing is most often used, either 
static, or dynamic, or vibrational. High-density and homogeneous 
nanocrystalline materials are processed by uniform (isostatic) 
pressing: hydrostatic, gas-static or quasi-hydrostatic.

The use of quasi-hydrostatic pressing makes it possible to 
increase the density of compacts in comparison with uniaxial 
pressing. At the same level of pressing pressure, a decrease in the 
size of nanoparticles leads to a decrease in the density of compacts. 
Therefore, it is not possible to obtain bulk nanocrystalline materials 
with a density above 70% of the theoretical density by known 
methods. The method of dynamic magnetic-pulse pressing makes 
it possible to substantially increase the density of nanocrystalline 
materials. Unlike static methods, pulsed compression waves cause 
intense heating of the nanopowder due to rapid energy release 
during the friction of nanoparticles in the pressing process. If the 
particles are nanosized, then their warm-up time is noticeably less 
than the characteristic duration of the pulsed compression waves 
(1–10 μs). The parameters of this method are easy to control and 
manage. For example, aluminium nitride nanopowders are pressed 
by the magnetic-pulse method at a pressure of 2 GPa to a density 
of 95%. An increase in the uniformity of the density of compacts 
is also achieved when vibrational ultrasonic compacting is used. 
The application of the method of severe plastic deformation is 
also very effective. The compacting of copper nanopowders with 
an average particle size of 28 nm by shearing under high pressure 
results in a bulk nanocrystalline material with a grain size of 75 nm 
and a density of 98%. However, we see that none of the methods 
considered for consolidating nanopowders allow one to obtain bulk 
nanocrystalline materials without pores.

Sintering of a nanopowder at a relatively low temperature also 
does not make it possible to obtain a porous nanocrystalline material. 
The installation scheme is shown in Fig. 2.2. The use of high 
temperatures is not possible because of the rapid diffusion growth 
of nanoparticles with similar sintering. A promising way to produce 
defect-free bulk nanocrystalline materials is to sinter nanopowders 
under pressure. To obtain massive, uniformly dense compacts with a 
homogeneous structure, the methods of hot isostatic pressing (HIP) 

106



Nanocrystalline Alloys

Method Material
Nanopowder 
particle size,

µm

Material 
grain 

size, µm

Yield 
strength, 

MPa

Relative 
elongation, 

%

Micro-
hardness, 

GPa

HIP
Ni

6 25 440 36 1.0
0.06 1 545 7 2.6

Fe
40 55 350 41 0.9

0.04 1 460 1 2.3
HTGE Ni 0.06 0.1 700 15 3.0

and high-temperature gas extrusion (HTGE) have proved to be very 
useful. The latter consists in obtaining a compact by the hydrostatic 
method at room temperature and its preliminary heat treatment in 
hydrogen at low temperature and extrusion at elevated temperature. 
The data on mechanical properties and on the structure of bulk 
nanocrystalline materials obtained by these methods are presented 
in Table 2.1.

In order to preserve the nanocrystalline state in the consolidation 
of nanopowders, in addition to reducing the sintering temperature, 
it is quite effective to introduce alloying additives that hinder the 
intensive growth of grains. An example is the production of WC–Co 
nanocrystalline hard alloys.
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Fig. 2.2. Scheme of installation for sintering under pressure: 1 – input of inert gas; 
2 – shaping; 3 – anvil; 4 – heating element; 5 – gas outlet; 6 – working chamber; 
7 – thermocouple; 8 – punch; 9 – bellows; 10 – sealing gasket.

Table 2.1. Mechanical properties of compacts
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The nanopowder composition of tungsten carbide and cobalt 
is formed during the thermal decomposition of organometallic 
compounds. To inhibit the growth of grains and reduce the solubility 
of the tungsten carbide in cobalt, the non-stoichiometric vanadium 
carbide VC is added to the mixture in an amount of up to 1 wt%. 
The hard alloy obtained from this nanocrystalline composition is 
characterized by an optimal combination of high hardness and high 
strength. It has been established that each WC–Co composite grain 
having a size of about 75 μm consists of approximately 106 WC 
nanocrystals of less than 50 nm in size distributed in a cobalt matrix. 
An even finer-grained structure has an alloy containing, in addition 
to the tungsten carbide, 9.4 wt% Co, 0.8 wt% Cr3C2 and 0.4 wt% 
VC. The nanoalloy is much stronger and much more resistant to 
destruction compared to the conventional polycrystalline material.

2. Controlled nanocrystallisation of the amorphous state
The preparation of bulk nanocrystalline materials in this case is 
carried out in two stages: the preparation of amorphous alloys and 
then their nanocrystallisation by thermal treatment. The first part 
of the problem can be solved using the method of melt quenching, 
machining in a ball mill with subsequent consolidation and intensive 
plastic deformation. As discussed in Chapter 1, to obtain the 
amorphous state, the melt spinning method is used, consisting in 
injecting a melt jet under pressure into a rotating drum–cooler 
and solidifying it with a speed reaching 106 K/s in the form of 
a thin ribbon. The installation scheme for the implementation of 
the spinning method of the melt is presented in Chapter 1 (Fig. 
1.1).The production of nanocrystalline materials controlled by 
crystallisation has several advantages over other methods of obtaining 
nanocrystalline alloys (for example, compacting powders). Annealing 
leads to the formation of a nanocrystalline structure in all alloys that 
can be obtained in the amorphous state. In addition, the grain size can 
be easily changed within wide limits by varying the heat treatment 
parameters. In isothermal annealing, one of the most important 
factors determining the grain size is the annealing temperature. The 
annealing time is usually determined by the completion time of the 
transformation of the amorphous phase into a nanocrystalline phase. 
An important advantage of the crystallisation method is also the 
possibility of obtaining non-porous nanocrystalline materials with a 
homogeneous microstructure.
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3. The method of severe plastic deformation
When deforming ordinary materials with very high degrees of plastic 
deformation at relatively low temperatures (below (0.3–0.4)Tm, 
where Tm is the melting point), pore-free nanocrystalline states can 
be formed. This method is based on the principle of the formation 
of a highly fragmented and disoriented structure, obtained by very 
large deformations. To date, there are many methods that realize 
severe plastic deformation (SPD): high-pressure torsion distortion, 
equal-channel angular pressing, extrusion, mechanomelting, multiple 
deformation (cold rolling or drawing), shock wave deformation 
(created by explosion), deformation in the ball mill (attritors), 
magneto-impulse pressing, external friction.

Currently, three most commonly used methods of creating giant 
degrees of deformation are actively used: torsion under pressure in a 
Bridgman chamber (TPBC), equal-channel angular pressing (ECAP), 
and accumulated rolling.

In the first case, the sample is placed between two anvils, one of 
which rotates slowly while creating very high hydrostatic stresses 
(several GPa) (see Chapter 3).

The method of equal-channel angular pressing, realizing the 
deformation of massive samples by a simple shift, was developed by 
V.M. Segal. Equal-channel angular pressing (ECAP) is currently the 
most widely used method of SPD. A specimen of circular or square 
cross-section is pressed into the matrix through channels that are 
contiguous at a certain angle. Deformation occurs when the workpiece 
passes through the zone of their intersection, since the dimensions 
of the workpiece in the cross section do not change pressing can 
be carried out repeatedly in order to achieve exceptionally high 
degrees of deformation. In the process of repeatedly pressing in 
the workpiece, deformation by shear accumulates, which results in 
the formation of an ultrafine-grained structure in the material. If 
necessary, in the case of difficult to deform materials, deformation 
occurs at elevated temperatures.

In ECAP the direction and number of passes through the channels 
are very important for structure formation. The following ECAP 
schemes are most commonly used: the orientation of the workpiece 
remains unchanged with each pass; after each pass the workpiece 
rotates about its longitudinal axis by an angle of 90°; after each pass 
the workpiece rotates about its transverse axis by 180°.
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2.3. Structure

As already mentioned above, nanocrystalline (nanoscale) materials 
are understood to be materials in which the size of individual 
crystallites or phases constituting their structural basis does not 
exceed 100 nm in at least one dimension. This limit is quite arbitrary 
and dictated by considerations of convenience. But at the same time 
simple estimates show that, starting from these dimensions, the share 
of border regions with a disordered structure becomes more and more 
noticeable and amounts to several percent, and with an average size 
of nanocrystals of 8–10 nm it is 40–50%. On the other hand, the 
upper limit of the values ​​of the size of nanocrystals must correspond 
with the characteristic size for a given physical phenomenon (the size 
of the dislocation loop, the mean free path of electrons, the size of 
the magnetic domain, etc.). It is quite understandable that the limiting 
values ​​of the size of nanocrystals for different physical properties and 
for different metals, solid solutions and compounds will be unequal. 
Hence the conventionality of the above value of 100 nm.

The structural characteristics of the main types of nanocrystalline 
materials were considered in section 2.1 of this book and are shown 
in the diagram (Fig. 2.1). Let us clarify here that there are four types 
of chemical composition and distribution of structural components 
(single-phase, statistical multiphase compositions with identical 
and non-identical interfaces, and matrix compositions) and three 
categories of structure forms (laminated, columnar and containing 
equiaxed inclusions).

The dimensions of the structural elements of nanomaterials can be 
determined by electron microscopy methods in which a magnification 
of more than ×100 000 is achievable. However, the methods of 
electron microscopy are characterized by a rather high labour input 
and require expensive equipment.

Within each of the basic methods of obtaining nanocrystalline 
materials, the range of structural elements can be very diverse. Thus, 
for the method of controlled crystallisation from the amorphous state, 
three types of nanostructural states can be distinguished depending 
on the melt quenching conditions:

1. Complete realization of crystallisation directly in the process 
of melt quenching and the formation of single-phase or multiphase 
both conventional polycrystalline and nanostructures (type I).
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2. Crystallisation in the quenching process from the melt does 
not completely flow, and an amorphous–nanocrystalline structure 
(type II) is formed.

3. Quenching from the melt leads to the formation of an 
amorphous state which is transformed into a nanocrystalline state 
only with subsequent thermal treatment (type III).

For each of the three types listed above, their morphological 
features and the specificity of thermal stability are characteristic. It 
is shown that the rate of cooling from the melt affects the transition 
from the microcrystalline state to the amorphous state, which is 
accompanied by a non-monotonic change in hardness the maximum 
of which occurs in type II of amorphous–nanocrystalline structures.

The structure of nanocrystalline materials, formed by the method 
of severe plastic deformation, has its own peculiarities. The main 
feature is the presence of a complex system of high-angle and small-
angle boundaries that have a complex non-equilibrium structure and 
are a source of very high elastic stresses. Another source of internal 
stresses are the triple and quadruple joints of grain boundaries. In 
the structure there are also disclination inconsistencies.

Dislocations in non-equilibrium grain boundaries and disclinations 
create long-range stress fields and cause the flow of processes that 
under ordinary conditions occur at higher temperatures – dynamic 
recrystallisation, phase transformations, and other phenomena. 
Strictly speaking, the structure formed after severe deformation in 
the vast majority of cases can not be attributed to nanocrystalline: 
grains rarely have a size less than 100 nm. At the same time, high 
strength properties in combination with sufficient ductility, obtained 
on aluminium, titanium, iron and their alloys, make it necessary to 
speak of severe plastic deformation (in particular, about the method 
of equal-channel angular pressing) as one of the most promising 
method of increasing the operational characteristics of steels and 
structural alloys.

For example, Fig. 2.3 shows a photograph of the microstructure 
of 10G2FT steel (0.1% C–1.12% Mn–0.08% V–0.07% Ti) obtained 
by transmission electron microscopy after severe plastic deformation 
by high-pressure torsion at a deformation temperature of up to 500 
C. Analysis of the image showed that the average grain size in this 
case is 85 nm.

At the same time, it is well known that a decrease in the size 
of crystallites and the appearance of microdistortions lead to 
broadening of the X-ray diffraction lines. Using various calculation 
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techniques, by approximating the shape of the x-ray reflections, 
for example, by a set of Gaussian or Lorentz functions, or a 
combination of them, one can obtain information on the dimensions 
of nanocrystallites, the microdeformation of the lattice, and the 
magnitude of the Debye–Waller factor. An analysis of the neutron 
data shows that the difference in the determination of the size of 
nanocrystals by different methods, including microscopic ones, can 
be quite significant, which, on the one hand, reflects the difference 
in methodological assumptions, and on the other – quite naturally, 
taking into account the anisotropy of growth and the non-identical 
conditions of measurement and averaging. Obtaining reliable 
information on the size of crystallites in nanocrystalline materials 
requires, as a rule, the use of 2–3 independent methods with a 
detailed discussion of the results obtained. Determination of the 
Debye–Waller factor has shown that practically for all investigated 
objects (Cu, Pd, Se, etc.), its increase is observed in the transition 
from ordinary coarse-grained objects to nanocrystalline ones; the 
background component also increases. All that has been noted can 
be attributed to the influence of border regions, the proportion of 
which increases with the decrease in the characteristic size, and the 
displacements of atoms from the equilibrium positions are larger 
than those for ordinary coarse-grained objects.

The nature of the interfaces in general and the boundaries of 
crystallites in particular with reference to nanocrystalline materials 
continues to be the subject of lively discussions. Thus, for example, 
the idea of ​​a ‘gas-like’ structure of the boundaries in nanocrystalline 
materials was put forward. This position is based on the results of 
the determination of the coordination number (i.e., the number of the 

Fig. 2.3. The microstructure of 10G2FT steel after severe plastic deformation by 
high-pressure torsion.

300 nm
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nearest neighbours) from diffuse scattering data for nanocrystalline 
palladium, on the results of a short-range study using EXAFS 
spectrometry, Mössbauer spectroscopy, etc. On the other hand, based 
on the results obtained by the method of high-resolution electron 
microscopy, it was suggested that there are no special differences 
in the structure of intercrystallite boundaries in nanocrystalline 
materials and conventional materials. When studying the structure 
of the boundaries in nanocrystalline materials obtained by severe 
plastic deformation, it was concluded that there are non-equilibrium 
boundaries with long-range stress fields and increased energy in 
connection with the high density of grain-boundary dislocations. 
With a decrease in the average grain size in nanocrystalline materials, 
the volume fraction of not only the border areas increases, but 
also to a much greater extent – triple joints of grains. This means 
that the triple joints of grains can have a determining effect on the 
properties of nanocrystalline materials. The presence of impurities in 
nanocrystalline metals, alloys and compounds, especially in the case 
of conventional powder technology, inevitably leaves its imprint on 
the nature of the interfaces.

In nanocrystalline materials based on silicon carbide and 
nitride and examined by high-resolution electron microscopy and 
analytical electron microscopy (energy-dispersive spectroscopy and 
characteristic energy loss spectroscopy), the presence of amorphous 
interlayers up to 1–2 nm in thickness (for a silicon nitride matrix) and 
up to 5–25 nm (for Si3N4–SiC interphase boundaries) was recorded. 
The change in Raman spectra was recorded for nanocrystalline 
titanium oxide, which is associated with the appearance of vacancies 
in the oxygen sublattice. The study of other oxide materials in the 
nanocrystalline state revealed the presence of both usual ‘crystalline’ 
(ZrO2 compacts) and ‘amorphous’ (NiO films) boundaries. Both these 
boundaries were observed in the samples of calcium hydroxyapatite. 
A similar situation occurs for tin oxide films, but the ‘crystal’ 
boundaries are predominant. The structure of the boundaries in the 
materials obtained by the controlled crystallisation of the amorphous 
state is also manifold. Concentration segregations are characteristic 
of the dendritic–cellular structure. In nanocrystalline materials 
obtained by controlled crystallisation from the amorphous phase, 
submicroscopes, prismatic dislocation loops of a vacancy nature, a 
wide spectrum of dislocation and disclination structures with different 
degrees of relaxation processes, as well as twin and semicoherent 
boundaries, misfit dislocations, etc. were found. A detailed study of 

113



Amorphous–Nanocrystalline Alloys

the structure of nanocrystalline palladium (grain size 14–15 nm) s 
howed that according to the data of EXAFS-spectrometry its structure 
turned out to be identical with the structure of ordinary palladium. 
The observed decrease in the value of the coordination number 
could be explained not only by the small grain size, but also by the 
possible vacancy disordering of the lattice. Thus, the technological 
background (the method of production) has a decisive influence on 
the structure of the interfaces in nanocrystalline materials, and it is 
still difficult to develop a unified concept of the boundary structure 
since the accumulated experimental information is far from complete. 
Many studies have been devoted to the interfaces in systems of the 
metal–oxide type (Cu–Al2O3, Nb–Al2O3, Nb–TiO2, etc.). In addition 
to revealing the fine details of coupling, an important result is the 
detection of a possible change in the electronic state of the elements 
at the interfaces. Thus, the existence of Cu+1 states for the Cu–Al2O3 
pair was noted. At the same time, no charge transfer was detected 
in the Cu–TiO2 vapour.

The question of linear structural defects in nanocrystalline 
materials is equally complex and not fully understood. On the one 
hand, the size of the crystallites in the latter often turns out to be 
smaller than the known characteristic dimension of the loop of the 
Frank–Read dislocation source, and the multiplication of dislocations 
by these sources turns out to be suppressed. In small particles and 
ultradisperse powders, dislocations, as a rule, are not observed. 
On the other hand, in nanocrystalline materials, especially those 
obtained with the use of deformation or representing heterophase 
compositions, the role of grain boundary dislocations and misfit 
dislocations is great and their presence and evolution represent the 
basis of most model representations. Theoretical considerations of the 
critical stability of dislocations in nanocrystals, taking into account 
the action of configuration forces (image forces reflecting the effect 
of interfaces and free surfaces) and friction forces of the lattice make 
it possible to estimate the characteristic size of a nanocrystal below 
which the probability of the existence of mobile dislocations within 
it decreases markedly.

Estimates for prismatic dislocation loops and linear edge 
dislocations lead to values ​​from 5 to 40 nm, depending on the nature 
of the nanocrystals.

Experimental studies of dislocations in nanocrystalline materials 
are not very numerous. They testify to the reasonableness of the 
above estimates. Twins and, correspondingly, twin boundaries 
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were also observed; the presence of nanopores at the boundaries 
was confirmed. Irradiation with an electron beam leads to a more 
ordered distribution of atoms at large-angle boundaries. Japanese 
researchers, studying by electron microscopy the boundaries in 
various consolidated nanoobjects (metals, metal–ceramic composites, 
oxides, fullerites), concluded that there are no special anomalies 
in the density of atoms at the boundaries. For metals (Pd, Ag), 
for example, the presence of boundaries characterized by low 
values ​​of the reciprocal density of nodes (Σ3 and Σ11), i.e. with a 
relatively small degree of misorientation, is noted. The presence of 
boundaries with high values ​​of Σ was observed in a small amount. 
The presence of Σ9 boundaries for consolidated palladium is noted, 
where small-angle boundaries and the presence of dislocations inside 
the crystallites, as well as twins and packing defects, have also been 
observed. The latter were not observed in the study of molybdenum 
samples in which crystallites situated at an angle of 9° were studied.

High-resolution electron microscopy was used to study grain 
boundaries in samples obtained by severe plastic deformation. The 
presence of an increased density of grain-boundary dislocations 
and significant elastic distortions of the crystal lattice was noted, 
which made it possible to draw a conclusion about the formation of 
non-equilibrium boundaries in nanocrystalline materials. Zones of 
compression and stretching are found in border areas with a width 
of 6-10 nm.

2.4. Physical and mechanical properties

The hardness, strength, plasticity, elasticity and other mechanical 
characteristics of solids have been studied very intensively for 
practically all types of materials, and especially for nanomaterials. 
Bearing in mind the high structural sensitivity of mechanical 
properties, the problem of attesting properties with respect to 
nanomaterials acquires special significance. Earlier, the main features 
of the structure of nanomaterials were described: a small amount 
of crystallites and, correspondingly, a large volume fraction of 
boundaries, border regions and triple joints of grains; a high level 
of internal stresses, the presence of impurities and other defects both 
inherent in nanocrystalline materials and introduced in the process 
of a very complex technology for their production.

The insufficient density of powder nanocrystalline materials with 
respect to their porosity was at the initial stage of research a source 
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of errors consisting in the fact that nanocrystalline materials are 
characterized by substantially lower values ​​of the elastic properties. 
More accurate measurements and taking into account porosity have 
shown that the modulus of normal elasticity for nanocrystalline 
materials (Cu, Pd, Fe, Ti) with a grain size of 4–100 nm does 
not practically differ from the values ​​typical for conventional 
polycrystalline samples. It is also shown that the decrease in the 
modulus of normal elasticity for copper subjected to severe plastic 
deformation is apparently associated with the appearance of a 
crystallographic deformation texture, rather than with a decrease 
in grain size. Nevertheless, the problem of the elastic properties of 
nanocrystalline materials with a very small grain size (<5 nm), when 
the fraction of atoms at the grain boundaries and in the boundary 
volumes is very high, continues to be relevant. Similar objects in a 
certain sense come close to amorphous materials for which elastic 
moduli are almost 50% lower than for crystalline analogs. In this 
regard, for nanocrystalline materials with a crystal size <4–5 nm, a 
significant decrease in the elastic characteristics can be expected. 
According to theoretical estimates performed by molecular dynamics 
methods, the decrease in Young’s moduli, shear and bulk elasticity 
for copper is approximately 25, 50 and 8%, respectively.

X-ray and electron microscopic studies show that the orientation 
of the grains of nanocrystals is usually close to statistical and does 
not reveal a clear tendency to form a crystallographic texture even 
after an extrusion operation to reduce the porosity of the nanocrystals. 
A noticeable texture arises only in the case when nanocrystalline 
materials are obtained by the method of severe plastic deformation 
of polycrystals with the usual size of the initial grain. This fact 
undoubtedly indicates that the role of dislocations in the plastic 
deformation of nanocrystals is negligible, since with a dislocation 
plastic flow, as a rule, a clear crystallographic texture is formed. In 
fact, as shown by electron microscopic studies, only a very small 
number of dislocations can be observed inside the nanograin. At the 
same time, very often they are stationary (sedentary) configurations. 
The low density of dislocations in nanocrystalline materials is 
associated with the existence of image forces that push out the 
mobile dislocations from the grains, especially the fine ones. This 
occurs in a manner similar to how a point charge is pushed out near 
the free surface of the conductor. In molecular dynamics calculations, 
i t  was shown that the appearance of individual dislocations 
in nanocrystalline materials is possible only with a crystal size                                                                                          
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> 9 nm, and the number of dislocations depends on the magnitude 
of the external pressure used to produce compacted nanocrystalline 
materials. This effect, of course, negates the role of mobile 
dislocations in the development of plastic deformation processes, 
even if it is assumed that new sources of mobile dislocations can be 
activated in nanocrystals when an external load is applied.

As is known, the grain boundaries are the most important element 
of the structure of nanocrystalline materials which determine their 
strength properties [2.5]. From the accumulated experimental data 
it follows that a decrease in the characteristic dimensions of an 
object or elements of its structure to less than 1 μm (at least in one 
of three dimensions) entails a significant change in its mechanical 
properties [2.6–2.10]. Even stronger dimensional effects arise when 
the structure parameters are reduced to less than 100 nm, and when 
they are reduced to less than 10 nm their character changes radically 
[2.10]. Elucidation of the laws and mechanisms of the nanostructure 
influence on the parameters of strength and plasticity is described in 
a large number of papers (for example, [2.11–2.13]).

Nanocrystalline materials have a low plasticity, which is due 
to the suppression of generation processes and the movement of 
dislocations due to the small grain size. The study of the phenomenon 
of superplasticity, which nanomaterials possess, is very important for 
practical application [2.14].

Due to the difficulties in making nanocrystalline samples for 
tensile testing, the hardness test was preferred; this test uses small 
samples of arbitrary shape.

2.4.1. Theoretical strength and theoretical hardness

Strength is the ability of a material to resist plastic deformation 
and destruction under the influence of external loads. Crystalline 
solids have the strength the value of which can not exceed the ideal 
strength. There are theoretical strengths for shearing and tearing off 
[2.15].

According to [2.16], there is a difference between the terms 
‘theoretical’ and ‘ideal’ strength.  Ideal  strength is  a stress 
corresponding to the destruction of an infinite perfect single crystal 
(an ideal crystal) at zero absolute temperature, the term ‘theoretical 
strength’ can be extended to systems with defects [2.17].

The theoretical shear strength was first calculated in 1926 by Ya.I. 
Frenkel’. Subsequently, the principles laid down in this calculation 
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were refined and supplemented by Mackenzie (1949). In all cases, the 
strength was calculated on the basis of the interaction of the atoms 
in the ideal crystal lattice of the metal. Ya.I. Frenkel’ calculated the 
theoretical strength of a crystal using a model that considers the shift 
of one plane relative to another [2.15, 2.18].

Based on this model, it was found that the maximum shear 
resistance is:

τtheor = Gb/2πh,                                           (2.1)

where G is the shear modulus, b is the distance between atoms in 
the plane, and h is the interplanar spacing.

For metals with a cubic lattice, τ theor ≈ G/2π. According to 
Mackenzie [2.15], the ideal shear strength is approximately G/30.

The theoretical peel strength was first estimated by Orowan in 
1949 for a defect-free solid [2.19]:

τtheor = (Eγ/a0)
1/2,                                        (2.2)

where E is the modulus of elasticity in the direction of tensile 
loading, γ is the surface energy of one interface formed during 
detachment, and a0 is the distance between the planes in the 
equilibrium state.

Orowan’s calculations were further clarified. For example, in 
[2.20], in order to calculate the ideal peel strength, a model is 
proposed that represents the general coupling field of the metal atom 
with the environment in the form of equivalent bonds along three 
orthogonal axes. The Morse potential was chosen, the parameters of 
which were found from the Young’s modulus of the metal and the 
coefficient of its thermal expansion. The obtained values ​​of ideal 
peel strength for 15 metals are in the range E/6–E/10.

The values ​​of the theoretical peel strength are much higher than 
the corresponding shear strengths. In the process of sliding, the bonds 
between atoms across the slip plane periodically resume when the 
next elementary slip event ends. No new surfaces are formed, except 
for the steps at the ends of the slip plane, so τtheor <  σtheor [2.15].

An analysis of the numerous results of estimating the value of the 
ideal strength of various materials to date shows that its values ​​are 
approximately in the range of E/5–E/30. The maximum achievable 
strength of the material can be limited by a certain limiting stress 
σtheor, at which shear or fracture nuclei form in an ideal crystal.
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Thus, the theoretical strength of a material is that level of 
stress upon which a transition occurs from the elastic displacement 
of individual atoms in its ideal crystal lattice to a rigid mutual 
displacement of two neighbouring atomic planes. There is a transition 
from elastic deformation of the material to plastic, carried out by 
the shearing mechanism.

With respect to loading by indentation, the value of theoretical 
strength can correspond to the theoretical hardness. In [2.21], S.A. 
Firstov and T.G. Rogul’ introduced the notion of theoretical hardness 
HVIT  – the maximum hardness of a material that can be achieved 
under the condition that the stress causing a plastic flow in the 
material under the indenter corresponds to the theoretical shear 
strength of this material. This characteristic is very important for 
assessing the extremely hardened state of materials and is:

*

IT
(1 ) ,

(1 )
E E vHV

v
β − β

= =
α + α                          (2.3)

where E* is the reduced Young modulus equal to E/(1+ν), ν is the 
Poisson coefficient, α is the proportionality coefficient between 
Young’s modulus and theoretical shear strength (α = E/τtheor) and β 
is the proportionality coefficient between HV and σy, (β = HV/σy).
The value of β is in the range 1.5–3.3, and the values ​​of α – in the 
range of 5–30.

2.4.2. The Hall–Petch relation and its anomaly

The most important element of the structure of nanocrystalline 
materials, determining their strength properties, are grain boundaries 
(GB). Influencing them, one can control the physical and mechanical 
characteristics of materials. As is known [2.22], the dependence of 
the yield point (hardness) on the grain size in polycrystalline metals 
and alloys obeys the Hall–Petch relation:

1/2
0 0( ) ( ) ,y yHV HV k D−σ = σ + ⋅

where σy is the yield point, HV is hardness, σ0 (HV0) is the plastic 
flow stress (hardness) in the grain body; ky is the proportionality 
coefficient characterizing the ‘transparency’ of the GBs, and D is 
the average grain size (Fig. 2.4).
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Reducing grain sizes in crystalline metals and alloys from 
conventional units of tens of micrometers to tens of nanometers 
should increase their strength by an order of magnitude, and if we 
extrapolate the dependence 1 to the maximum achievable grain sizes 
(see Fig. 2.4), we can achieve theoretical strength σ*

y, however, in 
reality the strength is increased 5–6 times. In this case, the brittleness 
increases and the thermal stability of nanocrystalline materials 
decreases.

The experimental results obtained on nanocrystals show that they 
are much stronger than coarse analogues. Nanophase Cu, Pd, and Ag 
with a grain size of 5 to 60 nm, obtained by compacting ultrafine 
powders, showed hardness values ​​of 2 to 5 times that of samples 
with a conventional grain size.

Moreover, the hardness of nanocrystalline copper exceeded the 
hardness of cold-rolled coarse-grained copper [2.5]. In the same 
paper it was shown that the hardness of such nanophase materials can 
increase after low-temperature annealing. As the analysis of a number 
of experiments demonstrates, a similar tendency is maintained for 
nanocrystalline materials obtained by other methods (condensation, 
sputtering, electrodeposition, etc.). Table 2.2 shows the values ​​of 
the hardness of nanocrystalline materials obtained by compacting. 
Attention is drawn to the fact that in the case of brittle materials 
(oxides, nitrides, carbides, intermetallics, etc.), there is no significant 
increase in hardness as compared to single-compnent alloys.

The best result is achieved for TiN, however, the hardening 
possibilities are far from being completely used, since in brittle 

Fig. 2.4. Dependence of yield stress on grain size in polycrystalline material; 1 – 
the Hall–Petch ratio; 2, 3 – experimental dependences in the region of violation of 
this ratio; σ*

y (HV*) – theoretical (ultimate) strength (hardness).

Hall–Petch      
relationship

D, nm
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Table 2.2. The hardness values ​​of some nanocrystalline materials obtained by 
compacting

nanocrystalline materials the grain size is usually larger than 20-
30 nm. Unfortunately, the difference in hardness values ​​rapidly 
disappears as the test temperature rises, and even after reaching               
300oC they practically coincide. In Ni3Al and NiAl intermetallics, 
a strength gain in the production of a grain of about 10 nm in size 
was also observed.

In a number of works it has been reported that hardness values ​​of 
more than 50 GPa have been obtained in a composite consisting of 
MenN particles (Me = Ti, W, V) smaller than 4 nm in the amorphous 
Si3Ni4 silicon nitride matrix. As the size of the nanoparticles 
decreases, a noticeable increase in hardness is found, in the limit 
corresponding to the hardness of the diamond.

A number of important studies were carried out on nanocrystals 
obtained by crystallisation from an amorphous state. Microhardness 
measurements of microhardness were carried out both for single-
component Se nanocrystals, and for single-phase (NiZr2) and 
multiphase (Ni–P, Fe–Si–Me systems). The general rule is that 
after the formation of nanocrystals in an amorphous matrix the 
microhardness always increases. In other words, the hardness of the 
nanocrystalline state is, with rare exceptions, higher than that of the 

Material Relative density Grain size, nm Hardness, GPa
Fe 0.94 15 8

Fe–63 vol.% TiN 0.92 12 13.5
Ni individual particles 17 5

Ni–64 vol.% TiN 0.97–0.98 10 13
Cu 0.98–0.99 5 2.3–2.5
Ti individual particles 12 5.7

Ag–76% MgO 2–50 2.5
Nb3Al 0.97 30 18–22
TiAl 0.99 20 6

ZrO2–0.25% Y2O3 0.985 180 14.2
SiC 0.9–0.95 200–400 22–26

WC–10 vol.% Co 1.0 200 19–20
TiN 0.98–0.99 30–50 28–30
BN 0.95–0.97 25 43–80

Diamond 0.93 20 25
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corresponding amorphous state. The summarized data are given in 
Table 2.3.

In more detailed consideration it turns out that the strengthening 
effect depends on the method used to change the grain size, in 
particular, there is a tendency to some softening of nanophase 
materials when measuring the hardness of those samples where the 
grain size was varied by subsequent annealing. Several studies have 
shown that when individual samples are annealed to increase the 
grain size, initial hardening and subsequent softening can occur. Such 
effects were observed in nanophase copper and palladium, TiAl and 
NiP. It was suggested that this is due to a decrease in the porosity of 
compacted nanocrystals, with the transition of grain boundaries from 
non-equilibrium to equilibrium configurations, with local structural 
relaxation.

In many experimental works [2.23-2.27] devoted to the study of 
the mechanical properties of nanocrystalline materials it was found 
that in the nanometer-sized grain-size range there are significant 
deviations from the Hall–Petch ratio (curve 1 in Fig. 2.4): in the 
region D < 30–50 nm noticeable deviations from the Hall–Petch 
relation begin.

The graphs of Figs. 2.5 c, d show the data for nanocrystals 
obtained by annealing the amorphous state of Fe73.5Cu1Nb3Si13.5B9 
[2.28], Fe81Si7B12 [2.29] and Fe5Co70Si15B10 [2.30]. The results for 
microhardness and yield stress for different sizes of nanograins 
(nanophases) D indicate that the Hall–Petch ratio is almost always 
satisfied if D > 10–20 nm. At smaller nanophase sizes, the Hall–
Petch ratio remains valid only for the Fe73.5Cu1Nb3Si13.5B9 alloy.

Table 2.3 Hardness values (GPa) of some nanocrystalline materials obtained by 
crystallisation of the amorphous state in comparison with the amorphous and 
coarse-crystalline state

Hardness, GPa
Nanostructured 

state Amorphous state ‘Coarse-
crystalline’ state

NiP 10.4 (9 nm) 6.5 11.3 (120 nm)
Se 0.98 (8 nm) 0.41 0.34 (25 nm)

Fe–Si–B 11.8 (25 nm) 7.7 6.2 (1 µm)
Fe–Cu–Si–B 9.8 (30 nm) 7.5 7.5 (250 nm)
Fe–Mo–Si–B 10.0 (45 nm) – 6.4 (200 nm)

NiZr 6.5 (19 nm) – 3.8 (100 nm)

Material
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Fig. 2.5. Dependence of hardness on the grain size of nanocrystals for various alloys 
[2.24].

For Fe–Cu–Si–B nanocrystals, the Hall–Petch ratio has the usual 
character up to the size of nanocrystals of 25 nm (Fig. 2.6). For 
the Fe–Mo–Si–B alloy, there is a critical grain size (47 nm), below 
which the character of the dependence becomes anomalous. A 
characteristic maximum on the dependence of microhardness on the 
grain size was also observed for the Ni–W nanocrystals produced by 
electrodeposition. Anomalous behavior of ceramic materials was also 
observed as the grain size decreased down to Dmin ≈ 1 μm.

Summarizing all the experimental data known to date, it can be 
stated that the hardness of metals and ceramic materials increases as 
the grain size passes into the nanophase region. However, the grain 
size to which hardening occurs depends on a number of factors, 
and its nature is not entirely clear. Usually, the Hall–Petch ratio is 
satisfied for a significant part of the investigated nanocrystals only 
up to a certain critical grain size, and at lower values reverse effects 
are observed: hardness (strength) decreases with decreasing nanograin 
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size. It is characteristic in this connection that the sample subjected 
to annealing to increase the grain size has a higher hardness value 
than the sample that had exactly the same grain size immediately 
after production.

2.4.3. Structural mechanisms of plastic deformation.

The researchers tried to explain the anomaly of the Hall–Petch ratio 
for nanocrystals [2.31, 2.32]. To describe the mechanical behaviour 
of nanocrystalline materials, several groups of models have been 
proposed.

Initially, the Hall–Petch relation was considered from the position 
of grain boundaries as barriers to the motion of dislocations, and the 
coefficient ky as a quantity determining the degree of ‘transparency’ 
of grain boundaries for dislocations. In the classical Cottrell theory, 
the dependence (1) in Fig. 2.4 linked the hardness (yield strength) to 
flat dislocation clusters near the grain boundary, which accumulated 
shear stresses to activate dislocation sources in the neighbouring 
grain. In dislocation models, in general, the processes of formation 
of dislocation clusters in nanograins [2.25] and the kinetics of 
dislocation structure development are considered [2.33].

In a number of works (for example, [2.34]) it is assumed that 
below a certain grain size in crystals the formation of flat dislocation 
clusters is limited, which should lead to softening. As mentioned 
above, there is a critical grain size Dcr, below which flat clusters are 
not formed. Such an approach can only explain the kink in the values 
of hardness by decreasing the grain size, but is unable to describe the 

Fig. 2.6. Dependence of hardness on grain size for nanocrystals obtained by 
crystallisation from the amorphous state.

D–1/2, nm–1/2
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inverse Hall–Petch dependence, which, as we have seen, is observed 
in a number of nanocrystalline materials. To explain this phenomenon, 
it was assumed in the work that annealing nanocrystalline materials 
leads to a relaxation of the intergranular structure and, accordingly, 
to a decrease in the excess grain-boundary energy, which causes 
an anomaly. A similar dislocation model based on the concept of 
planar clusters was proposed to explain the anomalous strength 
dependence for multilayer film materials, where the existence of 
maximum strength at certain thicknesses of individual layers was 
also observed, and then its decrease with decreasing thickness. In 
most cases, however, there is a smooth increase in strength (hardness) 
as the ‘wavelength’ of the modulation of the composition of the 
multilayer materials decreases. It should be emphasized that even in 
the case of two-component multilayer materials, the situation is much 
more complicated than in ‘ordinary’ nanocrystalline materials. The 
propagation of shear through the interphase boundary is influenced 
by such additional parameters as the degree of coherence of the 
interface, the processes of mutual diffusion of the components, and 
also the ratio of the elastic moduli of the components. A different 
combination of the aforementioned parameters may make it more 
difficult or easier to operate the dislocation sources as the thickness 
of the layers decreases and, consequently, determine the specific 
character of the strength characteristics.

A number of studies have been aimed at explaining the change in 
the value of the exponent at the D value in the Hall–Petch relation 
observed in a number of experiments. Thus, data [2.35] show that the 
change in yield strength or hardness with the grain size is described 
by a relationship for which the exponent n is not equal to the usual 
value –1/2, but varies from –1 to –1.4. Each of these values, obtained 
from theoretical estimates, corresponds to a characteristic mechanism 
of interaction of the dislocations with the grain boundaries. It is 
also assumed that there is a definite relationship between the type 
of crystal lattice and the value of n. In [2.36], when measuring the 
microhardness of nanocrystalline Se obtained by crystallisation of the 
amorphous state and practically unaffected by porosity, impurities, 
and segregation, three clear stages were observed with decreasing 
grain size from 70 to 8 nm, corresponding to different values ​​of n 
in the Hall–Petch relation. The maximum value of n is observed in 
the range of D from 15 to 20 nm.

The second group of models is conditionally called disclination-
dislocation models [2.37, 2.38], in which not only the mechanisms of 
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plastic deformation are considered but also disclination–dislocation 
description of non-equilibrium boundaries, grain joints, a grid of 
grain boundaries in general, and internal stresses in such materials.

The third group of models represents the grain boundaries as an 
independent phase, and the yield strength of such two-phase material 
is expressed by the rule of mixtures or by other means through the 
mechanical characteristics of its constituents – intragranular and 
grain-boundary [2.39]. The fourth group includes the models of 
deformation of nanocomposite materials, the fifth one – models of 
high-temperature behaviour, the sixth – models of grain-boundary 
deformation of nanomaterials, the seventh group combines studies 
on computer modeling of the grain boundary structure and processes 
of plastic deformation of nanocrystalline materials [2.40].

In [2.41] it is shown for different ranges of copper grain sizes 
that the coefficient ky decreases or changes its sign and goes to 
negative values ​​in the nanoscale region. It is shown that changes 
in the mechanical properties begin in the grain size range 10–100 
nm, which subsequently lead to an anomaly of the Hall–Petch ratio. 
The pattern of the stages of plastic deformation upon transition to 
polycrystals with ultrafine grains also changes. The main contribution 
to deformation mechanisms is made by deformation mechanisms 
associated with the grain boundaries: slip along the grain boundaries, 
migration of the grain boundaries and the processes of dynamic 
recrystallisation.

Scientists have proposed various models to explain the deviation 
from the Hall–Petch ratio for nanocrystals, but after studies of 1990-
2001 it became clear that simple models do not cover the entire 
complex of problems associated with this phenomenon. Therefore, 
recently complex models have been developed that partially take into 
account the combined action of several mechanisms: diffusion along 
the grain boundaries, dislocation and non-dislocation slip along the 
grain boundaries, emission of dislocations from the grain boundaries 
and the absorption of dislocations by grain boundaries, slip in 
the border region, the reaction of defects at the grain boundaries, 
accommodative structural processes [2.42, 2.43].

Further development of the idea of ​​the features of dislocations 
effecting plastic shearing was obtained by considering the dislocation-
kinetic model, according to which the appearance of an anomaly is 
caused by a strong dependence of the annihilation rate of dislocations 
on the size of the crystallites. It is also assumed that the initial stage 
of low-temperature (T = 300 K) plastic deformation of polycrystals 
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by generation of dislocations from the grain boundaries is preceded 
by grain boundary microslipping (GBMS). When the magnitude of 
the shift at the GBMS reaches a critical value, the stress becomes so 
large that it generates dislocations at the edges of the GBMS zones.

In the authors’ opinion [2.33], the anomalous Hall–Petch 
dependence and other features of plastic deformation and destruction 
of nanocrystalline materials are a consequence of the change in the 
structural mechanism of the plastic flow: as the grain size decreases, 
the classical dislocation flow is gradually depleted, giving way to 
grain-boundary microslipping. Taking into account the smallness of 
grain-boundary deformation, this mechanism was later refined and 
detailed for the case of bimodal structures [2.44]. Later this model 
was repeatedly confirmed in both direct and computer experiments 
[2.44].

The process of plastic deformation of nanocrystals, regardless 
of the way in which they are obtained, always begins with GBMS, 
and in itself it is in many respects similar to the process of shear 
deformation in an amorphous state, since the structure of the grain 
boundaries can be completely or partially correctly described by 
means of the amorphous state model. The difficulty of the process 
of GBMS apparently leads to the brittle behaviour of nanocrystals.

In accordance with modern concepts, any arbitrary grain boundary 
(GB) can be represented as a limited set of structural elements 
that coincide with some of Voronoi–Bernal polyhedra proposed for 
describing the structure of liquids and amorphous bodies [2.45]. It 
can be assumed that the GBMS under the influence of shear stresses 
will occur due to the restructuring of the structural elements of the 
boundaries in the formation of microregions of shear transformations 
of the GB structure. The stress of resistance to GBMS in a general 
type GB will be determined by the critical stress of the restructuring 
of the structural elements of the boundary. Such elementary shear 
regions are similar to shear transformations that determine the 
development of heterogeneous plastic deformation in amorphous 
alloys at low temperatures.

It was shown in [2.4] that as the size of the grain decreases, the 
share of the grain boundaries gradually increases to a maximum value 
of 0.45. At very small dimensions, the volume fraction occupied by 
the grain boundaries decreases, but the volume fraction occupied 
by the triple junctions increases sharply. Consequently, in the 
nanometer range of grain sizes (less than 15–20 nm), not only the 
grain boundaries but also the triple joints of the grain boundaries-
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the predominant structural elements in this dimensional range of 
nanocrystals – play a decisive role in various processes (including 
deformation and fracture processes) .

In [2.46], a structural classification of nanocrystals is suggested 
from the point of view of their deformation behaviour. According 
to this classification, there are three dimensional groups: ‘large’, 
‘medium’ and ‘small’ nanocrystals. The boundary values ​​of the size 
of nanocrystals, corresponding to the transition from one type of 
nanocrystal to another, are very conventional and, perhaps, somewhat 
blurred. In ‘large’ nanocrystals, the predominant element of the 
structure is actually the crystals, in the ‘medium’ ones – grain 
boundaries and in the ‘small’ nanocrystals – triple junctions (Fig. 
2.7).

The main idea of ​​this classification is that in the ‘large’, 
‘medium’ and ‘small’ nanocrystals, various plastic deformation 
mechanisms dominate, determined by the predominant element of the 
structure (proper crystals, grain boundaries or triple grain junctions, 
respectively). The deformation of ‘large’ nanocrystals (the grain size 
is approximately >30 nm) is realized with the help of dislocation 
mechanisms, therefore, the Hall–Petch relation must be satisfied for 
them.

Fig. 2.7. Structural classification of nanocrystalline materials, based on the dominant 
contribution to the structure of various structural elements and determining the mode 
of plastic flow; D is the conventional size of the crystalline phase.

D–1/2, nm–1/2

Vo
lu

m
e 

fr
ac

tio
n

D, nm

Triple joints

Small NCLarge NC Medium NC

Crystal boundaries

128



Nanocrystalline Alloys

When the ‘medium’ nanocrystals are deformed (the approximate 
size of the crystallites is 5–30 nm), the grain boundaries play 
the main role in plastic deformation. Plastic deformation in this 
case is carried out by means of low-temperature grain-boundary 
microslipping, which proceeds the easier the smaller the grain size. 
Both theoretical studies [2.11] and computer simulation [2.47] and 
structural studies [2.48] have shown the reality of the action of 
GBMS in these nanocrystals.

In ‘small’ nanocrystals (the dimensional range of grains is less 
than 5 nm), the fraction of the volume occupied by the grain body 
and the grain boundaries decreases, and the triple joints are the 
dominant element of the structure. Plastic deformation of nanocrystals 
occurs as a result of plastic rotations of grains which causes the 
generation of partial disclinations in the joints of grain boundaries. 
A feature of the mechanical behaviour of ‘small’ nanocrystals is 
the existence of the σy(D) dependence, which corresponds to the 
inverse Hall–Petch relation, but it may not correspond to the σy(D) 
dependence inherent in ‘medium’ nanocrystals.

The proposed separation of all nanocrystals into three types 
(‘large’, ‘medium’ and ‘small’) allows a deeper understanding 
of the cardinal changes in the mechanical behaviour that are the 
consequence of the size effect. Two important observations need to 
be made.

• In the transition from one type of nanocrystal to another, or 
if there is a distribution in size in the polycrystalline ensemble 
encompassing nanocrystals of various types, it is possible to realize 
mixed deformation mechanisms that are obviously more complex.

• The proposed structural classification from the standpoint of 
deformation behaviour can be attributed not to all nanomaterials, but 
only to nanocrystals. In other nanostructured materials the processes 
of plastic flow obey other, yet completely unexplored laws. For 
example, this consideration does not explain the plastic deformation 
of materials that have undergone severe deformation, since this 
group of nanomaterials refers not to nanocrystalline materials but 
to nanofragmented materials.

Summarizing all  of the above, we come to the important 
conclusion that the process of plastic deformation of nanocrystals, 
regardless of the way in which they are obtained, always begins with 
grain-boundary microslipping, and the process of microslipping itself 
is carried out in a similar manner to the process of shear deformation 
in the amorphous state, since the structure of the grain boundaries 
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is described in full or in part by means of the amorphous state 
model. The difficulty of the microslip process leads to the brittle 
behaviour of nanomaterials. This conclusion was fully confirmed 
in the experiments with computer simulation of the plastic flow of 
nanocrystals. First, it was established that the dependence of the 
deforming stress and the yield stress on the size of the nanocrystals 
obeys the inverse Hall–Petch dependence and, secondly, that plastic 
deformation is realized along the grain boundaries in the form 
of a large number of small shifts when only a small number of 
atoms moves relative to each other. The same pattern of atomic 
displacement is observed in the computer simulation of the processes 
of plastic deformation in amorphous metallic materials. Thus, the 
anomalous Hall–Petch dependence is also possible in the absence 
of porosity and is associated with slipping along grain boundaries, 
even in the absence of thermally activated processes.

2.4.4. Destruction

The study of  the features  of  the propagat ion of  cracks in 
nanocrystalline materials is important in connection with the 
possibility of increasing the fracture toughness (fracture toughness) 
of KIc of brittle nanocrystalline materials. The available information 
on this subject is still contradictory. On the one hand, a number 
of results indicate that the increase in K Ic is not observed in 
nanocrystalline materials, and the coarse-grained oxide, carbide, 
nitride and other single-phase brittle materials have better values ​​
for this parameter D ≈ 1–10 μm). On the other hand, in the early 
studies of nanocrystalline materials it was noted that it was possible 
to increase the ductility of brittle materials at room temperatures due 
to the transition to the nanocrystalline state. More or less reliable 
experimental data on the increased characteristics of KIc for brittle 
nanocrystalline materials are available only for multiphase objects 
(ZrO2–Al2O3, TiB2–TiN, Si3N4–SiC, etc.). Apparently, taking into 
account the preferential intergranular fracture, combining the sizes 
of the phase components in the nanocomposites, it is possible to 
obtain a significant gain in the fracture toughness characteristics by 
increasing the fracture energy (increasing the length of the trajectory 
of the intercrystalline crack).

As is known, the phenomenon of superplasticity is very useful 
for optimizing the pressure treatment modes, especially with regard 
to brittle materials, but at the same time it can have catastrophic 
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consequences when operating heat-resistant structures. Naturally, the 
study of creep and superplasticity of nanocrystalline materials is in 
the centre of attention. In the experimental study of these phenomena, 
the main difficulties are in the preparation of well-qualified samples 
(especially in the case of tensile tests) and in preventing or strictly 
taking into account their recrystallisation, therefore, variations in 
the grain size, stresses, etc., are usually small in experiments. In 
connection with this, it is also popular to study high-temperature 
deformation characteristics in indentation. In themselves, the 
achieved plasticity indicators are quite impressive: tens and hundreds 
of percent at moderately high temperatures (650–725oC for Ni3Al, 
700oC for TiO2, 1150–1250oC for ZrO2). Due to the transition to the 
nanocrystalline state, the superplasticity manifestation temperature 
in comparison with conventional fine-grained materials was reduced 
by about 300–400oC, however, the stress level remains approximately 
an order of magnitude higher than that of industrial superplastic 
metallic materials.

The most important element in the structure of nanocrystalline 
materials, which largely determines their macroscopic properties, 
is, of course, grain boundaries. It is known that they can have a 
significant effect on the process of destruction of polycrystals. 
At the boundaries which are places of stress concentration and 
reduced strength, the processes of nucleation and propagation of 
cracks can be facilitated. In nanocrystalline materials with a very 
high density of boundaries and their joints, the influence of the 
boundaries on the development of cracks should be much more 
significant than in traditional materials. Depending on the method of 
obtaining nanocrystalline materials, such as nanopowder compacting, 
mechanical alloying, nanocrystallisation of amorphous alloys, or 
severe plastic deformation, a grain structure with various degrees 
of structural non-equilibrium, a spectrum of misorientations, 
defectiveness and chemical composition of the boundaries can form. 
The structure of nanocrystalline materials can be characterized by 
the presence of uncompensated joints of grain boundaries.

Fractographic studies of brittle fracture surfaces of nanocrystalline 
materials have revealed the dominant role of intergranular fracture 
mechanism. The indentation method was used to measure the fracture 
toughness of the nanocrystalline FeMoSiB alloy obtained from the 
amorphous state with the grain size of the α-Fe phase from 11 to 35 
nm and it was established that the dominant fracture mechanism is 
the intercrystalline propagation of the crack. It was found that the 
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average value of the fracture pits on the fracture surface for samples 
with the grain size D = 11, 25 and 35 nm, respectively, is 0.5, 2 and 
5 μm. The crack resistance for samples with a grain size increasing 
from 11 to 35 nm increases from 2.7 to 4.6 MPa · m1/2. The change in 
the fracture resistance with the grain size variation does not depend 
on the plastic deformation of the nanocrystalline materials.

A study of the features of the development of cracks in 
nanocrystalline materials is important in connection with the 
search for opportunities to increase the fracture toughness (crack 
resistance) of brittle materials with a dispersed structure. There are 
experimental data on the increased fracture toughness of multiphase 
brittle materials in the nanostructured state. On the other hand, a 
number of data indicate that for nanocrystalline materials an increase 
in ductility is not achieved. Only the first theoretical papers begin 
to appear in which dimensional effects have been studied.

If we introduce the concept of ‘the ideal nanocrystalline material’ 
(a homogeneous single-phase polycrystal without dislocations 
with a grain size of the order of 10 nm and with grain boundaries 
corresponding to coarse-grained materials), analysis of the effect 
of the grain size on the mechanisms and conditions for the fracture 
of the ‘ideal nanocrystalline material’ allows one to single out 
dimensional strength effects. For nanocrystalline materials with                                                                                                      
D < 10 nm, the volume fraction of triple joints becomes comparable 
with the volume fractions of grain boundaries and intragranular 
material. In this case, their contribution to the fracture energy must 
be taken into account. In intercrystalline fracture, the contribution of 
the linear tension of the crack surface to the fracture energy becomes 
significant for nanocrystalline materials. An estimate of the increase 
in the specific fracture energy for nanocrystalline materials with a 
grain size of 10–20 nm due to taking into account triple junctions 
and surface tension of the crack yields 20%.

With such methods for producing nanocrystalline materials, such 
as nanopowder compacting, mechanical alloying or severe plastic 
deformation, a grain structure with a high degree of structural non-
equilibrium can be formed. The structure of nanocrystalline materials 
can be characterized by the presence of uncompensated joints of 
grain boundaries. An analysis of the influence of the relaxation of 
the fields of uncompensated triple junctions and grain boundary 
defects on the crack propagation conditions shows that the advancing 
crack tip will lead to the relaxation of the stress fields of the joint 
disclinations located on the front line and at some small distance 
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from it. There is a dual effect of the change of the Griffith criterion 
due to internal stresses – the effective energy of fracture decreases, 
but an additional contribution to the stress comes from the loss of 
stability.

An important mechanism for increasing the fracture toughness of 
materials is the formation of structures that facilitate the realization 
of the formation of bridges at the mouth of the crack. This is 
of particular importance in the case of ceramic nanocomposites. 
Since nanostructural components of composite materials can not 
be deformed plastically, it can be concluded that the source of 
increase in fracture toughness could be internal stresses that increase 
friction when drawing out the nanograins of a different phase 
when bridges are formed. Analysis of the fracture mechanisms of 
nanocrystalline materials shows that the most significant source of 
increasing their viscosity is grain-boundary plastic deformation. 
If the stress of resistance to grain-boundary microslipping in a 
nanocrystalline material obtained by a particular technology is less 
than the formation stress and/or the propagation stress of a crack, 
such materials can undergo a plastic flow prior to failure and exhibit 
significant viscosity.

2.4.5. Magnetic properties

One of the possible effects associated with the magnetic properties 
of very small metal particles (nanoparticles) was predicted in the 
early 1960s by the well-known Japanese theorist R. Kubo [2.49]. 
The idea he proposed is well-known and simple. Imagine clusters 
composed of a small number of atoms with an odd number of 
electrons (for example, they may be atoms of alkali metals). It is 
clear that, containing an odd number of such atoms (with an odd 
number of electrons), the clusters will have the Curie paramagnetism. 
On the other hand, it seems equally obvious that clusters with an 
even number of such atoms should always be described by the 
usual Pauli paramagnetism for metals, with the exception of the 
region of very low temperatures, where an additional spin pairing 
occurs and the magnetic susceptibility is lower than the Pauli energy. 
At low temperatures, this phenomenon should lead to a complex 
behaviour of mixed ensembles composed of clusters with an even 
and odd number of atoms. Moreover, the effect is not limited to only 
unusual magnetic properties, since in the described systems at low 
temperatures there should be a decrease in the specific heat relative 
to the usual value.
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I t  should be noted that  the saturat ion magnet izat ion of 
nanocrystalline samples of nickel or chromium is only slightly (only 
a few percent) different from the values for bulk polycrystalline 
samples. In this case, the difference in the form of the hysteresis loop 
of the corresponding materials was recorded [2.50]. With decreasing 
crystal grain sizes, the magnetic hysteresis loops for such samples 
become steeper and narrower, so that the saturation magnetization 
is reached at lower values of the external field, as illustrated in Fig. 
2.8. This observation confirms the assumption that the reorientation 
of spins is more easily realized in small-sized crystals.

An exceptionally strong superparamagnetic behaviour at 
temperatures below 4 K was observed for gold and platinum 
microclusters (for elements that are normally non-magnetic) with an 
average diameter of about 2.5 nm and a fairly narrow size distribution 
[2.52]. The saturation magnetization in these systems (see Fig. 2.9) 
is about 20 μB and 30 μB for the Pt and Au particles, respectively, 

Fig. 2.8. Relative magnetization (with respect to the saturated state) of nanocrystals 
20 nm in diameter (dark dots) and 73 nm (light circles) at room temperature [2.51].

Fig. 2.9. Magnetization of gold 
and platinum nanoparticles with 
an average diameter of 2.5 nm at 
1.8 K [2.52].
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which indicates a large number of unpaired spins, apparently located 
near the surface.

From the data presented it follows that (at least) the Au particles 
can be considered metallic under these conditions. Anomalous 
magnetization increasing with decreasing particle size and reaching 
about 6.3 μB (for a particle with a diameter of 2.5 nm) was also 
observed in experiments with monodisperse platinum particles [2.53].

The data obtained are in good agreement with theoretical 
calculations of the spin density for neutral or negatively charged 
clusters of the PdN type. For neutral clusters with 2 < N < 7, the 
theory predicts the existence of triplet ground states, and for a cluster 
with N = 13, the presence of a spin nonet. More calculations predict 
that the spin density should be localized just near the surface of the 
clusters [2.54].

At present, nanocomposites with particle sizes of 10–100 nm 
have increasingly become used in the production of magnetically 
hard materials. As in ordinary ferromagnets, in the absence of an 
external field, the direction of magnetization in such nanocomposites 
coincides with the axis of easy magnetization of the material, 
determined by the crystal lattice of the matrix and the anisotropy 
of the shape of individual particles. At very small particle sizes, 
their rotation is so easy that the energy advantage of the easy 
magnetization axis becomes meaningless, and even small thermal 
fluctuations can change the position of the particle, after which any 
set of isolated microparticles loses its ferromagnetic properties and 
the substance becomes a superparamagnet. It is the temperature of 
disappearance of the ‘width’ of the hysteresis loop above which the 
material becomes superparamagnetic, which is called the blocking 
temperature. In this case, the smallest crystals of matter (about 1 nm 
in size) are converted into an exclusively magnetically soft material 
whose magnetic permeability approaches 105 [2.55].

The dependence of the coercive force of nanocrystalline materials 
on the dimensions and temperature was studied by Herzer [2.56].

The main result is that the dependence of the coercive force Hc 
and the magnetic susceptibility μ on the diameter of the crystal 
grains D have a completely different character, depending on the 
diameter of the crystal grains D and the length (distance) of exchange 
interaction Lex.

In particular, for D < Lex these dependences have the form:
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                 Hc ~ D6   and µ ~ Hc
–1 ~ D–6,                    (2.4)

and at D > Lex:

     Hc ~ D–1 and µ ~ D.                                      (2.5)

The obtained dependences were confirmed by studies of the 
characteristics of various soft magnetic alloys [2.56]. Figure 2.10 
shows some of their data obtained in [2.56] which confirm that the 
magnetic characteristics in which we are interested can vary in the 
nanoclusters by up to four orders of magnitude. The maximum of 
the coercive force Hc is reached at the maximum nanoparticle size 
Dc corresponding to the size of the individual domain.

Fig. 2.10. Dependence of the coercive force Hc of nanocrystals on their size D: a – 
diagram of the general pattern of change in the coercive force; b – value of Hc for 
some materials and nanocrystalline alloys at room temperature (Fe–Co0–1Nb3(SiB)22.5 
(squares), 50% Fe–Ni alloy (circles), amorphous Co (triangles), amorphous Fe 
(asterisk)) [2.56].
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In addit ion,  a  second cri t ical  value for  the diameter  of 
nanoparticles at which the anisotropy energy becomes so small that 
the coercive force (and consequently the hysteresis effect) disappears 
altogether, so that such a nanoparticle can move in an external 
magnetic field without additional restrictions. It is this behaviour 
that corresponds to the described superparamagnetic characteristics 
of matter.

For larger nanoparticles, the temperature dependences of the 
coercive force are more moderate, but very sharp changes in the 
magnetic properties are observed for particles with diameters of 
only a few nanometers, with the intersection of the characteristics 
occurring at a temperature of about 30 K, as shown in Fig. 2.11 
[2.57].

The authors of [2.58] investigated systems of iron oxide 
nanoparticles with particle sizes in the range of 2–8 nm by 
a combined technique including X-ray diffraction, transmission 
electron microscopy, and magnetic measurements, which allows one 
to evaluate the parameters by independent methods. The volume of 
the particles was estimated from the magnetization curves (Fig. 2.12) 
in accordance with the Langevin function for superparamagnetic 
particles having a log–normal size distribution. The value obtained is 
in good agreement with the volume estimates obtained by the Scherrer 
formula and from the TEM data. Saturation of larger particles is 
carried out with greater ease, and the saturation magnetization Ms 
decreases with decreasing particle size.

Fig. 2.11. Dependence of the coercive force Hc on temperature for Fe nanoparticles 
of different radii encased in ferrous oxide [2.57].
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Interesting results were obtained in the study of the magnetic 
characteristics of the bimetallic FePt system [2.59–2.61]. Although 
platinum in bulk does not belong to magnetic materials at all, its 
presence in a bimetallic material leads to an appreciable increase 
(up to 1.56 times) of the saturation magnetization of bulk samples 
of the FePt alloy and to an even higher (up to 4 times) increase  
for nanoparticles of the same type alloy with a diameter of 2.5 nm 
[2.59]. The system studied is a mixture of magnetically hard FePt 
particles with high coercive force Hc and magnetically soft particles 
Fe3Pt with a very small value of Hc and high magnetization. Using 
the self-organization of microparticles from the magnetically soft and 
magnetically hard phases, the authors of [2.62] managed to obtain 
a nanocomposite with a high energy product, which indicates the 
presence of an exchange interaction between these particles. The 
high value of the energy product (associated with the area of the 
hysteresis loop) is one of the most important parameters by which 
the quality of the materials used in the production of permanent 
magnets is evaluated.

Fig. 2.12. Dependence of the reduced magnetization at room temperature for iron 
nanoparticles with an average size of 7.3 nm (A), 5.6 nm (B), 3.6 nm (C), 2.4 nm 
(D) and 1.9 nm (E) [2.58].
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3

Amorphous–nanocrystalline alloys
The amorphous state of metals and alloys is a metastable state, 
so there are thermodynamic incentives for its transition to a 
crystalline state. The process of transition of the amorphous phase 
to the crystalline phase is associated with the overcoming of the 
energy barrier. The activation energy of this process depends on the 
nature of the crystallizing phase. Very often, the transition from an 
amorphous state to a stable crystalline state passes through a number 
of metastable states. The process of transition from the amorphous 
to the nanocrystalline state can be regarded as a disorder–order 
transition.

3.1. Methods for the preparation of amorphous–crystalline 
materials

Various methods are used to form the amorphous crystal structure: 
quenching from the melt; thermal or deformation effect on the 
solid amorphous state; pulse photon and laser processing; plasma 
treatment; ion implantation and a number of others. Each has its 
advantages and disadvantages.

In the manufacture of coatings for friction units and tool products, 
as well as in the technology of other functional nanomaterials, film 
amorphous–nanocrystalline composites have become widely used 
due to their high wear resistance, various tribological and physico––
mechanical properties. Let us briefly consider each of the methods 
of obtaining materials with an amorphous–crystalline structure.

3.1.1. Melt quenching

Melt amorphisation requires that the melt be cooled at a sufficiently 
high rate in order to prevent the crystallisation process from 
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proceeding as a result of which the disordered configuration of 
atoms ‘freezes’ [1.1]. When cooled for a sufficiently long period 
of time so that the thermodynamically equilibrium state of the 
liquid becomes possible, the melt crystallizes at the solidification 
temperature Tm. However, at a high cooling rate, the liquid does not 
crystallize even when it is supercooled below Tm. A liquid in this 
state is called supercooled. Further, if the cooling rate is maintained 
sufficiently large, the liquid does not become a crystal, the liquid 
structure is maintained to fairly low temperatures, but eventually 
the liquid solidifies.

The supercooled liquid solidifies at a temperature called the glass 
transition temperature Tg.

As was discussed in detail in Chapter 1 (section 1.1), there are 
several ways to produce alloys with an amorphous structure, but the 
most common is the spinning method, in which the melt is fed under 
pressure to a rapidly spinning disc [1.4]. The result is a ribbon with 
a thickness of 20 to 100 μm the structure of which depends on the 
alloy composition and the cooling rate. The cooling rate reaches 
106 K/s, as a result the alloy does not have time to crystallize, and 
the obtained material has an amorphous structure. The installation 
scheme is shown in Fig. 3.1.

In all quenching installations from the liquid state, the general 
principle is that the melt fed into the crucible quickly solidifies 

142

Fig. 3.1. Scheme of installation for melt spinning.

Melt

Nozzle

Inductor

Amorphous ribbon
Cooling drum

Removal mechanism



Amorphous–Nanocrystalline Alloys

using an inductor, spreading a thin layer over the surface of the 
rotating refrigerator drum and turning into a final product in the 
form of a thin ribbon. When the composition of the alloy is constant, 
the cooling rate depends on the thickness of the melt and the 
characteristics of the cooler. For various alloys, the cooling rate also 
depends on the properties of the melt itself (thermal conductivity, 
heat capacity, viscosity, density). In addition, an important factor 
is the heat transfer coefficient between the melt and the cooler in 
contact with it.

When crystallisation of amorphous systems is realized under 
conditions of melt quenching at a rate close to critical, materials 
with an amorphous–crystalline structure are obtained. This speed 
corresponds to a certain cooling rate, above which the system after 
quenching from the melt is in the amorphous state, and below – in 
the crystalline state. When cooled at a critical rate, crystallisation 
proceeds under conditions of severe heat deficiency: the temperature 
at the front of the growing crystal decreases sharply. This leads to the 
fact that at a certain stage the growth of the crystals is suspended, 
and the remaining melt that has not been converted becomes 
solidified to form an amorphous state. This picture contrasts sharply 
with that which occurs when the amorphous state is heated, when the 
crystallisation process takes place under conditions of constant heat 
supply from the outside, and also in conditions of additional local 
heat release associated with the crystallisation process. 

As a result of this cooling, the amorphizable melt, and then the 
solidified amorphous matrix contain particles of the crystalline phase 
evenly distributed in the bulk.

Melt quenching which directly leads to nanocrystallisation, 
significantly increases the ductility of those alloys that tend to brittle 
fracture in the ordinary polycrystalline state. In some cases, a clear 
viscous–brittle transition is observed. So, for example, judging by the 
nature of the fracture, the FeCo alloy has brittle fracture behaviour 
in the ordinary state and ductile behaviour – after quenching from 
the melt. The reasons for the increase in plasticity are: small grain 
size, the presence of a developed fragmented substructure, a lower 
degree of long-range order, and, finally, the presence of easily 
moving dislocations in the structure. It is characteristic that along 
with the increase in ductility during quenching, the strength of the 
melt essentially increases. This is due, first of all, to a decrease 
in grain size in accordance with the Hall–Petch ratio. In addition, 
this is due to the presence of a high bulk density of vacancy-type 
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defects and/or particles of the second phase of nanocrystalline 
dimensions. Experiments have shown that the ductility of alloys in 
the transition amorphous–nanocrystalline state, although considerably 
lower than in the amorphous state, is substantially higher than in 
the brittle crystalline state. Consequently, the transition state has 
not only very high strength but also a sufficient margin of ductility. 
A study of the pattern of slip bands showed that the deformation 
process in the transition state is close to that observed in amorphous 
alloys. For example, the measurement of the height of slip steps 
performed by scanning electron microscopy showed in both cases 
a very high degree of localisation of plastic shear (the step height 
was 0.3–0.4 μm), which corresponds to a local degree of plastic 
deformation in shear bands of several hundreds of percent. Electron 
microscopic images in shear bands showed no signs of the existence 
of dislocations. At the same time, it is established that the shear 
bands are located in the amorphous matrix and, as it were, bypass the 
nanocrystalline precipitates. Thus, we can conclude that the process 
of plastic flow in nanocrystals occurs along amorphous interlayers 
that have survived during nanocrystallisation, and is analogous to a 
certain extent to the process of grain-boundary sliding. 

3.1.2. Controlled crystallisation

One of the most common methods of obtaining amorphous–crystalline 
structures is the thermal effect on the solid-phase amorphous state, 
obtained, in turn, by quenching from the melt. At a certain stage 
of heat treatment a structure is formed consisting of two structural 
components: amorphous and crystalline. The nature of the structure 
in this case depends to a certain extent on the rate of quenching 
from the melt and subsequent heating and also the temperature and 
annealing atmosphere.

The crystallisation process takes place under conditions of 
constant heat input (annealing) and under additional local heat release 
associated with the crystallisation process. As a result, a two-phase 
mixture of amorphous and crystalline phases is formed [3.1].

Nanocrystallisation of a pre-amorphized material is carried out 
under strictly controlled thermal treatment conditions at atmospheric 
or elevated pressure. In most amorphous alloys, the rate of 
crystallisation is very high and crystals exceeding the nanometer 
range grow in very short annealing time intervals.
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The main principle of the crystallisation method is the control 
of the kinetics of crystallisation by optimizing the parameters of 
heat treatment (temperature and annealing time). In the formation 
of a microstructure in the crystallisation process, it is possible to 
obtain grains of smaller size with an increase in the nucleation rate 
of primary crystals and with a decrease in the rate of subsequent 
growth of the crystals. Therefore, crystallisation of initial amorphous 
materials can be successfully used to produce materials with an 
amorphous–crystalline structure in various alloy systems. To control 
the process of nucleation and growth of crystals, elements are 
introduced into the composition, on the one hand, facilitating their 
nucleation and, on the other hand, inhibiting their growth. Such 
elements for amorphous Fe–Si–B alloys are copper and niobium in 
an amount of 1–3 at.%. The annealing of such an amorphous alloy 
at a temperature of about 800 K leads to the release of Fe–Si BCC 
nanocrystals in the amorphous matrix with a size of 10–15 nm. In 
a similar way, a nanocrystalline state was obtained in other alloys 
(for example, Fe–Co–Zr–B).

The production of amorphous–nanocrystalline materials by 
controlled crystallisation has a number of advantages over other 
methods of obtaining alloys with an amorphous–nanocrystalline 
structure [3.2]. Annealing leads to the formation of a nanocrystalline 
structure in all alloys that can be obtained in the amorphous state. In 
addition, the grain size can easily be changed over a wide range by 
varying the parameters of heat treatment – temperature and annealing 
time [3.3]. An important advantage of the crystallisation method is 
also the possibility of obtaining non-porous nanocrystalline materials 
with a homogeneous microstructure.

3.1.3. Deformation effect

Extreme effects have a significant influence on the structure and 
properties of solids [3.4]. The principle of deformation processing of 
materials for obtaining in them an ultrafine-grained structure consists 
in carrying out large plastic deformations of the material. In recent 
years, interest in this method of controlling the structure of metallic 
materials has increased significantly, since it makes it possible to 
significantly improve their physico-mechanical properties [3.5]. To 
a large extent, this is due to the formation of nanostructured states 
of various types and, in particular, to nanocrystallisation processes 
in the processing of crystalline and amorphous alloys of different 
phase and chemical composition.
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It is important to separate the methods of large plastic deform-
ations that allow forming the nanostructured state in the bulk and on 
the surface of the material. Below, consider each of them separately.

3.1.3.1. Volumetric strain. Terminology

According of the pioneers in the study of ultrahigh plastic 
deformations V. Segal and R.Z. Valiev [3.6, 3.7], similar plastic 
deformation at which the value of true plasticity e has values above 
1 and can reach values of 7–8 called severe plastic deformation 
(SPD). This term, however, does not seem entirely successful. In 
fact, under intensive processes in nature we usually understand 
processes occurring at high speed [3.8]. In the case of very large 
deformations, as shown by the estimates, the strain rate is in the 
range 10–1–101 s–1 (i.e., in the transition region between static and 
dynamic deformation rates) corresponding to the speed realized, for 
example, in conventional rolling. In this regard, this deformation can 
not be called intensive. The term severe plastic deformation [3.9] 
used in the foreign scientific literature seems to be more successful, 
since it can be translated into Russian as ‘strict’, ‘tough’, ‘deep’, 
and, most likely, ‘strong’ plastic deformation [3.10].

In [3.11] another physically more rigorous Russian term was 
introduced instead of ‘intense’ plastic deformation. The new term 
goes back to the general philosophical conception of our ideas about 
the surrounding matter. As is well known [3.8], natural science 
considers three scale levels of the material world (Fig. 3.2): the 
microworld, where the scale of individual atoms and molecules 
is realized (Fig. 3.2 a), the macroworld is the scale of the human 
perception of the world: meter, kilogram, second (Fig. 3.2 b) and 
megaworld – astronomical scale (Fig. 3.2 c). There is a direct analogy 
between the above-described scale levels of organization of matter 
and levels of plastic deformation. In fact, the process of microplastic 
deformation observed before the macroscopic yield point is reached 
is well known, and the process of macroplastic deformation, realized 
at stresses above the yield point [3.12].

Thus, continuing this analogy, one should call a very large plastic 
deformation as megaplastic deformation (MPD), which corresponds 
to the general logic of development of any material phenomenon 
(Fig. 3.3).

If the boundary between microplastic deformation and macroplastic 
deformation is defined quite clearly – the degree of deformation 
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corresponding to the macroscopic yield point (relative strain ε = 0.05 
or 0.2%), then the boundary between macroplastic deformation and 
megaplastic deformation (MPD) remains uncertain. Conditionally, 
we will consider the relative deformation ε ≈ 100% or the true 
deformation e ≈ 1 as the boundary region. Later we will present a 
more rigorous, physically justified value of the plastic deformation 
corresponding to the transition in the MPD area.

What is known about megaplastic deformation.  The main 
advantage of methods based on the deformation effect is that they 
allow to produce non-porous samples of various dimensions with a 
homogeneous ultrafine-grained structure.

To date ,  there  are  many methods real iz ing megaplas t ic 
deformation: deformation by torsion under high pressure, equal-
channel angular pressing, extrusion, mechanomelting, repeated 
deformation (cold rolling, accumulated rolling, or drawing), 
deformation by a shock wave (created by an explosion), deformation 
in a ball mill (attritors), magnetoimpulse pressing, external friction. 

Fig. 3.2. Scale levels of the material world.

Fig. 3.3. Scale levels of plastic deformation.

MATERIAL WORLD

MICROWORLD MACROWORLD MEGAWORLD

a                            b                              c

MICRO MACRO MEGA
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At present, the most common MPD methods are deformation by igh-
pressure torsion and equal-channel angular pressing.

Figure 3.4 schematically shows the three most commonly used 
methods for creating giant degrees of deformation: equal-channel 
angular pressing (ECAP) (1), torsion under pressure in a Bridgman 
chamber (TPBC) (2), and accumulated rolling (3).

In the first case, the sample is deformed according to the shearing 
scheme (Fig. 3.4, 1) – it is pushed through two channels of different 
size located at a certain angle to each other (up to 90o), there is the 
possibility of repeated deformation using different routes (Fig. 3.5).

In the second case, the sample is placed between the strikers and 
is compressed under an applied pressure of several GPa. When the 
upper striker rotates under the effect of surface friction force the 
specimen is deformed by shear. When deformed by torsion under high 
pressure the resultant sample obtained is disk-shaped. The diagram 
of deformation in the Bridgman chamber is shown in Fig. 3.4, 2. The 
geometric shape of the samples is such that the bulk of the material 

Fig. 3.4. Schemes of the most common methods for creating ultrahigh deformations: 
1 – equal-channel angular pressing; 2 – torsion under pressure in the Bridgman 
chamber; 3 – accumulated rolling.
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deforms under hydrostatic compression conditions under the action 
of applied pressure and pressure from the outer layers of the sample. 
As a result, the deformed sample does not collapse, despite the high 
degree of plastic deformation. 

The plastic strains realized in this case are so high that the usual 
values of the relative degrees of deformation lose their meaning, and 
one should proceed to the true logarithmic strains e. Their values 
are defined as follows.

For the TPBC [3.7]:

(

0.52
0ln 1 ln ,r he

h h
 ϕ⋅   = + +         

                         (3.1)

where r and h are, respectively, the radius and height of the sample 
in the form of a disk processed in the Bridgman chamber, and φ is 
the rotation angle of the movable anvil. The number of complete 
turns of the movable anvil N corresponds to the deformation at 
which φ = 2πN.

Fig. 3.5. Variants of equal-channel 
angular pressing: a – unchanged 
orientation of the workpiece; b - 
rotation of the workpiece by 90o; 
c – rotating the workpiece by 180o.

a

b

c
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     For ECAP [3.6]:

2 ctg 3 ,
2

e n φ = ⋅ ⋅  
 

                                      (3.2)

where n is the number of passes and φ is the angle of rotation of 
the channels.

In recent years, a new effective method for creating megaplastic 
deformation has been developed – screw extrusion [3.13]. 

Formed at such giant deformations, the structural conditions are 
very unusual and difficult to predict. Unfortunately, the vast majority 
of authors who study the effect of ultrahigh plastic deformations are 
limited to studying final structures and the corresponding properties 
of materials without analyzing those physical processes that occur 
directly under giant degrees of plastic flow.

3.1.3.2. Surface treatment 

Many methods have also been developed for the hardening surface 
treatment with megaplastic deformation that ensure the formation of 
a nanocrystalline structure of near-surface layers (Fig. 3.6).

Let us consider in somewhat more detail the method of surface 
treatment by large plastic deformations – surface hardening ultrasonic 
treatment (UST). The nature and modes of this deformation effect are 
critical (ultrasonic action is performed by a tool that produces about 
6–10 thousand strokes per square millimeter), which implies a sharp 
improvement in mechanical, functional and tribological properties 
as a result of surface nanostructuring [3.14]. 

The peculiarity of materials after such treatment is the formation in 
their volume of a gradient structure – the presence of a nanostructure 
in a thin surface layer while maintaining a coarse-grained structure 
inside the volume of the material being processed. 

UST of materials is based on the use of the energy of mechanical 
vibrations of the working tool – indenter. The oscillations are 
performed with an ultrasonic frequency (20 kHz) and an amplitude 
of oscillations of 0.5–50 μm.

Technological equipment for ultrasonic treatment has a constant 
circuit regardless of the physical and mechanical properties of the 
material being processed: power source, process control equipment, 
mechanical oscillatory system and pressure drive. The installation 
scheme for the UST is shown in Fig. 3.7.

The operation principle of the UST is as follows. High-frequency
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electric current, passing through the winding, creates an alternating 
magnetic field under the influence of which the transducer oscillates. 
To convert electric energy into the energy of mechanical oscillations 
of ultrasonic frequency the well-known physical phenomena of 
magnetostriction or piezoelectric effect are used. But the obtained 
magnitudes of the transformations are small. In order to increase 
them and make them suitable for useful work, first, the entire system 
is adjusted to resonance, and secondly, a special concentrator-
waveguide is attached to the transducer, which converts small 
amplitudes of oscillations over a larger area into larger amplitudes 
over a smaller area. A working tool (indenter) is attached to the end 
of the waveguide. The indenter, together with the entire oscillatory 
system, is pressed against the surface of the material to be worked. 
The surface of the processed material is plastically deformed and 
hardened. 

The indenter (its working part and concentrator) is the most 
important element of the oscillatory system. The working part of the 
indenter wears out during operation under the influence of dynamic 
and thermal pulses which leads both to a deterioration in the quality 
of the surface layer of the processed material and to a decrease in 
the processing capacity. The question of changing the working part 
of the indenter is solved on the basis of the requirements for the 
stability of the physico-mechanical and geometric state of the treated 
surface layer.

Fig. 3.7. The scheme of installation for UST: 1 – ultrasonic generator; 2 –air 
compressor for providing a static force of pressing the tool to the surface to be 
treated; 3 – mechanism for adjusting the force that provides the pneumatic system; 
4 – piezo- or magnetostrictive transducer; 5 – booster; 6 – waveguide; 7 – working 
tool (indenter).

152



Amorphous–Nanocrystalline Alloys

Studies show that the state of the surface of the treated material 
is strongly influenced by a static force – a force that presses the 
ultrasound tool to the component and provides acoustic contact; 
the amplitude of the displacement and the oscillation frequency of 
the tool, which determine the minimum rate of deformation of the 
treated surface layer and the intensity of the ultrasonic wave; the 
dimensions and shape of the working tool.

3.1.4. Compacting of powders

The problem of obtaining finely dispersed powders of metals, alloys 
and compounds and ultrafine-grained materials from them, intended 
for various fields of technology, has long been discussed in the 
literature.

The difference between the properties of small particles and the 
properties of a massive material has been known for a long time 
and is used in various fields of engineering. Examples are high-
performance catalysts from finely dispersed powders or ceramics 
with nanometer-sized grains; radio-absorbing ceramic materials used 
in aviation, in the matrix of which fine-dispersed metal particles are 
randomly distributed; widely used aerosols. Suspensions of metallic 
nanoparticles (usually iron or its alloys) with a size of 30 nm to 
1–2 µm are used as additives to engine oils to restore worn parts of 
automobiles and other engines directly in the process. Nanoparticles 
are widely used in the manufacture of modern microelectronic 
devices [3.15].

X-ray and ultraviolet optics use special mirrors with multilayer 
coatings of alternating thin layers of elements with large and low 
density, for example, tungsten and carbon or molybdenum and 
carbon; A pair of such layers has a thickness of the order of 1 nm, 
where the layers must be smooth at the atomic level. Other optical 
devices with nanosized elements intended for use primarily in X-ray 
microscopy are Fresnel zone plates with the smallest band width 
of about 100 nm and diffraction gratings with a period of less than 
100 nm.

Ceramic nanomaterials are widely used for the manufacture of 
parts that operate under conditions of elevated temperatures, non-
uniform thermal loads and corrosive environments. The superplasticity 
of ceramic nanomaterials makes it possible to obtain products of 
complex configuration used in aerospace engineering with high 
dimensional accuracy. Nanoceramics based on hydroxyapatite due 
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to its biocompatibility and high strength are used in orthopedics for 
the manufacture of artificial joints and in dentistry. Nanocrystalline 
ferromagnetic alloys of the Fe–Cu–M–Si–B systems (M is the 
transition metal of groups IV–VI) find application as excellent 
transformer soft magnetic materials with very low coercive force 
and high magnetic permeability.

The methods for producing isolated nanocrystalline particles, 
nanoclusters and nanopowders are very diverse and well developed 
(in particular, this applies to the most well-known methods – gas-
phase evaporation and condensation, precipitation from colloidal 
solutions, plasma-chemical synthesis, various thermal decomposition 
variants).

For the production of nanoparticles or nanopowders, the methods 
of spraying a melt jet with liquid or gas are most simple and efficient 
(Fig. 3.8).

Low-active or inert gases are used as dispersing media: nitrogen, 
argon, etc. or liquids: water, alcohols, acetone, etc. These methods 
usually produce powders of metals and alloys with particle sizes of 
about 100 nm. If it is necessary to obtain particles with dimensions 
of a few tens of nanometers, a double spray method is used in 
which the melt is first saturated with a high pressure soluble gas 
and then sprayed and dispersed by an insoluble gas. Rapid cooling 
of droplets results in an explosive release of the dissolved gas and 
their destruction into smaller particles.

Another frequently used technique is evaporation–condensation 
of the material. Rapid heating and evaporation can be provided by 
a plasma jet, a laser beam, an electric arc, an electrical explosion 

Fig. 3.8. Schemes for spraying a liquid melt: a – coaxial flow of an inert gas; 
b - perpendicular flow; c - in an electric arc on a rotating electrode. 1 – melt; 
2 – heater; 3 – inert gas; 4 – melt drops; 5 – dispersed material; 6 – electric arc; 
7 – fixed electrode; 8 – rotating electrode.

a                                b                            c
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of the conductor. Cooling and condensation of the vapour to form 
nanoparticles can occur in a vacuum, in an inert gas environment, 
and also on a solid or liquid substrate. Depending on the specific 
implementation and regimes, powders of various metals and alloys 
with particle sizes from 10 to 100 nm can be obtained.

The methods of mechanical grinding of solids are also used 
widely. They are carried out in mills of various types: ball, planetary, 
jet, vortex, vibratory, disintegrators, attritors (Fig. 3.9).

These methods can produce powders of metals with particle sizes 
of tens of nm, their oxides – with sizes of several nm, disperse 
polymers, components of ceramics, etc. A variation of mechanical 
methods can be considered the processing of raw materials 
by detonation waves. This method makes it possible to obtain 
nanopowders of Al, Ti and other solid materials, including diamond 
particles smaller than 10 nm.

Compact nanocrystalline materials have been produced only in 
the last 10–15 years (pioneering work [3.16–3.18] on the compaction 
of nanopowders refer to 1981–1986). At present, the compaction 
of nanopowders is one of the most common methods for obtaining 
compact nanomaterials.

A great fundamental interest in compact nanocrystalline materials 
is due primarily to their convenience for study. This is what caused 
the wide popularity and popularity of the technique for obtaining 
compact nanocrystalline materials (Fig. 3.10), proposed by the 
authors [3.19, 3.20]. The technology described in these works uses 
the evaporation and condensation method to obtain nanocrystalline 
particles deposited on the cold surface of a rotating cylinder; 
Evaporation and condensation are carried out in a rarefied inert 
gas atmosphere, usually helium (He); at the same gas pressure, the 
transition from helium to xenon, i.e. from a less dense inert gas to 
a more dense gas, is accompanied by an increase in the particle size 
several times. Particles of the surface condensate usually have facets. 
Under identical conditions of evaporation and condensation, metals 
with a higher melting point form smaller particles. The precipitated 
condensate is removed from the surface of the cylinder by a special 
scraper and collected in a collector.

After evacuation of the inert gas in vacuum, a preliminary (at a 
pressure of ~1 GPa) and a final (under a pressure of up to 10 GPa) 
compression of the nanocrystalline powder is carried out. As a 
result, cylindrical plates with a diameter of 5–15 mm and a thickness 
of 0.2–3.0 mm with a density reaching 70–90% of the theoretical 
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density of the corresponding material are obtained (up to 97% for 
nanocrystalline metals and up to 85% for nanoceramics [3.15]).

The compact nanocrystalline materials obtained in this way, 
depending on the conditions of evaporation and condensation, consist 
of particles with an average size d from 1–2 to 80–100 nm.

Due to the exclusion of contact with the environment during the 
production of a nanopowder and its subsequent pressing, it is possible 
to avoid contamination of compact nanocrystalline samples, which 

Fig. 3.9. Schemes of mills for fine mechanical grinding of raw materials (1 – grinding 
balls or fingers, 2 – raw materials): a – rotating ball mill, grinding by falling balls; 
b – vibrating mill, grinding the product with pulsating balls; c – attritor, abrading 
product with rotating fingers; d – jet mill, grinding the product ‘in the counter 
beams’; d – disintegrator, crushing the product by fingers rotating towards each other.

a b

c
d

e

Water Air Air
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is very important in the study of the nanocrystalline state of metals 
and alloys. The apparatus described in [3.16–3.21] can also be used 
to produce nanocrystalline compounds – oxides and nitrides; in this 
case, the evaporation of the metal is carried out in an oxygen- or 
nitrogen-containing atmosphere.

The porosity of nanoceramics obtained by compacting powders is 
related to triple joints of crystallites. The decrease in the size of the 
powders is accompanied by a marked decrease in their compactability 

Fig. 3.10. Diagram of the chamber for producing compact nanocrystalline materials 
[3.20]: the substance, evaporated or sprayed from one of several sources is condensed 
in the atmosphere of the rarefied inert gas and deposited on the cold surface of a 
spinning cylinder; the condensate is removed by scratching, collected and pressed 
in vacuum (after pumping away the inert gas).

Spinning cylinder cooled
liquid nitrogen

Inert gas

Evaporator

Valve

To pump

Fixing press/mould

Piston Piston

Final high-pressure 
compacting unit
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when pressed using the same pressure [3.22]. The lowering and 
more even distribution of the porosity is achieved by pressing at 
such an elevated temperature which does not yet lead to intensive 
recrystallisation. Thus, the conventional sintering of a highly 
dispersed zirconium oxide powder with a particle size of 40–60 nm 
at 1370 K for 10 s allows to achieve a relative density of 72% with 
an average grain size in the sintered sample of 120 nm; hot pressing 
at the same temperature and pressure of 1.6 GPa allows to obtain 
a sintered material with a relative density of 87% and an average 
grain size of 130 nm [3.23]. Reducing the sintering temperature to 
1320 K and increasing the sintering time to 5 h allowed to obtain 
compact zirconium oxide (ZrO2) with a relative density of more than 
99% and an average grain size of 85 nm [3.24]. The authors [3.25] 
produced compact samples with a density of 98% of theoretical 
density by hot pressing of a powder of titanium nitride (d ≈ 80 
nm) at 1470 K and a pressing pressure of 4 GPa, but (according to 
diffraction data) after hot pressing due to intensive recrystallisation 
the average grain size was not less than 0.3 μm. The study [3.26] 
showed that the densest samples (with a relative density of 98%) of 
titanium nitride are obtained by sintering samples compacted from 
the smaller nanopowders (d ≈ 8–25 nm) with a minimal dispersion 
of grain sizes.

On the whole, to produce compact nanocrystalline materials, 
especially ceramic materials, it is promising to use pressing with 
subsequent high-temperature sintering of the nanopowders. When 
using this method, it is necessary to avoid growth of the grains 
in the sintering stage of pressed specimens. This is possible at 
a high density of the pressings (no less than 0.7 of the X-ray 
density) when the sintering rate is sufficiently high and at a 
relatively low-temperature T < 0.5 Tm (Tm is the melting point). 
The production of such high density pressings is a difficult task 
because the nanocrystalline powders have low pressing capacity and 
the transitional static pressing methods do not result in sufficiently 
high porosity. The physical reason for low pressing capacity of the 
powders is the presence of the interparticle adhesion forces whose 
relative magnitude rapidly increases with a decrease of the particle 
size.

To retain the small grain size in the compact nanomaterials, in 
addition to decreasing the sintering temperature another effective 
measure is to add alloying additions preventing rapid grain growth. 
A suitable example is the production of nanocrystalline WC–Co 
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hard alloys [3.27–3.31]. The nanocrystalline powder composition 
produced from the tungsten and cobalt carbides was produced 
by thermal dissociation of organic metal precursors followed by 
carbothermal reduction in the suspended layer resulting in retaining 
high dispersion. To reduce the grain growth rate and the solubility 
of the tungsten carbide in cobalt, the non-stoichiometric vanadium 
carbide is added in the amount of up to 1% to the mixture. The hard 
alloy produced on the basis of this nanocrystalline composition is 
characterised by the optimum combination of high hardness and 
high-strength [3.28–3.30]. In [3.31] it is shown that each WC–Co 
nanocomposite particle with the size of ~75 µm consists of several 
millions of the WC nanocrystalline grains smaller than 50 nm and 
distributed in the cobalt matrix. Sintering of the nanocomposite 
mixture of the tungsten carbide with 6.8 wt.% of Co and 1 wt.% 
VC produced alloys in which the size of 60% of WC grains was 
smaller than 250 nm and 20% – smaller than 170 nm. An even finer 
structure was observed for the alloy containing, in addition to the 
tungsten carbide, 9.4 wt.% Co, 0.8 wt.% Cr2C3 and 0.4 wt.% VC. 
Even after sintering at a relatively high temperature of 1670 K 60% 
of the tungsten carbide grains in this alloy were smaller than 140 nm 
and 20% smaller than 80 nm. Comparison of the nanoalloy and the 
conventional polycrystalline alloy showed that the nanoalloy has a 
considerably higher strength and much higher resistance to fracture.

The compacting of the nanocrystalline powders is carried out 
efficiently by the magnetic pulse method proposed by the authors 
of [3.32, 3.33]. In contrast to the stationary pressing methods, the 
pulsed compression methods are accompanied by rapid heating of 
the powder as a result of the generation of a large amount of energy 
in friction of the particles during packing. If the size of the particles 
is sufficiently small (d < 0.3 µm), the heating time of the particles 
by the diffusion of heat from the surface is considerably shorter 
than the characteristic duration of the pulsed compression waves 
(1–10 µs). Under certain conditions, by selecting the parameters of 
the compression wave it is possible to carry out the hot pressing 
of the ultrafine powders as a result of the high surface energy of 
the powder. The method of magnetic pulsed pressing produces 
pulsed compression waves with the amplitude of up to 5 GPa 
and the duration of several microseconds. This method, based on 
the concentration of the force effect of the magnetic field of the 
powerful pulsed currents, makes it possible to control relatively 
simply the parameters of the compression wave, is ecologically clean 
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and considerably safer than the dynamic methods using explosive 
substances. The aluminium nitride (AlN) powders produced by 
electric explosion is pressed by the magnetic pulse method under 
the pressure of 2 GPa to a density of 95% theoretical density, and 
Al2O3 – to 86%. The magnetic pulse pressing method is used for 
producing components of different shape, and in the majority of 
cases these components do not require any additional machining. 
In particular, in operation with the superconducting oxide ceramics 
[3.33], components with the density higher than 95% theoretical 
density were produced.

The application of pulsed pressures results in a high density of 
the pressings in comparison with static pressing. This indicates that 
the interparticle forces in rapid movement of the powder medium 
are efficiently overcome.

The magnetic pulse method is used for pressing the nanocrystalline 
powders of  Al2O3 [3.34, 3.35] and TiN [3.36]. The results obtained 
in [3.36] showed that the increase of the pressing temperature to 
~900 K is more effective than the increase of pressure in cold 
pressing. At a pulse pressure of 4.1 GPa and a temperature of 870 K 
it was possible to produce compact specimens of the nanocrystalline 
titanium nitride with the grain size of ~80 nm and the density of 
approximately 83% of theoretical density. A decrease of pressing 
temperature to 720 K was accompanied by a decrease of density to 
81%.

3.1.5. Pulsed treatment

The method of activation of physical and chemical processes by 
irradiation with the electrons, ions and light is used widely for the 
modification of subsurface layers of the materials. The application 
of the pulsed energy sources for annealing offers a number of 
advantages in comparison with the method of traditional pulsed 
annealing. The most widely methods are pulsed photon treatment and 
pulsed laser treatment. The main differences of these methods are 
in the different degrees of monochromaticity of the light, different 
density of the energy flux and different pulse times.

3.1.5.1. Photon treatment

From the viewpoint of the short duration of the heat treatment of 
the materials, the method of pulsed photon treatment (PPT) is very 
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interesting. In this method, the duration of the effect of the light flux 
from a high power radiation source is several microseconds [3.37].

The method can be used to localise energy in the subsurface 
layer and induce the nucleation of crystalline phases at a lower 
thermal load on the sample. In pulsed photon treatment, the rapid 
introduction of the energy should accelerate the process of formation 
in the amorphous alloy of nuclei of crystalline phases of different 
composition, i.e., all the activation barriers of nucleation are 
overcome. The increase of the rate of nucleation of the crystalline 
phases results in high density of the phases at smaller dimensions 
thus increasing the strength whilst retaining the ductility of the alloy.

Pulsed photon treatment by radiation of powerful xenon lamps 
(radiation range 0.2.. .1.2 µm) results in higher heating rate 
(approximately 1000 K/s) in comparison with high-speed thermal 
annealing [3.38], and the presence in the radiation spectrum of the 
xenon lamps of the shortwave region (radiation spectrum from 200 
nm) results in the activation of solid-phase processes.

The pulsed photon treatment effect  is  manifested in the 
acceleration of the processes of diffusion, synthesis of thin films 
of compounds, recrystallisation, in a decrease of the temperature 
thresholds of phase formation, in an increase of the dispersion of 
the synthesised structures; in the formation of metastable phases; 
in nanocrystallisation of the amorphous metallic alloys (a number 
of amorphous alloys based on iron, aluminium), increasing the 
microhardness whilst retaining the ductility. At small radiation 
doses of the amorphous alloys the modulus rapidly increases. This 
increase is associated with the formation of clusters – the nuclei of 
nanocrystalline phases [3.39].

The pulsed light radiation, used for annealing, affects the 
relatively large surface of the material and this is one of the reasons 
why it is used in practice. Initially, the method was proposed for 
cleaning the surface of the substrate prior to vacuum spraying [3.40, 
3.41]. However, later it was found that a secondary consequence of 
this cleaning may be the changes in the structure of the substrate 
material [3.42].

3.1.5.2. Laser treatment

Laser treatment is one of the methods of high-speed annealing of 
the surface of materials. The currently available methods of pulsed 
laser treatment of the materials are used for local thermal heating 
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of the solid material controlled o the basis of time and temperature 
distribution. The main factor resulting in the interest of researchers 
in the methods of laser annealing is the rate of transformation of the 
amorphous layer to the monocrystalline structure [3.43].

The application of laser radiation results in the possibility of 
carrying out unique heat treatment which cannot be achieved by other 
methods. It is possible to ensure the concentration of the light energy 
in small volumes and over short periods of time. The effect of pulsed 
laser energy on the material results in high heating and cooling rates 
of the material. The effect of short laser radiation pulses on thick 
specimens with efficient heat removal from the surface layers is 
accompanied by high heating and cooling rates so that quenching, 
surface amorphisation, and other methods can be carried out [3.44].

Until recently, insufficient attention has been paid to the methods 
of laser treatment of amorphous–nanocrystalline and amorphous 
metallic alloys. These materials are promising required for various 
applications. Many amorphous alloys have satisfactory bend ductility, 
high mechanical strength, wear resistance and toughness. Some 
amorphous alloys are characterised by high resistance to corrosion 
and radiation fracture and high magnetic permittivity. In some cases, 
the amorphous and amorphous–nanocrystalline metallic alloys require 
additional heat treatment. The application of the advanced methods 
of laser treatment is capable of not only increasing the efficiency 
of annealing but also providing the treatment conditions which 
cannot be achieved by other methods so that the material with 
new properties can be produced [3.43, 3.46]. However, the high 
localization of this method in irradiation of the amorphous metallic 
materials is in fact a shortcoming.

3.1.6. Production of thin films

The method of production of solid thin films of inorganic materials 
can be divided into the following groups: physical, chemical and 
physico-chemical [3.45].

The methods in the first group are based on the processes of 
transfer (transport) of the substance from the source to the substrate 
surface not accompanied by chemical reactions. The methods in this 
group used most extensively in thin-film technologies are based on 
two main processes: formation of the vapour phase of the substance 
of the source and physical deposition (condensation) from the 
vapour on the substrate surface. The vapour phase is produced by 
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evaporation (thermal, laser) or sputtering (ion-plasma). The group 
of the physical methods also includes: deposition of powders from 
a suspension followed by melting together the layer, diffusion, ion 
doping, etc.

The methods of the second group are based on the chemical 
reactions of different types. The large number of the methods in 
this group can be divided into the following subgroups: chemical 
deposition from the gas (vapour) phase, chemical interaction of the 
substrate with the gas medium (for example, oxidation), deposition 
from the solution (melts), electrochemical deposition, solid-phase 
reactions.

The physical–chemical methods are based on the combination of 
the physical processes of formation of the vapour phase from the 
components of the given material (evaporation or sputtering) and the 
processes of chemical interaction of the material in the vapour or 
solid-phase with other components of the material: cathode sputtering 
in the active gas (reactive cathode sputtering), thermal evaporation 
and condensation in high vacuum followed by heat treatment of 
the condensed phase in the appropriate active gas medium, thermal 
evaporation and condensation in the active gas medium.

The application of the corresponding method is determined by 
the considerations of the optimum method of obtaining the required 
parameters of the films and, correspondingly, the component: 
economic justification, fulfilment of the ecological requirements. 
In the technology of production of microelectronic devices the 
main methods are chemical deposition from the gas phase, ion-
plasma sputtering, thermal (electron beam) evaporation, solid-phase 
reactions, ion doping. Many of these methods are also used after 
appropriate changes in the technology, for the production of materials 
with poly-  or even single-crystal structure [3.47].

Improvement of the apparatus for the transitional methods resulted 
in the creation of independent methods, such as molecular beam 
epitaxy (MBE), ionised cluster beam deposition (ICBD), metal-
organic chemical vapour deposition (MOCVD).

In a general case, the entire variety of the methods of producing 
thin films in the amorphous state can be conveniently divided into 
three large groups according to the initial aggregate state: production 
from the gas, liquid or solid phase state.

There are many methods of producing thin films and foils with 
the amorphous or nanocrystalline structure from the gaseous state 
by condensation of the atoms on the substrate [3.48].
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Films are produced by gas phase deposition in different chemical 
and physical variants:  magnetron deposition, electron beam 
deposition, laser synthesis, plasma-activated processes, and others. 
Deposition on the substrate may be carried out from the vapours, 
plasma or a colloidal solution. In deposition from the vapours the 
metal evaporates in vacuum, in the oxygen- or nitrogen-containing 
atmosphere, and the metal vapours or the vapours of the resultant 
compounds (oxides, nitrides) condense on the substrate. The size 
of the crystals in the film can be regulated by changing the rate of 
evaporation and substrate temperature. In most cases, this method is 
used to produce nanocrystalline films of metals [3.49, 3.50].

Each method has its own advantages and shortcomings, depending 
on the sputtering material and application.

Some of the sputtering methods, used frequently, will now be 
described briefly.

In thermal spraying the thin film is produced as a result of 
heating, evaporation deposition of the substance on the substrate in 
a closed chamber with the gas pressure in the chamber lower than 
10–4 torr [3.51]. The currently available systems for vacuum spraying 
use a working chamber formed by a hood made of stainless steel 
situated on a support plate (Fig. 3.11).

The vacuum-tight joint between the base of the hood and the 
support plate is produced using a rubber gasket. The working chamber 
contains a technological jig: the substrate holder, the evaporator of 
the sprayed substance, a screen, controlled with an electromagnetic 
or electric drive for interrupting the flow of the sprayed substance, 
electric power supply terminals. The industrial systems can be used 

Fig. 3.11. Equipment for vacuum sputtering: 
1) hood of the vacuum chamber; 2) the 
substrate; 3) the substrate holder; 4) the 
evaporator; 5) the evaporated substance; 
6) the support plate; 7) the screen.

164



Amorphous–Nanocrystalline Alloys

for multiple spraying without opening the working chamber. This 
is carried out using the carousels for the substrates and evaporators 
capable of moving in vacuum in relation to each other. The presence 
of carousels makes it possible, evaporating the substance from 
different evaporators, to produce multicomponent and multilayer 
films. Evaporation is carried out in most cases from the liquid phase, 
less frequently from the solid phase (sublimation). The rarefaction in 
the chamber dictates the requirements on the purity of the produced 
coatings, the chemical resistance of the evaporated material, the 
distance to the substrate which should not exceed the free path of 
the evaporated atoms. The thermal evaporation method has several 
varieties which differ by the method of heating the evaporated 
material: resistance heating, explosion (discrete) evaporation, laser 
heating, induction heating, electron beam heating.

The methods of cathode sputtering are based on the application 
of the energy of the positive ions, formed in a glow discharge 
and bombarding the cathode from the sputtered material [3.48]. 
Cathode sputtering may be used to produce films of refractory metals, 
different alloys and mixtures without disrupting the ratio (in percent) 
of the components.

In DC cathode sputtering the cathode is the evaporated material 
and the substrate is placed on the earthed anode. A high voltage is 
maintained between the electrodes and produces the glow discharge. 
A rarefaction to 10–3–10–4 Pa is produced in advance in the working 
volume, and subsequently the inert gas (usually argon) is supplied 
into the chamber to a pressure of 10–2–1 Pa. To ensure the passage 
of current between the electrodes, it is necessary to generate constant 
electron emission from the cathode which forms under the effect 
of the high voltage between the electrodes. If the applied voltage 
is higher than the ionisation potential of the investigated gas, the 
collision of the electrons with the molecules of the gas results in 
ionisation of the gas. As a result of the effect of high voltage, the 
positive ions are accelerated by the electric field and bombard the 
cathode and this results in the transfer of energy of the ions to the 
atoms of the cathode material and the material is sputtered. This 
method is suitable mostly for sputtering of metals and alloys.

In AC sputtering the high-frequency AC (usually 13.6 MHz) is 
used instead of the constant voltage. In this case, the gas discharge 
is localised in the space between the rods, sputtered alternately only 
during one half period when they receive the negative voltage and 
are used as the cathode of the discharge. This method decreases the 
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contamination of the substrate with the residual gases, lowers the 
charge accumulated on the substrate and is more suitable for the 
sputtering of dielectric layers.

The efficiency of the diode cathodes sputtering systems decreases 
at pressures lower than 10–1 Pa because of a decrease of the 
concentration of the ions of the working gas, whereas to obtain the 
films not filled with the gas it is necessary to reduce the pressure 
in the working chamber. From this viewpoint, it is preferred to 
use the methods of ion plasma sputtering in which the discharge is 
artificially maintained by using either the thermal emission cathode 
or a high-frequency field.

The methods of ion plasma sputtering can be used to produce 
materials in which the chemical and phase deposition, microstructure 
and, consequently, the characteristics will greatly differ from those 
produced by the transitional methods.

At present, the majority of the plasma technologies are based 
on the most extensively examined electric discharges with direct 
and alternating current of industrial frequency, high-frequency and 
superhigh frequency discharges, used traditionally for the generation 
of plasma [2.6].

In this method, sputtering is carried out by bombarding the target 
with the ions of the low-pressure plasma gas discharge formed 
between the thermal cathode and the independent anode [3.52]. The 
distinguishing feature of ion plasma sputtering is the higher vacuum 
in comparison with cathodes sputtering (~0.67 Pa) producing cleaner 
films. The electrical circuits of the discharge and sputtering are not 
connected in this case. There are different modifications of this 
method: the triode circuit with a constant potential, the triode circuit 
with an isolated source, the magnetron circuit, ion-beam sputtering.

In the triode circuit with the constant potential on the target the 
target made of the sputtered material is under the constant negative 
potential in relation to the plasma potential. The sputtered atoms are 
deposited on the substrate situated parallel to the target.

In the circuit with the isolated plasma source the plasma is 
generated in an auxiliary ionisation chamber from which the narrow 
ion beam, formed by the strong magnetic fields, diffuses into the 
main distribution chamber with the target positioned in it having the 
potential sufficient for sputtering of the target material.

In deposition from plasma the electrical discharge is maintained 
using an inert gas. The continuity and thickness of the film and the 
dimensions of the crystals in the film can be regulated by changing 
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the gas pressure and discharge parameters. The sources of metallic 
ions in deposition from the plasma are metallic cathodes ensuring 
a high degree of ionisation (from 30 to 100%); the kinetic energy 
of the ions equals from 10 to 200 eV and the deposition rate is up 
to 3 µm/min.

A variety of deposition from plasma is magnetron sputtering in 
which cathodes are produced not only from metals and alloys but 
also different compounds and the substrate temperature is reduced 
by 100–200 K or less. This widens the possibilities of producing 
amorphous and nanocrystalline films. In magnetron sputtering the 
high deposition rate is achieved by increasing the ion current density 
by localisation of the plasma at the sputtered surface of the target 
using a strong transverse magnetic field (Fig. 3.12) [2.6].

The lines of force f the magnetic field close between the poles of 
the magnetic system. The surface of the target located between the 
areas of entry and exit of the lines of force of the magnetic field is 
extensively sputtered and has the form of a closed track with the 
geometry of the track determined by the form of the poles of the 
magnetic system. This method is suitable for sputtering all solids, 
with the exception of magnetic ones.

However, the degree of ionisation, the kinetic energy of the ions 
and the deposition rate in magnetic sputtering are lower than when 
using the electric arc discharge plasma.

Magnetron sputtering is highly universal and can be used not only 
for metallic and also non-metallic targets (to produce appropriate 
films). In magnetron sputtering the substrate temperature is not 
high (100–200°C) which offers extra possibilities for producing 
nanostructured films with a small grain size and amorphous films 
[2.6].

Of obvious interest are the pulsed plasma sources. When they are 
used for plasma generation at the power of electric energy sources of 
tens of kilowatts it is possible to obtain, in the plasma pulse lasting 
10–4–10–5 s, peak powers from tens to thousands of megawatt and 
heat the plasma to (4–5) · 104 K followed by auto-quenching of the 
plasma with the rates of 107–108 K/s [3.52].

3.1.7.  Ion implantation

Implantation of the ions into the surface of the metallic materials 
may lead to the formation of the amorphous state under favourable 
conditions. The implantation process includes the ionisation of the 
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implanted atoms and their acceleration to high energies in the electric 
field [3.55]. The accelerated ions of the impurity bombard the initial 
material, penetrate into this material to a depth of several tenyhs 
of a micrometre and are arrested. The diagram of ion implantation 
equipment is shown in Fig. 3.13. The equipment consists of the ion 
source 1, the magnetic mass analyser 2 separating the undesirable 
ions from the beam, the ion accelerator 4, the electric lenses and 
deflecting plates 3 for focusing the beam, the vacuum chamber 5, 
connected with the vacuum system 6. In most cases, to produce the 
amorphous structure, the ions of tungsten, boron, phosphorus and 
also other metalloid are implanted in the subsurface layer of the 
metallic materials. Since at room temperature these elements are in 
the solid state, the ion sources are represented by the molecules of 
their gaseous compounds. The boron ions are produced using BF3 or 
BCl3, and the phosphorus ions – PH3 or PF3. Usually, the atoms are 
ionised by the bombardment with the arc discharge electrons or the 
electrons of the cold cathode. This type of bombardment results in 
the formation of ions of several types. In the mass analyser the ion 
beam is deflected by the magnetic field. Due to the mass difference 
they are deflected in different ways and, therefore, the output circuit 
of the magnetic field lets through only the ions of the required kind.

Fig. 3.12. The magnetron sputtering system: 1) the cathode–target; 2) the magnetic 
system; 3) the power source; 4) the anode; 5) the trajectory of movement of the 
electron; 6) the sputtering zone; 7) the line of force of the strength of the magnetic 
field.
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Depending on the applications, different modifications of the ion 
implantation equipment are produced. In the systems with the high 
beam current, the beam can be fixed and scanning can be carried 
out by rotating the target with simultaneous reciprocal movement. 
In other systems, the beam carries out the scanning movement and 
the target rotates.

For the majority of systems the accelerating voltage is in the 
range from 10 to 200 kV. The ion beam is usually focused on a target 
to a diameter of ~1 cm. The beam current which can be measured 
accurately is in the range from 10 µA to 2 mA. The number of ions 
per unit area is referred to as the unit dose Φ. The ion dose is linked 
with the beam current i, its cross-sectional area S and the irradiation 
time t by the equation

,It
qS

Φ =                                  (3.3)

here q is the ion charge. If the beam current is equal to 1 mA for 1.6 
ms, and the cross-sectional area of the beam is 1 cm2, the resultant 
irradiation dose at the ion charge of 1.6 · 10–19 C is Φ = 1013 ion/cm2. 
At the known ion dose and the cross-sectional area of the beam it 
is possible to determine the appropriate geometry and the scanning 
speed [3.56].

To produce thin metallic layers with the amorphous structure the 
irradiation dose is usually Φ >1016 ion/cm2. The advantages of the 

Fig. 3.13. Diagram of the ion beam accelerator: 1) the ion source; 2) the magnetic 
mass analyser, separating the undesirable ions from the beam; 3) electric lenses and 
deflecting plates for beam focusing; 4) the accelerator tube; 5) the vacuum chamber 
in which the specimens to be processed are placed; 6) the vacuum system; 7) the 
high voltage power source.
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ion implantation method are the stability of the process, easy control 
of the parameters, and the composition of the amorphised surfaces 
can be varied over a wide range and it is possible to produce layers 
on relatively large areas. The main shortcoming of the method 
is the cumbersome, complicated and expensive equipment, and 
also the small thickness of the layer, equalling several hundreds of 
nanometres.

3.2. The structure of alloys

The amorphous state of the metals and alloys is metastable and, 
therefore, in the application of amorphous alloys in practice the 
most important problem is the problem of their thermal and time 
stability. The investigations of the crystallisation processes of the 
amorphous alloys are essential for determining the relationships and 
links between the set of the mechanical properties and the changes 
of the structure taking place during transition from the amorphous 
to crystalline state [1.1].

The amorphous–nanocrystal l ine state may demonstrate a 
qualitatively new level of the mechanical properties: the properties 
differ from both completely crystallised and from amorphous 
materials [3.57–3.59]. For example, partial crystallisation of the 
alloys with the amorphous structure increases the elastic moduli 
of the material. When the requirements on the material include not 
only high strength and toughness but also relatively high values of 
the Young and shear moduli, it is sufficient to use the material in 
the amorphous–nanocrystalline state [1.107]. The majority of the 
magnetically soft materials are amorphous–nanocrystalline alloys in 
which the formation of a small number of crystalline particles smaller 
than 10–20 nm results in a low coercive force and high magnetic 
permittivity [3.60].

However, the formation of the crystalline phase in the amorphous 
material may also have undesirable consequences, for example, the 
loss of plasticity, structural inhomogeneity, the formation of local 
stresses, defects, etc. Many of these phenomena are determined by the 
conditions resulting in the formation of the crystalline phase because 
this determines the morphology, phase composition and the amount 
of the structural components in the amorphous–nanocrystalline state 
[1.1].
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3.2.1. Special features of the transition from the amorphous 
to crystalline state under thermal effects

Crystallisation thermodynamics
The conventional crystallisation of the amorphous metallic alloys is 
regarded as the solid-phase transformation governed by the classic 
thermodynamics of crystallisation of the supercooled liquid. The 
changes of the enthalpy ΔH, entropy ΔS, and the free energy ΔG 
in crystallisation of amorphous metallic alloys [3.61] are equal to:
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here ΔHm is the difference of the enthalpies of the amorphous and 
crystalline states at the melting point Tm, Cp

a and Cp
c are the specific 

volume (or molar) heat capacities of the amorphous and crystalline 
phase, respectively. Identical (3.4) thermodynamic parameters            
ΔHn–a(T), ΔSn–a(T) ΔGn–a can be determined [3.61, 3.62] for the 
transformation from the amorphous to nanocrystalline state:
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Here ΔHm(Tk) is the difference of the enthalpies of the amorphous 
and nanocrystalline states at the crystallisation temperature Tk. The 
value of the enthalpy difference can be measured by the calorimetric 
method, ΔS0

n–a is the difference of the entropies of the nanocrystalline 
and amorphous state at 0 K, which can be estimated from the 
concentration of the free volume in two states [3.63], Cp

n is the 
specific heat of the nanocrystalline state.

The processes of crystallisation and nanocrystallisation have 
considerable thermodynamic differences. In the crystallisation 
process, the change of the entropy is negative ΔS < 0. In this case, 
ΔS decreases with increasing temperature and ΔG increases. With 
increasing temperature ΔS and ΔH increases and ΔG decreases for 
the given grain size.
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Crystallisation mechanisms
The processes of crystallisation, taking place as a result of thermal 
effects on the amorphous state, have been studied most extensively. 
There are four crystallisation mechanisms [3.62].

1. Polymorphous crystallisation in which the products of 
transformation have the same composition as the amorphous matrix. 
The form of the crystals is determined by the anisotropy of the 
growth rate in different crystallographic directions. The amorphous 
alloys usually correspond to the eutectic compositions characterised 
by the large difference in the composition of the crystalline phases 
and the amorphous matrix. This type of crystallisation is encountered 
relatively rarely and especially in the formation of metastable 
crystalline phases which then change to equilibrium phases with 
the extensive concentrational redistribution.

2. Eutectic crystallisation in which the amorphous matrix 
crystallises with the simultaneous formation of two phases which 
are in a close structural relationship. In this case, the components 
at the crystallisation front are redistributed, although in a number of 
cases this redistribution is not sufficiently extensive. Although the 
transformation takes place in the solid state, the resultant colonies are 
termed the eutectics and not eutectoids because the amorphous matrix 
is a supercooled liquid [1.1]. Like the polymorphous crystallisation, 
the eutectic crystallisation is a continuous process. The general 
composition of the crystal in the amorphous phase is the same 
and the matrix remains without changes until it is absorbed by 
the interface. In contrast to polymorphous crystallisation, eutectic 
crystallisation requires diffusion essential for the distribution of the 
dissolved component between the two growing faces. This diffusion 
may take place either in the amorphous phase ahead of the growing 
crystal or at the amorphous phase – crystal interface.

3.  Primary crystall isation in which the crystals with the 
composition different from the composition of the amorphous phase 
form in the initial stage. The growth rate of the crystals is controlled 
by the diffusion of one or several components in the initial structure. 
After enrichment of the amorphous matrix with these components, 
polymorphous or eutectic transformation takes place in the matrix 
with the formation of some crystalline phases. This crystallisation 
mechanism is the initial stage of crystallisation of many amorphous 
alloys and is typical of the alloys of the hypoeutectic or hypereutectic 
composition and also of the alloys whose composition slightly 
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differs from the composition of alloys produced by polymorphous 
crystallisation.

4. Crystallisation of the delaminated amorphous matrix which 
takes place in two stages. If the amorphous matrix is susceptible to 
delamination already prior to crystallisation, the resultant amorphous 
‘phases’ crystallises independently and at different temperatures.

The morphology of the crystalline particles, precipitated during 
the examined crystallisation mechanisms, greatly differs – spherical, 
plate shaped, barrel-like and dendritic [3.1].

The crystallisation of the amorphous metallic alloys is a 
complicated physical–chemical process of formation (nucleation and 
growth) of the multiphase state, and the general rate of transformation 
reflects the time and temperature dependences of both processes of 
formation of the crystals.

Regardless of the dependence on the specific crystallisation 
mechanism, it is possible to produce in the optimum treatment 
conditions the amorphous–crystalline mixture and analyse its 
mechanical properties in dependence on the volume fraction, the type 
and morphology of crystalline phases distributed in the amorphous 
matrix.

An important conclusion is the one according to which the first 
phase, formed in the amorphous matrix during heating, is the phase 
which is the first phase to form during slow cooling of the melt. 
This in fact indicates that the amorphous matrix contains a large 
number of nuclei of the crystalline phase inherited from the liquid. 
It is fully possible that this nucleus is in fact a cluster embedded 
in some manner in the structure of the amorphous alloy or an even 
internal element of such a structure.

Crystallisation kinetics
The crystallisation kinetics of the amorphous alloys is a result of the 
effect of thermodynamic factors and kinetic parameters [3.64]. The 
kinetics of a given process depends on the set of the parameters, 
namely on the crystallisation mechanism, the number of ‘frozen-
in’ crystallisation centres, the activation energy of diffusion, the 
driving force – the difference of the free energies of the amorphous 
and probable crystalline phase. In addition to this, the nature of 
crystallisation is influenced by the surface quality, the effect of the 
external factors (radiation, pressure, deformation).
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In the case of isothermal holding the fraction of the crystallised 
material can be represented by the classic Johnson–Mehl–Avrami 
equation [3.65–3.67]:

x(τ) = 1 – exp[–bτn],                   (3.6)

Here x(τ) is the volume fraction of the crystalline phase formed 
during time τ; b is the rate constant; n is the exponent, its value can 
be used to assess the process mechanism (n varies from 1.5 to 4).

If n = 1+0.5, the grain growth is controlled by diffusion, there is 
no nucleation, at n = 2.5+0.5 nucleation takes place at a constantly 
increasing nucleation rate, the value n = 3.5–4 indicates that the 
crystallisation rate is controlled by the growth rate of the crystals 
at a constant rate of formation of the crystallisation centres, or 
corresponds to the eutectic breakdown [3.68].

The dependence of the rate constant b on temperature is described 
by the Arrhenius equation

0 exp ,Eb b
RT
∆ = − 

 
                          (3.7)

here b0 is the pre-exponential multiplier; ΔE is the activation energy; 
R is the gas constant [3.62].

The value of the crystallisation temperature Tcrys is not strictly 
fixed – the transformation may take place, although at a lower rate, 
during isothermal holding at a temperature several degrees lower 
than the value assumed to be Tcrys. The crystallisation temperature 
Tcrys is usually the temperature at which transformation takes place 
at a high rate (10–3–10–1 of the volume of the specimen per minute).

Activation energy Ea and the latent heat of transformation Q play 
the controlling role in the crystallisation kinetics of the amorphous 
alloys. The relationship is unambiguous: as the purity of the specimen 
increases, the values of Tcrys and Ea decrease and Q increases [3.69, 
3.70]. The stability of the amorphous alloys increases with a decrease 
of the thermodynamic stimulus and increase of the efficiency of the 
kinetic barrier for their breakdown (lower heat and higher activation 
energy of crystallisation). The activation energy of the crystallisation 
process, as shown by the experiments, changes in a very wide range 
from 40 to 400 kJ/mole [1.1]. 

At a constant heating rate, the crystallisation kinetics is described 
by the Kissinger equation:

174



Amorphous–Nanocrystalline Alloys

( )1 ,
T

x k x∂  = − ∂τ 
                         (3.8)

where x is the fraction of the material solidified during time τ at 
temperature T, k is the rate constant determined by the following 
equation

 exp ,Ek A
RT
∆ = − 

 
                         (3.9)

where ΔE is the activation energy, R is the gas constant [3.71].
If the temperature changes with time, the reaction rate is described 

by the following equation

.
T T

dx x x dT
d d

∂ ∂   = +   τ ∂τ ∂τ τ                        (3.10)

Since the number of nuclei at fixed time is also constant, and the 

position of the components in the system is constant, then 0x
T τ

∂  = ∂ 
and combining (3.9) and (3.10) we obtain the equation which can 
be used at any temperature

( )1 exp .dx EA x
d RT

∆ = − − τ  
               (3.11)

Differentiating (3.11) with respect to time we have

2 exp .d dx E dT E dxA
d d RT d RT d

 ∆ ∆        = − −         τ τ τ τ         
     (3.12)

At the very beginning of the crystallisation process, the rate of the 
process is close to 0, and at the maximum point of the exothermic 
peaks on the DTA curves the rate is maximum and, consequently, at 
these temperatures dx/dτ = 0 and

2exp ,
m m

E E dTA
RT RT d

 ∆ ∆  − =   τ  
               (3.13)

here Tm is the temperature corresponding either to the maximum of 
the peak or the start of the transformation. Denoting the heating rate 
by dT/dτ = β, we obtain
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1 ln const.
m m

E
R T T

   ∆ β − = +    
    

                 (3.14)

From the  s lope  of  the  s t ra ight - l ine  in  the  coord ina tes

2
1ln

m m

f
T T

   β
=   

   
 it is possible to determine the activation energy of 

the crystallisation process ΔE on the pre-exponential multiplier A.
It is well-known that the amorphous metals and alloys usually 

crystallise in heating to a specific temperature Tk. The value of Tk 
is 13–23 K for the amorphous films of pure metals with a thickness 
of D > 20 nm and may reach several hundreds of degrees for the 
amorphous alloys. For the majority of metallic glasses Tk is in 
the range (0.4–0.65)Tm for the conventional heating rates used in 
DSC investigations equal to 10–100 K/s (here Tm is the equilibrium 
melting point of the crystalline alloy). The absolute values of the 
nanocrystallisation range known at the present time are 400–1500 K 
(for the amorphous alloys based on refractory metals).

The crystallisation of the amorphous metals and alloys in heating 
takes place by the formation of crystalline nuclei in the amorphous 
matrix followed by their growth. The kinetics of nucleation of the 
crystalline phases has been the subject of many discussions. There 
are disputes regarding the relative role of the intrinsic initiation in 
the amorphous matrix and the athermal growth of the pre-precipitates 
or ‘frozen-in nuclei’. Additional difficulties of interpretation are 
associated with the measurements of the nucleation rate. The 
nucleation rate should be determined on the basis of the measurement 
of the growth rate and general transformation kinetics. In the first 
case, a large error may be made if the effect of the small cross 
section of the this foil is not assessed reliably. In addition, in both 
cases, the results are not correct in the early stage of crystallisation 
when the number and size is of the crystals are small.

The nucleation of the crystalline phases in the amorphous 
matrix takes place, regardless of the dependence on the specific 
crystallisation mechanism, usually by a homogeneous mechanism, 
and the nucleation rate is approximately constant with time at the 
given temperature. However, homogeneous nucleation is only one of 
the possibilities which is often imposed by heterogeneous nucleation, 
athermal nucleation and even nucleation determined by the ‘frozen-
in’ crystallisation centres [3.72].

The types and morphology of the nanocrystallisation products 
are determined by the crystallisation mechanisms closely linked 
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with the chemical composition and thermodynamic characteristics 
of the resultant crystalline phases [3.64]. The grain size of the 
nanocrystalline structure, formed in crystallisation of the amorphous 
alloy, is strongly affected by the heat treatment conditions and 
the chemical composition of the metallic glass. One of the most 
important factors which determine the grain size in isothermal 
annealing is the annealing temperature. The annealing time is usually 
determined by the time of completion of the transformation of the 
amorphous phase to nanocrystalline phase.

Surface crystallisation 
Surface crystallisation is a special form of the crystallisation of 
the amorphous alloys produced by melt quenching. In this case, 
the nanocrystalline phase forms, as is well-known, mostly in the 
surface layers of the rapidly quenched amorphous ribbon. This 
process is characterised by different states of the surfaces (internal, 
adjacent to the disc, and the external that is in contact with the 
atmosphere). The phenomena of accelerated crystallisation of the 
surface may be detected on both sides of the ribbon but there are 
cases of preferential crystallisation of one of the sides [3.73, 3.74]. 
The reasons for this phenomenon have not as yet been completely 
determined. At the same time, the surface crystallisation play a 
significant role in the vertical application of the amorphous alloys. 
For example, the crystallisation of the surface layers is reflected in 
their catalytic activity and corrosion resistance [3.74, 3.75] and in 
the properties of magnetically soft materials [3.76, 3.77]. 

The investigations show that the crystallisation of both surfaces 
of the amorphous alloys based on iron and cobalt starts earlier than 
in the volume [3.78, 3.79]. However, the activation energy of this 
process on the external surface is the same as in the volume, and on 
the internal surface it is considerably lower (this is especially evident 
at moderate temperatures). Taking into account the data obtained by 
small-angle X-ray scattering and Auger electron spectroscopy [3.78, 
3.79], the authors concluded that the accelerated crystallisation of 
the external surface of the amorphous alloys is determined to a large 
extent by the presence in the surface layer of the excess free volume, 
the high concentration of the submicropores, whereas the acceleration 
of crystallisation of the internal side of the alloy is determined by 
the change of the chemical composition of these layers.

At the present time, the number of the experimental data for the 
effect of the alloying elements on the grain size of the nanocrystalline 
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phase, formed during crystallisation of the metallic glasses, is small. 
In particular, it has been established that the additions of C and Si 
in the iron-based amorphous alloys increase the diffusibility of the 
metalloids and, consequently, increase the growth rate of the primary 
crystallisation products [3.80]. These additions may also decrease the 
concentration of nuclei and cause at the same time the formation of 
the structure with larger grains. The additions of Cu or Au to the 
iron-based glasses increase the nucleation rate of α-Fe crystals by 
several orders of magnitude. The addition of the elements which slow 
down diffusion, such as Nb, Zr of Mo, decreases the growth rate of 
the crystal and increases the dispersion of the structure [3.81]. The 
microadditions of Cr, Co, Ni or Pd have no significant effect on 
the primary crystallisation of the metallic iron-based glasses [3.82].

The experimental results show that the minimum possible size of 
the nanocrystals for the polymorphous and eutectic nanocrystallisation 
is several nanometres, and in primary crystallisation it is considerably 
greater (15–30 nm). For the specific crystallisation mechanism the 
minimum grain size does not depend on the number of elements 
in the alloy. Different values of the size of the nanocrystals for 
different crystallisation mechanisms indicate that the limiting size 
is determined by the nucleation mechanism and the structure of the 
interphase and also by the structure of the amorphous matrix.

Crystallisation and glass transition temperature 
A number of studies have been published [3.83–3.88] in which it 
was established that the crystallisation of the alloys takes place by 
different mechanisms at temperatures higher or lower than the glass 
transition temperature.

At temperatures higher than the glass transition temperature the 
alloy is in the supercooled liquid state, and at temperatures lower 
than the glass transition temperature it is in the amorphous state. It 
is also well-known that the properties of the alloys greatly change 
in transition through the glass transition temperature.

The glass transition temperature Tg of the Ni70Mo10P20 alloy is 
lower than the crystallisation temperature Tcrys (Tg = 703 K and                                                                                             
Tcrys = 730 K at the heating rate of 0.33 K/s), and in [3.83] it was 
shown that annealing prior to the start of crystallisation of the 
specimens of this amorphous alloy at temperatures both lower 
and higher than the glass transition temperature results in the 
delamination of the initial amorphous phase in two regions with 

178



Amorphous–Nanocrystalline Alloys

different chemical composition and/or the short-range order (different 
amorphous phases).

The results of X-ray diffraction and electron microscopic analysis 
show that annealing below the glass transition temperature results 
in the simultaneous formation of two crystalline phases: metastable 
FCC phase and the stable phase Ni3P. The crystal precipitates have 
the form of dendrites (Fig. 3.14) and the amorphous interlayer is 
retained between the dendrite arms. Inside the dendrites there are 
clearly visible plate-shaped precipitates. Phase analysis shows that 
these precipitates correspond to the equilibrium Ni3P phase.

The crystallisation of this alloy at temperatures higher than the 
glass transition temperature results in the formation in the amorphous 
matrix of the crystals of the metastable FCC phase and a small 
number of nickel nanocrystals. The resultant crystal precipitates of 
the metastable FCC phase are dendritic, the size of the crystals of 
this phase is 300–600 nm. The amorphous phase is retained between 
the dendrite arms, and the transverse size of the dendrite arms is 
10–20 nm (Fig. 3.15) [3.84].

The metastable FCC phase is the metastable nickel phosphide with 
the composition close to the composition of the equilibrium phases 
(Ni (Mo))3P [3.84].

Annealing of the Ni70Mo10B20 alloy below the glass transition 
temperature prior to the start of crystallisation does not result in  
changes of the initial amorphous structure. The alloy crystallises 
by the eutectic mechanism resulting in the formation of the FCC 
phase Ni(Mo) and the Ni3B phases. The FCC Ni(Mo) phase amounts 
to 19.4%, and the Ni3B phase to 80.6% of the total amount of the 
crystalline part [3.85].

The transformations at temperatures higher than the glass 
transition temperature can be divided into the transformations in the 
amorphous phase, taking place prior to the start of crystallisation, 
and the intrinsic crystallisation processes. Heating of the Ni70Mo10B20 
amorphous alloy is accompanied by the increase of the half width 
of the diffusion maximum, and it was concluded that areas enriched 
and depleted in molybdenum appear and, therefore, the amorphous 
phase is inhomogeneous prior to the start of crystallisation. A further 
increase of temperature or annealing time results in the crystallisation 
of the alloy. The crystallised samples contains three crystalline 
phases – the first phase, similar to pure nickel; the second phase is 
a solid solution of molybdenum in nickel with the Mo content of 
approximately 15 at.%, and the third phase is the phase of the Ni3B 
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type with the orthorhombic lattice. Examination by high-resolution 
electron microscopy shows that the nanocrystals of phase I have the 
size of 2–5 nm and are defect free (Fig. 3.16).

The nanocrystals of phase 2 (Fig. 3.17) are considerably larger 
(20–50 nm) and contain a large number of defects [3.84, 3.85].

On the basis of the experimental results the authors of [3.85] 
analyse the differences in the phase compositions and crystallisation 
mechanisms of the Ni70Mo10B20 amorphous alloy at temperatures 
higher and lower than the glass transition temperature. It was shown 
that the observed differences are determined by the delamination 
of the amorphous phase in two regions enriched and depleted in 
molybdenum, the FCC crystals of the solid solution of molybdenum 
in nickel form and contain approximately 15 at.% Mo, and in the 
regions enriched with boron, crystallisation results in the formation 

Fig. 3.14. Electron microscopic images and the diffraction pattern of a sample of 
Ni70Mo10P20 amorphous alloy after annealing for 500 hours at 670 K.

Fig. 3.15. Microstructure of the Ni70Mo10P20 alloy annealed at T = 723 K for 60 s: 
a) bright field image; b) dark field image (TEM).
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of borides, and in the regions depleted in molybdenum and boron – 
the FCC phase, similar to pure nickel [3.85].

It has been established [3.86, 3.87] than the formation of the 
nanocrystalline phase in the Ni70Mo10P20 and Ni70Mo10B20 eutectic 
alloys is observed only as a result of the preliminary delamination 
of the initial amorphous phase in two regions with different chemical 
composition and/or the short-range order (amorphous phase) and 
takes place by the primary mechanism.

The authors of [3.88, 3.89] investigated the crystallisation of 
the metallic glasses based on Al–RE–Ni–Co system (RE – the rare-
earth metal). The results show that the aluminium-based metallic 
glasses contain different mechanisms of crystallisation above and 
below the glass transition temperature. Annealing of the metallic 

Fig. 3.16. High-resolution electron microscopic image of a nickel nanocrystal as a 
result of the Fourier transform of this image.

Fig. 3.17. High-resolution electron microscopic image of the nanocrystal of the 
solid solution of Mo in Ni (a), magnified image (b) of the area indicated in the 
frame in (a).
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glasses Al85Re8Ni5Co2 and Al85Y4Nd5Co2 above the glass transition 
temperature is accompanied by the formation of the primary 
nanosized particles of α-Al in the amorphous matrix. In the same 
alloys in isothermal annealing below the glass transition temperature 
examination showed the primary intermetallic phases or intermetallic 
phases together with the α-Al particles. The size of these intermetallic 
phases is approximately 50 nm, they are metastable and have a 
multicomponent composition (Fig. 3.18).

The study [3.90] describes the effect of annealing on the 
microstructure of bulk metallic glasses. On the example of the 
Fe36Co36B19.2Si4.8Nb4 alloy it was shown that annealing below the glass 
transition temperature results in the formation of atomic clusters with 
a pseudo-tenfold symmetry and a close bond with the Fe23B6 phase. 
Annealing at relatively high temperatures leads to the formation of 
Fe2B and FeB stable phases and the Fe(Co) solid solution.

The structure in early crystallisation stages
The thermal stability of the nanocrystals is strongly affected 
by the processes of normal and anomalous grain growth, phase 
transformations, relaxation, diffusion and other factors [3.91].

Since the transition from the amorphous to nanocrystalline state 
is the phase transition of the first kind, nanocrystallisation is usually 
accompanied by the formation of two-phase structures which are 

Fig. 3.18. Structure of the Al85Y8Ni5Co2 alloy after heat treatment using an isothermal 
calorie meter at 533 K for 5.3 ks, TEM, bright field (a); the diffraction pattern on 
which the thin rings are formed by α-Al, and the spots by the intermetallic phase 
(b) [3.88, 3.89].
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interpreted as the amorphous–nanocrystalline structures. The striking 
feature of the alloys with the amorphous–nanocrystalline structure 
(ANS) is primarily the fact that the structural (phase) components of 
such system greatly differ because they have the maximum (crystal) 
and minimum (amorphous state) degree of atomic ordering.

For correct analysis of the effects, associated with the crystallis-
ation of the amorphous state, it is convenient to separate several 
stages of transition from the amorphous to crystalline state (Fig. 
3.19).

If the completely amorphous (Fig. 3.19 a) and completely 
crystalline (Fig. 3.19 d) states are excluded, there are in principle 
two transition amorphous–crystalline states: the amorphous matrix 
with the uniformly distributed particles of the crystalline phase 
with the volume fraction Vv < 0.5 (Fig. 3.19 b) and the incomplete 

Fig. 3.19. Crystallisation of the amorphous state.
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crystalline state with the amorphous interlayers, for which Vv > 0.5 
(Fig. 3.19 c).

In this section, we summarise the results of investigations of the 
alloys with the amorphous–crystalline structure obtained in the initial 
stages of controlled crystallisation. The results are presented of the 
investigation of the structure and the quantitative analysis of its main 
parameters (the type of crystal lattice, composition, the mean size 
and shape, bulk density and bulk fraction of the crystalline phase) 
in dependence on the temperature–time regimes of heat treatment of 
the amorphous alloys.

In [3.92] the authors investigated crystallisation of Fe70Cr15B15 
alloy which is a modelling alloy having the unique set of the stress, 
magnetic and corrosion-resisting properties and forms a basis for 
a number of industrial alloys superior to the crystalline analogues. 
Using differential scanning calorimetry (DSC) the crystallisation 
temperature Tcrys of the investigated alloy was determined. Figure 
3.20 shows the DSC curve obtained in heating the specimen at a 
rate of 20°/min.

As indicated by Fig. 3.20, the crystallisation of the Fe70Cr15B15 
alloy takes place in a single stage. The most active precipitation of 
the crystal phase takes place in the amorphous alloy at a temperature 
of 526°C.

Electron microscopic studies after annealing the initial amorphous 
alloy at T < 450°C showed the typical amorphous structure without 
any features of crystallisation (Fig. 3.21). The absorption contrast of 
the ‘salt–pepper’ type, typical of the amorphous state, was observed. 
The electron diffraction micropatterns showed the diffraction pattern 

Fig. 3.20. The DSC curve of the Fe70Cr15B15 amorphous alloy.
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characterised by the high-intensity strongly eroded first ring (halo) 
and difficult to see rings (halo) of the higher orders.

When the annealing temperature is increased to 450–470°C, 
depending on the annealing time the structure shows the process of 
eutectic crystallisation in which the amorphous matrix crystallises 
in the form of eutectic colonies with the simultaneous formation of 
two phases with a close structural relationship (α-Fe–Cr and Fe3B) 
(Fig. 3.24). In this case, the stepped redistribution of the components 
at the crystallisation front takes place. Although the transformation 
takes place in the solid body, the resultant crystalline colonies are 
referred to as eutectics (not eutectoids) since the amorphous phase 
is a supercooled liquid.

The results of X-ray diffraction analysis of the partially 
crystallised Fe70Cr15B15 alloy shows that in addition to the amorphous 
state, the structure actually contains two crystalline phases: the BCC 
solid solution of chromium in α-Fe (α-(Fe–Cr)) and the Fe3B boride 
(tetragonal close-packed lattice).

Figure 3.22 shows the X-ray diffraction diagram of the alloy after 
annealing at 450°C, 2 h.

The spacing of the crystal lattice of the α-(Fe–Cr) phase equals 
0.287 nm, and the spacings of the lattice of the tetragonal phase Fe3B 
is α = 0.862 nm and c = 0.428 nm. The effective size of the α-(Fe–
Cr) crystals, determined from the broadening of the X-ray lines, is 
28 nm, and the size of the Fe3B phase is 44 nm. The volume ratio 
of the Fe3B and α-(Fe–Cr) phases in the eutectic is approximately 
3:1 and changes only slightly in dependence on the heat treatment 

Fig. 3.21. The structure of the Fe70Cr15B15 alloy after annealing for one hour at 
400°C, TEM (bright field).
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conditions. The structural components of the eutectic have the form 
of very fine (no more than 10 nm in thickness) alternating place 
situated in a strict orientation relationship determined by the TEM 
method:

〈100〉boride||〈100〉Fe–Cr,
〈100〉boride||〈121〉Fe–Cr.

Since the solubility of boron in α-Fe is very small, the oscillations 
of the boron concentration between the structural components of the 
eutectic exceed 30 at.%.

Figure 3.23 shows the electron microscopic images indicating the 
evolution of the structure of the given alloy during annealing. As 
an example the photographs of the α-Fe–Cr eutectic colonies and 
the Fe3B boride distributed in the amorphous phase after annealing 
for one hour at 460°C in the form of barrel-shaped crystals with 
the average size of approximately 1 µm. The form of the eutectic 
colonies does not change during growth up to contact of the 
individual colonies with each other with increasing temperature 
and/or annealing time.

Fig. 3.22. The X-ray diffraction pattern of the Fe70Cr15B15 alloy after annealing at 
450°C, 2 h.
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The stereometric analysis results were used to reproduce the 
three-dimensional form of ‘kegs’ in the distribution of the phases 
inside them (Fig. 3.24). Evidently, the general form of the eutectic 
crystals is determined by the growth morphology of the boride 
tetragonal phase because the axis of the ‘keg’ was always parallel to 
the tetragonality axis with the boride phase. The identical pattern of 

Fig. 3.24. Diagram of spatial distribution of the phases in the eutectic formed in 
crystallisation of the Fe70Cr15B15 alloy; the bars correspond to the Fe3B phase, the 
matrix to the α-(Fe–Cr) phase.

Fig. 3.23. Structure of the Fe70Cr15B15 alloy after annealing for one hour at 460°C. 
TEM (a – bright field, b – dark field).
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the eutectic crystallisation was found previously in the Fe40Ni40P14B6 
amorphous alloy [2.51], with the only difference being that the 
volume ratio of the metallic and boride phases was opposite.

Figure 3.25 shows later stages of crystallisation of the investigated 
alloy in annealing for one hour at 470°C (Fig. 3.25 a, b) and 
also before (Fig. 3.25 c) and after (Fig. 3.25 d) completion of 
crystallisation.

Fig. 3.25. Structure of the Fe70Cr15B15 alloy after annealing at 470°C (a, b), 480°C 
(c) and 510°C (d), 1 h. TEM (a, c, d – the bright field, b – the dark field).
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The authors of [3.92] constructed the temperature–time diagram 
(TTD) for the efficient selection of the conditions of controlled 
annealing of the amorphous state. Using the diagram, it is possible 
to predict reliably the structural state of the amorphous alloys 
corresponding to a specific temperature range and annealing time 
(Fig. 3.26). Initially, the values of the point of transition from 
one structural state to another were determined ‘approximately’ 
by analysis of the states with the temperature step of 30–40°C. 
Subsequently, the detailed analysis of the electron diffraction 
micropatterns and also bright and dark field images with the 
temperature step reduced to 10°C determined these values more 
accurately. The error in the determination of the boundary values 
of the annealing temperature in this case was not greater than 5°C. 
The TTD can also be used for reliable protection of the structural 
state of the amorphous alloy corresponding to specific temperature 
and annealing time ranges.

Attention should be given to the fact that Tcrys, determined 
by the DSC method, is in this case 526°C, and the first signs of 
crystallisation, determined by TEM, were recorded after annealing 
at a lower temperature, 450°C. These facts do not contradict each 
other because the DSC method records the temperature of the most 
intensive occurrence of the crystallisation processes in the conditions 
of continuous heating of the amorphous state.

Fig. 3.26. Temperature–time diagram of the Fe70Cr15B15 amorphous alloy: A – 
amorphous state, E – the eutectic, 1 – the line of the start of crystallisation, 2 – the 
line of the completion of primary crystallisation.
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It may be noted that the temperature range between the start 
and completion of crystallisation (between the lines 1 and 2 in Fig. 
3.26) is only 30–40°C. In addition, at a longer annealing time the 
crystallisation processes start at lower temperatures.

The structural parameters and crystalline phase (average size D, 
bulk density Nv and bulk fraction Vv), precipitated in the amorphous 
matrix during annealing, were determined by bright field electron 
microscopic images.

The calculation of the linear parameters of the grains and 
nanocrystalline particles was carried out by the secant method, the 
error in the determination of the average size was not greater than 
5%. The structural parameters, such as Nv and Vv of the crystalline 
particles were calculated using the following equations [3.93]:

,

2

A
v

NN dt
=

p⋅
+

                                   (3.15)

where Nv is the bulk density of the crystalline particles, µm–3, NA 
is the surface density, µm–2, i.e., the number of particles on the 
investigated area, t is the foil thickness, µm, d is the average particle 
size on the plane, µm:

    
3

,
6

v
v

D NV p⋅ ⋅
=                             (3.16)

where Vv is the volume fraction of the crystalline particles, D is the 
actual average size of the particles (in the volume), µm.

Using the TEM and the equations (3.50) and 3.16) which were 
used for calculating the bulk density Ne

v and the bulk fraction Ve
v of 

the crystalline phase, experiments were carried out to determine the 
structural parameters (De, Ne

v , V
e
v) of the eutectic in the temperature 

range 450–500°C of the existence of the two-phase state assuming 
the unchanged form of the ‘kegs’ during their growth.

Figures 3.27 and 3.28 shows the dependences of De, Ne
v and Ve

v 
on the annealing temperature (at a fixed annealing time of 1 h) 
and on the annealing time (at a fixed temperature of 480°C). The 
dependences obtained for other heat treatment parameters are similar.

It may be seen that the variation of De in contrast to the change 
of Ne

v is non-monotonic. With increase of the annealing temperature 
the amount of the eutectic (Ne

v) smoothly decreases, but in the 
annealing temperature range 460–470°C the average size De increases 
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abruptly (almost by a factor of 1.5). It may be assumed that this 
effect is associated with the jump-like variation of the conditions 
of diffusion redistribution of the components between the initial 
and growing phases. In all likelihood, this is caused by the barrier 
effect associated with the boron atoms which are almost completely 
insoluble in the α-Fe–Cr phase. The jump of Ve

v in Fig. 3.27 is 
caused evidently by the fact that Ve

v is a function of both De and Ne
v 

(expression (3.16)) [3.92].
The amorphous al loys of  the Fe–Ni system (Fe58Ni25B17, 

Fe50Ni33B17) are modelling alloys of the Fe83–xNixB17 three-component 
system in which the nanocrystalline Fe–Ni phase, formed in 
annealing, is characterised by the different type of the crystal lattice: 
BCC or FCC, respectively.

The authors of [3.94] carried out detailed investigation of the 
initial stages of the crystallisation of the Fe58Ni25B17 and Fe50Ni33B17 
alloys so that the results can be used to determine the effect of 
the type of crystal lattice of the nanocrystals on the mechanical 
behaviour of the materials with the amorphous–nanocrystalline 
structure in different crystallisation stages.

When heating the Fe58Ni25B17 amorphous alloy the DSC curve 
shows the exothermic peaks corresponding to primary crystallisation, 
at 419°C (Fig. 3.29).

According to the TEM data in annealing the amorphous alloy at    
T < 370°C the samples contain the amorphous structure identical 
with the structure in Fig. 3.21 for the Fe70Cr15B15 alloy.

Depending on the annealing time, at the annealing temperatures 
of 370–380°C the crystal particles appear in the amorphous matrix. 
The alloy crystallises by the primary crystallisation mechanism.

The results obtained by X-ray diffraction analysis show that the 
lattice spacing of the primary BCC crystals is a = 0.287 nm, and 
their structure is a BCC solid solution of Ni in α-Fe at a ratio of 
the components of 1:4.

Figure 3.30 shows the structure of the alloy after annealing at 
T = 380°C for 1 h, investigated by the TEM method. The electron 
diffraction pattern shows, in addition to the circular reflections 
from the amorphous phase, a small amount of point reflections, 
clearly indicating the presence of the crystalline phase. The primary 
nanocrystals in the alloy are cubic with the faces oriented on the 
crystallographic planes of the type {100}.
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Fig. 3.27. Dependence of the structural parameters on T at τ = 1 h in the Fe70Cr15B15 
alloy.
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Fig. 3.28. Dependence of the structural parameters on τ  at T = 480°C in the 
Fe70Cr15B15 alloy.
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The temperature–time diagram (TTD) for the given alloy is shown 
in Fig. 3.31 (it was constructed using the same procedure as for the 
Fe70Cr15B15) [3.92].

Analysis of the TTD shows that in annealing of the amorphous 
state nanocrystallisation starts at temperatures of 370–380°C 
depending on annealing time, and the process of crystallisation 
with the formation of borides starts at 390–410°C. The temperature 
range of existence of the two-phase structure is narrow, 20–30°C.

Fig. 3.29. DSC curve of the Fe58Ni25B17 alloy.
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Fig. 3.30. The structure of the Fe58Ni25B17 alloy after annealing at T = 380°C for                    
1 h. TEM (the dark field in the reflection of the first ring).
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The TEM and the equations (3.15), (3.16) were used to determine 
the structural parameters (D, Nv, Vv) of the crystalline phase in the 
temperature range of co-existence of the amorphous phase and a 
single crystalline phase.

The results of the investigations carried out on the given alloy 
were used to determine the dependences of the structural parameters 
of the crystalline phase on annealing temperature at a fixed annealing 
time and on annealing time at a fixed temperature. The results 
are presented in Figs. 3.32 and 3.33. It is important to note the 
normal growth of all structural parameters in the selected annealing 
conditions in the range of existence of the two-phase amorphous–
nanocrystalline structure [3.94].

To confirm the accuracy of the calculations of the structural 
parameters of the nanocrystalline phase in this alloy by the TEM 
method, the authors of [3.94] determined additionally the volume 
fraction of the crystalline phase by X-ray diffraction analysis.

X-ray diffraction analysis was used to measure the structural 
parameters (D, Vb) on the specimens after annealing in the conditions 
370°C, 1 h and 390°C, 1 h. In annealing of the Fe58Ni25B17 alloy at 
370°C, 1 h the X-ray diffraction diagram in Fig. 3.34 shows the 
peak only from the amorphous phase and there are no signs of the 
nanocrystalline phase. The investigations of the same state by TEM 
show that the volume fraction of the crystalline phase is 0.04 [3.94]. 
In this case, it should be taken into account that the X-ray studies 

Fig. 3.31. The temperature–time diagram of the Fe58Ni25B17 alloy: A – the amorphous 
state, α – BCC phase, B – the boride (1 – the line of the start of crystallisation, 
2 – the line of completion of primary crystallisation).
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Fig. 3.32. Dependence of the structural parameters on T at τ = 1 h in the Fe58Ni25B17 
alloy.
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Fig. 3.33. Dependence of the structural parameters on τ at T = 380°C in the 
Fe58Ni25B17 alloy.
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are characterised by the sensitivity of detection of the crystalline 
phase with the volume fraction of approximately 0.05.

Figure 3.35 shows the X-ray diffraction diagram obtained in 
studying the Fe58Ni25B17 crystallised alloy after heat treatment at 
390oC, 1 h.

On the X-ray diffraction diagram the peaks from the amorphous 
and nanocrystalline α-phase are clearly visible. The volume fraction 
of nanocrystals was determined from the relative intensity of the 

Fig. 3.34. The X-ray diffraction diagram of the Fe58Ni25B17 alloy after annealing 
for 1 h at 370°C.

Fig. 3.35. The X-ray diffraction diagram of the Fe58Ni25B17 alloy after annealing 
for 1 h at 390°C.
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X-ray lines, it was 0.2 (according to the TEM data, 0.3 [3.94]). 
The mean size of the nanocrystals was determined from the degree 
of broadening of the diffraction maxima, which was 143±8 nm 
(according to the TEM data D = 150 nm). Thus, the results of 
calculating the structural parameters of the nanocrystalline phase 
from the TEM data and X-ray diffraction studies are in sufficient 
agreement with each other.

When the Fe50Ni33B17 alloy was heated by the DSC method, it 
was found that the primary crystallisation temperature of this alloy 
was 410°C (Fig. 3.36).

According to the TEM data at an annealing temperature of an 
amorphous alloy below 360oC an amorphous structure is formed. 
In the temperature range 370–380oC, signs of crystallisation are 
observed depending on the annealing time. The alloy crystallizes 
according by the mechanism of primary crystallisation with the 
formation of equiaxed nanocrystals. Analysis of the electron 
diffraction patterns showed that the nanocrystalline particles have 
an FCC lattice (Fig. 3.37).

A typical X-ray diffraction pattern for the amorphous–crystalline 
state is shown in Fig. 3.38 where the peaks from the amorphous and 
crystalline γ-phases are clearly visible. According to X-ray data, the 
lattice period of FCC crystals was a = 0.357 nm, and the evolving 
phase is a γ-Fe-based phase.

The temperature–time diagram for a given alloy, constructed on 
the basis of a TEM using a procedure similar to that described above 
for the Fe70Cr15B15 alloy, is shown in Fig. 3.39.

Fig. 3.36. DSC curve of the Fe50Ni33B17 amorphous alloy.
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Fig. 3.37. The structure of the Fe50Ni33B17 alloy after annealing at a temperature of 
370oC for 1 h. TEM (light field).

Fig. 3.38. X-ray diagram of Fe50Ni33B17 amorphous alloy after annealing for 0.5 h 
at 400oC.
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Analyzing this diagram, it can be noted that the temperature 
range for the studies is small, but it is somewhat larger than for 
the Fe58Ni25B17 alloy (Fig. 3.31), and is 40–50oC (Fig. 3.39). The 
temperature of the onset of primary crystallisation (line 1) does 
not depend on the annealing time, i.e. the crystallisation process 
with the formation of γ-nanocrystals at any annealing time begins 
at the same temperature of 360oC. The termination temperature of 
primary crystallisation (line 2) decreases with the annealing time: 
at an annealing time of 0.5 h it is 410oC, and for an annealing time 
of 1 h or more it is 400oC.
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Figures 3.40 and 3.41 show the dependence of the structural 
parameters of the crystalline phase on the annealing temperature (for 
a fixed annealing time τ = 0.5 h) and on the annealing time τ (at a 
fixed temperature T = 370oC).

As TEM studies show, in all the stages of crystallisation studied, 
the D values of nanoparticles were constant within the error range 
and amounted to about 20 nm (Fig. 3.40). X-ray data confirmed this 
fact. Therefore, the growth of Vv of nanocrystals was due only to an 
increase in Nv. Taking this into account, the dependences of Nv and 
Vv on T and τ were of a similar nature.

In the range 360–370oC an incubation period of crystallisation is 
detected, and only from a temperature of 380oC there is intensive 
growth of the parameter Vv (Fig. 3.40). The graphs of the dependences 
Nv and Vv on annealing time τ at a constant temperature were of a 
similar nature [3.94].

Based on a TEM study of the structure after annealing, it was 
established [3.94] that nanocrystalline γ-phase particles (FCC) in the 
Fe50Ni33B17 alloy have a shape close to equiaxed and have a size of 
20 nm for any annealing parameters; the α-phase nanoparticles (BCC) 
in the Fe58Ni25B17 alloy exhibit a clear faceting in {100} planes and 
grow from 100 to 170 nm during annealing.

The amorphous alloy Ni44Fe29Co15B10Si2 belongs to industrial 
functional (magnetic–acoustic) materials and is used in practice for 
the production of high-performance sensor devices and information 
protection devices.

Fig. 3.39. Temperature–time diagram of amorphous alloy Fe50Ni33B17: A is the 
amorphous state, γ is the FCC phase, B is a boride (1 is the crystallisation start 
line, and 2 is the end of primary crystallisation line).
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Fig. 3.40. Dependence of the structural parameters on the annealing temperature 
for an annealing time of 0.5 h in Fe50Ni33B17 alloy.
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Fig. 3.41. Dependence of structural parameters on annealing time at an annealing 
temperature of 370oC in the Fe50Ni33B17 alloy.
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When this alloy is heated the DSC curve (Fig. 3.42) shows two 
exothermic peaks, therefore, the crystallisation of the amorphous 
Ni44Fe29Co15B10Si2 a l loy proceeds in two stages:  the act ive 
precipitation of the first crystalline phase corresponds to 409oC.

The alloy structure at annealing below 330oC is still amorphous 
according to the TEM data. However, an increase in the annealing 
temperature to 340–350oC, depending on the holding time time, 
leads to the crystallisation of an amorphous alloy with the formation 
of equiaxed particles. Analysis of the electron diffraction patterns 
showed that the crystalline particles have an FCC lattice.

On the X-ray diffraction pattern of the alloy after annealing at 
410oC for 1 h peaks from the amorphous and nanocrystalline γ-phase 
are observed for 1 h (Fig. 3.43). According to the X-ray data, the 
lattice period of FCC crystals was a = 0.357 nm, and the precipitated 
phase is based on γ-Ni–Fe–Co phase [3.94].

An electron microscopic image of the structure of this alloy is 
shown in Fig. 3.44.

The temperature–time diagram (TTD) for this alloy is shown in 
Fig. 3.45 [3.92].

It can be noted that the temperature range of the coexistence of 
the amorphous phase and one crystalline phase is quite wide and 
amounts to 110–120oC. The temperatures corresponding to lines 1 
and 2 on the TTD vary slightly with the annealing time: line 1 is in 
the range 340–350oC, and line 2 is in the range 450–460oC.

Based on the calculations of the structural parameters of primary 
nanocrystals, the TEM data show the dependences of D, Nv and Vv 

Fig. 3.42. The DSC curve of amorphous Ni44Fe29Co15B10Si2 alloy.
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on T (for fixed τ = 1 h) and on τ (for fixed T = 360oC) (Fig. 3.46 
and 3.47).

In this alloy increasing annealing temperature resulted in the 
growth of growth of Nv and, correspondingly, Vv of nanocrystals, 
while the value of D within the measurement error practically did 
not change and was 20 nm, as in the Fe50Ni33B17 alloy. Due to the 
constancy of the value of D, the dependences for Nv and Vv on T and 
τ were of a similar nature. It is important to note that the increase in 
the values of Nv and, respectively, Vv in different temperature ranges 
occurs with different intensities.

At temperatures of 350–380oC and 420–460oC, the growth rate of 
Nv and Vv is higher than in the intermediate range 380–420oC (Fig. 
3.47). At other heat treatment parameters the dependences were 
similar.

It has long been known that metallic materials with an amorphous-
nanocrystalline structure are of great importance which for a number 
of properties can exceed both amorphous and nanocrystalline alloys. 
Thus, alloys of the Fe–Si–B system with small additions of Cu and 
Nb (Fe73.5Si13.5B9Nb3Cu1), termed Finemet [3.95–3.97], possess in the 
amorphous–nanocrystalline state very high soft magnetic properties, 
exceeding the properties of the corresponding amorphous materials.

The Finemet alloys were first reported in [3.57] and later in 
[3.98]. It was shown that in the Fe76.5–xSi13.5B9MxCu1 alloys it was 
possible to reduce the size of the formed crystals mainly due to 

Fig. 3.43. The X-ray diffraction pattern of the Ni44Fe29Co15B10Si2 alloy after annealing 
at 410oC for 1 h.
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the introduction of niobium (Nb = Ta > W > V > Cr) and to obtain 
unique magnetic properties. Optimal magnetic characteristics were 
obtained for composition Fe73.5Si13.5B9Nb3Cu1 [3.96, 3.99].

Many authors (for example, [3.100]) established by the DSC 
method that the crystallisation of the Fe73.5Si13.5B9Nb3Cu1 alloy 
proceeds in two stages: at 510oC the first crystalline phase is released 
in the amorphous alloy, and at 689oC the second one (Fig. 3.48).

Fig. 3.44. The structure of Ni44Fe29Co15B10Si2 alloy after annealing at 360oC for 1 
h. TEM (light field).

Fig. 3.45. Temperature–time diagram of the amorphous alloy Ni44Fe29Co15B10Si2: 
A – amorphous state, γ – FCC phase, B – boride (1 – crystallisation start line, 2 – 
termination line of primary crystallisation).
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Fig. 3.46. Dependence of the structural parameters on the annealing temperature 
for an annealing time of 1 h in the Ni44Fe29Co15B10Si2 alloy.
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Fig. 3.47. Dependence of structural parameters on the annealing time at an annealing 
temperature of 360oC in the Ni44Fe29Co15B10Si2 alloy.
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At annealing temperatures T < 460oC, the TEM method revealed an 
amorphous structure [3.101]. When the annealing temperature rises to 
460–480oC, depending on the annealing time, primary crystallisation 
occurs, with the precipitation of equiaxed nanocrystalline particles in 
the amorphous matrix. Analysis of the electron diffraction patterns 
shows that these particles have a BCC lattice.

Figure 3.49 is an electron microscopic image of the structure of 
an amorphous alloy after annealing at a temperature of 500oC for 
1.5 h [3.101].

Fig. 3.48. The DSC curve of amorphous Fe73.5Si13.5B9Nb3Cu1 alloy.

Fig. 3.49. The structure of the Fe73.5Si13.5B9Nb3Cu1 alloy after annealing at a temperature 
of 500oC for 1.5 h. TEM (bright field).
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The TTD for this alloy is shown in Fig.3.50 (the procedure is 
similar to the Fe70Cr15B15 alloy) [3.92].

The primary crystallisation range is fairly wide and is 130–140oC.
Based on the X-ray diffraction studies, it was established [3.101] 

that the lattice period of nanocrystalline particles is a = 0.284 nm, 
which is lower than the lattice period of pure iron (a = 0.287 nm). 
According to Vegard’s law, the decrease in the lattice period of 
particles indicates the enrichment of the BCC phase with silicon 
to 16–18% Si. Using the TEM method, it is established that in the 
diffraction patterns there are superstructural reflections corresponding 
to a phase ordered by the D03 type (Fig. 3.51 a). Figure 3.51 b shows 
the dark-field image under the action of superstructural reflexes.

Fig. 3.50. Temperature–time diagram of the Fe73.5Si13.5B9Nb3Cu1 alloy: A – amorphous 
state, B – boride, α – BCC phase (1 – crystallisation start line, 2 – termination line 
of primary crystallisation).

Fig. 3.51. Microdiffraction pattern (a) and structure (b) of the alloy after annealing 
at 560oC, 1.5 h. TEM.
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The results of the X-ray diffraction and TEM studies showed 
crysta l l isa t ion is  accompanied by the  precipi ta t ion of  the 
nanocrystalline particles of the α-BCC Fe(16–18)% Si phase in the 
matrix with the particles ordered by the D03 type. This fully confirms 
the data available in the literature, for example, [3.102].

The kinetics of structural and phase transformations in such alloys 
is considered in sufficient detail in the annealing temperature range 
480oC ÷ 900–950oC [3.102]. The main attention in these papers was 
given to the range Tann = 480–550oC. It is believed that there are no 
noticeable structural changes at temperatures below 480oC in the 
amorphous matrix [3.103]. However, in [3.102], using small-angle 
X-ray scattering, structural-phase changes were also observed in the 
low-temperature region.

The known literature data on the kinetics of the transition from 
the amorphous to the nanocrystalline state using the Johnson–Mehl-
Avrami equation differ significantly in studies by different authors 
both from the values ​​of the effective crystallisation energy E* and 
from values ​​of the exponent n, which characterizes the features of 
transformation by the mechanism of nucleation and growth [3.104, 
3.105].

In [3.100], X-ray diffraction studies (including the method of 
small-angle X-ray scattering) were carried out to study the kinetics of 
the formation of a nanocrystalline structure in the Fe73.5Si13.5B9Cu1Nb3 
alloy under isochronous and isothermal (430 and 550oC) annealing. 
The data on small-angle X-ray scattering show that the transition 
from the amorphous to the nanocrystalline state under these heat 
treatment conditions is characterized by the same non-monotonic 
dependence of the intensity of small-angle scattering on annealing 
temperature (time). This non-monotonicity indicates that at the initial 
stages of the phase transformation the contributions of the processes 
defining the transformation are different. There is an increase in 
the number of scattering centres of electron density – nanoscale 
phase formations arising in the amorphous matrix. Although the 
relaxation of the free volume characteristic of amorphous alloys can 
contribute to the intensity of small-angle scattering (in particular, 
with the formation of micropores [1.1]), nevertheless, the obtained 
dependences can definitely be associated with different ratios of 
contributions to the transformation of the nucleation and growth 
stages of the new phase.

According to numerous electron microscopic data, the number and 
size of nanocrystals in the Finemet alloy increase with the annealing 
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temperature (time), which is consistent with the X-ray data. As 
follows from the data in [3.106], the values ​​of the Avrami index are 
significantly lower than the theoretical value n = 2.5. In explaining 
such discrepancies, it is assumed that the presence of copper in the 
alloy causes an increase in the number of initial samples of frozen-
in crystallisation centres formed during the preparation process, 
followed by their athermal transformation upon heating [3.106].

Thermally activated nucleation can also be superimposed on this 
process [3.107]. In addition, factors such as the diffusion of Si and 
B, hampered by the presence of niobium, may contribute to the 
impeded growth of nanoparticles, which imposes a limitation on the 
growth of α-Fe (Si) crystals, the presence of local heterogeneities 
in the chemical composition across the ribbon thickness, which are 
caused by large temperature gradients during quenching of the melt 
etc. [3.107, 3.108].

It can be assumed that at low-temperature annealing (430oC) 
when the diffusion processes are still rather difficult (diffusion 
coefficient Kdiff ≈ 7·10–22 m2/s), the main contribution to the transition 
from the amorphous to the nanocrystalline state is made by the 
athermal transformation at ‘frozen centres’. The increase in the 
small-angle scattering at this stage is logically related to the increase 
in the realised ‘growth points’, and its subsequent decline with 
a simultaneous increase in the size of nanocrystals from 3.8 to                          
4.1 nm – with the process of coalescence.

The experimental results indicate the dominance of the growth 
factor over nucleation during the transition of the Finemet alloy 
to the nanocrystalline state. The results of calorimetric studies are 
described more adequately by kinetic processes controlled by the 
growth of nanoparticles [3.109], rather than by processes involving 
the stage of nucleation and growth.

The features of  the nanocrystal l isat ion processes of  the 
Finemet alloy are attributed by many authors to their original 
microheterogeneous (nanocluster) structure. A large amount of 
experimental material has been accumulated concerning the presence 
of regions with near (topological and/or compositional) order for 
amorphous alloys, as for melts, and the polycluster model of the 
structure [3.104] of amorphous alloys adequately describes their 
structure-sensitive properties. On the basis of experimental data 
obtained with the help of modern high-resolution techniques [3.105], 
it is believed that the structure of the alloy consists of Fe–B-enriched 
regions, as well as clusters containing predominantly Fe and Si 
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atoms [3.100]. Such microheterogeneity of the initial alloy causes 
the formation of a nanocrystalline magnetically soft α-phase upon 
heating.

The point of view described in [3.98, 3.106] is very popular, 
according to which the structure of the Fe–Si–B–Cu–Nb system melt 
is most adequately described by a microinhomogeneous model, and 
the structural components in the melt are clusters of iron, silicon 
and intermetallic iron compounds with niobium and boron. The 
main component (iron with alloying elements) is characterized 
by short-range order in the BCC type by the set of structural 
parameters. The microheterogeneous (nanocluster) state formed 
during amorphisation of the melt leads to the fact that the process 
of crystallisation of the amorphous alloy Fe73.5Si13.5B9Cu1Nb3 occurs 
practically without nucleation by athermal transformation of ‘frozen-
in’ crystallisation centres into an amorphous matrix and formation 
of an amorphous–nanocrystalline structural state at the initial stage 
of the crystallisation process [3.102].

The generally accepted ideas about the role of alloying elements 
in the alloys of the Fe–Si–B–Cu–Nb system are as follows. Copper, 
reducing the activation energy for the formation of the α-Fe (Si) 
phase, contributes to its earlier and rapid release from the amorphous 
matrix, which ultimately leads to a reduction in the dimensions 
of the nanocrystals. Niobium, increasing the activation energy of 
the formation of borides, shifts their precipitation into a higher-
temperature region [3.107], and also niobium inhibits the growth of 
α-Fe(Si) nanocrystalline particles [3.108].

A structural model for the formation of nanocrystals in Finemet 
alloys was proposed in [3.109]. During quenching, an amorphous 
state with copper nanoclusters is formed from the melt. In the 
early stages of annealing at thee optimum temperature, new copper 
clusters are formed along with the growth of the already existing 
ones after quenching. When nanocrystals of α-FeSi are formed, 
copper nanoclusters with an FCC lattice are places of heterogeneous 
nucleation. The concept of heterogeneous nucleation of α-FeSi 
nanocrystals on copper clusters is based on minimizing the migration 
energy of boundaries [3.110]. Finally, at the growth stage of α-FeSi 
the copper clusters no longer play the role of potential nucleation 
sites, growing to a size of about 5 nm.

A great importance in understanding the nature of structural 
transformations in Finemet-type alloys was played by the work 
[3.111] performed with the use of atomic probe microscopy. It was 
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found that all five components of the alloy (Fe, Si, B, Cu, Nb) 
were uniformly distributed in the original amorphous matrix. After 
nanocrystallisation, a two-phase state was detected: an α-Fe–Si solid 
solution in the form of a nanocrystalline phase and enriched in B and 
Nb, and a depleted Si amorphous phase. Secondary crystallisation 
included the amorphous phase located between the nanoparticles. 
Since Cu atoms are insoluble in Fe, the removal of Cu from the 
amorphous matrix should occur at the earliest stages of crystallisation 
and inhibit the nucleation of α-Fe–Si nanocrystals. In the process of 
nanocrystallisation at 550oC the following sequence of phenomena 
[3.111] was observed:

1) the original matrix is ​​completely amorphous;
2) in the initial stages of crystallisation, Cu atoms are collected 

into clusters of several nanometers in size;
3) α-FeSi nuclei are formed at the sites of the existing Cu clusters;
4) α-FeSi nanocrystals grow, displacing the Nb and B atoms in 

the surrounding amorphous matrix.
After nanocrystallisation, three phases must exist to create the 

optimal structure: BCC-solid solution (~20 at.% Si) of Fe–Si, the 
remaining amorphous phase with ~5 at.% Si and 10–15 at.% Nb 
and B, and the third phase with ~60% Cu, <5 at.% Si, B and Nb 
and ~30% Fe. These observations suggest that the formation of 
Cu clusters stimulates chemical aggregation and the nucleation 
of the Fe–Si phase. Nb and B, which have a small solubility in 
Fe, are displaced from the BCC of the Fe–Si nanocrystals. The 
amorphous matrix enriched with Nb and B surrounds nanocrystals. 
The structural model of retardation of growing nanocrystals was 
proposed in [3.112] for alloys with the effect of stabilizing the 
dimensions of nanocrystals, the realization of which is based on the 
fulfillment of several conditions for the properties of the components 
that make up the alloy.

The authors of [3.101] carried out quantitative calculations of the 
structural parameters (average size D, bulk density Nv and volume 
fraction Vv) of nanocrystalline phases for the structural states formed 
at various parameters of the controlled annealing of the Finemet 
alloy based on the experimental data obtained by the TEM and X-ray 
diffraction methods [3.101] .

Figures 3.52 and 3.53 shows the dependences of D, Nv, and 
Vv on the annealing regimes for the given alloy, obtained by the 
authors of [3.101]. The average size D of the α-phase crystals 
grows in the nanometer range in the annealing temperature range                                                                                                      
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Fig. 3.52. Dependence of structural parameters on annealing temperature T at different 
annealing times in Fe73.5Si13.5B9Nb3Cu1 alloy: 1 – 0.5, 2 – 1, 3 – 1.5; 4 – 2 h [3.101].

D
, n

m
N

v, 
×1

03  
µm

–3
V v, 

re
l. 

un
its

215



Amorphous–Nanocrystalline Alloys

Fig. 3.53. Dependence of structural parameters on annealing time τ at various 
temperatures in the alloy Fe73.5Si13.5B9Nb3Cu1: 1 – 480, 2 – 500, 3 – 520, 4 – 540, 
5 – 560, 6 – 580oC [3.101].
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460–520oC and then remains practically unchanged at higher 
annealing temperatures, reaching 17 nm (Fig. 3.52). The dependence                                                                                                                                       
of D on τ at various temperatures is shown in Fig. 3.53. The limiting 
size D of the α-phase nanocrystals is reached at any annealing time 
above 520oC and increases smoothly with increasing holding time at 
lower temperatures, but does not reach the limiting value of 17 nm.

The bulk density Nv of nanoparticles increases smoothly with 
increasing T and the rate of this increase increases with increasing 
annealing time, but in any case at an annealing temperature of 
560oC and higher it reaches a limiting value of 180·103 μm–3 and 
does not increase (Fig. 3.52) . In other words, as follows from 
Fig. 3.54, when annealing below 520oC both D and Nv increase 
simultaneously in the amorphous matrix of the alloy; in the annealing 
temperature range 520–560oC the particle size D does not change 
any more, and the value of Nv continues to grow, and finally, at the 
annealing temperature of 560oC and above, both these parameters 
of the nanoparticles are constant, i.e., the two-phase amorphous-
nanocrystalline structure stabilizes.

The dependences in Fig. 3.53 show that the kinetics of the 
determination of the bulk density of nanoparticles in a given alloy 
strongly depends on the annealing temperature, and at temperatures 
of 520oC and lower, for a selected annealing time, the limiting value 
Nv = 180·103 μm–3 is not achieved at all.

Fig. 3.54. Dependence of the parameters of nanoparticles D and Nv on annealing  
temperature T (τ = 1.5 h) in the Fe73.5Si13.5B9Nb3Cu1 alloy.
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The effect of stabilizing the dimensions of the crystalline phase 
The effect of stabilizing the dimensions of nanocrystals (the 
Finemet effect), that is, the formation of a very high bulk density of 
nanocrystals during crystallisation during annealing in th amorphous 
matrix which in subsequent stages practically do not increase their 
dimensions, is inherent not only to Fe–Si–B–Nb–Cu alloys, but also 
a number of other amorphous alloys.

For example, magnetically soft nanocrystalline Fe–M–B–C alloys 
(M = Zr, Nb, Hf) [2.73] (named Nanoperm) were patented; their 
composition was selected in such a way as to achieve nanoscale BCC 
α-Fe particles located in an amorphous matrix. In the Thermoperm 
alloys [3.113–3.115] nanocrystalline phases α and α' are formed 
with  the BCC lattice and the superstructure of type B2 (FeCo), 
respectively, with significantly improved high-temperature magnetic 
properties in comparison with the first two alloys.

In the Fe50Ni33B17 and Ni44Fe29Co15B10Si2 alloys growth of the 
nanocrystalline γ-phase (D = 20 nm) is inhibited [3.94]. Thus, the 
anomalous stabilization of nanocrystalline phases in the early stages 
of the formation of the amorphous–nanocrystalline structure is not 
a characteristic feature of the Finemet alloy and is inherent in a 
significant number of amorphous alloys.

In [3.116], the Finemet effect was also observed in the study 
of the thermal stability of the structure in the hypoeutectic                                 
Ni–Mo–B alloys as a function of the content of the metalloid (boron) 
and the refractory component (molybdenum) (Fig. 3.55). The authors 
found that crystallisation begins with the precipitation of crystals of a 
solid solution of boron and molybdenum in nickel from an amorphous 
matrix. As the annealing time increases, the size of the crystalline 
particles first increases insignificantly, and then practically does not 

Fig. 3.55. The microstructure of the (Ni70Mo30)90B10 alloy after annealing at 600oC 
for 144 h (a – bright field, b – darkfield image (TEM)).
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change. In all investigated alloys of this system, the average size of 
the crystalline particles does not exceed 28 nm.

Several structural models have been put forward to explain this 
effect. It seems to us that the most physically correct is the structural 
model ‘Crystallization & Stop’, proposed in [3.112]. In accordance 
with this, the retardation of nanocrystals growing in an amorphous 
matrix is ​​possible if the following three conditions are met.

1. The presence in the amorphous alloy of at least one active 
alloying element, which increases the crystallisation temperature of 
the amorphous matrix.

2. It is necessary that the active alloying element dissolves poorly 
in the lattice of the nanocrystals formed.

3. In the amorphous matrix, conditions must exist for the 
nucleation of a large number of nanocrystals.

All three conditions were realized by the authors of [3.112] in the 
massive amorphous Fe–B–Y–Nb–Cu alloy. During crystallisation, 
α-Fe nanocrystals of 11–13 nm in size were isolated and around 
them ‘barrier’ regions enriched with Y and B atoms were formed in 
the amorphous matrix, which, on the one hand, did not dissolve in 
nanocrystals and, on the other hand, increased the thermal stability 
of the amorphous state near the inhibited nanocrystals (Fig. 3.56).

T h e  s a m e  s i t u a t i o n  i s  f o r m e d  i n  t h e  F e 5 0N i 3 3B 1 7 a n d 
Ni44Fe29Co15B10Si2 alloys and the alloys of the Ni–Mo–B system, 
where boron plays the role of a component that poorly dissolves in 
the crystal lattice of the growing nanoparticles, and in the Ni–Mo–B 
system alloys there is additionally present a refractory component 
(molybdenum). Moreover, an increased concentration of boron atoms 
in the regions bordering on growing nanocrystals increases the 
stability of the amorphous Fe–Ni–B matrix of Ni–Fe–Co–Si–B 

Fig. 3.56. Scheme showing retardation of growth of α-Fe nanoparticles: 1 – amorphous 
matrix, 2 – layer of amorphous phase enriched with boron, 3 – nanocrystal.
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and Ni–Mo–B, thus creating a barrier effect. During annealing, the 
chemical composition of the amorphous matrix changes: increasing 
the concentration of boron and molybdenum (Ni–Mo–B system) in 
alloys leads to an increase in the crystallisation temperature of the 
amorphous matrix.

Structure of nanocrystals in an amorphous matrix 
The nanocrystalline structure obtained by the controlled crystallis-
ation of the amorphous phase, as already described above, is in 
most cases biphased and consists of nanocrystals of one phase and 
the surrounding amorphous matrix. When analyzing amorphous–
nanocrystalline materials, questions arise about their plastic 
deformation, the possibility of nucleation and propagation of 
dislocations in them. This requires a study of the structure of 
nanocrystals.

When studying amorphous–nanocrystalline materials, it was noted 
that in alloys of different composition, nanocrystals of the same type 
can be perfect or contain a considerable number of defects.

It was established in work [3.117] that in nanocrystalline 
aluminum alloys, the nanocrystals emitted from the amorphous matrix 
are pure aluminum and are perfect, do not contain defects both at 
the initial stages of crystallisation and at the final stages (Fig. 3.57). 
The size of nanocrystals does not exceed 50 nm.

In Ni–Mo–B-based alloys in the early stages of nucleation and 
growth, FCC nanocrystals have a regular shape and are defect-free 
at sizes less than 5 nm (Fig. 3.58).

Fig. 3.57. High-resolution electron microscopic image of an aluminum nanocrystal.
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As the nanocrystals grow, the microstructure changes – a 
considerable number of microtwins and stacking faults are observed, 
nanocrystals contain numerous twins, defects, etc. (Fig. 3.59).

It was noted in [3.118] that there is a certain critical size of 
a nanocrystal above which crystals necessarily contain defects. 
However, the authors of [3.117] established that nanocrystals of the 
same size in different systems can be both defect-free and contain a 
considerable number of defects, i.e., the size factor is not a universal 
quantity. There are other reasons that determine the defectiveness 
of the structure, for example, the composition of nanocrystals plays 
an important role in this. On the one hand, a change in composition 
leads to a reduction in the energy of the defects in the package and 

Fig. 3.58. High-resolution image of nanocrystals in an Ni-Mo-B-based alloy at the 
initial stage of crystallisation.

Fig. 3.59. High-resolution image of nanocrystals in the Ni–Mo–B-based alloy after 
the first stage of crystallisation.
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facilitates their formation. On the other hand, a certain influence can 
also be exerted by the uneven distribution of the doping component 
inside the nanocrystal. Such a non-uniform distribution can lead 
to a local change in the elastic characteristics and facilitating the 
nucleation of defects in such places.

3.2.2. Features of the transition of an amorphous state to a 
crystalline state under deformation effects

Summing up a large number of experimental studies of the structure 
of materials subjected to megaplastic deformation (MPD), we can 
state that a complex combination of defect structures containing 
small-angle and high-angle grain boundaries in different percentages 
is observed, as well as defective structures within grains of various 
degrees of perfection. The three-dimensional statistical evaluation of 
such a grain structure popular in literature gives at best a correlation 
between high-angle and small-angle boundaries in the structure 
of the material and little information about the nature of those 
physical processes that occur directly under MPD. In addition, this 
information, unfortunately, is quite contradictory and ambiguous, 
since in various experiments the authors observe, as a rule, different 
structural states in the same materials under similar deformation 
conditions. In this case, the true nanostructural state (d < 0.1 μm) is 
not always formed. In steels and alloys MPD is often accompanied 
by phase transitions (separation and dissolution of phases, martensitic 
transformation, amorphisation) [3.119, 3.120]. Amorphisation, as a 
rule, occurs in intermetallics or multicomponent systems.

The most coherent concept of large plastic deformations was 
proposed by V.V. Rybin [3.121]. On the basis of the concept of 

Fig. 3.60. Dependence of the size of grains (fragments) on the magnitude of plastic 
deformation (V.V. Rybin).
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the dominant role of the disclination mode in the implementation 
of large plastic deformations and the fragmentation processes 
associated with it, it was possible to correctly describe phenomena 
occurring at significant degrees of deformation close to e = 1. In 
accordance with the disclination concept, the size of the fragments 
– main structural elements – gradually decreases with increasing 
deformation, reaching a constant minimum value of 0.2 μm (Fig. 
3.60). This essentially means that the transition to the nanostructured 
state and  the size of fragments (grains) of less than 100 nm (0.1 
μm) are hardly possible under the action of the disclination mode. 
Analysis of numerous experimental data, especially for BCC crystals, 
led Rybin to the idea of ​​a limiting (critical) fragmented structure, the 
further evolution of which becomes impossible within the disclination 
mode [3.121]. Fracture areas are formed along the boundaries of 
fragments which divide the areas as a rule, free from dislocations. 
The critical fragmented structure is, in the author's opinion, the 
ultimate product of plastic deformation, it is incapable of resisting 
the increasing influence of external and internal stresses and must 
lead to destruction. It should be noted that the above discussion 
related essentially to the early stages of MPD (e < 2) for uniaxial 
tension or rolling with a relatively small contribution of compressive 
stresses.

The works of S.A. Firstov et al. [3.122] draw attention to the 
fact that the transition to a highly deformed state is accompanied 
by abrupt changes in the structure of the material that occur at a 
certain critical value of ec. For the case of technically pure iron                       
ec ≈ 1. In addition, the mechanical behaviour of the material changes: 
the strain hardening instead of the parabolic law obeys the linear 
law for large deformations.

A detailed systematization of defective structures arising in 
various materials with increasing degree of plastic deformation was 
carried out by E.V. Kozlov and N.A. Koneva [3.123].

They showed that when approaching the MPD region, depending 
on the nature of the material, a successive change of some structural 
states to other (cellular, strip, fragmented structures, etc.) occurs, 
similar to structural phase transitions. In this case, internal stresses 
and conditions for the manifestation of anomalies in the mechanical 
behaviour of crystals change. Here one should mention the paper 
[3.124] in which it is shown that with the increase in the degree of 
MPD, a very large number of excess point defects (mainly vacancies) 
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is formed in the structure, which can stimulate diffusion phase 
transitions during deformation.

Extremely widespread was the hypothesis that MPD results in 
the formation of ‘special’ non-equilibrium grain boundaries [3.125]. 
These boundaries, in the opinion of many authors, are responsible 
for the abnormal phenomena of sliding, diffusion, interaction with 
lattice defects and, as a result, can be responsible for high values ​​
of strength and plasticity.

One should particularly highlight the results of the unjustly 
forgotten and rarely quoted work of V.A. Likhachev and co-workers 
[3.126], in which a copper wire was subjected to MPD (e = 1.6 and 
3.7). The authors observed a cyclic structure change with increasing 
deformation: a fragmented structure (d = 0.2 μm) Þ a recrystallized 
structure Þ a fragmented structure (d = 0.1 μm), where d is the 
average fragment size. It is interesting to note that the fragmented 
structure of the ‘second generation’ is two times more dispersed than 
the structure of the ‘first generation’ (Fig. 3.61). In principle, this 
implies the achievement of a nanostructural state in the third and 
more distant cycles.

In fact, to date, there have been only several serious attempts 
to describe the phenomena occurring under large deformations that 
are only ‘at the threshold’ of the MPD. The authors of the above-
mentioned studies analyzed the patterns of plastic deformation at            
e < 1.5–2.0, and the researchers who conducted experiments in the 
field of MPD (e > 1.0–1.5) confined themselves to a descriptive 

Fig. 3.61. Density of probability P of the formation of fragments with the size S 
fo smooth (1) and notched specimens directly in the crack mouth (2): 1 – e = 1.6; 
2 – e = 3.7 (V.A. Likhachev et al) [3.126].

µm
–1

µm

224



Amorphous–Nanocrystalline Alloys

analysis of the final structures without discussing the mechanism by 
which the giant plastic deformations are realized. To a certain extent, 
only the work [3.126] can be considered an exception.

Energy principles of mechanical action on a solid body 
A full-fledged theory of the MPD should, from our point of view, 
be able to unequivocally answer the following questions:

• What structural and phase transformations occur in the MPD 
process?

• What are the prerequisites for the implementation of the MPD 
for this or that scenario?

• What are the conditions for the formation of a true nanostructured 
state at MPD with the crystallite size less than 100 nm, separated by 
high-angle boundaries or a different phase [3.127]?

• What are the distinctive structural features of the MPD 
process? What is the difference between MPD and ‘normal’ plastic 
deformation?

• What determines the boundary value of the magnitude of the 
deformation from which we can say that we are in the area of ​​the 
MPD?

Let us first consider the energy aspects of the behaviour of a 
solid under load (Fig. 3.62) [3.128]. In mechanical action on a 
solid body of finite dimensions certain amount of elastic energy 
is ‘pumped’ into. The obvious ‘dissipation channel’ of this energy 
is plastic deformation. When it is exhausted, another channel can 
be realized – mechanical destruction. However, at considerable 
values ​​of elastic energy, plastic deformation can in principle initiate 
additional ‘dissipation channels’: dynamic recrystallisation, phase 
transformations and release of thermal energy.

Fig. 3.62. Possible channels for the dissipation of elastic energy when subjected to 
mechanical action on a solid body.
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In the case of MPD, when the component of the compressive 
stresses is large, the formation and growth of splitting cracks is 
partially or completely suppressed and, consequently, the realization 
of the fracture process is substantially complicated. In other words, 
using equal-channel angular pressing (ECAP), torsion under pressure 
in a Bridgman chamber (TPBC) or similar loading schemes, we 
force the solid body to deform without breaking. If the concept 
of V.V. Rybin [3.121] is correct, then the plastic deformation is 
effective up to a certain limit, corresponding to the formation of the 
critical defect structure, and then other physical processes should 
be the main dissipation channels: dynamic recrystallisation, phase 
transformations and/or heat generation. Three possible scenarios for 
the development of further events were proposed in [3.129] (Fig. 
3.63). In the case where the processes of dislocation (disclination) 
rearrangements are facilitated in the material (for example, in pure 
metals), low-temperature dynamic recrystallisation (the upper branch 
in Fig. 3.63) occurs after plastic deformation. Local regions of the 
structure are ‘cleared’ of defects, and in the new recrystallized grains 
the process of plastic flow starts again with the help of dislocation 
and disclination modes. In this case, dynamic recrystallisation acts 
as a powerful additional channel for the dissipation of elastic energy.

In the case when the mobility of the plastic deformation carriers 
is relatively low (for example, in solid solutions or intermetallics), 
a powerful additional channel for the dissipation of elastic energy is 
the phase transition (the lower branch in Fig. 3.63). Most often this 
transition is ‘crystal Þ amorphous state’. As a result, the plastic flow 
is localized in the amorphous matrix without the effects of strain 
hardening and the accumulation of large internal stresses. Apparently, 
there is an intermediate case (the middle branch in Fig. 3.63), when 
disclinational rearrangements can serve as an additional dissipation 
channel, which leads to stabilization of the fragmented structure 
observed in some experiments as the MPD develops.

Obviously, the transition from one scenario of structural changes 
to another also depends on the parameter (TMPD/Tm), where TMPD is 
the MPD temperature taking into account the possible effect of heat 
release and Tm is the melting point.

Low-temperature dynamic recrystallisation
Proposing the first scenario of structural changes in MPD, we 
thereby a priori ascertained that the process of recrystallisation 
during the MPD can be realized even at room temperature. Since 
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the process of recrystallisation (including the dynamic one) is purely 
diffusion [3.130], we thereby assume that the diffusion and self-
diffusion processes of the substitutional atoms, necessary for the 
formation of recrystallisation nuclei and their subsequent growth, 
can be successfully realized in iron, nickel, and aluminum, titanium 
and other metals, as well as alloys based on them, for which MPD 
experiments were carried out. At first glance such a statement looks 
incorrect. However, a number of considerations confirming the 
correctness of this hypothesis will be presented.

1. It is known [3.130] that the temperature of the onset of dynamic 
recrystallisation Tdr depends on the degree of deformation at the 
specified temperature. The higher the degree of deformation, the 
lower the deformation temperature at which recrystallisation begins 
(Fig. 3.64). In the region of cold deformation, this dependence is 
also realized, and there are no physical limitations on extending it 
to the region of room temperature and temperatures close to it.

In this case, very high degrees of deformation must correspond 
to dynamic recrystallisation and namely such deformations (MPD) 
are considered here.

2. Many researchers, considering the possibility of certain 
diffusion processes under MPD conditions, do not take into account 
the significant influence of internal stresses on the diffusion fluxes. 
At the same time, the term ‘diffusion under stress’ has long been 
well known [3.131]. Since the processes of plastic deformation 
are characterized by inhomogeneity, an appreciable role is played 

Fig. 3.64. Dependence of the degree of deformation e for the onset of dynamic 
recrystallisation from temperature; Tdr is the temperature of the onset of dynamic 
recrystallisation.
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by the gradients of elastic stress, especially manifested in MPD. 
The resulting gradient of the chemical potential in accordance 
with the known second Onsager postulate [3.132] should lead 
to the appearance of diffusion fluxes. It is entirely possible that 
the diffusion processes are further accelerated by the enormous 
supersaturation of the material subjected to the MPD by point 
defects [3.124]. An additional contribution to the acceleration of 
diffusion can also be associated with the dynamic capture of atoms 
by ensembles of individually and collectively moving dislocations 
and disclinations.

3. There are many examples where the acting stresses shift 
the region of realization of physical processes to the region of 
lower temperatures. Grain-boundary slip is known to be a process 
controlled by diffusion and under normal conditions it is observed at 
high temperatures. Nevertheless, experiments on computer simulation 
have shown the possibility of slipping along grain boundaries at 
room temperature under the conditions of large deforming stresses 
[3.133, 3.134].

As shown in the review [3.135], after MPD of pure copper, the 
values ​​of the activation energy of a number of diffusion processes 
are substantially lower than in the usual material. For grain-boundary 
diffusion 0.64–0.69 eV/at, for Coble creep 0.72 eV/at, for the 
process of grain growth 0.7 eV/at. The general trend towards a 
noticeable decrease in temperature at which diffusion processes 
can be realized under conditions of very large plastic deformations 
is clearly manifested, as will be shown below, also in MPD of 
amorphous alloys.

4. Figure 3.65 shows electron-microscopic images of the structure 
of pure iron processed at room temperature by the TPBC method (4 
full turns, e = 5.6).

Against the backdrop of a matrix with a high defect density, small 
regions (100–200 nm) that are completely free from dislocations and 
appear to be, apparently, embryos of recrystallisation. Obtaining such 
images is certainly a rare even, since the MPD process was stopped 
as soon as the recrystallisation embryos only appeared and did not 
have time to grow and/or ‘acquire’ dislocations as a result of the 
ongoing MPD process. The investigations carried out have shown 
[3.136] that the transition from a pure metal to a solid solution based 
on it makes the dynamic recrystallisation difficult. The martensitic 
transformation initiated by deformation is affected in a similar way. 
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It also leads to a noticeable dispersion of the structure, transforming 
it into a nanocrystalline state (Fig. 3.65 c).

Mechanisms for the formation of a recrystallisation nucleus 
and its subsequent growth in the MPD process may coincide with 
those mechanisms that are already known for ‘ordinary’ dynamic 
recrystallisation at high temperatures, but may be substantially 
different and possible only at low temperatures under MPD 
conditions.

5. The paper [3.126] convincingly demonstrates the phenomenon 
of dynamic recrystallisation in the process of MPD of pure copper 
at room temperature. Although the authors of the work created the 
conditions for the MPD in a very original way (local deformation 
in the zone of a growing crack), this does not in the least reduce 
the significance of their result, especially since they discovered the 
phenomenon of secondary fragmentation.

Thus, it can be considered completely established and theoretically 
justified that in the MPD or pure metals (Fe, Al, Cu, etc.) and solid 

Fig. 3.65. Electron micrographs of early stages of dynamic recrystallisation in pure 
iron (a–c) and nanoparticles of strain martensite in the Fe–32% Ni alloys (d) after 
four complete rotation at room temperature by the TPBC method. TEM, bright field.
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solutions on their basis, the process of dynamic recrystallisation is 
observed, which is a powerful additional channel for dissipating 
elastic energy introduced into a solid body in the MPD process.

The principle of cyclicity in MPD
The classical notions of plastic deformation are based on the fact that 
an increase in the degree of deformation leads to accumulation of 
dislocation defects. The higher the degree of plastic deformation, the 
more defects the deformable crystal must contain. The first exception 
to this rule arose when large plastic deformations were made with 
the active participation of disclination modes: the fragments had 
fine boundaries and were almost completely free from dislocations. 
However, when moving to the MPD area, as we have seen, there 
are cardinal structural rearrangements due to additional channels 
of dissipation of elastic energy. The abrupt change in the structure 
and properties during the transition to MPD was reported by the 
authors of the paper [3.122]. If we consider a specific microvolume 
of the deformed sample, then, following dynamic recrystallisation 
or amorphisation, the process of plastic deformation begins ‘from 
scratch’ in the newly formed recrystallized grain or in the region of 
the amorphous phase. Further, in the microvolume under consideration 
under the action of deforming stresses, defect accumulation takes 
place again, and the process is repeated. A similar cyclicity for MPD 
was directly observed by the authors of [3.126].

Fig. 3.66. Possible types of strain curves in the MPD range for materials with 
different Peierls barriers σs1 > σs2 > σs3 and at temperatures T2 >> T1 = 300 K.
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Figure 3.66 shows the calculated curves of plastic flow, taking 
into account the existence of a dissipation channel, obtained for 
materials with different degrees of mobility of dislocations and at 
different temperatures [3.137]. It is seen that at low values ​​of the 
Peierls barrier σs and in the presence of an effective dissipation 
channel the curve of plastic flow has a cyclic character with a 
‘wavelength’ Δε. The fact that we practically never record such flow 
curves in the experiment does not contradict this consideration. The 
process of plastic flow at all stages of its development proceeds, as 
is well known, extremely heterogeneously, and the various regions 
of the deformed crystal are at various stages of their evolution.

The cyclicity of the ‘crystal–amorphous state’ transition was most 
effective in the case of mechanoactivation processes very close to 
MPD [3.138] (Fig. 3.67).

Fig. 3.67. The cyclical nature of phase transitions is the amorphous state Þ BCC 
crystals during mechanoactivation of Co3Ti alloy.
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When the Co75Ti25 intermetallide powder was processed in a ball 
mill with a processing time of up to 720 ks, radiographic examination 
revealed the cyclic phase transitions BCC–Co75Ti25 Þ amorphous 
state Þ BCC–Co75Ti25 Þ amorphous state Þ BCC–Co75Ti25 Þ 
amorphous state, etc.

Figure 3.68 shows a general scheme of the flow of structural 
processes that demonstrates the principle of cyclicity at MPD [3.137]. 
The process of destruction is compensated by the stresses of all-
round compression and is derived from the analysis. Two branches 
of structural transformations at MPD correspond to the flow of either 
dynamic recrystallisation or amorphisation of alloys. The scheme 
is obviously simplistic and does not take into account a number of 
additional conditions that can complicate the overall picture. But the 
principle of cyclicity is, in our opinion, fundamental in considering 
the MPD.

We can now give exhaustive answers to all the questions posed 
at the beginning of this section [3.139].

•	 In the process of MPD, additional channels of elastic energy 
dissipation must be effectively implemented, in addition 
to plastic deformation. Structural changes in MPD are 
characterized by a certain cyclicity.

•	 The specific route of structural rearrangements for MPD 
is determined by a number of factors: temperature, the 
Peierls barrier of dislocations and their ability to diffusive 

Fig. 3.68. General scheme of possible structural transformations in the MPD process.
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rearrangements, free energies of crystalline and amorphous 
states.

•	 The flow of MPD does not at all guarantee the formation 
of a nanocrystalline state with a crystallite size of less than   
100 nm, separated by high-angle or interphase boundaries. 
For example, in pure metals with high dislocation mobility, 
this is practically excluded. An important factor in the 
formation of nanostructures in MPD is the occurrence of 
phase transformations of the martensitic and diffusion type, as 
well as the transition to the amorphous state. By stimulating 
phase transformations by varying the temperature and 
chemical composition of the materials, we are able to obtain 
nanostructures of various types.

•	 A distinctive feature of the MPD is the existence of additional 
effective channels for the dissipation of elastic energy. Such 
channels, in our opinion, are four (if we exclude the processes 
of mechanical destruction):  dynamic recrystall isation, 
disclinational rearrangements, phase transformations (including 
transition to an amorphous state), and the release of latent 
heat of deformation origin. Under ordinary (macroplastic) 
deformations, elastic energy accumulates, and only at the MPD 
stage are powerful dissipative processes included.

•	 I t  i s  possible  to  def ine very precisely  the boundary 
deformation region where the macroscopic deformation 
becomes megaplastic. Figure 3.69 shows a slightly modernized 

Fig. 3.69. A diagram explaining the position of the boundary region of deformations 
that separates the macroscopic and megascopic deformations.
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dependence of the temperature of the onset of dynamic 
recrystallisation on the strain at a given temperature, shown 
in Fig. 3.63 [3.140]. Suppose that we carry out a deformation 
at room temperature (in principle, it can be any one satisfying 
the relation Td /Tm < 0.4). At deformation degrees below the 
boundary value εb dynamic recrystallisation does not occur, 
and we are in the region of macrodeformation. For values ​​
ε > εb, the process of plastic deformation begins to include 
dynamic recrystallisation and we pass to the MPD region.

Thus, the boundary of the MPD realization in the case of the 
action of one of the powerful dissipation channels is clearly defined. 
In the case of another channel (amorphisation), the appearance of 
the amorphous phase in the structure of microregions may serve as a 
sign of the transition to the MPD region. If both the aforementioned 
dissipation channels act simultaneously (a relatively rare case), then 
the deformatyion boundary value corresponds to the smaller of them.

Let us now try to give a rigorous definition of the MPD.
Megaplastic (severe) deformation is a process of plastic flow at 

a temperature Td < 0.4 Tm, satisfying the following two conditions.
1. In the stress state diagram of a deformable solid, there is an 

essential component of compressive stresses, preventing mechanical 
failure.

2. The magnitude of the plastic deformation is so great that 
the plastic flow is accompanied by cyclic processes of dynamic 
recrystallisation and/or amorphisation of the structure, which proceed 
at the same temperatures, taking into account the effects of the 
release of latent heat.

In concluding this section, a few brief remarks [3.139]:
1. Within the framework of the MPD model under consideration, 

there is no need to involve concepts of ‘special’ strongly non-
equilibrium grain boundaries. Although, of course, the boundaries 
formed during dynamic recrystallisation are far from perfect, but 
should have the same properties as any other grain boundaries.

2.  The deformation behaviour of  a  material  under MPD 
conditions is inherently very close to the behaviour of the material 
in superplasticity. A similar analogy can prove to be productive for 
clarifying the nature of superplasticity.

3. MPD is a phenomenon that occurs only in the late stages 
of deformation; for its implementation, any stress state scheme 
(for example, conventional rolling) can be used provided that high 
hydrostatic stresses are created.
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The phenomenon of nanocrystallisation
An additional channel of dissipation in intermetallics in other 
materials with low mobility of dislocations may be amorphisation. 
The most typical example is titanium nickelide, for which the 
transition to the amorphous state is observed after the TPBC [3.119] 
and after cold rolling [3.141]. The transition to an amorphous 
state at MPD is most pronounced in those alloys that are prone to 
amorphisation during superfast quenching from a melt. Apparently, 
a crystal containing a very high concentration of linear and point 
defects is thermodynamically unstable to transition to the amorphous 
state, especially if the difference between the free energies of the 
crystalline and amorphous states is small.

What will happen if the amorphous state obtained, for example, 
by quenching from a melt or some other way, is deformed under 
MPD conditions? Based on the foregoing, the amorphous state 
must remain amorphous. However, as it turned out [3.142–3.144], 
deformation with the help of the TPBC leads to nanocrystallisation: 
nanocrystals with a size of about 10–20 nm are homogeneously or 
heterogeneously located in the amorphous matrix.

1. Amorphous alloys of the metal–metalloid type
The appearance at room temperature of nanocrystals up to 20 
nm in size, uniformly distributed throughout the volume of the 
amorphous matrix, is difficult to explain within the framework of the 
classical concepts of the thermally activated nature of crystallisation 
processes. In work [3.145] an attempt was made to analyze in detail 
the features of the structure and properties under the influence of 
MPD on a series of amorphous alloys such as metal–metalloid. The 
Ni44Fe29Co15Si2B10 alloy, obtained by melt quenching, was mainly 
studied. But in addition, in [3.146], Fe74Si13B9Nb3Cu1 (Finemet), 
Fe57.5Ni25B17.5, Fe49.5Ni33B17.5 and Fe70Cr15B15 were studied. Figure 
3.70 shows the X-ray diffraction patterns of the amorphous Ni–Fe–
Co–Si–B alloy in the initial state (a), after N = 4 at 293 and 77 K 
(b) and after N = 8 at the same deformation temperatures (c) (N is 
the number of complete turns in the Bridgman chamber). It can be 
seen that after the MPD crystallisation processes began in the alloy, 
expressed more noticeably after deformation at room temperature. A 
special computer program [3.146] allowed to determine the volume 
fraction and the size of the crystalline phase in the case of the 
X-ray patterns shown in Fig. 3.70. For example, for N = 4 and T =                                                                                                
293 K, the fraction of the crystalline α-phase and the average 
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Fig. 3.70. X-ray diffraction patterns of the amorphous alloy Ni44Fe29Co15Si2B10 in 
the initial state after quenching from the melt (a), after N = 4 at 293 and 77 K (b) 
and after N = 8 at the same deformation temperatures (c).
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Fig. 3.71. The dark-field images of the Ni44Fe29Co15Si2B10 amorphous alloy after      
N = 4 at 293 K (a) and after N = 8 at 77 K (b).

Fig. 3.72. Electron microscopic image of a crystallized local shear band in amorphous 
Ni44Fe29Co15Si2B10 alloy after MPD (N = 0.5; T = 293 K).
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crystallite size D are 8% and 3 nm, respectively. It is interesting to 
note that the values ​​of these parameters almost completely correspond 
to those observed after N = 8, but at T = 77 K (α = 6% and D = 2 
nm). Electron microscopic observations (Fig. 3.71) confirmed these 
results qualitatively and quantitatively.

In the region of a sharp drop in HV  (see section 3.3.4), 
inhomogeneous plastic deformation is observed with the formation 
of coarse shear bands, which is inherent in all amorphous alloys at 
temperatures well below the transition point to the crystalline state 
[1.107]. The local shear bands can be observed by transmission 
electron microscopy on deformed samples due to the fact that 
crystallisation effects are observed on them (Fig. 3.72).

Otherwise, the contrast on the electron microscopic image can 
only be of an absorbing nature, and it is necessary to first prepare 
a sample for electron microscopic studies, and then to deform 
it [1.107]. Theoretical estimates show that the local temperature 
increase in the shear bands can reach 500oC [1.1]. In this case, 
the local temperature in the plastic shear zone may exceed the 
crystallisation temperature of the amorphous alloy (in our case,           
Tcr = 410oC) and lead to the formation of a primary FCC phase in 
the shear bands.

In the later stages of MPD (N  > 1.0),  the picture of the 
deformation changes radically. Shear bands are not observed. 
Instead, we observe nanoparticles of a crystalline phase up to 10 
nm in size, homogeneously distributed throughout the sample (Fig. 
3.71). It can be stated that the process of plastic deformation of the 
amorphous alloy ceased to be highly localized, is inhomogeneous 
and, most likely, transformed into a ‘quasi-homogeneous’ alloy. Such 
a plastic flow pattern is inherent in amorphous alloys at very high 
temperatures close to the glass transition point, under the conditions 
of a sharp decrease in the dynamic viscosity of metallic glass [1.107].

In this case, to achieve such a ‘softened’ state at room temperature, 
and even more so at 77 K, is hardly possible. We are apparently 
confronted with the manifestation of a fundamentally new structural 
mechanism of plastic deformation of amorphous alloys, which 
manifests itself only under MPD conditions.

One of the possible explanations for this development is the 
following (Fig. 3.73). As the shear band propagates in the amorphous 
matrix during the MPD, its temperature rises constantly, with the 
temperature at its front always being maximum. There comes such 
a phase of the distribution of the band when the local temperature 
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Fig. 3.73. The mechanism of ‘self-blocking’ of the shear band propagating in an 
amorphous matrix.

on the front reaches the crystallisation temperature, (II in Fig. 
3.73), and a nanocrystal appears at the front of the growing band, 
sharply inhibiting the plastic flow zone since the resulting crystal 
has nanoscale dimensions and is incapable of the dislocation plastic 
flow. There are two options for further developments. Firstly, under 
the effect of the shear band the nanocrystal accumulates a high level 
of residual stresses so that a new shear band forms in the amorphous  
matrix by the mechanism of elastic accommodation (III in Fig. 
3.73). In this case, the plastic flow process takes place by the relay 
mechanism generating nanocrystals in the shear band equidistantly 
distributed along the trajectory of movement of the shear band in 
the amorphous matrix.

This is confirmed by the electron micrograph in Fig. 3.74, where 
the chains of equidistantly located nanocrystals actually appear as a 
result of MPD. Secondly, the branching of shear bands, which are 

Fig. 3.74. Chains of equidistant nanocrystals arising at MPD of an amorphous                   
Fe–Ni–B alloy. Transmission electron microscopy.
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inhibited due to frontal formation of nanocrystals, is possible. This 
process, somewhat reminiscent of the multiplication of dislocations 
on non-interruptible particles, is schematically shown in Fig. 3.75. 
As a result of this ‘self-retardation’ of the shear bands on the frontal 
nanocrystals, there is a delocalization of the inhomogeneous plastic 
flow at the later stages of the MPD. The observed effect of the 
transition to homogeneous nanocrystallisation on shear bands in fact 
means that the plastic flow is characterized by a high bulk density 
of shear bands and, as a consequence, a homogeneous character of 
the nanocrystal precipitation in ‘thinner’ shear bands.

Thus, nanocrystallisation is a consequence of local heat generation 
due to plastic deformation processes. The thermally activated nature 
of nanocrystallisation and, consequently, its appearance as a result 
of a local temperature increase is also evidenced by the fact that 
the structural state and, correspondingly, the microhardness value 
after N = 4 at room temperature exactly correspond to the structural 
state and the microhardness value after N = 8 under deformation 
at 77 K [3.145]. In other words, higher values ​​of deformation 
compensate for the temperature deficit during the diffusion processes 
of nanocrystallisation.

The study of the MPD of a partially crystallized alloy brought 
unexpected results (Fig. 3.76). It is easy to see from the presented 
X-ray diffraction pattern that the partially crystalline state formed 

Fig. 3.75. The mechanism of multiplication of shear bands interacting with frontal 
nanocrystals.
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after annealing the amorphous alloy again becomes amorphous as 
the deformation magnitude increases to N = 5. Electron microscopic 
experiments unequivocally confirmed this trend: a sharp decrease in 
the size of nanocrystals occurs while their bulk density is retained. 
Such an unusual evolution of the amorphous–nanocrystalline structure 
with increasing N is clearly demonstrated by the dependence of 
the average size of nanoparticles and their bulk density with 
increasing N in a partially crystallized alloy (Fig. 3.77). With 

Fig. 3.76. Evolution of X-ray diffraction patterns of the partially crystallized (PC) 
state of Ni44Fe29Co15Si2B10 alloy after MPD with different values ​​of N (T = 293 K).

Fig. 3.77. Dependence of the average size (D) and the bulk density (Nv) of the nanoparticles 
of the crystalline phase in the original partially crystallized Ni44Fe29Co15Si2B10 alloy 
on the N value at MPD (T = 293 K).
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Fig. 3.78. Histograms of the size distribution of nanocrystals observed at different 
stages of the MPD of a partially crystallized Ni44Fe29Co15Si2B10 alloy; N = 0 (a), 1 (b), 
3 (c), 5 (d); aize fractions which disappear as the deformation increases are shaded.
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practically unchanged amounts of nanoparticles per unit volume, 
the disappearance of the crystalline phase occurs due to a significant 
decrease in the size of the nanoparticles. In other words, due to their 
‘dissolution’ in an amorphous matrix.

Even more clearly, the effect of ‘dissolution’ of nanoparticles in 
MPD can be recorded by comparing histograms of the distribution 
of nanoparticles of the crystalline phase obtained after different 
MPD regimes (Fig. 3.78). It is seen that as the N grows, the ‘tail’ 
corresponding to the largest nanoparticles disappears from each next 
histogram (shaded on the histograms shown in Fig. 3.78).

So, at first sight, obviously contradictory results were obtained. 
On the one hand, the MPD of the amorphous alloy Ni44Fe29Co15Si2B10 
leads to its partial transition to the crystalline (more precisely, 
nanocrystalline) state. On the other hand, the MPD of the same 
partially crystallized alloy leads to dissolution of the crystalline 
phase, i.e., a tendency to return to the original amorphous state 
is observed. The contradiction discovered is apparent and can be 
logically explained taking into account the specifics of the structural 
processes taking place at MPD.

In the MPD process, we introduce a significant elastic energy 
into the solid. As possible channels of dissipation in this case it 
is necessary to analyze plastic deformation, phase transformations 
and heat release. The reason for the crystallisation is both the local 
increase in temperature and the presence of significant local stresses 
in the amorphous matrix. The stresses stimulate the flow of processes 
that depend on temperature, and, the higher the stress, the lower the 
temperature of the thermally activated crystallisation process. In 
addition, one must take into account the fact that the value of the 
activation energy of the crystallisation process Q* is lower than usual 
due to a significantly higher concentration of regions of excess free 
volume in the shear bands [3.147].

Finally, one more important detail must be taken into account: the 
local atomic structure of the amorphous matrix in the shear band can 
differ from the ‘classical’ for the amorphous state. It is quite possible 
that in the amorphous matrix even before crystallisation there exist 
regions induced by deformation with increased correlation in the 
arrangement of atoms – the nuclei of the crystalline phase with a 
markedly different degree of compositional and topological short-
range order. This is indirectly evidenced by the results of [3.148], 
which show that the chemical composition of the crystalline phase 
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in an amorphous aluminum-based alloy after normal annealing and 
after MPD is significantly different.

In this way,

Q* = Qk – Gτ – ΔQfv – ΔQsr            (3.17)

where Q* is the effective activation energy of crystallisation in the 
shear band, Qk is the activation energy of crystallisation due to 
thermal fluctuations, G is the shear modulus, and τ is the shear stress 
in the region of the plastic shear zone. ΔQsr is the contribution to the 
decrease in activation energy of crystallisation due to the presence 
of short-range order (topological and / or composite) in the zone 
of the shear band and ΔQfv is a contribution to the decrease in the 
activation energy of crystallisation due to the substantial enrichment 
of the shear band by excess free volume.

The appearance of crystals in the shear bands occurs during 
the MPD process, and not after its completion. This leads to the 
fact that the shear bands, newly arising in the amorphous matrix, 
begin to interact with the crystallites formed at the earlier stages 
of MPD. Such interaction can occur through several mechanisms 
(retardation of shear bands on particles of the crystalline phase, 
cutting or shearing of such particles by shear bands, as well as effects 
of primary and secondary accommodation). In any case, such an 
interaction will cause the appearance of dislocations in the crystalline 
particle itself. The highest density of dislocations will, obviously, be 
near the interphase boundary, where the effect of shear bands will 
be most effective. Finally, there comes a time when the density of 
dislocations in the boundary zone will be extremely high, and the 
boundary (or the entire crystal particle) will spontaneously transfer 
to an amorphous state, since the free energy of a region of a strongly 
defective crystal will be above the free energy of the amorphous 
state. In fact, this will be perceived as the ‘dissolution’ of crystals 
in an amorphous matrix under the action of shear bands active in the 
amorphous matrix when MPD is performed. It was this ‘dissolution’ 
process that was observed in the MPD of a partially crystallized 
amorphous alloy (Figs. 3.76 and 3.78). It should be borne in mind 
that the deformation ‘dissolution’ of crystals is unlikely to be realized 
until the end. It is known [3.149] that very small crystalline particles 
(less than 10 nm) can not accumulate dislocation-type defects due to 
the presence of very large image forces. In our case, this means that 
nanocrystalline particles of less than 10 nm in size in the amorphous 
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matrix will not ‘dissolve‘ in the MPD process simply because they 
will effectively push the dislocations to the interphase boundary and 
remain defect-free. In other words, nanocrystals of less than 10–20 
nm in size formed in an amorphous matrix will be structurally stable 
and will persist throughout the long stages of the MPD. On the 
basis of this, it is easy to explain the fact that in all studies without 
exception, where the process of isolating crystals under MPD was 
studied, the crystals always had sizes less than 20 nm.

At the same time, as the experiment shows, cases are possible 
where the balance between the release of crystals on the shear bands 
and the subsequent deformation ‘dissolution’ can be violated. In 
this case, the MPD triggers the cyclicity principle, and structural 
states with large and small volume fractions of nanocrystals in the 
amorphous matrix periodically replace one another as the strain 
increases.

Figure 3.168 shows that at the stage preceding nanocrystallisation 
(N = 0.5) there is a sharp decrease in the HV value, the most 
significant in the case of MPD at 293 K. Essentially this means 
that the amorphous state in the initial stages of the MPD is 
structurally rearranged, that it facilitates the processes of plastic 
shear. The preliminary annealing of the amorphous alloy and its 
partial crystallisation, as we see, completely eliminate this effect 
(see Fig. 3.168). We can suggest the following structural model 
of the effect under consideration. In the process of application of 
hydrostatic pressure, the regions of free volume (probably, their 
coalescence) are redistributed in such a way that when a moderate 
shear stress is applied, the formation of shear bands is facilitated 
within which the concentration of free volume regions should be 
significantly (by several orders of magnitude) higher than in the 
surrounding matrix. This is facilitated by local atomic restructuring 
(a change in the topological and composite short-range order) as 
a result of the combined action of the hydrostatic and shear stress 
components. As a result, nanoclusters (associates) are formed with the 
predominance of the metallic and covalent nature of the interatomic 
interaction. Obviously, in the former, the process of plastic shear 
must be facilitated. Such transformations in an amorphous matrix are 
evidenced by the fact that at N = 0.5 there are significant changes 
in the width and position of the halo maximum on X-ray diffraction 
patterns. In addition, as we shall show later, in this region of 
deformation the magnetic characteristics change drastically. Since 
such rearrangements are to a certain extent thermally activated, 
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their effect at low-temperature (77 K) deformation is much less 
pronounced (Fig. 3.168).

2. Amorphous metal–metal alloys
Recently, the focus of researchers has been on alloys based on 
titanium nickelide, which has the shape memory effect [3.150]. It 
is shown that the TiNi intermetallide in the MPD process under 
shear pressure in a Bridgman chamber or during cold rolling can 
partially or completely transform into an amorphous state [3.151]. 
Later, this effect, inherent in titanium nickelide, was repeatedly 
confirmed by other researchers [3.152, 3.153]. Figure 3.79 shows 
the linear dependence of the volume fraction of the amorphous phase 
formed in various alloys near the TiNi composition on the degree of 
deformation during cold rolling [3.154].

At the same time, there appeared works in which an alloy based 
on titanium nickelide Ti50Ni25Cu25 was obtained by quenching from 
a melt in an amorphous state and then subjected to MPD in a 
Bridgman chamber and at a certain stage of deformation there was 
the transition from an amorphous structure to a nanocrystalline 
structure [3.143, 3.155]. So, on the one hand, MPD leads to the 
realization of the ‘crystal Þ amorphous state’ phase transition, 
and on the other – the ‘amorphous state Þ crystal (nanocrystal)’ 
phase transition. This obvious contradiction, which we discussed 

Fig. 3.79. Change in the amorphous phase amount (Vamorph) with an increase in 
deformation degree in cold rolling (e) in Ti–Ni Alloys (3.154).
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earlier with reference to amorphous metal–metalloid alloys, led the 
authors of Ref. [3.156] to undertake a detailed and systematic study 
of structural–phase transformations in titanium nickelide-based 
alloys under the influence of MPD in the Bridgman chamber with 
varying chemical composition, the initial structure, as well as the 
temperature and magnitude of the MPD. In this case, Ti50Ni25Cu25 
alloy was chosen, which before deformation in the Bridgman chamber 
could be in both crystalline and amorphous states. The latter can be 
obtained by vacuum quenching from the melt by spinning at a rate 
of 106–107 deg/s [3.157].

The results obtained in Refs [3.156] unambiguously show that as 
a result of the MPD of the amorphous Ti50Ni25Cu25 alloy obtained 
by quenching from the melt, phase transformations of various types 
occur in it (Fig. 3.80).

The application of only hydrostatic pressure without shear 
deformation already causes the appearance in the amorphous matrix 
of a small amount of a crystalline phase of the B19 type.

At the initial stage of the MPD (N = 1/8), the volume fraction of 
the crystalline phase (type B19 and type B2) increases substantially 
(to ~70%). Extremely high values of the volume fraction of crystals 
(~80%) were observed after N = 1/2, and then (after N = 1) there 
was a significant decrease in the fraction of the crystalline phase 

Fig. 3.80. The X-ray spectra of the initial amorphous Ti50Ni25Cu25 alloy (in), after 
hydrostatic compression (P = 4) without shear  (compression) and after shear under 
pressure with a different number of turns (N = 1/8, 1/2, 1, 2, 4, 6, 8).
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(~30%) (Fig. 3.81). This tendency to a decrease in the fraction of 
the crystalline phase persists as the deformation increases, and after 
N = 2 the crystalline phase in the structure is almost completely 
absent (Figure 3.82 a).

This structure corresponds to the X-ray amorphous spectrum 
shown in Fig. 3.83.

It is typical for the amorphous state of a solid, and only the 
unusual nature of some diffraction patterns and high-resolution dark 
field electron microscopy reveal the presence of a small fraction of 
the nanocrystalline phase. Deformation at N = 4 leads to complete 
‘dissolution’ of nanocrystals and to the formation of an amorphous 
state, which differs only in some details from the initial amorphous 

Fig. 3.81. Electron diffraction micropattern and dark field electron microscopic 
images of the structure of Ti50Ni25Cu25 alloy after N = 1 in reflex (110)B2; the axis 
of the zone [001]B2 (a) and in the reflex (100)B19; axis of the zone [010]B19 (b).
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state obtained by quenching from the melt. Further growth of MPD                                                                                                
(N = 5) again leads to the appearance in the structure of a small 
fraction of the crystalline phase, which is detected only at the 
electron microscopic level (Fig. 3.82 b). But an even greater 
increase in deformation (N = 6) fixes the crystalline phase both 
radiographically and electron microscopically (Fig. 3.84). Theoretical 
analysis of X-ray spectra with a split halo in combination with 
electron microscopic data suggests that we are dealing with a two-
phase amorphous–crystalline structure. A further increase in MPD 
leads to a new ‘dissolution’ of the crystalline phase (N = 8) and its 
subsequent appearance (N = 9).

All of the above is clearly demonstrated by the graph in Fig. 3.85, 
which shows the dependence of the volume fraction of the crystalline 
phase in the initially amorphous Ti50Ni25Cu25 alloy on the number of 

Fig. 3.82. Electron diffraction pattern and dark field images of the structure of the 
Ti50Ni25Cu25 alloy under the action of the main (first) diffraction halo corresponding 
to the MPD at N = 2 (a) and N = 5 (b).
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turns N in the Bridgman anvil. The results shown in the graph were 
obtained both by X-ray diffraction analysis methods (a significant 
volume fraction of the crystalline phase) and by transmission electron 
microscopy (a small volume fraction).

In the study [3.156] it was apparently possible to discover for the 
first time practically three cycles of mutual amorphous–crystalline 
phase transitions. Earlier, a similar effect was observed in the process 
of mechanoactivation of the Co3Ti intermetallide powder [3.120]. 
Such a cycle, that is, a tendency toward a phase transition to the 
crystalline state of the initially amorphous structure, and, on the 
contrary, the existence of a directly opposite trend at certain stages 
of the MPD, unambiguously explains, in our opinion, the apparent 
contradiction in the experimental results of [3.151–3.153], On the 
one hand, and [3.143, 3.155], on the other hand.

Let's try to find out what causes such a cycle. The ‘initially 
amorphous state Þ crystal (nanocrystal)‘ phase transition is obviously 
connected with two reasons. First, as we noted above, the applied 

Fig. 3.83. Evolution of the main (first) halo of the X-ray amorphous spectra of the 
Ti50Ni25Cu25 alloy at MPD with a different number of turns. The number of turns N 
in the Bridgman chamber is indicated in the figure.
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Fig. 3.84. Electron diffraction patterns and electron microscopic images of the 
structure of Ti50Ni25Cu25 alloy corresponding to MPD at N = 6; a, c –  bright field; 
b – dark field.
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hydrostatic pressure can stimulate a phase transition in which the 
equilibrium phase has a lower specific volume. The fact that the 
Ti50Ni25Cu25 amorphous alloy partially passes into the crystalline 
state without shear deformation, but only due to hydrostatic pressure 
(P = 4 GPa), confirms this hypothesis. Secondly, the appearance 
of additional elastic energy dissipation channels, typical for MPD 
processes [3.158], leads under the conditions of the highly localized 
plastic flow in the shear bands to local heat energy release and to 
a corresponding local increase in the temperature of the amorphous 
matrix. Under these conditions, the shear bands, as we have already 
said, are able to crystallize.

After the formation of the crystalline phase in the MPD process, 
it undergoes very large plastic deformations. One of the effective 
channels of energy dissipation in the conditions of low dislocation 
mobility is amorphisation [3.128]. Such a phase transition (solid-
phase melting) becomes possible, first of all, when the free energy 
of a crystal containing a colossal density of defects (vacancies, 
dislocations, disclinations, fragment boundaries, etc.) becomes 
higher than the free energy of the disordered state of the system. 
In this case, the negative volume effect departs, apparently, to the 
second plan and is not decisive. Such transitions have been observed 
experimentally most often in intermetallics and, in particular, in 
titanium nickelide [3.151]–[3.153].

Further, as the MPD develops, the picture is obviously repeated, 
but with certain features associated with the ever-increasing elastic 
energy and large (gigantic) internal stresses. Apparently, the described 
tendency to cyclic transformations is common to the behaviour of 

Fig. 3.85. Dependence of the volume fraction of the crystalline phase on the strain 
of an amorphous Ti50Ni25Cu25 alloy.
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metallic materials prone to amorphisation during high-energy impacts, 
in particular, in MPD, carried out by various methods.

It is interesting to note that amorphisation of the crystalline phase 
is not the only additional channel for the dissipation of elastic energy 
in the MPD process. As shown in [3.129], these same functions can 
perform the processes of dynamic recrystallisation if the dislocation 
mobility proves to be sufficiently high. In our case, the process of 
amorphisation dominated, but sometimes, apparently, under conditions 
of the local temperature increase it was possible to observe in the 
structure the consequences of dynamic recrystallisation (Fig. 3.82 a).

An important feature of the processes occurring in MPD is their 
heterogeneity inherent in any kind of plastic deformation [3.159]. For 
this reason, the cyclic amorphous–crystalline phase transitions are 
‘mismatched’ in the volume of the deformable material and proceed 
in different microvolumes at different deformation parameters. This 
can explain the fact that we extremely rarely can fix states with a 
limiting content of either an amorphous or a crystalline phase. At 
any stage of mega-deformation there are local parts of the matrix, 
which either ‘outperform’ neighboring regions, or ‘lag behind’ them. 
And the higher the value of the deformation, the more pronounced 
this effect of mismatch is. Finally, we can achieve a certain dynamic 
equilibrium when we are unable to fix any changes in the phase 
composition within the given averaging scale.

It is of undoubted interest to analyze the features of deformation 
amorphisation and crystallisation of the same material with a 
variation of its initial state, which would allow creating a unified 
structural model of cyclic phase transformations in the MPD process.

The structure–phase transformations were studied by varying the 
MPD value with the help of the Bridgman chamber in Ti50Ni25Cu25 
alloy, which, in contrast to the studies carried out in [3.160], was 
before the start of the deformation experiments, not in the amorphous 
but in the crystalline state. The complete X-ray spectra corresponding 
to all the investigated states are shown in Fig. 3.86.

The main results of the study are as follows.
• The investigated Ti50Ni25Cu25 alloy has an initial crystalline 

structure, represented mainly by plate martensite B19. During the 
MPD, the plates unfold, crush, and finally disappear completely 
(Fig. 3.87).

• The alloy begins to amorphize already after N = 0.25 (Fig. 
3.86). After deformation N = 1 (e = 2.15), the mass degradation 
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Fig. 3.86. The complete profiles of the X-ray diffraction patterns of the Ti50Ni25Cu25 
alloy at various stages of the experiments.

Fig. 3.87. Electron microscopic 
image of the structure (dark field) 
of martensite of phase B19 and 
corresponding electron diffraction 
patterns before MPD (a) and 
after MPD (N = 1) (b).
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of the plate structure and the transition to the amorphous state are 
clearly observed.

• Simultaneously with the degradation of the martensite plates, 
plastic deformation of the formed amorphous phase occurs, as a 
result of which, beginning with N = 0.5 (e = 1.80), the appearance 
of a nanocrystalline B2-phase with a particle size of up to 10 nm is 
electron microscopically recorded (Fig. 3.88). In addition, globular 
regions of phase B2 of about 300 nm in size are sometimes observed, 
containing a large number of defects of deformation origin.

• Further deformation N = 2–4 (e = 2.51–2.90) is structurally 
characterized by a superposition of the amorphous phase and B2-
phase nanocrystals, which often appear in the shear bands of the 
amorphous matrix (Fig. 3.89).

• In the later stages of deformation, after N = 6 (e = 3.5), the local 
instability state of the B2-phase is electron microscopically revealed, 
which is an intermediate state of the martensitic transformation                
B2 Þ B19 (Fig. 3.89).

Fig. 3.88. Electron microscopic images (a, b) showing the presence of the B2-phase 
after MPD (N = 0.5); a and b are respectively bright and dark field in the phase 
B2 reflex.
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• The X-ray spectra of the later stages of deformation after N = 7 
(e = 4.0) are already characterized by the presence of broad maxima 
of the B19 phase against the background of the X-ray amorphous 
state.

• X-ray spectra at the final stages of deformation (N = 9, e = 5.3) 
are again completely X-ray amorphous, and electron microscopy 
recorded the presence of nanocrystals of B2-phase (Figs. 3.86 and 
3.90).

Thus, as in the case of the initially amorphous Ti50Ni25Cu25 alloy 
[3.156], in the Ti50Ni25Cu25 crystalline alloy, the following cyclic 
sequence of phase transitions occurs with increasing MPD values ​​
in the Bridgman chamber:

            B19 Þ AP Þ B2 Þ B19 Þ AP Þ B2,

where AP is the amorphous state of a solid.

Fig. 3.89. Electron microscopic images (dark fields) of B2-phase nanocrystals 
distributed uniformly in volume (a) and in shear bands (b) after MPD (N = 2).
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Fig. 3.90. Electron microscopic images (bright field (a) and dark field (b, c) under the 
action of reflections from crystalline phases) and the corresponding microdiffraction 
at different stages of the MPD; N = 4 (a), 6 (b) and 9 (c).
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It is assumed in the literature that the periodicity of structural 
changes in MPD is generally determined by the activation of various 
channels of dissipation (relaxation) of elastic energy stored by the 
material during deformation [3.158].
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It is obvious that the features of the structural change in 
the Ti50Ni25Cu25 alloy in the MPD process found in [3.160] are 
related to the peculiarities of the flow of direct and inverse phase 
transformations of both diffusion and martensitic type. Figure 3.91 
is a diagram that gives an idea of ​​the nature of the cyclic transitions 
at MPD from the crystalline state to the amorphous state and then 
to the nanocrystalline state, followed by periodic repetition of the 
processes, but at the nanoscale level.

Let us dwell on the question of why in the course of the secondary 
crystallisation of the amorphous phase with MPD, phase B2 it 
the first phase to appear instead of the equilibrium phase B19 at 
room temperature. When heating, the process of crystallisation of 
an amorphous state in shear bands proceeds, obviously, through 
a diffusion mechanism at temperatures (500–510)oC, where the 
crystal phase of the B2 type is equilibrium [3.150]. Upon subsequent 
cooling to room temperature in the region of 50oC, a thermoelastic 
martensitic transformation takes place with the formation of 
phase B19 [3.150]. In our case, at certain stages of the MPD, the 
martensitic transformation is suppressed, and the B2-phase is stable 
at room temperature. In [3.161], a size effect was observed in the 
thermoelastic transformation B2 Þ B19 in the Ti50Ni25Cu25 alloy. 
Nanoparticles smaller than 20 nm did not undergo conversion upon 
cooling to room temperature and had a high-temperature B2-phase 
structure.

In our case, nanocrystals formed in shear bands or otherwise and 
having a size of less than 10 nm are stable at certain MPD stages 

Fig. 3.91. Scheme of processes leading to the transition of the crystalline state to 
amorphous and, further, amorphous state to crystalline state during the course of 
the MPD; C is a crystal, AS is an amorphous state, Tcr is the transition temperature 
of an amorphous state to a crystalline state, and σhs is the stress of hydrostatic 
compression.
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because of the small (nanoscale) particle size of the initial B2-phase. 
The shear transformation B2 Þ B19 is nevertheless realized in the 
later stages of MPD, apparently due to high operating stresses or 
coarsening of phase B2 particles.

The last fact is confirmed by the observation of microdiffraction 
patterns (Fig. 3.90 c), corresponding to the pre-martensitic state of 
B2-phases after N = 6 (e = 3.5), and the appearance of broad B19 
lines on the X-ray spectrum with further increase of the strain to           
N = 7 (e = 4.0).

The most interesting, in our opinion, is the elucidation of the 
structural mechanism of the phase transition in the MPD process 
from the crystalline state to the amorphous one. In [3.160], rotations, 
distortion and crushing of the initially regularly located martensite 
plates of the B19 phase in the MPD process were experimentally 
observed (Fig. 3.87). However, the last act of amorphisation – the 
‘dissolution’ of nanoscale ‘debris’ of martensitic plates remains 
speculative.

Apparently, one of the tools for testing this assumption is the 
experimental observation of the dissolution of nanosized crystals 
during deformation or computer simulation of the solid-phase 
dissolution process during shear deformation under the conditions 
of all-round compression.

Thus, we come to the conclusion that, both in the deformation of 
intermetallic compounds and complex phases prone to amorphisation 
at MPD, and during the deformation of amorphous alloys in the MPD 
process there are successive transitions from the amorphous state to 
the crystalline state, and, conversely, from crystalline to amorphous. 
As a result, a stable amorphous–nanocrystalline structure is formed, 
undergoing quantitative changes as the deformation continues to 
grow.

Theoretical consideration of nanocrystallisation at MPD of 
amorphous alloys
As we have already noted, one of the most significant features of 
structural transformations is the fact that the MPD at room and lower 
temperatures causes the formation of nanocrystals in a number of 
amorphous metal alloys in shear bands realizing plastic shear in an 
amorphous matrix.

Despite the fact that the nanocrystallisation effect at MPD 
of amorphous alloys was discovered about 15 years ago, this 
phenomenon, characteristic for amorphous alloys of various 
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systems, has not as yet found a satisfactory, physically correct 
explanation. On a purely qualitative level, it has been suggested 
that nanocrystallisation is due to a local increase in temperature in 
the shear band or in the entire deformed sample, while it has been 
shown in a number of studies [3.142] that these effects are clearly 
not enough to explain nanocrystallisation. Earlier, we noted that 
the activation energy of crystallisation in the shear bands can be 
represented as an expression corresponding to equation (3.17).

Its  essence l ies in the fact  that  the activation energy of 
crystallisation at MPD decreases due to the local release of thermal 
energy as a result of the presence of a short-range order (topological 
and/or composite) in the zone of the shear band and due to substantial 
enrichment of the shear band by an excess free volume. In addition, 
the factors contributing to nanocrystallisation, in addition to a local 
increase in temperature, can be a high level of stresses, as well as 
the existence of a high concentration of the free volume and the 
short-range order in the shear band.

The purpose of this section is to evaluate theoretically the role 
of factors contributing to the appearance of nanocrystals in the 
shear bands of amorphous alloys. As a way to create MPD, we will 
consider torsion under the conditions of high hydrostatic pressures 
in the Bridgman chamber (THBC).

Estimation of the role of local temperature increase in shear 
bands 
When using a Bridgman chamber, a sample having a disc shape is 
located between the loading punch and the anvil. Moving the punch 
creates the necessary pressure level, the shear deformation is due to 
the rotation of the anvil. When the anvil is rotated through a small 
angle dθ, the shear strain dγ is determined by the relation (3.1), 
which after some simplification has the form

γ = 2 · π · N ·  r/h .                     (3.18)

Since the yield stress of an amorphous state is determined from the 
von Mises law [2.122], the corresponding equivalent strain εeq equals

eq 3.ε = γ                                (3.19)

Taking into account the pressure as a result of which the thickness 
of the disk decreases from the initial value h0 to h, εeq is determined, 
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as shown in [3.162]:

εeq = 2 · π · N · r · h0/h
2.                (3.20)

The rationale for the practical use of relation (3.20) in the form 
presented as a function of the number of turns N is given in 
[3.162]. The shear bands resulting from the torsion of a sample 
of an amorphous alloy having the shape of a solid cylinder are 
perpendicular to its axis [3.162]. They are areas of material with a 
thickness of less than 60–70 nm, enclosed between parallel planes. 
In the process of deformation in the plane stress state, several shear 
bands are formed; in our case of planar deformation only one, the 
main band, develops as a rule,

To calculate the energy stored in the main shear band, by two 
cross sections perpendicular to the axis of the sample, we separate 
out an element of length dz. From this element using two cylindrical 
surfaces having radii r and (r + dr), we select the ring, Fig. 3.92. 
The right end section turns with torsion by an angle dφ, and the 
generating line of the cylinder by an angle γ and occupies the 
position AB'. The segment BB' Is equal, on the one hand, to r · dφ, 
on the other hand, to γ ​​· dz. Hence: r · dφ = γ · dz, and the magnitude 
of the angle γ is

/ .r d dzγ = ⋅ ϕ                           (3.21)

The angle γ, as is clearly seen (Fig. 3.92), represents the angle of 
shear of a cylindrical surface. The quantity dφ/dz = θ, where θ has 
the meaning of the angle of mutual rotation of sections, is related 
to the distance between them. θ is usually called the relative twist 
angle. For a purely elastic torsion

· ; · · ,r G rγ = θ τ = θ                      (3.22)
where G is the shear modulus. The tangential stresses arising in the 
cross section are denoted by the symbol τ. The pair tangential stress 
also appears in longitudinal planes (axial sections) according to the 
law of reciprocity of the pair tangential stresses. Elementary forces 
dF cause the torque

  · · .
F

M r dF= τ∫                          (3.23)

In a purely elastic region, the expression for the torque has the 
form

262



Amorphous–Nanocrystalline Alloys

                    2 32 / 3.
F

M G r dF G R= ⋅θ = ⋅ p ⋅ ⋅θ ⋅∫                 (3.24)
The limiting value of the torque is obtained when the stresses in 

the entire section are equal to the yield stress is shear τp. It follows 
from the von Mises criterion [3.162] that τp = σs/3

1/2, where σs is 
the yield point for uniaxial tension, and the expression for purely 
plastic torque is given by

M r dF d r dr Rp
p p s

R

F

= = ⋅ = ⋅ ⋅ ⋅ ⋅ ⋅∫∫∫ τ τ θ ϕ π σ θ
π

2 3 1 2

00

2

2 3 3/ ./    (3.25)

The value of the polar moment of inertia of the cross section is 
determined from expression

J r dr R
R

= ⋅ = ⋅∫2 23 4

0

π π / .                  (3.26)

It is known that amorphous alloys are ideal elastoplastic bodies 
without any distinctive strain hardening. In [3.162] it is shown that 
after reaching the yield strength the work hardening coefficient              
m ≈ 0.025 GPa is negligibly small. The value of m is determined 
by the additional stresses required by the moving shear band to 
overcome the shear bands formed earlier. Previous estimated [3.163]  
show that the value of m in practical calculations can be neglected 
since its inclusion is in the range of experimental errors.

Fig. 3.92. Cylinder cut from the shear band. Designations are given in the text.
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We calculate the energy U spent on the formation of the main 
shear band. It is determined mainly by the quantity of plastic torque 
(3.25), since the elastic and elastoplastic deformation provide a 
negligible contribution to the energy U.

U dt M J dz R h tp
p s

ht

= ( ) ⋅ ⋅( ) ⋅ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅( )∫∫
2 2 1 2

00

2 4 9 3/ / ,/τ π ω σ    (3.27)

where θ = 2 · π · N, ω = 2 · π · N/t0 is the rotational speed of the 
anvil, t is the time of forming the main shear band, t0 is the time 
during which the anvil makes one revolution. To formulate the 
boundary value problem of the theory of heat conductivity with a 
source, it is necessary:

1) set the initial and boundary conditions for the heat conductivity 
equation;

2) satisfy the condition for the distribution of the source in a 
section whose length is equal to the width of the main shear band.

The value of the thermal energy released in MPD in the main 
shear band as a function of time is found from the relationship

Q h R T t c tP= ⋅ ⋅ ⋅ ⋅ ( ) ⋅ ⋅π ρ 2
0∆ / ,                  (3.28)

where ρ is the density of the AMC material, ΔT is the temperature 
increase in the shear band during one revolution of the anvil; cP is 
the specific heat, R is the radius of the sample. On the other hand, 
this thermal energy Q is equal to the mechanical work W during the 
formation time t of the shear band. W is given by

W K R h ts= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅( )4 9 32 1 2π ω σ / ,/           (3.29)

where k is the ratio of the work expended to the work stored released 
as heat, ω is the rotational speed of the anvil, t is the duration of 
rotation. 

To find the distributions of temperature and heat flow during 
the formation of the main shear band we consider an infinite rod 
of circular cross-section with the heat source placed in the centre 
of the origin. Its width is equal to the thickness of the shear band.

The temperature T(x, t) in the rod satisfies the heat equation

∂ ∂ = ∂T t T dt/ / ,α2 2 2                      (3.30)
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where α2 is the heat conductivity coefficient. We reformulate the 
condition of the boundary value problem in the following way, using 
its symmetry. Instead of an infinite rod with an internal heat source 
of specific power q, we consider two semi-infinite rods, at the left 
end of each of which a heat source q/2 acts. By combining both bars 
at the origin, we obtain the original problem by virtue of symmetry.

Consider the temperature distribution as a function of the 
coordinate x in a semi-infinite rod 0 < x < ∞ in the case when the 
change in temperature of its left end, located at the origin, is a linear 
function of time. For the sake of simplicity, the initial temperature 
of the rod will be assumed to be 0oC. The initial conditions for the 
left and right ends of the rod can be written in the form

T x T t A t T x, ; , ; , ,0 0 0 0( ) = ( ) = ⋅ ∞( ) =            (3.31)

where A = 8 · π · k · N · σs/ 9 · 31/2 = ρ · ΔT · cP. We solve the 
problem by the Laplace transform method [3.164]. The formulation of 
the problem in this form completely corresponds to the experimental 
conditions, since the material of the disk made from the amorphous 
alloy has a heat conductivity coefficient α2 comparable to α2 of the 
steel anvil and the punch, the latter being connected with loading 
devices, taking into account the shape and dimensions of which is 
not possible. In addition, it is assumed that the lateral surface of the 
cylindrical rod is thermally insulated, and the isothermal surfaces 
at the initial instant of time coincide with its cross sections. In 
addition, this formulation of the problem assumes that the ends of 
the rod remain all the time isothermal surfaces, and therefore the 
isothermal surfaces in the rod will always coincide with the cross 
sections. Thus, the temperature will depend only on one spatial 
coordinate x. The absence of heat transfer on the lateral surface of 
the disk, taking into account the expected temperature of its heating, 
will apparently introduce small quantitative changes that do not play 
an appreciable role [3.165].

We apply the Laplace transform [3.164] to the heat conductivity 
equation (3.30), and also to the initial and boundary conditions 
(3.31). The images of functions have the form

( ) ( )
( ) ( )
( ) ( )

, , ,

, , ,

, , .
t

xx xx

LT x t U x p

LT x t pU x p

LT x t U x p

=

=

=
                      (3.32)
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The second of the formulas (3.32) is obtained with allowance 
for the first initial condition (3.31). Going to the images, instead of 
the problem for the function T(x, t), we obtain the problem for the 
image U(x, p):

( ) ( )2 2 2, / , / 0.U x p x p U x p a∂ ∂ − ⋅ =             (3.33)

( ) ( )20, / ; , .U p A p U x p M= =              (3.34)

Equation (3.33) with conditions (3.34) is a boundary value 
problem for the ordinary differential equation, in which the variable 
p plays the role of a parameter. Its solution has the form

( ) ( ) ( )2 1/2, / exp / .U x p A p p x a= − ⋅           (3.35)

To find the solution, we use the identity [3.164]:

( )( ) ( )( ) ( )
( )

2

1/2

1/2 1/2 1/2

/ 2

exp / 1 / 2 2 / .
a t

L a p p a t e d
∞

−η

⋅

 − ⋅ = − Φ ⋅ = p η  ∫  (3.36)

Therefore ,  represent ing  U (x ,  p )  in  the  form U (x ,  p )  =                                    
(A/p2) exp [–p1/2x/α] and taking into account relation (3.36), and 
also the contents of theorems on the image of the derivative and 
convolution of functions, we obtain 

( ) ( )( ) [ ]( ) ( )
2 2/ 4 3/21/2

0

, ( , ) / 2 / ,
t

x a t rLU x p T x t x a e A t d⋅ ⋅ −
= = ⋅ ⋅ p − ⋅ τ − τ τ∫ (3.37)

and after introducing the variable ξ = x/ (2α[t – τ])1/2, the solution 
of the problem has the form

( ) ( ) ( ) ( )
( )1/2

1/2 2 2 2 2

/ 2

, 2 / / 4 exp .
x at

T x t A t x a d
∞

⋅

= ⋅ p − ⋅ ξ ⋅ −ξ ξ∫     (3.38)

Since the probability integrals are tabulated, we can use the 
corresponding tables to determine the integral entering into the 
solution of the heat conduction problem (3.38). On the other hand, 
the probability integrals rapidly converge [3.166], so we can use 
them to calculate the expansions of the integrands. Equation (3.38) 
can be simplified:
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( ) ( )
( )

( )
( )

1/2

2

1/2

2

/ 2
1/2

0

/ 2
2 2 2

0

, 2 / 1

/ 4 .

x a t

x a t

T x t A t e d

x a e d

⋅ ⋅

−ξ

⋅ ⋅

−ξ

    = ⋅ p − ξ −    
 − ⋅ ⋅ξ − ξ 


∫

∫         (3.39)

We estimate the temperature of the AMC material contained in 
the main shear band, in analogy with [3.167, 3.168], but taking 
into account the specificity of the MPD in the deformation of the 
amorphous alloy according to the torsion under pressure in the TPBC 
scheme. The temperature is found from the equality of the relations 
(3.28) and (3.29).

( )1/28 / 9 3 .s pT k N c∆ = ⋅ p ⋅ ⋅σ ⋅ ⋅ r ⋅              (3.40)

Substituting the values ​​of mass, thermophysical and mechanical 
characteristics for amorphous iron-based alloys into equation (3.40) 
and taking into account that σs = 1.5 GPa, ρ = 7 · 103 kg/m3; cp = 
0.46 · 103 J/kg · deg, k = 0.2 according to [3.169] we obtain T = 
170oC for N = 1, T = 320oC for N = 2, T = 470oC for N = 3 and            
T = 620oC for N = 4.

Thus, it can be concluded that the effect of the formation of 
nanocrystals in shear bands at MPDs only due to a local increase in 
temperature can occur for amorphous iron-based alloys between the 
second and fourth turns of the movable anvil.

Evaluation of the role of excess free volume and dilation in shear 
bands 
During the MPD, the amorphous structure undergoes changes both in 
the shear bands and outside them, which must be taken into account 
when considering the process of nanocrystallisation. In [3.170], 
the effect of a high compressive pressure of 25 GPa on samples 
of an amorphous Fe40Ni40P14B6 alloy in a freshly quenched state 
was investigated. Samples were subjected to uniaxial compressive 
pressure in a diamond cell. Using the ruby-fluorescent method, it 
was possible to find the pressure distribution at various points on the 
surface of the sample, which was an essentially nonlinear function 
of the coordinate r representing the distance from the centre of the 
sample. As shown by theoretical estimates and experiments, the effect 
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of pressure on the flow stress can be neglected, provided that its 
magnitude does not exceed 8–10 GPa [3.164, 3.170]. Nevertheless, 
the pressure has a significant effect, leading to dilation effects in the 
shear bands and to a corresponding change in the activation energy 
of nanocrystallisation.

At present, the effect of dilation in shear bands is actively 
involved in explaining a number of features of mechanical, thermal, 
electrical, and other properties of amorphous alloys. In fact, the only 
work in which the magnitude of the dilation in the shear bands was 
measured during mechanical testing of amorphous alloys for bending 
is work [3.148]. The maximum value of dilation (change in density) 
was 13–15%. In [3.171], based on the dilation effect in the shear 
bands, it was possible to explain the observed anisotropy of the 
resistivity of amorphous alloys after cold rolling with a reduction of 
≈40–45%, and after mechanical testing of the ribbons for 180-degree 
free bending.

The defective structure of the amorphous state is characterized 
by the magnitude of the excess free volume (FV), which reflects the 
difference in the specific density of the amorphous and crystalline 
states by about 3%. Let us consider the role of FV in the development 
of the shear band and the associated dilation effect. From the physical 
point of view, the propagation of the shear band is analogous to 
the development of a crack with a ‘filler’, and the filler can be an 
arbitrary, including an amorphous, ideal elastic-plastic solid [3.172]. 
If elastic stresses can not be relaxed near the tip of such a crack, 
the stress concentration causes the dilation effect ΔV/V, which is 
described by the equation [3.173]

ΔV/V = ​​(E · γs/l)
3/2,                     (3.41)

where γs is the surface energy per unit area, E is the Young’s 
modulus, l is the crack length with the ‘filler’. The authors of [3.146] 
suggested that in the amorphous state in the absence of a crystal 
lattice, such a dilation (micropore) can ‘dissolve’ to form an excess 
of the free volume. Within the framework of this model, on the 
one hand, dilation causes relaxation of elastic stresses, and on the 
other hand it serves as a source of a free volume that reduces the 
ductility of the amorphous alloy at the tip of the crack and promotes 
the plastic deformation (shear band) by the diffusion mechanism of 
the free volume. Since the concentration of free volume can not be 
measured by direct experimental methods, its value is estimated from 
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a change (in this case, decrease) in viscosity. The viscosity is related 
to the strain rate dε/dt and stress σ by the Newton ratio

dε/dt = σ/(3 · η).                        (3.42)

The relations obtained for vacancies in crystalline bodies are 
usually used [1.107] for analytical description of the diffusion 
coefficient of the excess part of the free volume, viscosity and 
deformation. In amorphous alloys, instead of vacancies, we use the 
free volume whose size is equal to V*. Within the deformation model 
caused by the free volume [3.174], the ductility below the glass 
transition temperature Tc is determined by the relation

  ( )( ) ( ) ( )3 */ exp / exp / ,f mk T v b V V G kTη = ⋅ ⋅ ⋅ −δ ⋅     (3.43)

where k is the Boltzmann constant, ν is the Debye frequency, b is 
the interatomic distance, δV* is the probability of finding a pore or 
free volume of V* size, Vf is some critical value that determines the 
development of the process [3.175], for example, the advance of a 
crack with a filler, ΔGm – free energy of vacancy migration.

It is well known that in crystalline bodies at constant load, 
vacancies drift in the region where the compressive stresses act. By 
analogy with vacancies, the source of the flow of drifting FV regions 
is the entire volume of amorphous material. The trap for them, 
obviously, is the main sheat band, characterized by the dilation effect. 
In other words, there is a ‘pumping’ of the propagating shear band 
by an excess free volume, which leads to a decrease in the effective 
viscosity and, consequently, to a decrease in the activation energy 
of the formation of the nucleus of the crystalline phase. In addition, 
the effect of reducing the viscosity in the shear band is significantly 
enhanced (by several orders of magnitude) due to spontaneous release 
of heat and a local increase in temperature.

Generalized consideration of factors contributing to nano-
crystallisation in the shear bands 
A necessary condition for the formation of a crystalline phase in a 
shear band is, first of all, an increase in the temperature in the zone 
of plastic shear to values ​​close to the temperature of the transition 
of the amorphous state to the crystalline state under conditions 
of ordinary heat treatment. From (3.37) and (3.38) it follows that 
the temperature in the shear band increases in proportion to the 
magnitude of the macroscopic deformation of the sample in the 

269



Amorphous–Nanocrystalline Alloys

Bridgman chamber, and after 2–3 turns at room temperature it reaches 
local values ​​T = 600–750 K commensurate with the crystallisation 
temperature of most amorphous iron-based alloys [1.107]. In addition 
to increasing temperature, plastic deformation is accompanied by 
a sharp increase in the concentration of regions of excess FV that 
accumulate in the region of the shear bands. This is confirmed by 
independent dilatometric studies [1.107].

It has now been reliably established that the amorphous state 
formed during quenching from a melt contains clusters up to               
1.5–2 nm in size [3.164], which are essentially subcritical nuclei 
of the crystalline phase. The rate of growth of nanocrystals in an 
amorphous matrix in this case is determined by the equation:

( ) ( )0 0 exp / 1 exp / ,u a v E kT F kTν= ⋅  −∆   − −∆            (3.44)

where u is the diameter of the nanoparticle, ν0 is the frequency of 
atomic jumps, ΔE is the difference between the molar free energies 
of the amorphous and crystalline phases, and ΔFν is the activation 
energy of the atom leaving the amorphous matrix and joining the 
growing crystalline phase. The crystallisation process proceeds 
through a diffusion mechanism, and its driving force is the difference 
in free energies ΔE. Obviously, this value is minimal for polymorphic 
crystallisation.

The local increase in temperature due to the dissipation of the 
accumulated energy of deformation ΔTdis provides an increase in 
the driving force of crystallisation, an increase in the value of 
ν0 and a decrease in the value of ΔFν. The decrease in viscosity 
due to ‘pumping’ in the region of the shear band of an extremely 
high concentration of excess FV, which practically does not sinks, 
sharply increases the diffusion coefficient and reduces the value of 
ΔFν in equation (3.44). This effect can be estimated as an effective 
temperature increase in the ΔTFV shift band. In addition, under the 
action of very high acting shear stresses, the drift velocity of atoms 
increases according to the Eyring model [3.176], which we can 
estimate as ΔTτ.

Thus, the total effective temperature increase in the shear band 
at MPD leading to nanocrystallisation is:

ΔTΣ = ΔTdis + ΔTFV + ΔTτ.                  (3.45)
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It is important to emphasize that, as follows from (3.45), 
crystallisation in shear bands can begin at a lower temperature 
in comparison with a similar characteristic in the usual thermal 
treatment of an amorphous alloy.

Let us formulate a number of questions arising from the 
experimental data that are being extracted and are important for 
understanding the phenomenon of nanocrystallisation in the shear 
bands of amorphous alloys, and we will try to give to them, if 
possible, exhaustive answers in accordance with the theoretical 
consideration given above.

1. Why is nanocrystallisation in the shear bands observed only 
under MPD conditions and is absent in the course of ordinary 
macroscopic deformation?

The main reasons for the crystallisation, as we have seen, are a 
local increase in temperature and the presence of a high concentration 
of excess free volume in the shear bands propagating in the 
amorphous matrix. Obviously, to some extent these effects are also 
present in the ordinary macroscopic flow, but they are markedly 
enhanced with the transition to the megaplastic deformation region. 
To effect a phase transition to the crystalline state, an increase in the 
temperature in the shear band by ΔTΣ is necessary. As follows from 
expression (3.45), there are three physical phenomena that contribute 
to this. The first and foremost of these are the phenomena of the 
release of local heat, which, as follows from (3.40), depend strongly 
on the magnitude of the deformation. Apparently, the thermal effects 
observed during normal deformation are insufficient to achieve the 
effective crystallisation temperature inherent in each amorphous 
alloy.

On the other hand, the value of ΔTΣ under the MFD conditions can 
turn out to be so great that crystallisation will occur at anomalously 
low MPD temperatures [3.144].

 2. Why in the process of crystallisation in the shear bands arise 
exactly nanocrystals, the size of which does not exceed several tens 
of nanometers?

Essential for understanding the processes of structure formation 
in MPD is the fact that the appearance of crystals in the shear bands 
occurs in the process of the MPD, and not after its completion. This 
means that the crystals formed are constantly exposed to local plastic 
shear from the surrounding regions of the amorphous matrix. Such 
effects can lead to the effects of deformation dissolution of crystals, 
which is well known from the literature [3.120]. The reason for the 
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formation of nanocrystals is also the fact that the true lifetime of 
relatively high temperatures in the plastic shear zone is too short to 
realize the formation of relatively large crystals. Finally, it should 
also be taken into account that the size of the crystals is limited to 
a region commensurate with the thickness of the shear band (up to 
70 nm).

3.2.3. Structure when compacting powders 

The density of nanocrystalline materials obtained by different 
compaction methods of nanopowders [3.177–3.184] is from 70–
80 to 95–97% of the theoretical density. In the simplest case, a 
nanocrystalline material consisting of atoms of the same type 
contains two components that differ in structure [3.185]: ordered 
grains (crystallites) of 5–20 nm in size and intergranular boundaries 
up to 1.0 nm wide (Fig. 3.93).

All crystallites have the same structure and differ only in 
their crystallographic orientation and size. The structure of the 
interfaces is determined by the type of interatomic interactions 
(metallic, covalent, ionic) and the mutual orientation of neighboring 
crystallites. Different orientations of neighboring crystallites lead to 
a certain decrease in the density of matter within the boundaries. 
In addition, the atoms belonging to the interfaces have a different 
immediate environment than the atoms in the crystallites. Indeed, 
X-ray and neutron diffraction studies of nanocrystalline compacted                                
nc-Pd [3.186, 3.187] show that the density of the interface material 
is 20–40% smaller than the density of the ordinary Pd, and the 
coordination number of the atom belonging to the interface is less 
than the coordination number of the atom in an ordinary crystal. 
The width of the interface, determined by different methods on 
various compact nanocrystalline materials, ranges from 0.4 to                       
1.0 nm [3.188–3.191].

According to the original model concepts [3.192, 3.181, 3.193], 
the structure of the intercrystalline substance is characterized by an 
arbitrary arrangement of atoms and the absence of not only long-
range but also short-range order. Such a state was described by the 
authors of [3.192, 3.181, 3.193] as a gas-like structure, referring 
not to the mobility of the atoms, but only to their location (see 
Figure 3.93). The experimental evidence of some disorder in the 
intercrystallite matter in nanomaterials obtained by compaction was 
the results of diffraction studies [3.192, 3.193].
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At the same time, according to the results of recent studies 
[3.194–3.198], the structure of the interfaces in nanomaterials is 
close to that in ordinary polycrystals, and the degree of order in the 
mutual arrangement of atoms in the boundaries is much higher than 
previously assumed. The use of high-resolution electron microscopy 
[3.199] has shown that in nanomaterials, as in ordinary polycrystals, 
the interface atoms are influenced only by two neighbouring 
crystallites. Pores were found only in triple junctions, and not 
along the entire length of the interface; the density of atoms in the 
intercrystalline boundaries turned out to be practically the same as 
in the crystallites.

The study of compact samples of nanocrystalline iron nc-Fe 
obtained in high vacuum with an average crystallite size of 10 nm 
[3.200] found that (95±5)% of all atoms are located at the sites of 
the bcc lattice. In an earlier paper [3.193], the authors did not find 
any appreciable short-range order in the arrangement of atoms at the 
grain boundaries of nc-Fe. It was shown in [3.200] that the unusual 
results [3.193] are associated with the oxidation of the surface of 
crystallites: in nc-Fe samples obtained in an insufficiently high 
vacuum with residual oxygen, only ±5% of the atoms are occupied 
by the bcc lattice sites of iron, most other iron atoms belong to 
amorphous oxide phase and only a small part (~5%) of Fe atoms is 
located not at the positions of the crystal lattice of iron.

Fig. 3.93. A two-dimensional model of the atomic structure of a nanocrystalline 
material, calculated using the Morse potential: o – crystallite atoms; • – the atoms 
of the interface, displaced with respect to the nodes of the ideal crystal lattice by 
more than 10%; all atoms are chemically identical [3.185]. 
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An investigation of the short-range order in nanocrystalline 
compacted cobalt nc-Co [3.201] with an average crystallite size of 
7 nm showed that the samples contained ~70% of the disordered 
amorphous phase and 30% of the ordered crystalline phase. The 
authors noted that the disordered phase is located along the grain 
boundaries and does not have specific features that are inherent in 
the disordered gas-like phase. The relative content of the disordered 
phase in nc-Co appears to be very high, since the nc-Co samples 
were partially oxidized (the authors themselves [3.201] report this); 
moreover, the processing of the experimental spectra did not take 
into account the presence of lattice defects and free volumes.

3.2.4. Structure under pulsed light annealing 

Independent groups of researchers have been working on the effect 
of pulses of a powerful light source on the structure of amorphous 
alloys [3.202–3.207]. Since amorphous alloys are mainly obtained 
by spinning a melt in the form of thin bands (20–30 μm thick), 
irradiation of the ribbon surface with a powerful light pulse results 
in changes in the structure practically over its entire thickness.

The process of crystallisation under pulsed light annealing differs 
from isothermal annealing. A difference in the sequence of formation 
of crystalline phases under steady-state thermal and pulsed annealing 
was found. As a result of the powerful light pulsed annealing of 
Finemet alloy, no nanocrystalline structure is formed in one pulse at 
about 550oC for 1 h. At a fairly high energy input to the light source, 
the formation of the second crystalline hexagonal H-phase occurs 
simultaneously with the appearance of the phase α-Fe(Si), with the 
crystallites of the α-Fe (Si) phase being larger than necessary to 
achieve the optimum properties for magnetically soft materials. 

Probably, this difference is due to the difference in the course of 
diffusion processes. As is known, at the first stage of annealing an 
amorphous alloy of the Fe–Si–B–Nb–Cu system, Cu atoms form into 
clusters, which are the basis for the nucleation and growth of α-Fe(Si) 
nanocrystals on their boundaries, and the Nb atoms, concentrating in 
an amorphous matrix, hinder the growth of α-Fe (Si) nanocrystals. 
The formation of Cu clusters requires some time, which depends on 
the diffusional mobility of Cu atoms. As shown in [3.208], copper 
is grouped at 400oC for 5 min, and the formed clusters are observed 
after annealing for 1 h. To form α-Fe(Si) crystals, according to 
[3.209], when annealing at 520oC at least 2 minutes are required. 

274



Amorphous–Nanocrystalline Alloys

In pulsed light annealing, the heating of the ribbon occurs very 
rapidly (about 50 μs), and Cu atoms, uniformly distributed in the 
amorphous alloy, do not have time to form clusters, hence, there are 
no conditions for the formation of α-Fe(Si) nanocrystals.

The α-Fe(Si) nanocrystallites in the Fe–Si–B–Nb–Cu alloy after 
pulsed annealing have a silicon content of about 17 at.%, which 
practically does not vary with the energy supplied to the radiation 
source. After isothermal annealing not higher than 600oC, the silicon 
content in crystallites can reach 20 at.%, and after annealing at a 
temperature above 800oC falls to 14 at.%. The constant concentration 
of silicon in crystallites during pulsed annealing can also be 
explained from the point of view of the limited diffusion of atoms 
due to the short duration of the action.

It is very likely that the annealing mechanism with pulsed light 
annealing is similar to the laser annealing mechanism: the energy 
of light radiation in a very short time (picoseconds), in comparison 
with the duration of the flare, is absorbed directly by the electronic 
subsystem. This energy is subsequently absorbed by the ion skeleton 
as a result of electron–electron, electron–phonon, and phonon–
phonon relaxation, and the system acquires a certain temperature 
Tann, which varies depending on the parameters of the sample and the 
external conditions in a finite time. In this case, pulsed annealing 
with incoherent optical radiation is advantageously distinguished 
from laser annealing in that a significant fraction of the ultraviolet 
radiation is present in the emission spectrum of the gas discharge, 
which is effectively absorbed by the amorphous metallic ribbon 
[3.210].

Crystallisation under pulsed light annealing takes place in the 
entire volume of the amorphous ribbon. Despite the fact that the 
irradiation occurs on one side of the sample, the unirradiated 
side of the tape is also crystallized. This fact can be caused by 
explosive crystallisation. With explosive crystallisation, latent heat 
of crystallisation is released, which leads to an increase in the 
temperature of the system, which further increases the activation 
process of latent heat release. This process can dramatically increase, 
and the crystallisation wave will pass through the entire volume of 
the thin band. This mechanism is possible in metastable systems 
such as amorphous glasses. The foregoing considerations are only 
one of the hypotheses, other mechanisms of crystallisation of 
amorphous alloys under irradiation with light are possible. For 
example, it is assumed in [3.211] that covalent bonds present in 
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amorphous iron-based alloys with metalloids [3.211] are destroyed 
under the influence of a powerful light pulse, resulting in a shock 
wave initiating crystallisation of the alloy. Pulsed light annealing of 
amorphous alloys in the air atmosphere does not lead to oxidation 
until its complete crystallisation.

3.2.5. Changes of the structure under the action of pulsed 
laser radiation

As was discussed above (section 3.1.5.2), the effect of short pulses 
of laser radiation on massive samples with good heat removal from 
surface layers is accompanied by high rates of heating and cooling. 
The use of modern laser technologies can not only increase the 
efficiency of annealing, but also provide processing conditions that 
are unattainable by traditional methods, which makes it possible to 
obtain materials with new properties [3.212].

Using laser pulsed irradiation of amorphous 82K3KhSKhR metal 
alloy samples, it was established that pulsed laser action allows the 
annealing of an amorphous metallic alloy with a small boundary 
between the initial and processed material to be controlled in time 
and temperature distribution [3.213].

As a result of the action of focused pulsed laser radiation, local 
zones of the irradiated material are formed on the surface of metallic 
glasses. With a small area of ​​the irradiated surface and sufficient 
radiation energy, a deposit is formed in the centre of the zone. The 
dimensions of the zones of melting and annealing vary depending on 
the energy of the action of the pulse and the area of ​​the irradiated 
surface. After the action of laser irradiation in an amorphous matrix, 
the regions of the crystalline phase are nucleated. Crystallisation 
within the fused area leads to the formation of large grains and a 
change in the chemical composition due to the evaporation of some 
constituents of the alloys [3.214].

When studying the effect of laser annealing on the structure 
and properties of bulk amorphous Zr–Ti–Cu–Ni–Al (52.5% Zr) and 
Pd–Cu–Ni–P (40% Pd) alloys, it was established that the effect of 
laser pulsed radiation on the surface of the amorphous alloys is 
accompanied by structural transformations, which depend on the 
thermal properties of the alloys [3.215]. As a result of the action 
of pulsed laser radiation on the surface of the Zr-based alloy, a 
‘rosette’ is formed, consisting of radially growing crystals (Fig 
3.94a). The resulting crystals belong to the hexagonal close-packed 
(hcp) syngony, characteristic of crystalline zirconium. Areas of 
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fusion and thermal influence [3.215] are distinguished. Behind 
crystallisation in the solid state (growth of crystals) is also observed 
within the limits of the fusion zone. The relief formed on the surface 
is due to the volume effect during crystallisation, which is confirmed 
by dilatometric studies.

In the region of laser action in an alloy based on Pd no visible 
structural changes are observed. The impact zone is a kind of ‘lunar 
crater’, the zone of thermal action is not metallographically detected, 
which may be due to high values of the alloy viscosity and the 
thermal conductivity coefficient (Fig. 3.94 b).

The analysis of the elemental composition determined at 
different points of the surface showed that no significant changes 
in the concentration of the constituents occur in the alloy based on 
palladium. In the alloy based on zirconium there is an increase in 
oxygen in the centre of the zone of action. Molten Zr reacts actively 
with oxygen, forming hardly soluble ZrO2 oxides, which are the 
centres of crystallisation. The zone of thermal influence in the alloy 
based on Zr (275 μm) is greater than in the alloy based on Pd (110 
μm) by approximately 2 times.

3.2.6. Structure of amorphous–crystalline films

With the growth of films from atomic or molecular fluxes for different 
substrate–film systems, it is possible to distinguish characteristic 
morphological, structural, and sub-structural transformations, which 
make it possible to separate these systems according to the types 
of growth. Separate signs of the corresponding species can be 
manifested in other processes of film synthesis.

Classification of growth types by structural–morphological 
features 
The classification of growth types of crystalline films was based 
on qualitative morphological features that characterize the film at 
successive stages of its growth. At the present time, the accepted 
division into three species is retained according to the characteristic 
structural and morphological transformations occurring at all stages 
of growth.

1. According to Volmer and Weber (VW) [3.216], the growth 
of the film begins with the formation of discrete embryos–islands 
on the surface of a solid (substrate) (in the case of condensation 
in a vacuum these are clusters of several atoms); as the atoms 
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enter the source (for example, the evaporator), the islands grow, 
with their intergrowth, the formation of a labyrinth and then a 
continuous coating (Fig. 3.95); the subsequent growth is actually 
the continuation of the normal growth of the crystal in the case of 
a single-crystal film and polycrystalline grains.

The average thickness of the film at which morphological 
transformations occur (coalescence, formation of a percolation 
microstructure, and the onset of continuity) depends on the film 
material, the interfacial interaction of the condensate with the 
substrate, and the process parameters: substrate temperature (Ts), 
condensation rate, expressed or through the flow of atoms entering 
the unit surface per unit time (J, cm–2 · s–1), or through the growth 
rate of the film (νk, nm · s–1).

The growth according to the VW is generally irrelevant to the 
substrate structure and can be realized both on crystalline and 
amorphous substrates. On the surface of a single crystal, depending 
on the pair of substrate–film materials and growth conditions, 
it is possible to form both oriented (in the limiting case, single 
crystal) and non-oriented polycrystalline films, and for a number 
of multicomponent systems below certain substrate temperatures-
amorphous films.

2. According to Frank and Van der Merve (FM) [3.217, 3.218], the 
growth of a film begins with the formation of two-dimensional nuclei 
and occurs by successive buildup of monoatomic layers (Fig. 3.96). 
In this case, the morphology of the growth front can be developed 
to different degrees, which is determined by the parameters of the 
process.

0.1 mm 0.2 mm

a b

Fig. 3.94. Morphological differences between the zones of action of laser radiation: 
a – alloy based on Zr; 0 – alloy based on Pd; 1 – melting zone; 2 – zone of thermal 
influence (dark arrows – the beginning and direction of indentation).
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Moreover, as follows from the experimental studies, the formation 
of the next layer does not necessarily require the filling of the 
previous layer. In the initial stages, the FM growth can be considered 
as an extension of the substrate crystal (at least in the basal 
plane). In the absence of pronounced morphological changes, the 
growth of the FM film is accompanied by characteristic structural 
transformations. Up to a certain critical thickness tk controlled by 
the elastic strain energy, a layer is formed which is accommodated 
by means  of  e las t ic  deformat ion  (ε 0)  un t i l  the  mismatch                                                                                        
f0 = (a2 – a1) / a2 of the parameters a1 and a2 of the crystal lattices 
of the substrate and the film (ε0 = f0). In this case, the crystal lattice 
of a film changes almost always, and the phenomenon itself is called 
the pseudomorphism. At a thickness t > tK, the film relaxes to the 
normal structure of the given material.

3. According to Stranski and Krastanov (CK) [3.219], layered 
growth occurs first on the surface of the substrate crystal, with 
the formation of two-dimensional crystals from a fraction of the 
monolayer to several atomic layers, depending on the substrate–film 
system, and on (or) this two-dimensional crystal discrete islets-

a                                       b
Fig. 3.95. Morphological changes in the growth of films according to the Volmer 
and Weber mechanism: a – scheme of successive stages of transition from the islet 
to a continuous structure; b – structural morphological changes with increasing 
Mo film thickness on the fluorite at Tp ≈ 1170 K; the fourth stage corresponds to 
a thickness of about 50 nm; 1 – substrate, 2 – film.
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embryos are formed, and the subsequent growth of the film occurs 
as in the first variant (Fig. 3.97).

With this growth mechanism, one can observe the sequence of 
structural transitions as the number of adsorbed atoms increases, 
even before the filling of one monolayer (0 < 1, 0 is the ratio of the 
number of atoms in the film to the number of possible adsorption 
sites – the minima of the substrate potential).

Unlike the first, the second and third growth mechanisms, of 
course, are realized only on the surface of the crystals, and oriented 
film crystallisation necessarily takes place.

Fig. 3.96. Diagram illustrating the growth of films by the Frank and van der Merwe 
mechanisms: a, b – t2 < tk, d2 = du (ε0 = f0); c – t2 > tk, d2 < d1, d1 and d2 are the 
interplanar distances for the interfaces between the planes of the crystal lattices of 
the substrate and the film.

a

b

c
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Oriented crystallisation of films on amorphous substrates
The problem of oriented growth and especially the production of 
single-crystal films on amorphous substrates is relevant in two 
aspects. 

First, the nature and mechanism of spontaneous orientation of 
crystallites for growth on amorphous substrates have long been of 
interest. If for epitaxy, based on a large number of different substrate-
film systems, some criteria have already been worked out that allow 
predicting expected orientations and, to some extent, manage the 
process of oriented growth, the problem under consideration is still 
under development today. Secondly, the development of methods 
that allow growing single-crystal films on amorphous substrates 
is stimulated by the possibility of three-dimensional integration 
of semiconductor devices: for example, in silicon-based VLSI 

Fig. 3.97. Illustration of the structural and morphological transformation according to 
Stranski and Krastanov: a, b – structural transitions for Θ < 1; c – the formation of 
three-dimensional islands on (or in) the layered cover; d – polydomain (polycrystalline) 
film with Θ >> 1. 1 – the substrate; 2' – two-dimensional (monolayer) coating; 2 – 
three-dimensional islets on (in) a two-dimensional layer.

a

b

c

d
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technology, this is achieved with the possibility of growing single-
crystal Si films on amorphous SiCb.

The nature of textures with the growth of films on amorphous 
substrates 
Experimental studies of the growth of films of different materials 
on amorphous  subst ra tes  (mainly  g lass ,  meta l  oxides  and 
semiconductors) have shown that polycrystalline films are always 
formed in which, under certain conditions, preferential grain 
orientations can be formed. For such films, one or more uniaxial 
textures are characteristic.

In the case of an uniaxial (axial) texture, most crystallites have 
only one common crystallographic axis. As a rule, this axis coincides 
with the direction of film growth and is often located perpendicular 
to the surface of the substrate. In the plane of the substrate, the 
grains are oriented arbitrarily. As we saw in the previous sections, 
in biaxial textures, the crystallites are oriented in such a way that 
two general directions can be distinguished, including the direction 
of the majority of the grains in the plane of the substrate.

Orientational changes with the growth of films have served as the 
basis for isolating some characteristic textures corresponding to the 
successive stages of growth of relatively thick films on the surface 
of amorphous materials [3.220].

The nature of the possible textures formed by the growth of 
films on non-orienting substrates is the following. The preferred 
orientation of the embryos–islets (the nucleation texture) is due 
to the minimization of the energy of the interfaces (free surface, 
the interfacial film–substrate surface), i.e., the desire of the islet 
to take the form corresponding to the minimum of free energy. 
With the growth of films by the vapour–crystal mechanism without 
coalescence, when the supersaturation of the vapour is not very 
high, individual crystallites form at the earliest stage of nucleation. 
Under such conditions, the forms of their growth are close to the 
equilibrium form of the crystal. Each crystal is placed parallel to the 
substrate of one of the equilibrium faces. In the case of a strongly 
anisotropic crystal lattice, clearly defined axial textures are usually 
formed. In the case of less anisotropic lattices (for example, FCC or 
BCC), it is possible to form two or more axial textures in accordance 
with the number of different faces of the equilibrium crystal. The 
equilibrium shape of the microcrystals on the substrate (Fig. 3.98) 
satisfies Wolf’s law:
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σi/ri = const,                          (3.46)

where σi is the specific free energy of the i-th face of the crystal, ri 
is the distance from the centre of the free crystal of the equilibrium 
shape to the corresponding surface.

Proceeding from this condition, one should expect a preferential 
orientation by the most densely packed face parallel to the substrate, 
and this orientation is more probable at lower interface energy. 
For example, for materials with FCC and diamond structures, the 
equilibrium shape of the crystal is a cuboctahedron, in which the 
faceting occurs mainly on the {111} and {001} planes. On amorphous 
substrates for vacuum-condensed metal films with a FCC lattice, the 
formation of a 〈111〉 texture is typical, for BCC 〈110〉, HCP 〈0001〉. 
Cubic ionic crystals, for example MgO or ZrO2, are characterized 
by 〈001〉 textures.

The orientations accompanying the main one can disappear in 
the first stage of coalescence, thus already during the period of 
‘horizontal’ growth the share of the basic texture (nucleation) in the 
volume of the film can increase.

The result of the continuing nucleation after the film becomes 
continuous can be the orientation of nucleation–growth.

The formation of the coalescence texture is due to the fact that 
the stability of the islets of the condensed phase is determined not 
only by their dimensions, but also by orientation. In the presence of 
complete or partial disorder in the orientation of the islets, only those 
that survive, orientations and facings of which ensure a minimum of 
free energy of the surfaces. If two particles of different orientations 
merge, the resultant single-crystal particle will inherit the one of the 
two orientations which was more profitable [3.221]. The reorientation 
process is the migration of the intercrystalline boundary toward the 
unfavorably oriented grain. A feature of the coalescence texture 

Fig. 3.98. Scheme for determining the shape 
of an islet of a film on a Wolf substrate; σ1, 
σ2 and σ12 are the specific free energies of 
the surfaces of the substrate, the i-th edge of 
the islet and the interphase boundary, ri is the 
distance from the centre of the free crystal of 
the equilibrium shape (denoted by a dashed 
line) to the corresponding surfaces.
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is that the location of its axis does not change when the angle of 
incidence of the molecular beam changes: the texture axis is always 
perpendicular to the substrate. This is explained by the fact that 
the coalescence process does not depend on the direction of the 
molecular beam, but is determined by substructural transformations 
in directions parallel to the surface of the substrate.

Figure 3 .99 shows the electron diff ract ion pat tern of  a 
polycrystalline Pt film on amorphous SiO2. The anomalous intensity 
ratio of the diffraction rings (increased intensity of the ring 220) 
indicates a preferential orientation of the grains by the (111) plane 
parallel to the substrate (texture 〈111〉) and to a lesser extent – the 
plane (112).

After the substrate is completely covered by a growing multi-
orientational film (stage τ1), a new stage of growth begins, in which 
competition between adjacent crystallites of significantly different 
orientations plays an important role (stage τ2). At this stage of 
growth, a growth texture is formed as a result of geometric selection 
of the first layer crystallites. Due to the anisotropy of the growth 
rate the grains the growth rate of which is maximal in directions 
close to the normal to the surface of the substrate (stage τ3) survive. 
This process is called evolutionary selection [3.222]. As a result of 
selection, a small number of favorable orientations remains, and the 
growth of the remaining grains is suppressed in accordance with the 
scheme depicted in Fig. 3.100.

In the case of thermal evaporation and condensation in vacuum 
or ion-plasma sputtering under conditions of low adatom mobility, 
the shading effect of slowly growing grains with grains with a high 
growth rate can contribute to the selection process.

As an example of the evolutionary selection process, let us 
consider the texture of thick Si films on SiO2 formed in hydrogen  
reduction of silicon tetrachloride [3.223, 3.224].  Figure 3.101 shows 
electron microscopic images of replicas from the surface of poly-
Si films with a thickness of 0.1 to 100 μm obtained in one regime. 
Comparing the images of the replica (a) and the structure of the 
same film (b), one can see that the replica is a good representation 
of the grain substructure of the film. Therefore, we can conclude that 
with increasing thickness, a continuous increase in the lateral grain 
size occurs in the near-surface region, and in a thick film it is two 
orders of magnitude larger than in the labyrinth morphology stage.

Table 3.1 shows, according to a number of papers, the dependence 
of the orientation of Si films on SiO2 on the deposition temperature 
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in pyrolysis of SiH4. It can be concluded that the main texture of 
the films for low temperatures is 〈110〉, for high (more than 1000oC)  
〈111〉 The transition between them is the texture 〈001〉.

To explain the observed pattern of the appearance of textures 
〈110〉 and 〈111〉 one can proceed from the following. First, the 
direction of favorable growth of crystallites should correspond to the 
favorable orientation of the surface (in this case, the {111} surface) 
to the flow of atoms. Secondly, it is necessary to take into account 
the peculiarity of the kinetic characteristics of film growth in the 
pyrolysis of SiH4, from which it follows that in the region of low 
Ts the growth rate is controlled by the surface reaction. Thus, the 

Fig. 3.99. Electron diffraction pattern of a polycrystalline Pt film condensed in a 
vacuum on amorphous SiO2.

Fig. 3.100. A diagram illustrating the evolutionary selection of grains with the 
growth of the film (τ1, τ2, τ3 – the growth stages of film grains) (according to Van 
der Drift, 1967).
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texture 〈110〉 which ensures the perpendicularity of the substrate 
surface and, consequently, the surface flow of the adatoms of the 
two planes {111} of the 〈110〉 zone, will be optimal.

For Ts > 1170 K, the enhancement of the homogeneous decay of 
SiH4 in the near-surface region of the gas phase is characteristic, and 
the growth rate is controlled by mass transfer. Homogeneous decay of 
SiH4 in the near-surface region provides a normal component of the 
flux of silicon atoms and, consequently, the texture of 〈111〉becomes 
optimal. Formation of the texture 〈111〉 in the case of vacuum 
condensation of Si also supports the proposed explanation. 	

The realization of the considered principle of geometric selection 
in the formation of preferential orientations in thick films is 
confirmed on other materials. The structure and orientation of the 
films depend on the parameters of the process. The dependence of 
the normal axial texture on the direction of the condensed stream 
explains the improvement of the texture 〈0001〉 in ZnO films during 
magnetron sputtering of Zn in an oxygen atmosphere, when the 
distance between the target and the substrate became less than the 
free-flight length of the atoms [3.225]. In addition, the texture is 

Table 3.1. Preferential orientations of unalloyed Si films in dependence of the 
deposition temperature on amorphous SiO in pyrolysis of SiH4

 [3.220]

t, µm Ts, K Texture

0.3
923
973

1073

Amorphous
(110)w
(100)a

0.5

923
973

1000
1023
1073
1100
1123

Amorphous
(110)a
(100)w

(110) a, (100)a
(100)a

(100)a, (111)a
(100)w, (111)s

0.6
1023–1073

1123
1173

(100)s
(100)a, (111)a

(111)s

0.8

923
973

1073
1123

Amorphous
(110)s
(100)s

(100)a, (111)w

Comment: w – weak preferential orientation; a – average; s – 
strong
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improved and the size of the blocks is increased many times when 
they exit to the near-surface region (selective growth) as compared 
to the boundary layer to the substrate.

With the growth of thick films in the process of thermal 
evaporation and condensation in vacuum, the recrystallisation, which 
is activated by the energy released during the phase transition of the 
crystal pair, and also by the energy of the light from the source, also 
affects the substructural and orientational inhomogeneity in thickness. 
Figure 3.102 shows electron microscopic images of the structure of 
a Pd film 4 μm thick obtained by electron-beam evaporation and 

1.0 µm

1.0 µm

a

b

c

d

e

1 µm
5 µm

Fig. 3.101. Electron diffraction patterns of replicas taken from the surface of 
polycrystalline Si films on SiO2 produced by reduction with SiCl4 at 1400 K, 
thickness t: a – 0.1, c – 0.7, d – 2.5 100 µm, b – electron microscopic images of 
the substructure of the film a. 
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condensation in vacuum on an unheated substrate (an oxidized silicon 
wafer). The region bordering the substrate has a nanocrystalline 
structure with a grain size of about 20 nm inherent in thin films. 
In the near-surface region, the lateral grain size is already several 
micrometers. Recrystallisation of metal films always leads to a 
texture: 〈111〉 for FCC, 〈110〉 for BCC. Thus, we can conclude: thick 
polycrystalline condensates always have a gradient substructure.

The effect of irradiation concomitant with condensation in the 
oriented crystallisation of films 
As numerous studies have shown (review [3.226]), irradiation of 
growing films with low-energy ions can have a significant effect on 
many parameters that are important for their practical use: adhesion, 
density, structure dispersion, surface morphology, macrostresses, 
microhardness, and orientation. Already in the first studies changes in 
the texture of the films were detected as a result of ion bombardment, 
accompanying the growth of metal films (Al, Ni, Cu, Nb, N), metallic 
alloys (for example, Ni–Fe), compounds (AlN, TiN). At present, 
the realization of the effect of ion-beam processing in condensation 

1 µm

200 nm

Fig. 3.102. Illustration of substructural heterogeneity in the thickness of polycrystalline 
Pd film.
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is separated into a special method – ion-beam assisted deposition 
(IBAD). The results of investigations of the ion irradiation effect 
during film growth show that the IBAD method is promising for 
improving the process of oriented crystallisation during vapour phase 
condensation.

Under conditions of ‘natural’ oriented crystallisation of films on 
amorphous substrates uniaxial textures form in the best case In a 
number of practical applications, it is necessary to obtain biaxial 
textures. In particular, it is known that high parameters of films of 
high-temperature superconductors (HTSCs) can be achieved only in 
epitaxial samples, for the preparation of which they can be used as 
substrates, for example, single crystals of MgO or yttrium stabilized 
ZrO2 (YSZ).

The mechanism for the formation of biaxial textures of films on 
amorphous or polycrystalline substrates has not yet been completely 
solved. The original technical solution was obtained with the help 
of IBAD. The development of the texture at IBAD of Cu was 
associated with the channeling of ions in the crystalline lattice of 
the condensate: in a polycrystalline film, crystallites with directions 
of light channeling along the ion beam will be less affected by ions 
(remain the coldest) and serve as embryos of recrystallisation of the 
surrounding matrix. The model explaining the development of the 
preferred orientation in IBAD with low-energy ion bombardment 
is based on the difference in the sputtering coefficient of grains 
of different orientations. In the model it is assumed that the 
crystallographic axis normal to the substrate remains constant, and 
in the plane of the substrate it is arbitrary. With a certain agreement 
between the rate of condensation and ion sputtering, it is possible 
to grow only those crystallites that are oriented in the direction of 
minimal ion sputtering. The directions of light channeling in perfect 
FCC, BCC and HCP crystals are respectively:

〈110〉,  〈100〉,  〈111〉
〈111〉,  〈100〉,  〈110〉
  〈1120〉,    〈0001〉.

Thus, for example, in the case of growth of a film with an FCC 
structure, the natural normal texture 〈111〉 at normal incidence of the 
ion beam should degenerate into a 〈110〉 texture. The orientation of 
the ion beam at an angle to the growth front of the film should not 
only change the texture, but also lead to an advantageous azimuth 
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orientation, that is, to a biaxial texture. This is the most significant 
effect of IBAD, and it can be formulated as follows: with IBAD, the 
overall azimuthal orientation is given by a set of selectively growing 
crystallites oriented with respect to the ion beam, which is favourable 
for its channeling through crystallites. Channeling of ions through 
the growing crystallites (grains), which are oriented relatively to the 
ion beam in turn reduces the probability of their sputtering by ions. 
At the same time, the growth of unfavourably oriented crystallites 
should be suppressed by ion sputtering, subsequent shading and 
occlusion by growing crystallites. The diagrams in Fig. 3.103 depict 
the stages of ‘selection’ of channeling-favouring orientations (dark 
grains) by suppressing growth by spraying and then sequestering the 
unfavorably oriented grains (white).

Consider the effect of IBAD in more detail on the growth of 
YSZ films. In [3.227], the texture of YSZ films formed at 600oC 
on pyrolytic glass was studied in detail, depending on the IBAD 
parameters: the condensation rate, ion beam density and its 
orientation relative to the substrate plane, ion energy, ion/atom (η) 
ratio, which is one of the essential parameters of the process, since 
the optimal biaxial texture is achieved at a certain value of η, the 
value of which depends on the evaporation (sputtering) method. 
The value of η is greater the smaller is the energy of the condensed 
atoms. In the case of electron-beam evaporation, η = 4, with laser 
radiation <0.5, with ion-beam evaporation 2–3. The main results of 
the study are as follows. On an unheated substrate and without IBAD 
amorphous films are formed, at 600oC – polycrystalline films with a 
uniaxial normal 〈001〉 texture which is the result of selective growth. 
A selective dependence of the texture on the parameters of the ionic 
accompanying of the growth process is observed, the possibility of 
the formation of biaxial textures is shown. At a beam incidence angle 
of 48◦ a not very pronounced biaxial texture was detected [001]. The 
formation of a biaxial texture is not the result of repeated nucleation, 
but a consequence of selective growth.

In [3.228], the results of a systematic investigation of the IBAD 
effect are shown with the growth of YSZ films on different substrates.

The scheme for implementing the method is shown in Fig. 3.104. 
One source of ions (Ar, energy 1500 eV, current 200 mA) serves to 
sputter the material, the second (100–550 eV, 80 mA) is used for 
IBAD.

290



Amorphous–Nanocrystalline Alloys

Artificial epitaxy 
One of the interesting and practically important directions in the 
oriented crystallisation of films is artificial epitaxy. The method 
is based on the orienting effect of an artificially created lattice of 
a certain symmetry on the surface of an amorphous substrate. The 
lattice period can exceed the period of the crystal lattice of the film 
material by several orders of magnitude. The effect of steps on the 
surface of an amorphous substrate in the oriented crystallisation of 
films was first demonstrated by the growth of Ag on carbon prints 
from the stepped (001) surface of a NaCl crystal [3.229]. At the same 
time, the concept of ‘artificial epitaxy’ as a method was formulated 
in our country by N.N. Sheftal [3.230] and confirmed by experiments 
on the crystallisation of ammonium iodide from an aqueous solution 
onto a glass substrate with diffraction gratings. As applied to other 
materials, the method was developed in the works of E.I. Givargizov 
[3.231] and other researchers.

Fig. 3.103. Selection of growing grains of the same orientation in ion irradiation 
of the growing film (1 – substrate; 2 – the film).

a b

c
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The basic starting position is that the symmetry of the artificial 
lattice created on the substrate must correspond to the symmetry of 
the crystalline lattice of the crystallized material. Thus, the symmetry 
of the artificially created periodic pattern on the substrate is given in 
accordance with the symmetry of the corresponding lattice plane of 
the crystallized material, taking into account the necessary orientation 
of the film, that is, the starting criterion for choosing the orienting 
relief is symmetry. As a rule, when crystallizing materials, only two 
faces become dominant. For example, the combination of the {111} 
and {100} faces is characteristic for metals with an FCC lattice and 
semiconductors with a diamond lattice, {110} and {100} for metals 
with a BCC lattice, for materials with a hexagonal lattice {0001}, 
{1120} and/or {1010}. Thus, not many variants of symmetry of 
the surface relief are required to ensure the oriented growth of the 
corresponding crystallites.

Consider, for example, a film of a material with an FCC lattice 
in the (111) orientation. There are two possible microrelief schemes 
with symmetry providing a given orientation of the film: in the first 
case we have surface projections corresponding to the lines in Fig. 
3.105 a, in the second – a system of triangular depressions (iris), 
corresponding to the light triangles in Fig. 3.105 b. Provided that 
the film originates at the two-sided corners (shown by hatching), 
the relief of the first type admits twin positions and, accordingly, 
the formation of twin boundaries, and a second type relief is more 
advantageous for the formation of a single-crystal film.

Fig. 3.104. Diagram illustrating the IBAD method: 
1, 2 – ion sources; 3 – target; 4 – substrate.
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To ensure the orientation (001) of a film of a material with a 
cubic lattice, it is expedient to form a microrelief with a symmetry 
axis of the fourth order (Fig. 3.105 c).

For better integration of the microcrystals–film embryos, taking 
into account the given orientation and the equilibrium shape, it is 
ideal to set the corresponding corners of the side faces relative to 
the ‘bottom’ of the cells (relief elements). For example, for the 
orientation (111) of the FCC lattice, the dihedral angle is 109o28' 
(Fig. 3.106 a), for the orientation (112̄0) of the HCP 120o (Fig. 
3.106 b), (001) of the HCP 90o, (001) crystals with the NaCl lattice 
90o. In practice precise values ​​of angles are difficult to realize, but 
minor deviations do not have a significant effect on the orientation 
of the film.

To ensure the orienting influence of the artificial relief, the period 
of the resultant lattices should not exceed a certain value depending 
on the crystallized material and the conditions of crystallisation. The 
height of the lateral faces of the lattices is limited by subsequent 

Fig. 3.105. Microreliefs suitable for artificial epitaxy of FCC crystals (a, b) and 
the diamond cubic lattice (c).

a b

c
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technological operations when creating instruments and decreases 
with decreasing period of the lattice being created.

Taking into account the mechanism of film growth, the period of 
the lattices should be selected, proceeding from the possibility of 
nucleation and growth outside their walls, where the orientation of 
embryo-islets can be arbitrary. Therefore, under the conditions of 
low mobility of adatoms, the effect of artificial relief is in principle 
very small, and its greatest manifestation is possible in substrate-
film systems, for which the bands of capture of adatoms by embryos 
formed at the opposite walls overlap.

In [3.232], the graphoepitaxy method was implemented for 
texturing thick films of multicomponent functional materials. The 
influence of more than a dozen variants of the artificial relief and 
surface structures was investigated, optimal parameters and synthesis 
modes were determined, which ensure biaxial texturing of HTSC 
films. The main requirements for artificial relief are formulated:

•	 it should consist only of the most effective elements that cause 
the oriented growth of crystallites, excluding simultaneously 
inefficient elements;

•	 to provide the desired geometric restrictions on the growth 
of crystallites in accordance with the symmetry of the 
arrangement of the effective elements of the symmetry relief 
(habitus) of crystallites;

•	 provide the conditions in which the formation of crystallite 
growth centres will occur near the elements of the artificial 
relief, since otherwise their orienting efficiency is low. \

As a result of the experiments, it was established that a simple 
banded relief consisting of only narrow parallel grooves is effective 
for orienting the crystallites of HTSC materials. Such geometry 
provides: effective geometric constraints for crystallite growth in 
the form of parallel walls of narrow grooves; the required symmetry 

Fig. 3.106. Microreliefs with inclined walls, variants of crystallisation on them of 
FCC (a) and HCP (b) materials in the indicated orientations.
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corresponding to the habit of growing lamellar crystals of rare-
earth element–barium cuprates (symmetry axes of the fourth or 
second orders); the density of the ensemble of crystallites almost 
independent of the cooling rate, since the size of the crystallites is 
physically limited by the width of the channels. This made it possible 
to obtain oriented layers on substrates with such an artificial relief, 
in which 75–85% of the sublimate-sized crystallites are oriented with 
a misorientation angle of less than 10o.

The method of solid-state SiC epitaxy on silicon was developed, 
consisting in the treatment of single-crystal silicon with carbon 
monoxide (1100–1400oC) [3.233]. The SiC films obtained by the 
methods of chemical and physical deposition are mostly amorphous. 
For their crystallisation it is either necessary to increase the 
temperature of the substrate or use additional annealing. Figure 
3.107 [3.234] shows images of high-resolution transmission electron 
microscopy (HRTEM) of cross sections and IR spectra of SiC films 
deposited by the magnetron sputtering method in hydrogen–argon 
plasma at various temperatures of the silicon substrate. It is seen that 
crystallisation of the SiC nanocomposites progresses with increasing 
temperature.

Directional crystallisation from the melt 
Back in the 1960s, a ‘printing’ technique was proposed, the essence 
of which was that a drop of melt on the substrate was covered 
with a piece of glass and heating of such a system was stopped 
system. Crystallisation resulted in the formation of plates with 
large crystals. The possibility of multiple nucleation during the 
crystallisation of such a layer makes it difficult to produce single-
crystal films in this variant. One of the first inventions that modify 
this method consists in directional crystallisation of the melt [3.235]. 
A liquid layer, for example Si on an amorphous SiO2 film, can be 
crystallized as a monocrystal from one single-crystal seed nucleus 
(Fig. 3.108) of the desired orientation, if spontaneous emergence 
of uncontrolled embryos within the liquid layer is avoided. This 
is achieved by creating a radially symmetric thermal field with 
a minimum temperature in the centre of the layer (Fig. 3.108 a), 
where a seed is placed in the form of a single-crystal needle or a 
floating crystal-embryo (Fig. 3.108 b). Crystallisation goes from 
top to bottom and from the centre to the edges of the layer, and the 
substrate in this case plays a passive role.
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As an embryo of recrystallisation during the formation of a single-
crystal film on the Si–SiO2 heterosystem, it is possible to use open 
‘windows’ in a SiO2 film, as shown in Fig. 3.109, which illustrates 
one of the options for the implementation of the system, the so-called 

Fig. 3.107. Influence of the temperature of a silicon substrate on the crystallisation 
of an amorphous SiC film. HRTEM data: a – 200oC; b - 300oC; c - 400oC; d –                      
600oC; e – IRS: o – 200oC; • – 300oC; Δ – 400oC; ▲ – 500oC; □ – 600oC.
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lateral (i.e., ‘side’) epitaxy [3.236]. Here, the oriented crystallisation 
of amorphous or recrystallisation of polycrystalline silicon comes 
from the substrate and propagates in a Si film on SiO2. Subsequent 
processing ‘cuts off’ areas the junction of the recrystallized Si film 
with the single crystal.

When the system of individual islets on an amorphous substrate 
formed by photolithography is recrystallized, the probability of 
multiple nucleation can be reduced with a decrease their size. As 
a result, single-crystal islets can be obtained. Optimization of the 
recrystallisation process can be achieved by setting the appropriate 
shape of the islets and the temperature gradient within the area of ​​
the islet. The shape effect is investigated on islets narrowed on one 
side (Fig. 3.110) [3.237].

If the laser beam is scanned along two polycrystalline (amorphous) 
islets of silicon of this shape on SiO2 misoriented to 180o, then an 
islet is recrystallized in a single crystal along which the beam moves 
with a narrowed side; the second islet remains polycrystalline. The 
effect is explained by the fact that only one embryo is formed in 
the narrowest part of the islet, which grows into the rest of the islet 
(similar to the growth of massive single crystals by the Bridgman-
Stockbarger method).

The temperature gradient within the recrystallized island depends 
both on the properties of the heterostructure being processed and 
on the emission spectrum, the influence of which is also manifested 

Fig. 3.108. Variants of the method of oriented crystallisation of films on an amorphous 
substrate: 1 – substrate, 2 – melt, 3 – nucleation of crystallisation in the form of a 
needle, 3' – in the form of a floating crystal.

Tm

a                                      b
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through the properties of the components of the heterostructure. For 
recrystallisation of islets it is desirable to have a concave profile 
of temperature distribution within the islet, which is achieved, for 
example, for silicon on quartz glass using a CO2 laser (Fig. 3.111). 
Such a profile is achieved due to the self-limitation of the heating of 
the recrystallized silicon islets due to an increase in the reflectivity 
of the melt compared to crystalline silicon at a higher substrate 
temperature maintained in the spaces between the islets. This method 
produced single-crystal islands with a width of up to 20 μm [3.238].

The properties of amorphous–nanocrystalline films have been 
studied to the greatest extent for nanocomposites based on an 
amorphous carbon matrix and nanocrystalline inclusions of TiC. Such 
films are produced by various methods: laser ablation of graphite and 
graphite–polymer targets [3.239], electric arc plasma sputtering of 
titanium targets in hydrocarbon media [3.240], magnetron sputtering 
of graphite and titanium targets [3.241, 3.242]. The participation of 
hydrogen in these processes leads to saturation of carbon matrices 
with this element; in the western literature, such matrices were 
designated H:DLC or a-C:H (diamond-like carbon saturated with 

3.109. One of the possible variants of structures for ‘lateral’ epitaxy: 1 – mono-Si, 
2 – poly-Si, 3 – SiO2; the arrows mark the directions of the recrystallisation fronts.

Fig. 3.110. The shape of the film islet for recrystallisation (the arrow indicates the 
direction of the process).
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hydrogen or amorphous carbon saturated with hydrogen, the content 
of the latter can reach up to 25 at.% [3.239].

The authors of [3.127], acting on chromium by plasma obtained 
by an arc discharge in low-pressure argon, applied a chromium 
film with a mean crystallite size of approximately 20 nm to the 
copper substrate; a film with a thickness of less than 500 nm had an 
amorphous structure, and at a greater thickness was in the crystalline 
state. High hardness (up to 20 GPa) of the film was due to the 
formation of supersaturated solid solutions of interstitial impurities 
(C, N) in chromium.

In [3.243], intermetallic Ni3Al films with an average crystallite 
size of about 20 nm were obtained by magnetron sputtering a 
Ni0.75Al0.25 target and depositing metallic vapours on an amorphous 
substrate.

Film amorphous-nanocrystalline composites, due to their high 
wear resistance, various tribological and physicomechanical 
properties, have become widespread in the manufacture of coatings 
for friction units and tool products, as well as in the technology of 
other functional nanomaterials.

In Fig. 3.112 is a schematic of the nanostructure of a tribological 
coating of the type YSZ / Au / MoS2 / DLC (YSC-yttria-doped 
zirconium oxide, DLC-diamond-like carbon) [3.244]. This multiphase 
nanocomposite structure in which, on the one hand, oxide (carbide, 
nitride) nanocrystals, due to its high hardness, provide high wear 
resistance and amorphous inclusion disulfide (WS2 or MoS2) are 
functioning as a solid lubricant and vacuum conditions of dry 
friction. On the other hand, the carbon-based amorphous matrix (with 
predominant sp2 coordination) is characterized by a low coefficient 

Fig. 3.111. The formation of a concave crystallisation front in Si strips surrounded by 
a moat under the action of a CO2 laser: 1 – substrate, 2 – poly-Si, 3 – SiO2 or Si3N4.
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low coefficient of friction (0.1–0.15) and is designed for humid 
conditions, while oxides and gold additives facilitate operation at 
high temperatures. To this we can add that the disulphides of tungsten 
and molybdenum can undergo phase transformations, passing from 
the amorphous to nanocrystalline state; the coefficient of friction can 
then decrease to ~0.01. High adaptability of such coatings with a 
thickness of 1–2 μm to the operating conditions (temperature range 
from cryogenic to 800oC with varying humidity) and their wear 
resistance are effectively used for coatings in the frictional units 
of space technology, and the coatings themselves have received the 
conditional name of chameleons [3.244].

The method of ion implantation mainly relates to the production of 
light-emitting semiconductors with regard to problems of opto- and 
nanoelectronics (creation of LEDs, lasers, non-volatile memory, etc.) 
[3.46]. Most of the work in this field is related to the formation of 
Si and SiC nanocrystals in amorphous SiO2 layers (see, for example, 
[3.245, 3.246]). Thus, the double implantation of silicon and carbon 
ions in a layer of amorphous silica and additional annealing at            
1000oC leads to the synthesis of luminescent SiC nanocrystals about 
5 nm in size [3.246].

Multiphase nanostructures 
Unlimited possibilities of vacuum technologies were manifested 

Fig. 3.112. Schematic representation of the nanostructure of the tribological coating: 
1 – solid nanocrystals of oxides (nitrides, carbides); 2 – amorphous or nanocrystalline 
inclusions of Mo or W sulphides; 3 – amorphous matrix (oxides, gold or carbon) 
[3.244].
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in the creation of various types of film composites: metal, metal-
dielectric, etc; with arbitrary arrangement of the phases or layers; 
with an arbitrary or regular orientation of crystalline phases; with a 
combination of crystalline and amorphous or only amorphous phases. 
Low-temperature condensation in vacuum due to the high rate of 
nucleation of the condensed phase and insufficient activation of the 
processes controlling coalescence and recrystallisation during the 
growth process makes it possible to grow compact film nanostructures 
even for single-phase materials, including pure metals.

Single-layer film nanostructures are formed naturally during 
the process of formation under appropriate conditions of a single-
component or multicomponent vapour, and as a result of subsequent 
processing of the condensed structures.

The multilayered film nanostructures, considered in this section, 
are purposefully created multilayer heterostructures that are formed 
by alternating the necessary phases of nanometer thickness during 
the film growth. The artificially formed periodicity, defined by the 
double layers, leads to changes in the band structure, the phonon 
spectrum, and affects many physical properties. Interest in such 
heterostructures is associated with the possibility of realizing the 
dimensional effect of the physical properties already in a relatively 
‘thick’ object.

Multiphase nanostructures with arbitrary spatial distribution 
of phases 
It has long been noted that the formation of heterogeneous (granular) 
structures [3.247] due to the trapping of gas molecules by the 
condensate and the formation of intergranular layers, in particular, 
oxides, occurs under the vacuum condensation of certain metals 
under the conditions of a relatively high oxygen partial pressure. This 
inhibits the process of recrystallisation, which occurs with the growth 
of the pure condensate. In particular, at a constant condensation 
rate of Al, an increase in the partial pressure of oxygen in the 
vacuum chamber from 1.3 × 10–4 to 10.4 × 10–3 Pa led to a decrease 
in the grain size from 100 to 4 nm [3.248]. The chemisorption of 
oxygen by metal clusters increases the set of orientations during 
epitaxial growth, which also contributes to the high dispersity of 
the substructure [3.247].

The specific nature of vacuum technological processes allows 
for the formation of films of a rather complex composition, and 
in many cases the problem is reduced, first of all, to ensuring 
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the specified ratios of the film components. Therefore, in the 
deviation from the stoichiometry of the expected crystalline phases, 
the excess concentration of a component can be rejected during 
the crystallisation process, accumulate at the front of growing 
nanocrystals and slow down their growth, forming disordered phases 
at the interfaces between crystalline nanophases. Such a scenario can 
develop, in particular, in the crystallisation of films of amorphous 
alloys.

The least studied are amorphous film nanocomposites. One of 
the possible ways of their formation is the joint condensation of a 
multicomponent system, prone to amorphisation (metallic glass), and 
amorphous oxide. For example, amorphous granular nanocomposites 
with a thickness from fractions of a few microns were obtained 
by ion-beam sputtering in vacuum of composite targets from the 
corresponding alloys and single-crystal quartz (Co41Fe39B20)x (SiO2)100–x,                                                                                                                                     
(Co86Ta12Nb2)x(SiO2)100–x [3.249], (Co45Fe45Zr10)x(SiO2)100–x [3.250]. 
In a wide range of variation of x the samples are characterized 
by a granular substructure formed by nanometer-sized metallic 
granules in the oxide matrix. The size of the pellets decreases with 
increasing proportion of the oxide. The concentration dependence 
of the electrical resistivity of composites is typical for percolation 
systems. The percolation threshold corresponds to x = 49% for the 
first and 46% for the second, about 43% for the third system. The 
maximum value of the magnetoresistance of the samples corresponds 
to a composition close to the percolation threshold.

Molecular–dynamic modelling of the atomic structure of 
amorphous binary metal alloys (AA) predicts the nanocomposite 
nature of their substructure, which manifests itself in the possibility 
of forming fractal clusters of second-metal atoms [3.251]. In the 
structural aspect, until recently the problem of amorphous metallic 
materials was limited mainly to the consideration of the topological 
short-range order, i.e., in the form of averaged characteristics 
(structural factor, pair function of atomic distribution) calculated 
or determined by diffraction methods. As shown in [3.251], the 
main parameters of topological short-range order for the amorphous 
Re–Tb, Re–Ta alloys do not depend on the type and concentration 
of atoms of the second component. At the same time, computer 
modelling of the atomic structure of AA Re100–x–Tbx (x ≈ 10, 12, 13, 
15, 20 and 30 at.%) showed the concentration dependence of the 
sizes of clusters formed from Tb atoms. The percolation transition 
corresponds to a concentration of Tb atoms of about 13%. At this 
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concentration, the cluster formed by the Tb atoms first connects 
the opposite faces of the simulated cube. The percolation cluster is 
fractal: it contains pores of all sizes – from the diameter of the atom 
to the size of the main cube with the dimension 2.51 averaged over 
many implementations of the model. Thus, the approach developed 
gives an idea of ​​the atomic substructure of binary AAs, which is 
important for explaining qualitative and quantitative changes in 
the physical properties of the AAs. For example, a magnetic phase 
transition is observed in alloys containing more than 20% of terbium 
atoms, i.e., the magnetic ordering occurs only above the percolation 
threshold in the given system.

The structural model of vitrification of pure metals proposed 
in [3.252] predicts the possibility of forming a percolation cluster 
at high cooling rates from interpenetrating and contacting edges, 
icosahedron vertices at the time of transition from a liquid to a 
solid amorphous state. The energy advantage of the icosahedral 
organization and the presence of fifth-order axes that make them 
incompatible with translational symmetry create the prerequisites 
for stabilizing the amorphous structure. Thus, the fractal cluster 
of icosahedra, which includes half of all atoms, plays the role of 
a restraining crystallisation of the framework and characterizes the 
fundamental difference between the structure of a solid amorphous 
state and the melt.

The most flexible way of creating amorphous–crystalline 
nanostructures is joint condensation, for example, of metallic and 
oxide phases. The resulting granular metal–insulator nanocomposites 
with metallic nanoparticles distributed in the dielectric matrix can be 
obtained (depending on the initial composition) with different particle 
size and density of the metal phase particles, which makes it possible 
to significantly change the electrical conductivity of the system. 
Composites based on crystalline Co, Fe, and Ni nanoparticles or their 
alloys are of interest as materials exhibiting giant magnetoresistance, 
as well as the ability to control the transmission spectra of films in 
the IR region (magneto-refractive effect) [3.253]. The possibility 
of creating on the basis of these materials magnetically sensitive 
elements explains such a high interest of researchers in such systems.

Various variants of the methods for creating heterostructures with 
discrete nanoparticles of the magnetic phase uniformly distributed 
in the matrix of the film are possible. Metal–dielectric granular 
heterostructures are mainly obtained by electron-beam evaporation 
and condensation in a vacuum simultaneously of a magnetic material 
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and an oxide matrix, for example, aluminum oxide characterized by 
thermal stability and a relatively high dielectric constant, as well as 
by magnetron sputtering of composite targets. The stratification of the 
dielectric and metallic phases occurs during the growth of the film 
even at relatively low substrate temperatures. For example, in [3.253], 
films of the system (Co50Fe50)x(Al2O3)1–x with the size of metallic 
granules from 1 to 3 nm for concentrations below the percolation 
threshold (χP ≈ 0.17) were created by the first method at Ts =                                                                                                
200 oC. In the region of the percolation threshold, the magnetoresistive 
effect reached 6%, and also the magnetorefractive effect in Al2O3 
was revealed. Replacing the dielectric can significantly change the 
properties of the composite both quantitatively and qualitatively. 
Therefore, the list of initial dielectrics used is quite wide. One 
should note the incompetence of use for the resulting composites of 
the formula representation corresponding to the original system. For 
example, for the initial system Cox(LiNbO3)100–x [3.254], the actual 
structure of the condensate consists of an amorphous matrix with the 
inclusion of metal nanoparticles (Fig. 3.113) or (after heat treatment) 
of additional crystalline oxide phases, for example Co0.33Nb0.67O2, in 
the absence of the LiNbO3 phase.

The observed physical effects show that for their manifestation 
it is necessary to have objects with a large ratio of the interface 
area to the volume. This is achieved either by creating short-period 
(up to units of nm) multilayer composites or composites forming a 
mixture of nanophases. In particular, metallic nanocomposites with 
the giant magnetoresistance effect are formed either in the form of 
granular spatial distribution of nanoparticles of the ferromagnetic 
phase (for example, [3.255–3.257]), Co–Ag, Fe–Ag, Ni–Ag, Co–Au, 
etc., or multilayer heterostructures from alternating corresponding 
metallic films (for example, [3.258–3.261]). Even for couples that are 
insoluble in the solid and liquid state, co-condensation in vacuum in 
the low-temperature region makes it possible to form quasi-alloys or 
quasi-eutectics, which are a mixture of nanocrystals of two phases. 
The first way to form nanostructures should be recognized as more 
technological than the creation of multilayer heterostructures.

Systematic studies of the structure and properties of granular 
metallic films were performed on the Ag–Co system. It is shown 
that by changing the concentration of the magnetic component it is 
possible to control the structure and properties of the composite, to 
obtain different variants of magnetic states.
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The original method for obtaining nanocrystalline condensates 
of Ag–Me (Me: Co, Fe, Ni) systems was proposed in [3.258]. Joint 
metal vapour condensation was carried out in a continuous flow of an 
inert gas in the ultrahigh vacuum chamber so that a convection flow 
can carry Me nanoparticles through the flux of Ag atoms, to thereby 
coating them with silver. For the corresponding inert gas pressures 
heterostructures with the magnetoresistive effect in a field H = 1.5 
T 26% (for Co), 8% (Fe) and 7% (Ni) were obtained.

It should be noted that the methods for creating film granular 
nanostructures are not limited to vacuum technologies alone. In 
particular, the mechanism of formation of Co-containing structures 
during electrolytic deposition is discussed using examples of Re–Co 
[3.262] and Cu–Co [3.263] systems. Of course, the questions of 
structure formation in such systems, the kinetic regularities of the 
process of phase separation during the growth of metal films and 

Fig. 3.113. TEM image (a) and fragment of the electron diffraction pattern (b) of 
the film composite obtained by ion beam sputtering of the target of the composition 
Cox(LiNbO3)100–x (x = 15%); c – after annealing at 500oC (segregations of Co and 
Co0.33Nb0.67O2 phases are visible).

a
b

c

100 nm

40 nm
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under natural and artificial ageing remain to be answered, and this 
problem is especially difficult for polycomponent systems.

In [3.264, 3.265] it was shown that in relatively simple metallic 
systems with limited solubility orientational nanocrystallisation 
can take place during film growth from the two component vapour 
phase. Let us consider, as an example, the growth of films of the 
Ag–Ni system on the (001) NaCl surface [3.265]. Figure 3.114 shows 
an electron diffraction pattern and a micrograph of a film with a 
thickness of about 100 nm.

Oriented nanostructures are formed at a substrate temperature of 
about 350oC. No noticeable changes in the parameters of the crystal 
lattices were detected. Well expressed reflexes of double diffraction 
on thin nanograins of both nanocrystalline phases reflect their layered 
mutual arrangement. Thus, with the growth of films, predominantly 
non-lateral phase separation occurs, but in the direction of growth, 
i.e., automodulation with respect to composition in the direction of 
growth takes place, while the nanocrystalline structure as a whole 
is preserved. In this case, irregular layered nanocomposites are 
formed from alternating very thin, mutually oriented plates of both 
phases, up to several nanometers in diameter. This is confirmed by 
the conservation of the relative concentrations of the components 
integrally measured by Auger electron spectroscopy with the 
layerwise ion etching a heterostructure [3.264]. The temperature 
range of the realization is quite strict (as in Fig. 3.114) the parallel 
orientation is only a few tens of degrees. A further increase in Ts 
leads to a deterioration in the quality of the biaxial texture, as well 
as to the through growth of the grains of each phase, and the grains 
become monoblock (in this case, monophase) in the thickness of 
the sample.

When condensing from a two-component vapour phase, it 
is possible to separate the condensed-phase islet clusters by 
composition: for different values ​​of the activation energy of the 
surface diffusion of the components at the time of the stage preceding 
the coalescence, the film should consist of a highly dispersed ‘matrix’ 
formed by clusters of compositions A, B and AB with including a 
small number of relatively large islets of composition A. Calculations 
for model pairs with similar values ​​of the energy Ed show that in 
this case the distributions with respect to the dimensions of clusters 
of composition A and composition B practically coincide, and the 
agreement is better the greater the value of Ed of components.
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Thus, when considering the mechanism of formation of such a 
two-phase nanostructure, it is assumed that atoms A and B with equal 
probability can both form a crystalline phase and act as impurity 
atoms with respect to the phase of atoms of another kind (Fig. 
3.115a).

At the initial stage of condensation, these roles are distributed by 
random fluctuations in the density of fluxes of atoms from the vapour 
phase. Atoms A, falling on the surface of a cluster of B type atoms, 
are embedded in the crystal lattice of their phase, the  ‘impurity’ B 
atoms migrate along its surface to the boundary and are integrated 
into its phase. Similarly, the process develops on the surface of the 
second phase. At certain values ​​of the condensation temperature, it 
is possible to establish a dynamic equilibrium between the flows of 
‘impurity’ atoms leaving the ‘matrix’ phase as a result of surface 
diffusion and the flow of atoms coming to its surface from the 
vapour. In this case, the phase will grow, having on its surface a 
constant number of ‘impurity’ atoms.

At low condensation temperatures the surface diffusion slows, 
the resulting mixture will decompose due to the almost complete 
insolubi l i ty  components  to  form a two-phase non-oriented 
nanodisperse heterostructure (Fig. 3.115 b). As the temperature of 
the substrate increases, the ‘impurity’ B atoms, along with the escape 
from the surface of the epitaxial phase from the A atoms, accumulate 
on the front of its growth in an amount sufficient for self-organization 
of the epitaxial phase from several monolayers, i.e., a changing phase 
occurs. The process is periodically repeated, as a result of which a 
two-phase epitaxial nanocrystalline heterostructure is formed. At a 
higher Ts, the grains of both phases grow through the entire thickness 

Fig. 3.114. Electron diffraction pattern and TEM image of nanocrystalline oriented 
multilayer heterostructure Ag–Ni.

100 nm
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of the condensate, ‘tearing off ’ impurity atoms to neighbouring 
phases due to the activation of surface heterodiffusion. An estimate 
of the model parameters at which the diffusion stratification is 
realized shows that when Ed varies from 0.7 to 0.9 eV, the expected 
temperature range of the oriented stratification varies from                                                                                 
(305...330 K) to (385...410 K), remaining very narrow (25–30 K) 
[3.267].

When estimating the temperature range of the formation of the 
modulated structure, depending on the activation energy of surface 
diffusion, it is limited from above by a temperature above which the 
concentration of B atoms in the condensation process does not reach 
one monolayer at the centre of the surface of one phase (A): the 
crystal grows through the entire thickness of the film displacing these 
atoms to the adjacent crystals of phase B. The lower boundary of this 
region is found from the condition that during the time of increase 
in the concentration of atoms of the second grade in the centre of 
the surface of the crystal to two monolayers, the average diffusion 
path length is less than the radius of the crystal. This means that in 
the process of condensation there is an accumulation of B atoms, 
and the stratification occurs at the growth front of phase A, and the 
dispersion of the structure increases with decreasing temperature.

The diagram of possible structures shown in Fig. 3.115 b 
qualitatively agrees with the results of electron microscopic studies 
of Ag–Cu and Ag–Ni films.

Attention is drawn to the preservation of the parallelism of 
the orientation of the Ag and Ni layers, while the orientation of 
(111) Ag on (001)Ni and (110)Ni on (001)Ag is predicted from the 
size mismatch of the lattice parameters (α ~ 0.15). The observed 
orientation relationship can be explained on the basis of the 
peculiarities of the growth process manifested in the formation of a 
mixture of Ag and Ni atoms at the stage of nucleation of each grain 
of the new phase, as well as the effect of the third layer [3.266].

In the Ag–Cu system, the parameters of the crystal lattices were 
found to converge mainly due to a decrease in aAg to values ​​of 0.402-
0.405 nm (based on the results of electron diffraction measurements) 
at a substrate temperature of up to 300oC, which corresponds to 
dissolution in Ag nanocrystals of up to 17% Cu. This pattern is 
also characteristic of thick films in which the lattice parameter of 
Ag decreases to 0.406 nm (corresponds to a Cu concentration in Ag 
grains of about 7%) and the lattice parameter of copper increases 
to 0.362 nm (Ag concentration in Cu grains is about 1%). For 
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the process parameters used, the change in the lattice constants is 
completely explainable by the condensation-stimulated excess mutual 
dissolution of Cu and Ag, which is not taken into account by the 
equilibrium diagram for this system.

In the films of the Ag–Ni system, no noticeable changes in the 
parameters of the crystal lattices of the corresponding phases were 
detected.

Multilayer oriented nanostructures 
Composites can be a volumetric compact mixture of discrete phases 
of different degrees of dispersion, and a system of alternating layers 
of phases A and B with a period determined by the sum of their 
thicknesses tAB = tA + tB. In the form of multilayered composites 
(MC), it is also possible to create such heterostructures that naturally 
can not form in principle. In short-period MCs, representing on ​​the 
whole are already a relatively ‘thick’ object, it is possible to realize 
both the actual size effect of many physical properties of very thin 
films and the effect of a large specific volume of internal interface 
boundaries as a special phase. Interest in multilayer composites in 

Fig. 3.115. a – flow diagram for neighbouring formed nanophases from components 
A and B; b – schemes of heterostructures of two-component metal films with limited 
mutual solubility of components; the regions of their formation temperature are shown.

a

b
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recent years has grown so much that large international conferences 
are devoted to discussing the problems of their growth, structure 
and physical properties.

A rather large group of metallic systems (Cu–Ni, Au–Ni, Ru–Jr, 
Co–Cr, Ni–Mo, Ni–V, Mo–V, Nb–Cu, Nb–Al, Nb–Ti, Nb–Zr, Nb–Ta, 
Ag–Ti, etc.), semiconductor compounds (A3B5 and solid solutions 
based on them, metal chalcogenides, etc.) has been studied.

Depending on the choice of materials forming the MC, and the 
growth conditions, it is possible to distinguish the following variants 
of the multilayer nanostructures formed.

1. From alternating amorphous and (or) polycrystalline films. 
The clarity (structural thickness) of the interphase boundary in this 
case is determined by the mutual solubility of the components of 
the composite. This kind of MC can be defined as compositionally 
modulated in elemental composition (Fig. 3.116 a).

2. From single-orientation coherent-conjugate films of related 
materials with close parameters of crystal lattices (Fig. 3.116 b). 
Coherence can be ensured by elastic deformation of each film (long-
range coherence in perpendicular and parallel film directions and 
a sharp interphase boundary (IB)) or by partial mutual dissolution 
of components, which determines the non-sharp character of the 
concentration profile.

As follows from the dimensional and orientational dependences 
of the IB energy, at 0.9 < α <1.1 in the general case and for any 
α, parallel conjugation is realized for conjugating planes of the 
densest packing of the same type of crystal lattices, that is, a single-
crystal structure from the layer to layer. Considering the features 
of this variant of heterostructures, we can note the following. With 
a parallel mutual orientation of the layers to a certain thickness of 
each layer coherent coupling is possible with compensation of the 
discrepancy f0 = (aB – aA) by means of elastic deformation leading 
to transformation of, for example, a cubic lattice into a tetragonal 
(pseudomorphism). The critical thickness to which coherence of 
conjugation is maintained depends on the elastic characteristics of 
the material and the value of f0, as well as the relaxation mechanism 
controlled by the growth conditions. For example, in [3.269], by 
the X-ray method of the (001)Pd–Co MC, it was established that at                                                                                                  
tCo = 0.9 nm and 1.2 nm, the lattice periods in the basal plane become 
the same (0.271 nm), while the Co tetragonality reaches 0.1 and that 
of Pd = 0.015.
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Since, in accordance with the diagrams, the dimensional 
dependence of the orientation of the films upon conjugation of close-
packed planes of the same type of lattices should not be manifested 
in principle, the orientation (111) is most advantageous for the 
FCC–FCC systems, and the orientation (111)||(001) is the most 

Fig. 3.116. Examples of multilayer film composites: a – from alternating amorphous 
and (or) polycrystalline films (the graph shows conditionally the concentration 
distribution in the absence of diffusion mixing of components (1) and with mixing 
(2), b, c, d – single-orientation MC with coherent, partially coherent and incoherent 
conjugation on IB.

a b

c d
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advantageous for FCC– HCP systems. This is confirmed by the 
relatively good quality of multilayer epitaxial heterostructures, for 
example, (111)Au–Ni (f0 ~ 0.15) [3.268].

3. For partially coherent conjugation of films with the formation 
of a regular dislocation substructure of the IB (Fig. 2.106 c). As a 
result, nanostructures characterized by three-dimensional modulation 
are formed: in composition along the z axis and along the substructure 
through misfit dislocations (MD) in the IB plane [3.270].

The possibility of creating a periodic modulation of the crystal 
lattice by the formation of regular grids of MD in IB is demonstrated 
by electron diffraction [3.271, 3.272] on the corresponding periodic 
substructure. Depending on the size of the discrepancy (it should 
be large enough to ensure strict periodicity), the period of the 
dislocation superlattice can be varied within wide limits. The 
effect of dislocation superlattices on the properties of this kind of 
nanostructures is associated with a periodic stress field created by 
dislocations modulating the electron density in the near-boundary 
region approximately equal to the dislocation network period.

The most systematic studies of the growth, substructure, and 
properties of multilayer heteroepitaxial structures of a wide range 
of metal chalcogenides were performed in [3.273]. For metal 
chalcogenide pairs with a dimensional mismatch from 0.02 (EuTe-
PbTe) to 0.13 (YbS–PbTe), tk varies from 5 to 1.2 nm, and Pw is 
from 23 to 3.3 nm. It is established that combinations of layers from 
narrow-band, wide-band, ferromagnetic and diamagnetic materials 
broaden the possibilities of manifesting the effects of compositional 
and substructural organization of film nanostructures in optical, 
transport, magnetic, and other properties.

To form regular dislocation gratings, it is necessary to ensure 
the layer growth of the corresponding materials. Of fundamental 
importance is the choice of a single-crystal substrate: as shown 
in [3.273], for chalcogenides of lead and tin – KCl and BaF2, for 
chalcogenides of rare-earth elements – Si, chalcogenides of lead and 
tin.

4. One-orientation incoherently conjugated films (Fig. 3.116 d): 
systems with large mismatch and (or) relatively weak interfacial 
coupling.

5. Multi-orientational heterostructures, when the system allows 
more than one regular orientation relationship.

Proceeding from the consideration of the above variants 
of multilayer nanostructures, one can say that the problem of 
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their structure is reduced to the establishment of regularities of 
conjugation, reliable criteria that predetermine the type of film 
growth (B on the surface A and A on B) and the orientation relations 
between them, taking into account the sequence of growth, and 
the structure (substructure) of interphase boundaries. The criteria 
of oriented crystallisation of films considered at the beginning of 
Section 3.2.6 can in principle be used as a basis for predicting the 
orientation relationships and the nature of the substructure of the 
films forming the multilayered composite.

The authors of [3.274] carried out an electron microscopic analysis 
of the structure formation of Fe80–78Zr10N10–12 films 0.7 and 1.8 μm 
thick, obtained by reactive magnetron sputtering, and its evolution 
after annealing at T = 200, 500, 600 and 650oC. holding time 1 h. 
The phase composition of the films after deposition is represented 
by a supersaturated solid solution of Zr and N in α-Fe with a BCC 
lattice and in films 1.8 μm thick, ZrN nitride with an FCC lattice, 
and in films with a thickness of 0.7 μm – a cluster phase of the 
composition ZrN. In this case, in a film with a thickness of 0.7 μm 
the concentration of Zr and N in the solid solution is higher. It was 
found that annealing with increasing temperature decreases the degree 
of supersaturation of the solid solution, with zirconium forming 
the compound ZrN (200, 500oC), and nitrogen – FexN (600, 650oC) 
and diffusing into the substrate. Thus, a decrease in the nitrogen 
concentration in the film at high temperatures is due to the interaction 
with the substrate and the formation of a diffusion layer with an 
increased concentration of this element. It was revealed that in films 
annealed at 600oC, due to the counter diffusion of nitrogen from 
the film into the substrate and oxygen from the substrate into the 
film at the film–substrate interface a region is formed consisting of 
several diffusion layers of different phase composition, the formation 
of which is possible in the Fe–Zr–N–Si–O system. The α-Fe, ZrN, 
ZrO2, γ-Fe, and FexN phases are found in the near-boundary region 
of a 1.8-μm film. It is shown that the structure of the investigated 
films is represented by nanoscale grains with an average size of 3–5 
nm, some of which form columnar clusters formed in the direction 
of film growth, and is characterized by heterogeneity. The average 
grain size, the degree of heterogeneity and the number of columnar 
clusters are larger in films with a thickness of 1.8 μm. The obtained 
results indicate that the observed differences in the structure and 
phase composition of the 0.7 and 1.8 μm films in the initial state and 
after annealing are mainly due to the existence and difference of the 
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temperature gradient arising in the sputtering process and providing 
conditions for more complete diffusion processes in thicker films.

The authors  of  [3.275] invest igated promising thin-f i lm 
magnetically soft alloys Fe–Zr and Fe–Zr–N. Sputtered films of 
compositions Fe–8 at.% Zr and (Fe–8 at.% Zr)–17 at.% N were 
obtained by specially developed techniques. X-ray diffractometry 
showed that during 1 hour of annealing the initially amorphous 
materials at 400oC, crystallisation proceeds and a BCC phase is 
formed – a solid solution of iron-based alloying elements. X-ray 
patterns show lines corresponding to the BCC-crystalline phase based 
on iron, the amount of which increases with increasing annealing 
temperature up to 550oC. This is evidenced by an increase in the 
intensity of these lines (see Fig. 3.117).

In this case, the material sputtered in a nitrogen-containing 
medium exhibits a higher thermal stability of the amorphous state 
– in it and after annealing at 550oC a significant amount of the 
amorphous phase remains. This is evidenced by the fact that on 
the X-ray diffraction pattern of the nitrogen-containing sample, 
in addition to the BCC-solid solution lines, there was also a halo 
corresponding to the amorphous phase. In a nitrogen-free sample 
after annealing for 1 hour at 550oC the material completely converted 
to the crystalline state – the halo does not form. In addition, the 
nitrogen-free material annealed at 550oC for 1 hour, showed the 
formation of the the Fe2Zr intermetallic. In the case of annealing the 
nitrogen-containing material the thermal stability of the amorphous 
phase ws very high and retained to some extent up to 550oC. X-ray 
spectrum microanalysis showed that the vacuum (residual pressure 
of 1 MPa) annealing of the nitrogen-containing material leads to 
a reduction of the nitrogen concentration (17 ± 2) to (9 ± 1) at.%.

3.3. Mechanical properties

The problem of strength occupies one of the leading places in the 
development of constructional and functional materials of the new 
generation, since the reliable operation of the latter requires the 
provision of sufficient load-bearing capacity and a certain margin 
of safety and resistance to catastrophic failure.

The properties of amorphous–nanocrystalline materials are 
largely determined by the conditions under which a crystalline 
phase is formed, since this determines the morphology, phase 
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composition, and the number of structural components in the 
amorphous–nanocrystalline state. Intensive developments in the field 
of nanostructured material science were accompanied by extensive 
studies of the strength of amorphous–crystalline materials, since 
immediately a significant increase in strength (hardness) and a 
reduction in the plasticity of these objects was observed.

Microhardness measurements were carried out both for single-
component Se [3.276] nanocrystals, and for single-phase (NiZr2 
[1.6]) and multiphase (Ni–P [3.277], Fe–Si–Me–B [3.278]) systems. 
The general rule is that after the formation of nanocrystals in an 
amorphous matrix the microhardness usually grows. When comparing 
the amorphous and nanocrystalline states it should be borne in mind 
that crystallisation leads to a significant (up to 50%) increase in 

Fig. 3.117. X-ray diffraction patterns of the investigated material sputtered in the 
Ar (a) and Ar + N2 (b) atmosphere in the initial state (1) and after annealing for 1 
hour at 400 (2) and 550oC (3); α – iron-based BCC phase; ε – Fe2Zr.
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elastic moduli [1.1], which may be the main reason for the increase 
in hardness.

In section 3.1, the methods of obtaining materials with an 
amorphous–nanocrystalline structure are discussed in detail; in this 
section, the mechanical properties of alloys with an amorphous-
nanocrystalline structure obtained in various ways are generalized.

Earlier it was shown (section 3.2) that conditionally we distinguish 
two basic structural states formed in amorphous–nanocrystalline 
alloys (ANA): 1) alloys with statistically distributed nanoparticles 
in an amorphous matrix; and 2) alloys containing predominantly 
isolated nanocrystals separated by amorphous interlayers . The first 
group of alloys corresponds to the initial stages of the transition 
from the amorphous to crystalline state in the process of controlled 
thermal effects, and the second group corresponds to the later (final) 
stages of this process. In the sections 3.3.1 and 3.3.2 of this chapter, 
the features of mechanical behaviour for each of these states are 
considered.

3.3.1. Mechanical properties of amorphous alloys in early 
stages of crystallisation

Fe70Cr15B15 alloy. A detailed study of the mechanical behaviour of the 
Fe70Cr15B15 alloy having an amorphous–crystalline structure, which 
is a two-phase mixture of an amorphous phase and a eutectic, was 
conducted in [3.92] and contains a volume fraction of eutectic not 
more than 0.5. In this alloy, the microhardness HV always increases 
with increasing annealing parameters – time and temperature (Fig. 
3.118).

In order to establish the effect of the structure on the mechanical 
properties of the alloy, the measured value of the microhardness 
HV and the calculated values ​​of the structural parameters of the 
crystalline phase were compared for each thermal treatment regime 
and then the parametric dependences of the microhardness HV were 
plotted against the structural parameters De, Ne

v, and Ve
v. Since these 

structural parameters are related (see expression (3.16)), only the 
dependences HV(De) and HV(Ve

v), which, from our point of view, are 
most visible from the physical point of view, were analysed. 

Figure 3.119 shows graphs of the HV(De) dependence for a 
fixed annealing time and for a fixed temperature. There is a normal 
increase in HV with an increase in the size of the eutectic.
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Figure 3.120 shows graphs of HV(Ve
v) at a fixed annealing time and 

at a fixed temperature. There is an increase in HV with an increase 
in the volume fraction of the eutectic. It is known that the presence 
of crystalline phases (especially carbides or borides) leads, as a 
rule, to a significant increase in Young’s modulus of the amorphous 
alloy, the dependence of this quantity on the volume fraction of the 
high-modulus crystalline phase being linear [3.279]. In turn, the 
yield stress (microhardness) of alloys also increases with increasing 
volume fraction of crystalline particles in the amorphous matrix in 
accordance with the rule of additive addition of Young’s moduli of 
the amorphous and crystalline phases [3.279]:

0 1 1 ,M K
v

M

EHV HV V
E

  
= + −  

  
               (3.47)

where EM and EK are the Young’s moduli of the amorphous and 
crystalline phases respectively; HVM

0 is the microhardness of the 
amorphous matrix.

Equation (3.47) analytically analyzes the possible strengthening 
effect which can be achieved by eutectic crystallisation of the 
amorphous Fe70Cr15B15 alloy. In this case, a crystalline eutectic is 
formed in the amorphous matrix, which includes not one but two 
crystalline phases (boride Fe3B and α-(Fe–Cr)), and therefore formula 
(3.47) should be somewhat transformed. To do this, instead of EK 

Fig. 3.118. The dependence of HV on the annealing time τ at a fixed temperature 
(480oC) (a) and on the annealing temperature T at constant exposure (1 h) (b) for 
the Fe70Cr15B15 alloy.
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(the Young’s modulus of the crystal), the effective value EE (Young’s 
modulus of the composite eutectic phase) was used for calculations. 
It was assumed that the components of the eutectic make an additive 
contribution to the effective value of the Young's modulus:

EE = V1E1 + V2E2,                      (3.48)

where V1 and V2 are the volume fractions, E1 and E2 are the Young’s 
moduli of the first and second crystalline phases, respectively, which 
are part of the eutectic.

Substituting into (3.48) the experimental values ​​of V1 and V2, 
equal to 3/4 and 1/4, and the values ​​of E1

 and E2, taken from the 
literature data [1.107, 3.280], we obtain EE = 240 GPa.

Fig. 3.119. Dependence of the microhardness HV of the Fe70Cr15B15 alloy on the 
average size of the eutectic regions De at a fixed annealing time (a – τ = 1 h) and 
at a fixed temperature (b – T = 480oC).
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Figure 3.121 shows the linear dependence HV(Ve
v) calculated at the 

eutectic crystallisation stage of the amorphous Fe70Cr15B15 alloy, using 
Eq. (3.47), assuming the orrect use of the effective Young’s modulus 
EE obtained with the aid of expression (3.48). The experimental 
values ​​of HV and Ve

v measured on samples corresponding to different 
stages of eutectic crystallisation and obtained after thermal treatments 
selected in accordance with the temperature–time diagram (see 3.2.1) 
are plotted on the same graph. It was assumed that the structural 
states formed after different annealing regimes differ only in the 
average size, bulk density and volume fraction of the eutectic phase, 

Fig. 3.120. Dependence of the microhardness HV of the alloy Fe70Cr15B15 on the 
volume fraction of the eutectic Ve

v for a fixed annealing time (a – τ = 1 h) and at 
a fixed temperature (b – T = 480oC).
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while the structure of the amorphous matrix, as well as the shape 
and internal substructure of the eutectic, practically do not change.

As can be seen in Fig. 3.121, the experimental points are in 
satisfactory agreement with the theoretical dependence. This means 
that, in this case, the hardening due to the higher values ​​of the 
elastic moduli of particles of the crystalline phase precipitated in 
the amorphous matrix (the ‘modular’ hardening factor) contributes 
to the hardening of the amorphous Fe70Cr15B15 alloy in the process 
of eutectic phase precipitation.

In addition to the relationship between the elastic moduli of 
nanoparticles and the amorphous matrix, the structural parameters of 
the nanocrystalline phase themselves must play an important role in 
the change in strength during nanocrystallisation: the particle size, 
their bulk density, volume fraction, type of crystal lattice, texture, 
distribution by the size and volume of the amorphous matrix, etc.

Fe58Ni25B17 alloy.  In the Fe58Ni25B17 alloy, HV  decreases with 
increasing T and τ, but the HV of the two-phase structure still 
exceeds the HV of the initial amorphous state (Fig. 3.122). With other 
parameters of heat treatment the dependences are of a similar nature. 

In order to understand the physical nature of the change in the 
strength characteristics in the crystallisation of an amorphous state, 
it is important to consider how the microhardness varies with the 

Fig. 3.121. The graph of the dependence of microhardness HV on the volume fraction 
Ve

v of the crystalline phase for all modes of annealing of the Fe70Cr15B15 alloy (■ – 
experimental values,   – values ​​calculated on the basis of equation (3.46))
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structural parameters of the nanoparticles. For this, parametric 
dependences of the microhardness HV on the structural parameters 
D, Nv and Vv were constructed for each heat treatment mode.

In the Fe58Ni25B17 alloy, a noticeable drop in the microhardness HV 
is observed with the growth of all structural parameters (Figs. 3.123, 
3.124) at a fixed annealing time (1 h) and at a fixed temperature 
(380oC). The dependences after annealing at other temperatures 
and with constant annealing times look similar. Dependences                    
HV(Vv) were built analytically on the basis of the experimental data 

Fig. 3.122. The dependence of HV on the annealing time τ at a fixed temperature 
(380oC) and on annealing temperature T at constant exposure (1 h) for the Fe58Ni25B17 
alloy.
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presented in Fig. 3.123, 3.124 (a, b), taking into account the fact 
that the volume fraction Vv = π · Nv · D

3/6.
For the values ​​of Vv < 0.1 for a fixed T = 380oC there is a 

noticeable decrease in the microhardness, and at higher values ​​of Vv  
the dependence HV(Vv) goes to saturation. The dependences HV(Vv), 
corresponding to other temperatures and fixed annealing durations, 
although differ in detail, in principle have a similar character. Such 
an unusual, falling character of HV dependences with the increase of 
all three structural parameters analyzed by us is connected apparently 
with large (more than 100 nm) average crystal sizes formed after 
annealing in the given used regimes.

Fe50Ni33B17 and Ni44Fe29Co15B10Si2 alloys. For Fe50Ni33B17 alloy, as 
a result of heat treatment, the HV value always increases linearly 
(Fig. 3.125) with respect to the initial amorphous state (8.71 GPa), 
reaching a maximum value (10.30 GPa) after annealing at 390oC 
for 2 hours.

Due to the fact that in the Fe50Ni33B17 alloy the size of the 
nanoparticles did not change during annealing (D = 20 nm) (see Fig. 
3.40), it was excluded from consideration as a parameter influencing 
the measurement of HV. In this case, only the dependence HV(Nv) 
and the HV(Vv) dependence analogous to it were analyzed in this 
case (Figs. 3.126, 3.127). 

The HV(Vv) dependences for the Fe50Ni33B17 alloy after annealing 
at a constant annealing time of 0.5 h (Fig. 3.126) or at a constant 
temperature of 370oC were close to linear (Fig. 3.127). For other 
annealing parameters they turned out to be similar. In some cases, 
the dependence HV(Vv) could be described not by a linear but by a 
power law with the output of the HV value for saturation.

In the Ni44Fe29Co15B10Si2 alloy, as in the Fe50Ni33B17 alloy, an 
increase in the annealing temperature and duration always leads 
to an increase in the microhardness (from 8.80 GPa in the initial 
amorphous state and up to 12.10 GPa after at annealing 440oC, 2 h) 
(Fig. 3.130 ). Since this alloy exists in a two-phase state in a wider 
(in comparison with other alloys) temperature range, it was possible 
to obtain a larger number of experimental values ​​and, consequently, 
to increase the accuracy of the experimental results.

Since the average size of the nanoparticles at constant annealing 
parameters in the alloy Ni44Fe29Co15B10Si2 is constant (20 nm) (see 
Fig. 3.46), then, just as for the Fe50Ni33B17 alloy, only the dependence 
HV(Nv) and the identical HV(Vv) dependence, monotonically 
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Fig. 3.123. The dependence of microhardness of HV of Fe58Ni25B17 alloy on D, Nv 
and Vv of nanoparticles at a fixed annealing temperature (380oC) .
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Fig. 3.124. TThe dependence of microhardness of HV of Fe58Ni25B17 alloy on D, Nv 
and Vv of nanoparticles at a fixed annealing time of 1 h.
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increasing with an increase in Vv (Fig. 3.131) were analysed. This 
dependence is fixed for all annealing regimes. 

As is known, a possible cause of the influence of the nanoparticles 
on the strength of amorphous alloys is the higher value of their 
Young modulus [3.279].

In the amorphous alloys Fe50Ni33B17 and Ni44Fe29Co15B10Si2, the 
nanoparticles that are BCC or FCC solid substitutional solutions 
based on iron and nickel precipitate during crystallisation (see 
section 3.2.2). The boron present in large amounts in the alloys 
(17 at.% in the Fe58Ni25B17, Fe50Ni33B17 allloys as well as 10 at.% in 
Ni44Fe29Co15B10Si2 alloy) practically does not dissolve in nanoparticles 
(less than 0.1%) [3.281]. This means that all boron atoms remain in 
the amorphous matrix during the nanocrystallisation process. In this 

Fig. 3.125. The dependence of HV on the annealing time τ at a fixed temperature 
(380oC) and on annealing temperature T at constant exposure (1 h) for the Fe58Ni25B17 
alloy.
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case, the sharp difference between the E values ​​of the amorphous and 
crystalline phases, which can reach 30–50% for the same chemical 
composition of the alloy [1.107], is noticeably levelled. In fact, 
for the nanocrystals precipitated in the studied alloys, the value 
of E is in the range 200–210 GPa [3.280], and the E value for an 
amorphous matrix retaining a high boron concentration varies within 
195–200 GPa [3.281]. Thus, the maximum possible value of EK/EM 
is an insignificant value of 1.076, and hence the hardening due to 
the difference in the elastic moduli of the amorphous and crystalline 
phases (equation (3.47)) can not be considered for these alloys as 

Fig. 3.126. Dependence of the microhardness of Fe50Ni33B17 alloy on the volume 
fraction of nanoparticles Vv for a fixed annealing time (τ = 0.5 h).

Fig. 3.127. Dependence of the microhardness HV of the Fe50Ni33B17 alloy on the 
volume fraction of nanoparticles Vv at a fixed temperature (T = 370oC).
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the main reason for the change in the strength of amorphous alloys 
in the stage of their crystallisation. 

Another possible reason for the increase in strength as the volume 
fraction of nanocrystalline particles increases is the retardation 
of crystal nanoparticles propagating in the amorphous matrix 
(the ‘structural’ hardening factor). The process is similar to the 
‘retardation’ of moving dislocations in a crystal containing coherent 
or incoherent particles of the second phase. Such effects were indeed 
observed experimentally by electron microscopy (see section 3.3.1.2) 
and calculated theoretically [3.282].

Thus, for the Fe50Ni33B17 alloys and Ni44Fe29Co15B10Si2 seems 
possible to analyze in pure form (without additional significant 
influence the effect of the elastic moduli) the hardening associated 
with the interaction of propagating in the amorphous matrix by 

Fig. 3.128. Dependence of the microhardness HV on annealing time τ at a fixed 
temperature (360oC) and on annealing temperature T at constant holding time (1 h) 
for Ni44Fe29Co15B10Si2 alloy.
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plastic deformation of the shear bands with the nanoparticles formed 
in an amorphous matrix, depending on their volume density and size.

F igures  3 .130  and  3 .131  show for  the  Fe 50Ni 33B 17 and 
Ni44Fe29Co15B10Si2 alloys the total dependences HV(Vv) for all heat 
treatment modes used in the experiments and, consequently, for all 
realized two-phase states. When analyzing them, it is necessary to 
take into account two circumstances. First, the comparison of the 
structural states obtained at different temperatures and annealing 
times permits a certain error due to the fact that the structural 
states of the amorphous matrix and, possibly, of the nanocrystalline 
particles may differ somewhat. Secondly, since the alloys Fe50Ni33B17 
and Ni44Fe29Co15B10Si2 are characterised by the effect of stabilizing 

Fig. 3.129. Dependence of the microhardness HV of the alloy Ni44Fe29Co15B10Si2 
on the volume fraction of nanoparticles Vv for a fixed annealing time (a – τ = 1 h) 
and at a fixed temperature (b – T = 360oC).
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the nanoparticle sizes, the graphs in Figs. 3.130 and 3.131 essentially 
characterize the dependence HV(Nv), since Vv ~ Nv.

The nature of the change in the microhardness of the Fe50Ni33B17 
alloy in relation to the volume fraction of the nanoparticles (Fig. 
3.130) can be described by the dependence

HV ~ K(Vv)
n,                           (3.49)

where n = 1/3.

Fig. 3.130. Graph of the dependence of the microhardness HV on the volume fraction 
Vv of the crystalline phase for all annealing modes for Fe50Ni33B17 alloy.
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Fig. 3.131. The graph of the dependence of HV on the volume fraction Vv of the 
crystalline phase for all annealing regimes of the Ni44Fe29Co15B10Si2 alloy.
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The dependence HV(Vv) in Fig. 3.131 for the Ni44Fe29Co15B10Si2 
alloy is divided into two sections ((Vv)cr = 0.2), each of which 
is analogous to that obtained for the Fe50Ni33B17 alloy. One can 
find an analogy between the hardening in question in the case of 
nanocrystallisation and the hardening due to the retardation of 
dislocations sliding in a crystal on incoherent and non-intersected 
particles, described by the Orowan mechanism [3.283]. This 
mechanism is proposed for calculating the hardening by the non-
coherent particles located at a distance much greater than their radius. 
The mechanism is applicable to the shear modulus of the particles 
much larger than the shear modulus of the matrix. According to 
Orowan’s model, the dislocations in motion are held on the particles 
until the applied stress is sufficient to cause the dislocation line 
to bend and pass between the particles, leaving a dislocation loop 
around them. In accordance with the Orovan mechanism, the Ashby 
theory developed on the basis of it, and the modified theory of 
planar clusters of the Orowan loops on particles, which satisfactorily 
describe the experimental results, we obtain [3.283]

1/2

0 ,vV bAG
D

 σ = σ + ε 
 

                     (3.50)

where σ is the deforming stress, σ0 is the deforming stress in a 
crystal that does not contain particles, c is a constant equal to 0.1-
0.6, G is the shear modulus, Vv is the volume fraction of particles, 
b is the Burgers vector of sliding dislocations, D is the particle size, 
and ε is the degree of plastic deformation.

Thus, there is a noticeable similarity between the influence of 
the volume fraction of particles and the bulk density of the particles 
on hardening in crystalline materials and in amorphous alloys (Fig. 
3.130). The difference lies in the fact that the value of the exponent 
n in the crystals is 1/2, and in the amorphous materials it is 1/3. 
This analogy is not unexpected, since the shear bands realizing the 
plastic shift in the amorphous state are at the mesolevel essentially 
effective dislocations the Burgers vector of which is not exactly 
defined. In this case, the shear strain capacity in such a band is 
thousands of percent [1.124]. A lower value of n indicates that the 
retardation of the shear bands by particles in the amorphous alloys 
is less effective than in the crystals by the Orowan mechanism. 
Apparently, the nanocrystalline particles of about 20 nm in size are 
partially cut, or there is another mechanism, which is more effective 
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than in crystals, for overcoming the shear bands of particles of the 
nanocrystalline phase.

Fe73.5Si13.5B9Nb3Cu1 alloy.  Figures 3.132 and 3.133 show the 
dependences of the measured microhardness HV on the annealing 
time τ (Fig. 3.132) and on annealing temperature T (Fig. 3.133), 
respectively. It can be noted that as the two heat treatment parameters 
increase, the HV value is constantly increasing. The dependences of 
HV(τ) are typical of the kinetic curves, which go to saturation after 
τ = 1 h at higher HV values which increase with increasing T (Fig. 
3.132).

The HV(T)  dependences contain three growth stages:  at                     
T < 500 oC there is a complex course determined by τ; in the 
temperature range 520–560oC the dependences are close to linear 
and do not depend on the annealing time; finally, at T > 580oC the 
dependences go to saturation, and the values ​​of HV are very close 
to each other.

The three stages on the HV(T) curves (Fig. 3.133) can be 
explained if we compare the dependences in Figs. 3.52 and 3.54. In 
the first stage of annealing (up to 520oC), both the average size of 
the nanocrystals D and their bulk density Nv increase, while in the 
second stage (annealing at 520–560oC) only Nv grows at a constant 
parameter D, and in the third stage (560–580oC), both structural 
parameters of nanocrystals are practically constant. Accordingly, 

Fig. 3.132. Dependences of the microhardness HV on τ at a fixed temperature for the 
Fe73.5Si13.5B9Nb3Cu1 alloy (1 – 480, 2 – 500, 3 – 520, 4 – 540, 5 – 560, 6 – 580oC).
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HV in the first stage is determined by two independent structural 
parameters (D and Nv), and in the second stage – only one (Nv).

Let us use the fact that after the heat treatments of the the 
Fe73.5Si13.5B9Nb3Cu1 alloy at 520–560oC only one parameter of the 
nanoparticles (bulk density Nv) changes and we analyze in pure form 
the dependence HV(Nv) at D = const = 16 nm. 

Fig. 3.133. Dependences of microhardness HV on annealing temperature T at different 
annealing times for the alloy Fe73.5Si13.5B9Nb3Cu1 (1 – 0.5, 2 – 1.5, 3 – 2 h).
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Fig. 3.134. The experimental dependence of microhardness HV on the bulk density 
Nv (volume fraction Vv) for all annealing modes of Fe73.5Si13.5B9Nb3Cu1 alloy at a 
constant D = 16 nm.
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For this purpose, Fig. 3.134 shows all the values ​​of HV obtained 
by us after certain heat treatment regimes and the Nv values ​​
corresponding to these states, for which D = const = 16 nm. We 
assume that changes in the strengths (microhardness) of structural 
states in the amorphous–nanocrystalline state are determined only 
by a change in the bulk density of the nanoparticles, while all other 
possible differences in the structure can be neglected. In addition, 
since the volume fraction of the nanocrystalline phase Vv for the 
spherical nanoparticles is determined by the relation [3.93] Vv =           
π · Nv · D

3/6, then, therefore, for D = const, each value of Nv in Fig. 
3.134 corresponds to a certain value of Vv, and the dependences           
HV(Nv) and HV(Vv) are of a similar nature.

As  a l r eady  shown fo r  the  Fe 70Cr 15B 15,  Fe 50Ni 33B 17 and 
Ni44Fe29Co15B10Si2 alloys, there are two main reasons for the 
increase in strength (microhardness) as Nv and Vv grow in the 
nanocrystallisation stage: a higher value of Young’s modulus of 
the nanocrystalline particles evolved compared to the amorphous 
matrix (‘modular’ hardening factor) (equation (3.47)); the interaction 
of shear bands propagating during plastic deformation through the 
amorphous matrix and the nanoparticles of the crystalline phase 
encountered in their path (‘structural’ hardening factor) (equation 
(3.49)).

Substituting into the equations (3.47) and (3.49) the experimental 
value of the bulk density Nv of the crystalline particles obtained under 
all conditions of controlled heat treatment of the alloys Fe70Cr15B15 
and Fe50Ni33B17, and taking the Young’s modulus of the matrix equal 
to the Young's modulus of the amorphous alloy Fe78B10Si12 (E = 
120 GPa), and Young’s modulus of the crystalline particles of the 
α-phase (Fe–16 at.% Si) equal to E = 170 GPa [3.15], we obtain 
(by two calculations based on the equations (3.47) and (3.49)) two 
dependences of various contributions to hardening HV(1)(Nv) (Fig. 
3.135 a) and HV(2) (Nv) (Fig. 3.135 b) due to the above reasons. 

The  overa l l  dependence  (obta ined  by  summing)  of  the 
microhardness HV (Σ)(Nv) = HV (1)(Nv) + HV (2)(Nv) (dependence 3 
in Fig. 3.135 c) describes satisfactorily the experimental results 
(Fig. 3.134). This means that in this case both factors contribute 
to the hardening of the amorphous alloy in the process of primary 
nanocrystallisation: the hardening associated with the higher Young’s 
modulus of crystalline particles (the ‘modular’ factor), and the 
hardening associated with the interaction of shear bands that realize 
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the deformation of the amorphous–nanocrystalline alloy, with 
particles of the nanocrystalline phase (‘structural’ factor).

As a result of crystallisation of rapidly solidifying amorphous 
Al–Cr–Ce–M (M–Fe, Co, Ni, Cu) aluminum alloys with a content 
of more than 92 at.% Al, a structure is formed in which there is an 
amorphous phase and icosahedral nanoparticles enriched in Al (Fig. 
3.136) [3.285].

These alloys have a high tensile strength (up to 1340 MPa), close 
or superior to the strength of steels. The main causes of high tensile 
strength are the spherical morphology of icosahedral nanoparticles 
and the presence of a thin layer of aluminum around them.

Consequently, an amorphous–crystalline composite can, with an 
optimal combination of volume fraction, structure and morphology 
of its constituents, possess higher mechanical properties than the 
crystalline and even amorphous materials. The problem is only to 
achieve an optimal combination of strength and plasticity when using 

Fig. 3.135. Dependences of microhardness 
HV on the volume fraction Vv(Nv) for all 
annealing modes of Fe73.5Si13.5B9Nb3Cu1: 
a, b – theoretical dependences (1 – 
‘modular’ and 2 – ‘structural’ hardening 
factors), c – experimental values ​​(■) 
(3 is the total dependence).
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a fairly easily reproducible technology for obtaining the material and 
its subsequent heat treatment.

3.3.1.1. Influence of the size of nanocrystalline particles on 
strength 

Let us turn to the question of how the size of nanocrystals (size 
effect) affects the hardening of an amorphous matrix.

In the Fe5 0Ni33B17, Ni44Fe29Co15B10Si2, the effect of retardation of 
the growth of the nanocrystalline phase at the crystallisation stage 
(see section 3.2.1) is observed and, therefore, it is not possible to 
determine the size effect.

In the Fe58Ni25B17 alloy, after the selected heat treatment 
conditions, the average crystal size changes from 100 to 170 nm, 
and in principle it is possible to follow the size effect for the HV 
value. But such an analysis will be incorrect, since when the average 
particle size in this alloy changes, their bulk density Nv also changes. 
To exclude the influence of the parameter Nv, the following procedure 
was used.

As can be seen from Figs. 3.130 and 3.131, the dependence HV= 
f(Vv) in the alloys Fe50Ni33B17 and Ni44Fe29Co15B10Si2 has the same 
form:  HV ~ K(Vv)

1/3. It can be assumed that the same dependence 
will also be valid for the Fe58Ni25B17 alloy. In this case, we can bring 
all the HV values ​​obtained for the Fe58Ni25B17 alloy to some values ​​

Fig. 3.136. Micrograph of a rapidly hardening Al94.5Cr3Ce1Co1.5 alloy [3.285]: 
icosahedral nanoparticles B, D, etc. with an average size of ~5–10 nm are distributed 
in the amorphous matrix C; b, c and d are diffraction patterns from 1 nm diameter 
sections marked by circles and belonging to regions B, C and D, respectively..

4 nm
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corresponding to the same constant value (Nv)0. For the standard 
value, we have chosen (Nv)0 = 100 μm–3, since it is in the middle 
of the interval of all the obtained Nv values ​​for the Fe58Ni25B17 alloy 
after the heat treatment modes used (50–160 μm–3).

The given values ​​(HV)0, corresponding to (Nv)0, were determined 
for different states using expression

( ) ( )0 cor 0
,i v v iHV HV K N N ≅ + −              (3.51)

where (HV)0 and (HV)i are respectively the reduced and true values 
of the microhardness of the given structural state of the amorphous–
nanocrystalline alloys (ANA), (Nv)0 and (Nv)i are respectively 
the reduced (100 μm–3) and the true value of the bulk density of 
nanocrystals of the given structural state of ANA, and Kcor is the 
correction parameter, which was calculated as the average value of 
the coefficients for the Fe50Ni33B17 and Ni44Fe29Co15B10Si2 alloy and 
was Kcor = 38.5 MPa · µm3.

Figure 3.137 shows the dependence of the corrected value of the 
microhardness HVcor for the Fe58Ni25B17 alloy on the average size 
of the nanocrystals D. Dark circles denote the values ​​of the HVcor 
corresponding to the initial amorphous state (D = 0) and to the states 
obtained after the thermal treatments (D = 100–170 nm). It can be 
seen that for D > 100 nm the microhardness HV decreases with the 
average size of nanoparticles D. At the same time, comparing the 

Fig. 3.137. Dependence of the corrected value of microhardness HVcor on the average 
size D of nanocrystals for the Fe58Ni25B17 alloy for all the investigated states.
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values ​​of HVcor for D = 0 (amorphous state) and for D > 100 nm, we 
can assume that the dependence HVcor = f(D) is generally complex 
and non-monotonic. In order to reproduce this dependence in its 
full form, we lack the values ​​of the HVcor in the range D <100 nm.

Additional experiments were carried out to obtain these data. 
Samples of Fe58Ni25B17 alloy were annealed isothermally at 400oC 
for very short time intervals (3, 5 and 10 min) in order to fix the 
earliest stages of nanocrystallisation. For the values ​​of the average 
size of nanocrystals located in the amorphous matrix, the corrected 
microhardness values ​​at Nv = 100 μm–3 were calculated and are 
plotted on the graph shown in Fig. 3.137 in the form of light circles. 
In a more complete form, the dependence HVcor = f(D) is a curve 
with a maximum corresponding to D = 70–80 nm.

It is known that for single-phase nanocrystals the dependence 
of the strength on the grain size is anomalous, which for ordinary 
polycrystals is usually described by the Hall–Petch relation [3.12] 
(Fig. 2.4)

HV(σT) = HV0(σ0) + kyD
–1/2,                          (3.52)

where HV is the hardness, σT is the yield strength, HV0 is the hardness 
of the body of the grain, σ0 is the internal stress, preventing the 
propagation of plastic shear in the body of grain, ky is the coefficient 
of proportionality and D is the average grain size.

In many experimental studies [2.11, 3.286-3.289] devoted to the 
study of the mechanical properties of nanocrystalline materials, it 
was found that in the nanometer grain size range there are significant 
deviations from the standard function (1 in Fig. 2.4.) In the range         
D < 30–50 nm noticeable deviations from the Hall–Petch ratio begin 
(Fig. 3.138).

The apparent similarity of the dependences HVcor = f(D) in 
Fig. 3.137 and HV = f(D) in Fig. 3.138 is clearly visible. It is 
important to keep in mind that the dependences on the average 
size of nanocrystals for two completely different structural states 
are compared. The dependences in Fig. 3.138 were obtained for a 
single-phase polycrystalline (nanocrystalline) state. In Fig. 3.137 is a 
two-phase amorphous crystal structure when the crystalline phase is 
distributed in the form of statistically located equiaxed nanoparticles 
with a volume fraction not exceeding 0.5.

We shall conventionally assume that the dependence on the right 
of the region of the maximum of HV in Fig. 3.137 is ‘normal’, since 
it smoothly passes into the region of the crystalline particles of 
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ordinary size far from the nanometer range. This dependence differs 
somewhat from those that occur in crystals containing particles of 
the second phase [3.283], but it is physically easy to understand from 
the following reasoning: as the size of the particles of the second 
phase grows, the shear bands on the crystalline particles become less 
effective due to the more active flow of deformation processes in the 
particles themselves. With a decrease in their size and a transition 
to the region of the nanoparticles, dislocation sliding inside them 
becomes less active, and the moment comes when the nanocrystalline 
phase behaves like rigid, non-intersected particles of the second 
phase, in which the dislocation and other relaxation processes are 
completely suppressed. At the same time, at D < 70 nm, anomalous 
processes begin to occur that do not fit into the structural model 
developed above. The overcoming of nanoparticles by shear bands is 
considerably facilitated and, in the limit, reaches the stress level, at 
which the shear bands propagate in an amorphous matrix containing 

Fig. 3.138. Dependence of hardness on the grain size of nanocrystals for various 
alloys [2.11].
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no nanoparticles (D = 0). It should be emphasized that the anomalous 
behaviour of the microhardness (strength) manifests itself precisely 
when the size of the nanoparticles of the crystalline phase becomes 
smaller than the thickness of the shear bands (60–70 nm [1.124]) 
propagating in the amorphous matrix during plastic deformation.

In the Fe73.5Si13.5B9Nb3Cu1 alloy, the average crystal size is 
also changed from 10 to 17 nm after the selected heat treatment 
conditions. However, in this case, as well as for the Fe58Ni25B17 alloy, 
it is not possible to correctly determine the size effect in pure form, 
since the size of the nanoparticles does not change in any interval of 
thermal treatments (Fig. 3.53). At the same time, assuming, as for the 
amorphous alloy Fe58Ni25B17, that the influence of the bulk density 
of nanoparticles on the value of the microhardness HV(Nv) is the 
same in the entire range of structural states of the Fe73.5Si13.5B9Nb3Cu1 
alloy, regardless of the heat treatment regime, we consider in more 
detail the temperature interval for the change in the average crystal 
size from 10 to 17 nm, and, therefore, estimate the size effect of 
HV, eliminating the contribution from Nv due to friction. To this end, 
we, by analogy with the amorphous Fe58Ni25B17  alloy, reduce all the 
HV values ​​obtained for the interval 10 < D < 17 nm, to a certain 
constant value (Nv)0. The value (Nv)0 = 80 × 103 μm–3 was chosen, 
since it is in the middle of the range of Nv values, after which the 
values ​​of D and Nv (20–140 × 103 μm–3) simultaneously changed. 
The given values ​​of (HV)0, corresponding to (Nv)0, were determined 
for different states using the expression (3.51).

The correction factor in this  case was defined as K cor =                 
d(HV)/d(Nv) for the HV(Nv) function shown in Fig. 3.134 in the 
interval T = 520–560oC. A value of (HV)0 for the structural states 
of the amorphous–nanocrystalline alloy formed at T < 520oC was 
calculated using a Kcor value of 46 MPa × µm3 obtained for the 
annealing conditions T = 520–560oC, and expressions (3.51).

Figure 3.139 shows the dependence (HV)0 = f(D) calculated 
using the above described procedure, which gives a representation 
(albeit not quite accurate) of the effect of the value of D of the 
nanocrystals of the α-phase in the range 10–17 nm on the HV value 
of the Fe73.5Si13.5B9Nb3Cu1 alloy. As can be seen in Fig. 3.139, 
there is a linear decrease in the values ​​of (HV)0 as D decreases. In 
other words, as in the case of the Fe58Ni25B17 alloy a dependence is 
observed, which is opposite in character to the Hall–Petch relation 
(equation (3.52)). Note that in the Fe58Ni25B17 alloy (Fig. 3.137), the 
dependence (HV)0 = f(D), anomalous from the point of view of the 
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Hall–Petch ratio, also showed an almost linear character in the range 
of D = 20–70 nm. At higher values ​​of D, the dependence (HV)0 =        
f(D) had a ‘normal’ form (HV)0 = AD–1/2, where A is a constant.

The nature of the change in HV as a function of D in Fig. 3.139, 
as well as the nature of the dependence of HV(Nv) in Fig. 3.134, 
can be determined by two factors: ‘modular’ and ‘structural’. The 
effect of hardening due to the growth of the size of nanoparticles 
with a constant value of Nv is easily calculated using expression 
(3.47), taking into account that Vv = π · Nv · D

3/6. The corresponding 
theoretical dependence is shown by the dashed line in Fig. 3.139. It 
can be seen that the main contribution to the anomalous growth of 
microhardness as the average size of the nanoparticles increases is 
the retardation of the shear bands realizing plastic deformation on the 
crystalline particles, despite the fact that the thickness of the shear 
bands δ (about 70–80 nm) exceeds the diameter of the nanocrystalline 
phase D. For δ < D, structural mechanisms of strengthening due to 
the interaction of nanoparticles with shear bands will be effective, 
the study of which will be the subject of further theoretical and 
experimental consideration.

3.3.1.2. Structural mechanisms of plastic deformation

In clause 3.3.1, which was devoted to the investigation of the 
mechanical properties of alloys with an amorphous–nanocrystalline 

Fig. 3.139. The dependence of the reduced value of microhardness (HV)0 on the 
average size of α-phase nanocrystals for Fe73.5Si13.5B9Nb3Cu1: 1 – experimental data, 
2 – theoretical dependence for the ‘modular’ hardening factor.
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structure in the early stages of crystallisation, it was shown that as 
the volume fraction of nanocrystalline particles in the amorphous 
matrix increases, the strength of alloys increases both due to the 
‘modular’ factor and also the ‘structural’ hardening factor. The 
latter, apparently, is mainly due to the interaction of shear bands 
propagating in the amorphous matrix and the nanocrystalline 
particles.

The amorphous matrix is ​​the basic structural component of the  
amorphous–nanocrystalline under consideration and the features of 
the electron microscopic studies of shear bands in the amorphous 
alloys were considered in Sec. 3.1.

V.A. Pozdnyakov theoretically analyzed the conditions for the 
development of shear bands in amorphous alloys (see Chapter 1, 
section 1.3.3), as well as the heterogeneous plastic flow of alloys 
with an amorphous–nanocrystalline structure [3.282] when the 
structure is an amorphous matrix and nanocrystalline particles, 
distributed in it. The characteristic size of nanocrystalline inclusions 
is much smaller than the thickness of the shear band. We shall 
analyze the conditions for the development of shear bands in such 
a material. The volume fraction of inclusions fK << 1. The effect of 
rigid dispersed particles on the shear flow stress for uniform plastic 
deformation ε of a material and a small volume fraction of inclusions 
in accordance with [3.290, 3.291] can be represented in the form

τy = τy0 + A*EεfK,                     (3.53)

where τy0 is the shear stress of the flow of a homogeneous material 
(matrix); A* is a constant of the order of unity; E is the Young 
modulus. When the elastic interaction between the inclusions is 
taken into account in the second term, an additional factor (1 – fK) 
appears in (3.53).

Assuming the smallness of the particle size compared with 
the thickness of the shear band, one can estimate the effect of 
nanocrystalline inclusions on the shear stress in amorphous alloys. 
Relation (3.53) is valid under the condition that there is no relaxation 
of the stresses arising in the particles during the plastic deformation 
of the matrix. This condition is satisfied only immediately behind 
the front of the shear band, i.e., with deformation γ* corresponding 
to relative displacement u*. So the presence of dispersed particles 
will lead to an increase in the stress of initiation of the plastic flow                                                                                                
τm = τm0 + A*Eq1γ

*fK, where q1 is a numerical parameter approximately 
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equal to unity. The stationary stress τ0 in the main part of the shear 
band, where all the relaxation processes are facilitated, is not 
affected by the presence of particles, unless through a change in 
the viscosity of the material. Thus, the dependence of the critical 
stress of development of the shear band on the volume fraction of 
dispersed crystalline inclusions will have the form

( ) ( ){ }1/2* *
0 0 04 / 1 .

ep m KA E f u v Lτ − τ ≥ µ τ − τ + ε p −      (3.54)

When  the  d imens ions  o f  t he  c rys t a l l i ne  pa r t i c l e s  a r e 
commensurable with the thickness of the shear band, processes of 
bending the front of the strip between the particles and changing the 
trajectory of its development are possible. 

The flow stress of the amorphous–nanocrystalline alloys can be 
defined as the average value of the propagation stress of shear bands 
in a given sample, if the stress of the formation (nucleation) of the 
bands is less than their propagation stress. If the distribution function 
of the propagation stresses τp of the shear bands in the amorphous–
nanocrystalline alloys is Φ(τp), then the flow stress is

( ) ,y p pdσ = η Φ τ τ∫                           (3.55)

where η is the orientation factor.
The total deformation of the material is equal to the sum of the 

elastic and plastic εp deformations, and the plastic deformation in 
the case of heterogeneous flow is

b ,p C Vnε = γ                               (3.56)

where 〈γ〉 is the mean shear deformation in the strip; nb is the 
concentration of the shear bands; V is the average volume of the 
bands; C is a numerical coefficient, including the orientation factor. 
The development of shear bands will lead to the formation and 
growth of shear steps of height H on the surface of the sample. 
In the two-dimensional approximation with the linear density of 
the activated shear bands along the length of the sample, N = 1/L, 
where L is the average distance between the bands of one system, 
the magnitude of the plastic deformation is

εp = C1NH cos θ,                         (3.57)
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where θ is the slope angle of the strip to the face of the sample 
(loading axis). 

The resulting shear steps are stress concentrators, and when they 
reach a certain critical value, microcracks will form on them. The 
length of a stable microcrack opening on a concentrator of power 
H is [3.292]

LTP = B(μ/γ)H2; B = (1/8π) (1 + v/1 – v),        (3.58)

where γ is the specific energy of fracture; µ is the shear modulus of 
the amorphous material; v is Poisson’s ratio of the amorphous matrix. 

The condition for unrestricted propagation of such a crack 
(destruction of the material): σ > γ/H. For a thin sample of thickness 
t (tape), as a fracture condition we can take LTP > αt, where α < 1.

The deformation before destruction of εf is then equal to

εf = (σy/E) + C1N[αγt/(Bμ)]1/2.               (3.59)

According to this consideration, under the condition σy = const the 
ductility of the material can be changed either by changing the 
fracture energy or by varying the density of the resulting shear bands. 
The higher the concentration of the resulting shear bands, the greater 
the strain before fracture. The nature of the interaction of propagating 
shear bands and nanoparticles located in the amorphous matrix 
is ​​obviously influenced by the following factors: the shear band 
power, their propagation velocity, the mutual orientation of the shear 
bands and nanoparticles, the size, shape and crystal structure of the 
nanoparticles, the difference in the coefficients of thermal expansion 
and elastic moduli of an amorphous matrix and nanoparticles, the 
chemical composition of the precipitating phases.

The interaction of shear bands and crystalline particles has been 
studied only is a few investigations, since the setting of experiments 
is accompanied by great methodological difficulties – the creation 
of shear bands directly on the finished foils for electron microscope 
research. 

The effect of nanocrystallisation on the geometric parameters of 
the shear bands was investigated in [3.293] for an amorphous and 
partially crystallized Zr-based alloy. For bulk amorphous alloys, the 
average size of the shear bands was 0.3 μm. As the volume fraction 
of the crystalline phase increases, the average length and power (the 
height of the steps) of the shear bands decrease, and the density of 
the shear bands on the surface of the sample, which was tested by 
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scanning electron microscopy, increases. When the volume fraction 
became greater than 42%, no shear bands were observed at all. The 
effect of nanocrystallisation on the geometric parameters of the 
shear bands has been revealed: a decrease in the average length and 
power (step heights), as well as an increase in the density of shear 
bands on the surface of the sample, which was tested by scanning 
electron microscopy.

R.D. Conner and colleagues [3.294] investigated the mechanical 
properties of a massive metal alloy based on Zr, which is a 
composite of a matrix and particles. The particles of W, WC, Ta or 
SiC were introduced into the amorphous matrix. The compressive 
strength before fracture increased by more than 300% compared to 
an amorphous alloy in which these particles were not introduced. 
Increase in viscosity occurs, in the opinion of the authors, due to 
the fact that the particles inhibit the propagation of shear bands and 
stimulate the formation of complex shear bands. Unfortunately, the 
authors in this and subsequent works did not confirm their hypothesis 
experimentally.

V.A. Pozdnyakov [3.295] theoretically analysed possible 
mechanisms for the interaction of nanoparticles with a shear band 
moving in the amorphous matrix. They showed that in the case when 
the dimensions of the crystalline phases are commensurable with the 
thickness of the shear band (40–60 nm), processes of buckling of the 
front of the band between the nanoparticles and, as a consequence, 
changes of its trajectory are possible. The variant of the cutting 
of nanocrystals by a shear band can apparently occur provided the 
size of the nanoparticles exceeds a certain critical value, promoting 
activation of the development of the slip band in the crystalline 
region under the action of stress concentrators. In [3.149], taking into 
account the effect of configuration forces (image forces reflecting 
the effect of interfaces and free surfaces) and lattice friction forces, 
the characteristic size of a free nanocrystal L was determined, below 
which the probability of the existence of mobile dislocations inside it 
decreases markedly (for iron, L ≈ 2–5 nm, for nickel L ≈ 10–15 nm). 

On the basis of theoretical studies [3.296] it was shown that the 
cutting of the nanoparticles by shear bands results in the formation 
of new interfaces, since the cutting process is associated with the 
separation of nanoparticles into two (or more) parts, which requires 
additional energy ΔE:

     ΔE ≈ 2π(ri)
2 γf + kP,                       (3.60)
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where ri is the characteristic particle size at the place of cutting it by 
a shear band; γf is the specific energy of the interface between the 
crystal and the amorphous phase; k is the coefficient of ‘dry’ friction 
of the shear band on the surface of the particle; P is the force of 
normal pressure, and in the case of deformation in the steady state, 
P ≈ 4σT (πri)

2.
Thus, the cutting of the particle must be accompanied by an 

increase in the stress necessary for further advancement of the shear 
band.

It follows from (3.60) that the magnitude of the additional stress 
is of the order of magnitude determined from the relationship:

σadd ≈ [2π(ri)
2 [γf + 2kσT]] / h,              (3.61)

where h is the thickness of the shear band. 
Based on the theoretical analysis of the implementation of a 

specific mechanism of interaction of the shear band with crystalline 
nanoparticles, a scheme was proposed that describes the possibility 
of the occurrence of a particular interaction mechanism depending 
on the size of the crystalline particles (Fig. 3.140) [3.296].

When analyzing the scheme it is seen that for a small amount 
of crystalline particles (30–40 nm), the interaction of the shear 
bands and nanoparticles occurs by the ‘absorption’ mechanism. At a 
particle size of 40–60 nm mechanisms of ‘bypassing’, ‘cutting’ and, 
to a lesser extent, ‘accommodation’ can be realized; In the range of 
60–100 nm, the most likely interaction is the ‘cutting’ mechanism, 

Fig. 3.140. Theoretical dependence of the possibility of realizing (W) the mechanisms 
of interaction of the shear bands with crystalline particles on their size D: 1 – 
absorption; 2 – bypassing; 3 – cutting; 4 – accommodation; 5 – retardation.
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but there is the possibility of implementing the mechanism of 
‘accommodation’. In the size range of crystalline particles greater 
than 100 nm, the mechanism of ‘retardation’ is most effectively 
realized, and the probability of the mechanism of ‘accommodation’ 
increases with the growth of the average particle size.

Experimental electron microscopic studies of the deformation 
behaviour were carried out on the Fe58Ni25B17 alloy [3.296], in which 
the structural state (ANA of the first type) was realized by controlled 
thermal treatment in the 380oC mode, and a nanocrystalline phase 
was uniformly distributed in an amorphous matrix and its share of 
did not exceed 0.3.

It should be noted that any previously formed deformation bands 
(more precisely, steps) in an amorphous sample will be destroyed 
during electropolishing in the manufacture of foils for electron 
microscopic studies. Therefore, the deformation shear bands were 
created in fully prepared foils up to 0.1 μm in thickness by the action 
of a diamond pyramid – the indenter of a microhardness measuring 
device. Its loading system allows one to select a load in the range of 
0.001–0.5 N. The precision guidance system of the indenter allows 
one to apply deforming ‘pricks’ at a certain distance along the entire 
perimeter of the central hole of the foil. As a result, a large number 
of shear bands were formed in each foil, located at a convenient 
location for electron microscopic examination.

In the study of electron microscopic images, attention was 
focused on the morphology of the shear bands during passage 
through the nanoparticles or in close proximity to them. More than 
a hundred cases of interaction of shear bands with nanoparticles 
were analysed. At the same time, special attention was paid to 
unambiguous identification of the shift bands in electronic images, 
since the absorption contrast from them in some cases was similar 
to the absorption contrast from microcracks. In these cases, detailed 
analysis of the contrast was carried out at different positions of 
the defect relative to the incident electron beam and, in addition, a 
number of contrast features from the shear bands and microcracks 
were taken into account (the intensity of the absorption contrast from 
the shear bands is substantially lower than the contrast intensity of 
the microcracks).

All the observed acts of interaction can be conditionally divided 
into five large groups [3.296]:

Group I. The shear band absorbs small nanoparticles, without 
changing the trajectory of its motion in the amorphous matrix 
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(the ‘absorption’ mechanism). Figure 3.141 a shows an electron 
microscopic image and in Fig. 3.141 b – diagram of the ‘absorption’ 
mechanism.

Group II. The shear band bypasses the nanoparticle on the path 
of its advance, changing the trajectory of motion in the amorphous 
matrix (the ‘bypassing’ mechanism). The motion of the shear band 
at the same time resembles the process of double transverse sliding 
of a dislocation that overcomes a rigid barrier. Figure 3.142 shows, 
as an example, the corresponding electron microscopic image (a) 
and the bypassing scheme (b) [3.295].

Group III. The shear band passes through the nanoparticle, 
‘cutting’ it. A typical case of the action of the ‘cutting’ mechanism 
is presented on an electron microscopic image in Fig. 3.143 a, and 
its scheme is shown in Fig. 3.143 b. This interaction variant can be 
realized if the shear band propagating in the amorphous matrix can 
stimulate the dislocation flow inside the nanoparticle [3.149].

Fig. 3.141. Structure (TEM) (a) and scheme (b) of the interaction of the shear band 
and nanocrystals by the ‘absorption’ mechanism.

b
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Fig. 3.142. The structure (TEM) (a) and the scheme (b) of the interaction of the 
shear band and nanocrystals by the ‘bypassing’ mechanism.

Fig. 3.143. Structure (TEM) (a) and scheme (b) of the interaction of the shear band 
and nanocrystals by the ‘cutting’ mechanism.
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Group IV. The shear band, resting on the nanoparticle, causes 
in it very large elastic stresses, which in turn initiate a new shear 
band in the amorphous matrix on the other side of the nanoparticle 
(the ‘accommodation’ mechanism). As a rule, the trajectory of the 
secondary accommodation band coincides with the trajectory of the 
primary shear band. A typical electron microscopic photograph (a) 
and scheme (b) are shown in Fig. 3.144.

It was extremely rare to observe multiple secondary accommod-
ation effects when an elastically stressed nanocrystal initiated several 
secondary shear bands into an amorphous matrix. Figure 3.145 a 
demonstrates this rather rare case: the emission into the amorphous 
matrix of several new shear bands from the interphase boundary 
(indicated by arrows in the photo). The corresponding scheme is 
shown in Fig. 3.145 b.

Group V. The shear band is retarded and stops at the interphase 
boundary or inside the nanoparticle (the ‘retardation’ mechanism) 
(Fig. 3.146). It should be noted that this phenomenon was observed 
much less frequently than the alternative interaction options, assigned 
to the groups II–IV.

Based on the study of the mechanisms of interaction of particles 
and shear bands, the results were used to construct the histograms 
corresponding to the relative frequency of the interaction mechanisms: 

Fig. 3.144. Structure (TEM) (a) and scheme (b) of the interaction of the shear band 
and nanocrystals by the ‘accommodation’ mechanism.
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Fig. 3.145. The structure (TEM) (a) and the scheme (b) of the action of the shear 
band and nanocrystals by the mechanism of the secondary ‘accommodation’ (the 
secondary slip bands are indicated by arrows).

Fig. 3.146. Structure (TEM) (a) and scheme (b) of the interaction of the shear band 
and nanocrystals by the ‘retardation’ mechanism.
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‘bypassing’(2), ‘cutting’ (3), ‘accommodation’ (4) and ‘retardation’ 
(5), depending on the size range of nanoparticles: 35–65 nm (a), 
65–95 nm (b), 95–125 nm (c) and 125–160 nm (d) (Fig. 3.147). The 
mechanism of ‘absorption’ was not considered, since such cases were 
relatively rare (with a very small particle size) and, as a result, did 
not yield to statistical estimation.

Figure 3.147 compares the relative frequencies of the implem-
entation of the interaction mechanisms – ‘bypassing’, ‘cutting’, 
‘accommodation’ and ‘retardation’, depending on the size interval 
of the nanoparticles. In the nanoparticle size range 35–65 nm it 
is evident from the histogram presented that the ‘bypassing’ 
mechanism is most often realized, the mechanisms of ‘cutting’ 
and ‘accommodation’ are much more rare, and the ‘retardation’ 
mechanism is not realized at all (Fig. 3.147 a) . In the range 65–
95 nm (Fig. 3.147 b), the ‘cutting’ mechanism becomes dominant 
with the complete absence of the ‘retardation’ mechanism. For a 
larger nanoparticle size fraction of 95–125 nm (Fig. 3.147 c), the 
effect of all mechanisms is approximately equally probable, and the 
mechanism of ‘retardation’ dominates for the largest particle size 
fraction of 125–160 nm (Fig. 3.147 d).

Figure 3.148 shows the distribution of the relative frequency of 
realization of each of the interaction mechanisms, depending on the 
size interval of the nanoparticles. The mechanism of ‘bypassing’ 
most often occurs at D = 35–65 nm with a noticeable decrease in 
the relative frequency as the particle size increases (Fig. 3.148 a). 
The mechanism of ‘cutting’ is most likely at D = 65–95 nm and 
is much less frequently observed both with decreasing and with 
increasing particle size (Fig. 3.148 b). The relative frequency of the 
‘accommodation’ mechanism depends little on the value of D (Figure 
3.148 c), and the action of the ‘retardation’ mechanism is most often 
observed with D > 100 nm (Fig. 3.148 d).

In the size range of nanoparticles 35–65 nm, the dominant 
interaction mechanism is the ‘bypassing’ mechanism, in the size 
interval 65–95 nm – the ‘cutting’ mechanism, and in the size range 
above 100 nm – the ‘retardation’ mechanism. At a particle size 
smaller than 35 nm, the ‘absorption’ mechanism dominates.

The frequency of realization of the ‘accommodation’ mechanism 
depends little on the size of the nanoparticles, however, in the range 
of 95–125 nm, its large realization is observed in comparison with 
other dimensional intervals.
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In section 3.3.1.1, the dimensional effect of nanocrystals of 
hardening of an amorphous matrix was investigated. The dependence 
of the microhardness HV on the average size D of nanocrystalline 
particles for the Fe58Ni25B17 alloy, was obtained at the constant bulk 
density of the particles (Fig. 3.137).

In Fig. 3.149 the HV  = f(D) dependence obtained for the 
Fe58Ni25B17 alloy at Nv = const is combined with the regions of 
dominant mechanisms of interaction of nanoparticles with shear 
bands, established on the basis of the results of the investigation of 
this section (Figs. 3.147 and 3.148).

For a size fraction of 95–125 nm where there is no clear leader 
in implementing the mechanism (Fig. 3.147 c), two mechanisms 
are the dominant ones and their relative frequency of realization 
exceeds 0.5. A ‘normal’ HV = f(D) dependence is observed in the                              
D = 80–170 nm region, which is in many respects similar to the 
Hall–Petch relation for polycrystalline materials: as the D decreases 
a noticeable increase in HV occurs. With D < 80 nm, the ‘anomalous’ 

Fig. 3.147. The relative frequency of realization of the interaction of the shear bands
(V) by mechanisms (2 – ‘bypassing’, 3 – ‘cutting’, 4 – ‘accommodation’, 5 - 
‘retardation’) with nanoparticles of various sizes: a – 35–65 nm, b – 65-95 nm,              
c – 95–125 nm, d – 125–160 nm.
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Fig. 3.148. The relative frequency of realization of the interaction of nanoparticles 
(V) of 35–65 nm (1), 65–95 nm (2), 95–125 nm (3), 125–160 nm (4), 160–190 nm 
(5) with shear bands along different mechanisms: a – ‘bypassing’, b – ‘cutting’, 
c – ‘accommodation’, d – ‘retardation’.
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Fig. 3.149. Dependence of the microhardness HV on the average size of the crystal 
particles D for the Fe58Ni25B17 alloy at a constant bulk particle density Nv.
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dependence HV = f(D) is observed: as D decreases, a noticeable 
decrease in HV occurs. On the basis of Fig. 3.148 we can assume 
that the ‘normal’ ratio HV = f(D) is mainly due to the mechanisms 
of ‘cutting’ and ‘retardation’, and for ‘anomalous’ – the mechanisms 
of ‘bypassing’ and ‘absorption’.

3.3.1.3. Plasticity 

When carrying out research in the field of nanostructured materials 
science, it was established that after the formation of nanocrystals 
in an amorphous matrix, the strength (hardness) of the amorphous-
crystalline materials tends to increase (see section 3.3.1). The 
problem of giving plasticity to bulk metallic glasses as materials 
with high strength and corrosion resistance was discussed a long 
ago (see, for example, [3.297]). 

The authors of [3.298] established that the dependence of the 
ductility of a material on the controlled crystallisation regime 
(isothermal or thermocyclic annealing) is characterized by kinetic 
curves ln t – 1/T · 103 and can be described by an exponential 
function:

ε = ε0 exp [W0 – W(σ)/RT],                (3.62)

where ε is the deformation under thermal action; ε0 is a quantity 
that depends on the annealing regime and characterizes the 
structural state of the material; W0 is the activation energy of the 
isothermal annealing process, depending on the degree of ordering 
of the structural structure and composition of the alloy; W(σ) is the 
activation energy of the process due to the action of the thermocyclic 
annealing regime; σ are the stresses caused by the temperature and 
structural–phase state of the material; R is the gas constant; T is 
temperature. 

The value of ε0 is estimated by extrapolating the dependences 
ln ε – 1/T. Taking into account that the parameter ε0 in equation 
(3.62) depends on the stresses arising during thermal cycling, this 
value should also be estimated taking into account the structural and 
stressed state of the material, for example [3.299]:

ε0  = ε'0 exp [γσ],                          (3.63)

where ε'0 is a constant characterizing the structural state of the 
material; γ is a constant having the dimension of the reciprocal 
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dimension of the stress; σ are the internal stresses caused by the 
thermal exposure regime.

In the work [3.300], attention was paid to the manifestation of 
plasticity in the case of nanosized brittle crystalline nanomaterials 
based on refractory compounds. In this connection, it seems quite 
probable that the effect of the size effect on the manifestation 
of plasticity in brittle amorphous and nanocrystalline objects has 
approximately the same character. 

It should be noted that some cases of the plasticity of metallic 
glasses as a result of annealing and crystallisation of nanoparticles 
characterized as ‘regions with a high (relative to the amorphous 
matrix) correlation in the arrangement of atoms’ have been noted 
for a long time (see, for example, [1.1]). The results of recent 
experiments extend this information. Thus, a deformation of about 
10% induced by crystalline nanoparticles was noted in compression 
tests of Zr–Cu-based metal bulk glasses at room temperature [3.299]. 
The appearance of inclusions (~2 nm in size) during annealing was 
recorded every 3 seconds with the help of synchrotron radiation. It 
is assumed that when plasticity develops, the shear bands generate 
a free volume.

High hardness (about 100 GPa) and thermal stability (up to 1100-
1200oC) are characteristic for two-phase composites based on TiN 
nanocrystals 3–4 nm in size and an amorphous matrix consisting of 
silicon nitride and titanium disilicide [3.301, 3.302].

High mechanical and thermal properties of bulk amorphous 
steels Fe50Cr14Mo14C14B6M2 (M – Y or Dy) have also been reported; 
annealing (T = 600–850oC) of these steels resulted in the formation 
in the amorphous matrix of nanoinclusions of austenite and chromium 
carbide [3.303]. The hardness HV and the modulus of elasticity E 
values of the annealed samples studied by the nanoindentation method 
were at the level of 21–22 GPa and 320–340 GPa, respectively; 
elastic recovery (W; at W = 100% – complete elastic recovery, 
with W = 0 – total plasticity) was 29–32%. It is noted that these 
characteristics obtained on samples 3–5 mm in diameter are much 
higher than those for many bulk metal glasses. The temperature 
range of supercooling (the range from the crystallisation temperature 
to the glass transition temperature) turned out to be particularly 
significant for steels doped with dysprosium (ΔT = 70 K), which 
makes it possible to effectively perform thermoplastic processing 
for shaping in this range.
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Investigation of the influence of the concentration of silicon and 
tin in Ti–Zr–Cu–Ni–Sn–Si glasses on deformation by compression 
revealed the optimal composition for which the deformation was 
at 5%, and the fracture stress was 2 GPa (at ΔT = 35 K) [3.302]. 
It was noted that there were many shear bands on the surface of 
these samples, and nanocrystalline inclusions of ~5 nm in size were 
detected in the nanostructure by high-resolution TEM [3.303].

It is interesting to compare the bending behaviour of amorphous, 
nanocrystalline, and amorphous–nanocrystalline samples of the                    
Zr–Cu–Al–Ni–Nb alloy, which revealed a great advantage in the 
strength and plasticity of the composite containing about 30 vol.% 
of Zr2Cu-type nanoinclusions [3.304].

The author of [3.305] developed amorphous matrix–dendrite 
composites that possess both high strength and high viscosity. The 
mechanical properties of such composites after uniaxial loading 
are studied in detail in the article. Under quasi-static compression 
at room temperature almost all such composites exhibit increased 
ductility due to the high volume fraction of dendrites and, as a 
result, the effective blocking of the propagation of the shear bands. 
At quasistatic tension at room temperature, although composites 
exhibit ductility under tension, inhomogeneous deformation and the 
associated softening predominate. Also, the amorphous–dendritic 
composites have increased maximum strength also at cryogenic 
temperatures.

The microstructure of the Zr58.5Ti14.3Nb5.2Cu6.1Ni4.9Be11.0 composite 
is shown in Fig. 3.150 [3.306]. Dendrites are evenly distributed 
in an amorphous matrix, the distance between dendritic branches 
is 2–4 μm, the volume fraction of dendrites is ~58%. The X-ray 
spectrum shows the presence of a two-phase structure – the peaks of 
the BCC lattice of the β-Zr solid solution are superimposed on the 
broad diffuse scattering of the amorphous maximum. A high volume 
fraction of dendrites makes such composites sufficiently plastic.

In addition, the fatigue limit for Zr58.5Ti14.3Nb5.2Cu6.1Ni4.9Be11.0 
amorphous matrix/dendrite composites rises to 473 MPa and fatigue 
limit at four-point bending up to 567 MPa [3.305].

In work [3.307] two-phase structures consisting of an amorphous 
matrix and a crystalline phase in the form of dendrites are 
considered. The authors of [3.308] showed that in the Vitreloy1 
alloys (Zr41.2Ti13.8Cu12.5Ni10Be22.5) two-phase composites based on 
an amorphous matrix and dendrites with a volume fraction of 
25% are formed, the barrel length reaches 50–150 μm, the barrel 
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radius is 1.5–2.0 μm. Compared with the fully amorphous Vitreloy1 
alloy, the two-phase alloy showed an improvement in flexural and 
compression strength: the tensile strength reaches 1.7 GPa, and the 
total deformation (elastic + plastic) was more than 8% [3.308]. In 
uniaxial tension, the two-phase amorphous–crystalline composite 
showed an elongation of about 5% (average along the length of the 
sensor) and up to 15% of the neck region of the sample, in contrast 
to the zero plasticity of the completely amorphous alloy. Also, the 
Charpy impact toughness of the composite was significantly higher 
(200 kJ · m–2) than that of the fully amorphous Vitreloy1 alloy (80 
kJ · m–2).

Hays et al. [3.308] concluded that the ductility of amorphous-
dendritic composites is facilitated by a soft β-phase of dendrites, 
which facilitates the appearance of shear bands and simultaneously 
blocks their spread beyond the domain. It is assumed in [3.307] that 
strengthening by the β-phase can play a key role in increasing the 
plasticity of composites.

Not all the experimental facts described above have been 
unambiguously explained, which is connected with the general 
state of the theory of the structure and mechanical properties of 
metallic amorphous alloys [3.309, 3.310]. The basic models of the 
deformation of these objects, based on the representations of the zone 
of shear transformations and on local atomic displacements due to 
free volume, continue to be actively discussed and compared with 
numerous (and often ambiguous) experimental data.

Nevertheless, it is quite obvious that the formation of nanocrystals 
in amorphous objects is in many cases accompanied by an increase 
in their strength and plasticity, but the specific mechanism of this 

Fig. 3.150. The microstructure and radiograph of the Zr58.5Ti14.3Nb5.2Cu6.1Ni4.9Be11.0.
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phenomenon requires additional theoretical and experimental studies. 
In this connection, attention should be paid to the recently proposed 
composite model of the plastic flow of amorphous covalent materials, 
in which the homogeneous nucleation and growth of liquid-like 
nanostructures that initiate the development of homogeneous and 
inhomogeneous deformation of the entire composite are theoretically 
considered [3.311].

3.3.2. Mechanical properties in the late stages of                           
crystallisation 

As already mentioned above (Fig.  3.19),  the late stages of 
crystallisation are characterised by the formation of an amorphous-
nanocrystalline structure,  containing predominantly isolated 
nanocrystals separated by amorphous interlayers. Moreover, the 
higher the volume fraction of the crystalline phase Vv, the thinner 
the amorphous interlayers.

In chapter 2 we briefly discussed the characteristics of the 
mechanical properties and mechanisms of plastic deformation of 
alloys with the nanocrystalline structure, since nanocrystals are 
the main structural component, and amorphous interlayers can 
be considered as ‘diffuse’ grain boundaries in the late stages of 
crystallisation.

Nanocrystalline materials with amorphous thin interlayers along 
the grain boundaries (with Vv > 0.5), formed at the final stages of 
crystallisation, are the subject of research in this section. One such 
representative is a shape memory alloy based on the Ti–Ni–Cu 
system which, due to the presence of copper, can be obtained in 
the amorphous state [3.312]. The transition to nanoscale sizes of 
crystallites in these alloys, which is difficult to achieve by other 
methods, improves the service characteristics of alloys and increases 
their efficiency and durability.

At the initial stage of crystallisation, separate single-crystal 
inclusions of the round form of a high-temperature austenite phase 
B2 with a bcc lattice ordered in the CsCl type based on TiNiCu 
with a lattice period a = 0.30 nm appear in the amorphous matrix. 
The average diameter of the crystals is about 0.5 μm and practically 
does not change with a change in the heating temperature and the 
residence time of the sample at this temperature.

X-ray and in situ electron microscopy experiments showed that 
when heated, the ternary amorphous Ti50Ni50–xCux alloys with a copper 
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content of x < 25 at.% crystallize with formation of the B2-phase 
throughout the entire volume [3.313].

The resis tometry method [3.314]  es tabl ished that  under 
isochronous annealing conditions (30 min) the crystallisation of the 
amorphous Ti50Ni25Cu25 alloy occurs in the temperature range 425-
430oC.

As is known, the grain boundaries are the most important element 
in the structure of nanocrystalline materials which determine their 
strength properties. Influencing them, one can control the physical 
and mechanical characteristics of nanomaterials. As discussed in 
detail in the previous chapter (section 2.4.2), noticeable deviations 
from the Hall–Petch ratio occur in the nanometer range of grain 
size (D < 30–50 nm). The observed anomaly leads to a decrease in 
strength with a decrease in the grain size and, obviously, does not 
make it possible to achieve strength values ​​of nanocrystals close 
to the limiting ones, and thereby realize in practice the physical 
potential of the strength that is embedded in the solid. The anomalous 
Hall–Petch dependence is a direct consequence of the change in 
the structural mechanism of the plastic flow from the classical 
dislocation to grain boundary microsliding (GBMS). This process 
is realized due to the formation of shear microregions in the grain 
boundaries [3.133].

The most effective GBMS is realized in nanocrystals in the 
late stages of controlled annealing of the amorphous state where 
amorphous grain boundary layers are formed. This is due to the 
formation in the late stages of crystallisation of an amorphous matrix 
of thin grain-boundary layers with increased thermal stability. Such 
layers can, as we have already noted, be regarded as ‘diffuse’ grain 
boundaries. The deformation of a material with a similar structure 
is carried out by GBMS on amorphous intercrystalline interlayers 
by the formation of localized shear bands [3.133].

Inhibiting the GBMS, it is possible to suppress the effects of an 
abnormal decrease in the strength of nanocrystals and, consequently, 
approach the level of ultimate (theoretical) strength (hardness) (Fig. 
2.4) [3.315].

One of the ways to suppress the process of GBMS is to create 
effective structural barriers to the propagation of deformation in 
amorphous intercrystalline interlayers. In section 3.3.1, devoted to the 
study of the mechanical behaviour of materials having an amorphous 
crystal structure (an amorphous matrix and individual crystalline 
particles) in the early stages of crystallisation, it was shown that 
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the interaction of propagating shear bands in the amorphous matrix 
with crystalline nanoparticles can lead to substantial hardening of 
these alloys. By analogy, it can be assumed that in the presence 
of nanoparticles the plastic deformation processes in amorphous 
intercrystalline interlayers will be hampered (GBMS processes). 
Thus, by purposefully introducing nanoparticles into amorphous 
intercrystalline interlayers of nanocrystals at the stage of transition 
from dislocation to grain boundary sliding, we get a chance to 
approach the ultimate strength values.

In work [3.316], in order to inhibit GBMS, the specimens of 
the rapidly quenched amorphous alloys of the Ti–Ni–Cu system 
(Ti50Ni25Cu25 and Ti49Ni24Cu24B3 alloys) were studied. Boron atoms 
are, in this case, ‘useful’ impurities, which are introduced into the 
amorphous intergranular interlayers to inhibit the GBMS processes by 
means of the principle of grain boundary engineering (the purposeful 
introduction of ‘useful’ impurities into grain boundaries). Samples 
of these two alloys underwent isothermal annealing to form a 
nanocrystalline structure in the temperature range 440–470oC for 
10–60 min.

When the annealing temperature rises to the temperature of 
the start of crystallisation, depending on the annealing time, a 
crystallisation process is observed in the structure of the alloys. 
Crystallisation of amorphous Ti50Ni25Cu25-based alloys at thermal 
exposures above 400oC takes place in a single step with the formation 
of a BCC phase ordered in type B2 [3.312].

Electron microscopic experiments showed that an amorphous-
nanocrystalline state forms in the early stages of crystallisation of the 
Ti50Ni25Cu25 alloy. When annealing at 450oC, 10 min, the B2-phase 
nanocrystals are uniformly distributed in an amorphous matrix and 
have the shape close to spherical (Figure 3.151a).

The features of diffraction contrast at the interphase boundaries 
(amorphous phase–crystal) were not detected. In the later stages 
of annealing: 450oC, 1 hour a microcrystalline state with equiaxed 
grains of the B2-phase was observed and no diffraction effects at 
the grain boundaries (Fig. 3.151 b).

The crystallisation of the Ti49Ni24Cu24B3 alloy also begins 
with the precipitation of crystalline B2-phase particles in the 
amorphous matrix, which leads to the formation of an amorphous-
nanocrystalline structure. At the same time, on the surface of 
growing nanocrystals located in an amorphous matrix, the effects 
of deformation contrast associated with segregations or nanoparticles 
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of phases are clearly observed (Fig. 3.152). In the later stages of 
annealing, a nanocrystalline state is formed, for which the existence 
of nanoparticles located directly in amorphous intercrystalline 
interlayers is characteristic (the nanoparticles are indicated by the 
arrows in Fig. 3.152 b).

In Fig. 3.153 the dark-field image is represented in the reflexes 
of the grain boundary phase. Nanoparticles have a size of about 
5 nm and form a characteristic ‘skeleton’ in accordance with the 
location along the grain boundaries of the B2-phase. As shown by 
the interpretation of the diffraction pattern (Figure 3.153b), these 

Fig. 3.151. The structure of Ti50Ni25Cu25 alloy after annealing at 450oC; τ = 10 min 
(a) and τ = 1 h (b) (TEM, bright field).

250 nm

200 nm

a

b

361



Amorphous–Nanocrystalline Alloys

nanoparticles are a mixture of two boride phases: Ti2B and TiB2 
[3.317].

Using the TEM, the average size D of the B2-phase crystals was 
determined in the temperature range of the beginning and the end 
of crystallisation.

Figure 3.154 shows the dependence of D on the annealing 
temperature T  at τ = 10 and 30 min for the two amorphous 
Ti50Ni25Cu25 and Ti49Ni24Cu24B3 alloys studied.

The change in the average size D of the B2-phase of the 
nanocrystals as a function of T for both alloys is non-monotonic. 
In the Ti50Ni25Cu25 alloy, with increasing temperature from 440 to                  
470oC at τ = 10 min, the D value rises from 50 to 195 nm. In the 
first stage (440-450oC) a very slow growth is observed up to 55 nm, 
and then in the second stage (over 450oC) – faster (one and a half 
time) increase in D from 60 to 140 nm. At τ = 30 min, the values ​​
of D for all values ​​of T are much higher (260–580 nm), and the 
dependence D = f(T) is monotonic.

In  the Ti49Ni 24Cu 24B 3 a l loy,  the  dependence D  =  f (T )  is 
characterized by two stages. In the first stage (440–450oC), D is 
practically constant at τ = 30 min and there is even a slight decrease 
in D at τ = 10 min. With a further increase in T (from 450 to                                                                                              
470 oC), there is a significant increase in D from 20 to 60 nm (τ = 
10 min) and from 33 to 120 nm (τ = 30 min).

I t  should be noted that  the growth of  the grains in the 
Ti49Ni24Cu24B3 alloy is much weaker than in the Ti50Ni25Cu25 alloy. 
Also for the Ti49Ni24Cu24B3 alloy, there is a slight decrease in D 
as T increases in the range 440–460oC, which is apparently due 
to the specificity of the transition from a two-phase amorphous-
nanocrystalline state to a nanocrystalline state. 

Thus, using structural treatment in the Ti49Ni24Cu24B3 alloy, 
structural states were obtained, including a nanocrystalline matrix 
with B2-phase grains and grain-boundary precipitates of ultradisperse 
boride phases (Ti2B and TiB2). A similar structure was observed 
at T > 450oC (except for 450oC mode – 10 minutes). At a lower 
T  value, including 450oC – 10 min, a two-phase amorphous-
nanocrystalline structure is formed (Fig. 3.152). In the Ti50Ni25Cu25 
alloy, nanocrystalline structures without grain boundaries are formed 
at all annealing temperatures for 30 min and at T > 450oC (τ = 10 
min).

The mechanical properties were measured on a scanning 
nanohardness meterr NanoScan-3D using the method of dynamic 
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dynamic indentation. The method is based on measuring and 
analyzing the load dependence when the indenter is pressed into the 
surface of the material on the depth of introduction of the indenter.

The mechanical tests are carried out using an indentor of the 
Berkovich type, which is a triangular diamond pyramid with an apex 
angle of about 142o. The method of measuring dynamic indentation is 
as follows: the indentor is pressed into the surface of the sample at 
a constant speed and when the specified load is reached the indenter 
is retracted in the opposite direction. During this test, the values ​​of 

Fig. 3.152. The structure of the Ti49Ni24Cu24B3 alloy after annealing at 450oC; τ = 
10 min (a) and τ = 1 h (b) (TEM, bright field).
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Fig. 3.153. Structure (a) and microdiffraction pattern (b) of the Ti49Ni24Cu24B3 
alloy after annealing for 1 h at 450oC, TEM. (a – dark field in boride reflections, 
b – electron microdiffraction pattern containing reflections from borides and its 
interpretation).

a

b

200 nm

the load P and the corresponding displacement of the indenter h are 
recorded.

An experimental curve typical for this method in the form of a 
graph of the dependence of the load (P) on the depth of indentation 
(h) is shown in Fig. 3.155. The resulting P–h diagram is composed 
of two branches: loading and unloading.
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The loading curve characterizes the resistance of the material to 
the introduction of a rigid indentor and reflects both the elastic and 
plastic properties of the material under study. The unloading curve 
is mainly determined by the elastic restoration of the indentation 
pattern.

In the framework of this method, the hardness of the HVIT sample 
is determined by the equation

max ,IT
c

PHV
A

=                            (3.64)

Fig. 3.154. Dependence of the average size of the B2-phase D nanocrystals on the 
annealing temperature T of the amorphous alloys studied (the solid lines correspond 
to the nanocrystalline state, the dashed lines to the amorphous–nanocrystalline state).
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Fig. 3.155. General view of the P–h loading diagram (for the notations hf, hc, hmax 
see Fig. 3.156).
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where Ac is the area of ​​the projection of the indentation at the 
maximum value of the applied load Pmax.

Figure 3.156 shows a contact scheme for nanoidentification, where 
hc is the depth of penetration during which the full contact between 
the indenter and the material is made after full loading (up to Pmax). 
At the same time, part of the depth of introduction of the indenter, 
during which contact with the material is absent as a result of the 
indentation formed around the indenter, is hs.

The value of the reduced elasticity modulus E* is calculated as 
follows:

* 1· · ,
2 c

SE
A

p
=

β
                         (3.65)

where the constant β depends on the shape of the indenter, and the 
stiffness of the contact S is determined from the slope of the tangent 
to the unloading curve at the point Pmax (Fig. 3.155):

max

.
P p

dPS
dh =

 =  
 

                        (3.66)

The quantity E* (reduced modulus of elasticity) takes into account 
the elastic interaction of the material with the indenter. 

The contact area at maximum load Ac is determined by the 
geometry of the indenter and the contact depth hc and is described 
by the so-called needle-shaped functions Ac = f(hc).

Fig. 3.156. The scheme of contact with the designations of the quantities used in 
the calculation of the modulus of elasticity and hardness
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Figure 3.157 shows the dependence of the nanohardness HVIT 
measured on the scanning nanoscale device NanoScan-3D by the 
method of dynamic indentation, on the annealing time for both alloys. 
As τ increases, the first noticeable increase in HVIT relative to the 
initial amorphous state (τ = 0) is observed in the Ti50Ni25Cu25 alloy. 
The maximum value of HVIT was recorded during annealing for 10 
min (HVIT = 6.5 GPa); with further growth of τ, the HVIT falls to                                                                                     
5 GPa.

Fig. 3.157. The dependence of the nanohardness HVIT on annealing time τ at an 
annealing temperature of 450oC.

Fig. 3.158. Dependence of the reduced Young's modulus E* on annealing time τ 
at T = 450oC.

H
V IT

 , 
G

Pa

τ, min

τ, min

E* , 
G

Pa

367



Amorphous–Nanocrystalline Alloys

For the Ti49Ni24Cu24B3 alloy, the HVIT = f(τ) dependence is a curve 
with a maximum: with increasing τ, the growth of HVIT  in relation to 
the amorphous state is observed; At τ > 30 min there is a noticeable 
drop. The maximum value of HVIT = 8.4 GPa is reached at τ = 30 
min, significantly exceeding the maximum value of HVIT for the 
Ti50Ni25Cu25 alloy.

Figure 3.158 shows the dependence of the reduced Young modulus 
E* of the Ti50Ni25Cu25 and Ti49Ni24Cu24B3 alloys as a function of the 
value of τ at T = 450oC. The value of E* in the initial amorphous 
state (τ = 0) is 60 GPa for both alloys. With increasing τ in the 
Ti50Ni25Cu25 alloy, the E* value is insignificant and decreases 
monotonically. The value of E* in the Ti49Ni24Cu24B3 alloy first 
grows and reaches its maximum value (84 GPa) at τ = 30 min, and 
then decreases to a value of 55 GPa corresponding to the E* value 
for the Ti50Ni25Cu25 alloy.

In order to analyze the strength properties of the studied alloys 
depending on their structural state formed in isothermal annealing, 
the dependences HVIT = f(D) were constructed using the results 
presented in Fig. 3.154 and 3.157.

Figure 3.159 shows the dependences HVIT = f(D) for Ti50Ni25Cu25 
and Ti49Ni24Cu24B3 alloys annealed at 450◦C (τ = 10–60 min). In 
the Ti50Ni25Cu25 alloy at D > 70 nm, the HVIT value increases with 
a decrease in D in full accordance with the Hall–Petch ratio. At 
D < 70 nm, anomalous behavior (decreasing hardness values ​​with 
decreasing grain sizes) is revealed, which is well known from the 

Fig. 3.159. Dependence of the nanowhardness of HVIT on the size of B2-phase D 
of the nanoparticles.
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literature [2.5, 3.288, 3.318]. The maximum value of HVIT (6.5 GPa) 
corresponds to D = 60–70 nm.

The dependence HVIT = f(D) for the Ti49Ni24Cu24B3 alloy has a 
markedly different character. Although in this case a curve with a 
maximum is observed, however, the maximum value of HVIT (8.4 
GPa) considerably exceeds the analogous characteristic for the 
Ti50Ni25Cu25 alloy and is achieved at a much lower D = 30 nm. In 
addition, the dependence HVIT = f(D) in the alloy Ti49Ni24Cu24B3 is 
much ‘steeper’ than in the Ti50Ni25Cu25 alloy.

Using the method of grain boundary engineering (a focused 
introduction of ‘useful’ impurities (boron atoms) in the grain 
boundaries), the authors of [3.316] succeeded in obtaining a 
nanocrystalline state of the material under study with an average 
size of nanocrystals in the interval 30 < D < 120 nm and with grain 
boundary precipitates of boron nanoparticles about 5 nm in size. The 
main idea of ​​this approach was that a certain amount of boron atoms 
was introduced into the Ti50Ni25Cu25 alloy, which can completely 
dissolve in the amorphous matrix and dissolve very insignificantly 
in the crystalline BCC type B2-phase formed in the crystallisation 
process.

Figure 3.160 schematically represents the mechanism of formation 
of such a structure. In the initial stages of crystallisation, boron 
atoms are displaced to the interphase boundary of the amorphous 
and crystalline phases, since boron is practically insoluble in the 
BCC lattice of the B2-phase of nanocrystals (Fig. 3.160 a). This 
slows down the growth of crystalline nanoparticles noted earlier 
(Fig. 3.154), since the motion of the interphase boundary is inhibited 
by boron atmospheres in the amorphous matrix encircling the 
nanocrystals. This effect is clearly visible in the corresponding 
electron microscopic images (Fig. 3.152 b). As the degree of 
crystallisation increases, a nanocrystalline structure with thin 
amorphous interlayers is formed along the boundaries of crystalline 
particles which are characterized by an elevated boron content (Fig. 
3.160 b). As the crystallisation process develops, the formation of 
boride phases in the form of Ti2B and TiB2 nanoparticles about                
5 nm in size takes place in amorphous interlayers and in the grain 
boundaries (Fig. 3.160 c).

The strength characteristic was the value of HVIT nanohardness for 
which the Hall–Petch ratio (3.52) is valid. In [3.319], S.A. Firstov 
and T.G. Rogul’ introduced the concept of the theoretical hardness 
HV*

IT – the maximum hardness of the material, which can be achieved 
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under the condition that the stress of the beginning of the plastic 
flow under the indenter corresponds to the theoretical shear strength 
of the material.

This characteristic is very important for evaluating the extremely 
hardened state of materials and is

            
( )

( )*
* 1

,
1IT

E vEHV
v

− ββ
= =

α + α
                    (3.67)

where E* is the reduced Young modulus equal to E/(1 + v), ν is 
Poisson’s ratio, α is the proportionality coefficient between Young’s 
modulus and theoretical shear strength τtheor (α = E/τtheor) and β is the 
proportionality coefficient between HV and σy, (β = HV/σy).

Fig. 3.160. Stages of formation of the nanocrystalline structure during annealing of 
the amorphous Ti49Ni24Cu24B3 alloy: a – primary crystallisation with separation of 
B2-phase, displacement of boron atoms into an amorphous matrix; b – formation of 
nanocrystalline structure, individual crystals separated by thin amorphous interlayers 
with high boron content; c – formation of boron nanophases Ti2B and TiB2 in 
amorphous interlayers and grain boundaries.
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The value of β is in the range 1.5–3.3, and the values ​​of α in the 
range 5–30.

Later, a number of refinements were introduced into expression 
(3.67) [3.320].

The obtained HVIT values ​​for both alloys are analyzed from the 
position of the concept of theoretical hardness. For this purpose, 
instead of the dependence HVIT = f(D), shown in Fig. 3.159, 
the dependences (HVIT/E*) = f(D) for the alloys Ti50Ni25Cu25 and 
Ti49Ni24Cu24B3 were constructed. The value of HVIT/E

* (normalized 
hardness) determines, obviously, the physical hardness of the real 
material. The experimental values ​​of the normalized hardness HVIT /E* 
are estimated in comparison with the theoretical normalized hardness 
HV* IT/E*. Figure 3.161 shows the dependences of the normalized 
hardness (HVIT /E

*) on the crystal grain size D for Ti50Ni25Cu25 and 
Ti49Ni24Cu24B3 alloys.

Expression (3.67) can not give a sufficiently accurate value for 
HVIT/E

*, since the coefficients β and α can vary within very wide 
limits (1–3 and 5–30, respectively [3.320]). Another way to estimate  
HVIT/E

* is to obtain indentation [3.320]:

* */ 0.386 ctg ,ITHV E = ϕ                       (3.68)

where φ is the angle of sharpening of the Berkovich indenter.
Strictly speaking, equation (3.68) describes an ‘instrumental’ 

limitation of the maximum hardness value, determined by the angle 
of sharpening of the indenter, and does not contain information 
about the material itself. In principle, the theoretical normalized 
hardness of the material  HVIT/E

* can be higher, but it can not be 
measured using the dynamic indentation method, since the load and 
unloading curves will coincide. The theoretical normalized hardness 
of the material HVIT/E* in [3.316] is the ‘instrumental’ hardness 
(3.68) since it can be determined much more accurately than the 
‘physical’ hardness (3.67).In these experiments, φ = 71o, therefore, 
in accordance with (3.68) HVIT/E* = 0.134. It is this value of the 
theoretical normalized hardness that is shown in Fig. 3.161. Note 
that the complete coincidence of the ‘instrumental’ and ‘physical’ 
normalized hardness HV*

IT/E
* is achieved for completely real values ​​

of β = 3 and α = 20 in the equation (3.67).
The limiting value of HVIT in the Ti49Ni24Cu24B3 alloy is 20% 

higher than the limiting value of HVIT in the Ti50Ni25Cu25 alloy. It is 
important to note that the maximum HVIT in the Ti49Ni24Cu24B3alloy 
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corresponds to the lower values ​​of D at which an anomalous decrease 
in hardness is already observed in the Ti50Ni25Cu25 alloy. In other 
words, the transition from the dislocation deformation mode to 
deformation by the mechanism of the GBMS with which the Hall–
Petch anomaly is associated in the Ti49Ni24Cu24B3 alloy is suppressed 
due to the presence of high-density boron nanoparticles within the 
grain boundaries. The value of normalized nanohardness HVIT/E

* is 
substantially closer to the theoretical value of HV*

IT/E
*.

If we introduce the coefficient of ‘proximity to the physical limit’, 
equal to

* * *

* *
/ / ,

/
IT IT

IT

HV E HV E
HV E

−
∆ =                       (3.69)

then in accordance with Fig. 3.161 Δ1 = 0.22 for the Ti50Ni25Cu25 
alloy and Δ2 = 0.07 for the Ti49Ni24Cu24B3 alloy. 

Thus, when the nanoparticles of boride phases are created in the 
grain boundaries by grain boundary engineering, the GBMS processes 
and the manifestation of the anomaly of the Hall–Petch ratio to 
essentially smaller D (<<60 nm) are shifted and thus the nanohardness 
of the material approaches the physical limit of the HVIT existing in 
the crystals [3.316]. By optimizing the size and surface density of 
the nanoparticles in the grain boundaries, perhaps in the future we 
will be able to approach the theoretical hardness even further.

Fig. 3.161. Dependence of the normalized hardness of HVIT/E * on the size D of                         
nanoparticles of B2-phase.
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3.3.3. Mechanical properties during quenching from a melt at 
a critical rate 

The specificity of the amorphous–crystalline state and the resultant 
mechanical properties during quenching from the melt with a rate 
close to the critical one, when in the process of a sharp drop in the 
temperature of the melt only crystals of submicroscopic size can 
be formed, has been studied very little to date. Let us turn to the 
results obtained in [3.321, 3.322] on Fe–Cr–B alloys. Figure 3.162 
shows the change in the microhardness HV as the effective cooling 
rate decreases during quenching from the melt in the region of the 
critical cooling rate vcr for the Fe70Cr15B15 alloy.

At cooling rates close to vcr, a sharp maximum is observed 
corresponding to the transition of the alloy to the crystalline state. At 
v > vcr, the alloy is in the amorphous state, which has characteristic 
diffuse rings on electron diffraction diagrams, and for v < vcr – in 
the crystalline state formed by several phases. It is characteristic that 
the values ​​of HV in all the states obtained by quenching from the 
melt significantly exceed the values ​​corresponding to this alloy but 
obtained by the ‘usual’ technology of melting and heat treatment (8 
GPa). In the region of the HV(v) curve related to the amorphous state, 
there is an increase in electron microscopic effects associated with 
the presence of regions of increased correlation in the arrangement 
of atoms (see Chapter 1). This essentially determines the smooth 
increase of HV as v decreases and approaches to vcr.

In the region of the maximum on the curve HV(v) (21–22 GPa), 
corresponding to the transition from the amorphous to crystalline 

Fig. 3.162. Change in microhardness HV and 
ductility εf, depending on the effective cooling 
rate during melt quenching v.

HV, GPa εf, rel. units

vcr
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state, in addition to the small volume fraction of the amorphous 
phase there is an ultradispersed crystalline phase (Fig. 3.163 a).

At tempts  to  ident i fy  microe lec t ron  d i ff rac t ion  pa t te rn , 
similar to that shown in Fig. 3.163 a, led the authors of [3.321] 
to the assumption that in the structure there exist basically 
submicrocrystallites with a BCC lattice or a lattice close to it with 
a parameter close to 0.285 nm (in the case of a BCC lattice) and 
an appreciable scatter of the lattice parameter reaching several 
percent. The presence of the scatter in the lattice parameter causes 
the appearance of a ‘cloud’ of point reflexes on the microelectron 
diffraction pattern of Fig. 3.163, and with an obvious variation in the 
length of the effective reflection vector for each of the reflections 
of the azimuthally disoriented particle reflections. The average size 
of individual crystals is 8–10 nm (the minimum size is 1–2 nm). 
The morphology of submicrocrystals is clearly visible on dark-field 
images under the action of one or several point reflexes (Fig. 3.163b). 
Frequently observed blurring of reflexes on diffraction patterns and 
the reduction of the intensity of the primary diffraction contrast in 
the peripheral sections of the dark-field images of individual crystals 
suggest that the crystal lattice parameter can in this case vary not 
only from one microcrystal to another, but also from the central 
part of each of the crystallites to the peripheral one. Moreover, it is 
likely that at the earliest stages of the formation of the ultradispersed 
structure (v ≈ vcr), the border areas are partially amorphous. This is 
evidenced, in particular, by the fact that in the transition amorphous–

Fig. 3.163. Microelectron diffraction pattern (a) and dark-field image (b) in one 
of the reflections of the first ring of the Fe–Cr–B alloy after quenching from the 
melt with v ≈ vcr.

a b
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crystalline state there is no characteristic banded contrast from grain 
boundaries, which, apparently, is simply not present.

On the basis of the foregoing, the following structural model 
of an anomalously strong amorphous–crystalline state obtained by 
quenching from a melt can be assumed. Microcrystals that form a 
homogeneous conglomerate are characterized by a smoothly varying 
degree of crystalline order: in the central part of each crystallite 
formed at high temperature, there is an ideal crystal structure that 
approaches the periphery (i.e., essentially as the solidification 
temperature decreases sharply), Gradually turns into an amorphous 
structure (Fig. 3.164).

The observed interlayers of the amorphous phase are enriched with 
metalloid (boron) atoms and do not have clear interphase boundaries 
with the crystalline phase. The same structure can be imagined as 
microcrystalline, in which the grain boundaries between individual 
crystals are ‘blurred’ to such an extent that they are sufficiently 
extended regions of the amorphous phase.

Let us pay attention to one very important circumstance inherent 
in the amorphous-crystalline state we are considering: the boron 
concentration in microcrystallites exceeds the equilibrium value 
for α-iron. This is indicated by the dependence of the values ​​of the 
coercive force Hc and the saturation induction Bs of the Fe70Cr15B15 
alloy in the quenched state on the effective quenching rate (Fig. 
3.165).

Fig. 3.164. The structural model of the transition amorphous–crystalline state 
which is realized upon cooling from the melt with the velocity v ≈ vcr: 1 – area of ​​a 
microcrystal with a variable crystal parameter of the lattice; 2 – region of transition 
from crystalline to amorphous state; 3 – thin interlayers of amorphous phase.
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The point is that in an amorphous state the alloy is paramagnetic: 
the saturation induction at high values ​​of v is close to zero. The 
appearance of the crystalline phase with decreasing v leads to an 
increase in both saturation induction and coercive force. The peak 
of Hc coincides, as experiments have shown, with the peak of HV, 
i.e., it corresponds to the amorphous–crystalline state of interest to 
us. It can be seen that the maximum of Hc corresponds to a value 
of Bs that did not reach a maximum value equal to the saturation 
induction of α-Fe–Cr. This can be explained only by the fact that in 
the amorphous–crystalline state, a large amount of boron is contained 
in the crystallites. The subsequent decrease leads to the formation 
of crystalline α-Fe–Cr crystallites not containing boron (saturation 
induction reaches a maximum), but the hardness and coercive force 
corresponding to such a structure are no longer optimal.

Static bending tests have established [3.321] that the plasticity of 
the alloy in the transition state is lower than in the amorphous state, 
but at the same time it is far from zero (Fig. 3.162). Thus, it can be 
stated that the investigated state of Fe–Cr–B alloys quenched from a 
melt has not only a unique high strength, but also sufficient ductility. 
Studies of the features of the structure of plastically deformed 
ultradispersed alloys have shown that the process of plastic flow 
has features inherent in the deformation of amorphous alloys. Thus, 

Fig. 3.165. Dependence of the coercive force Hc and saturation induction Bs on the 
effective quenching rate from the melt (ribbon thickness h).

Hc, A/m, 103 Bs, T
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for example, a study was made of the pictures of shear bands by 
transmission scanning electron microscopy (Fig. 3.166).

In this case, systems of highly localized bands were detected (the 
height of the slip steps reaches 0.3–0.4 μm), realizing the degree 
of deformation of several hundred percent, which is typical for 
amorphous materials. Since the authors of [3.322] could not detect 
electronically signs of the existence of dislocations in the shear 
bands [3.322], they assumed that the process of plastic deformation 
in the ultradispersed state is localized in amorphous intercrystalline 
interlayers and resembles, to a certain extent, the process of slipping 
along the grain boundaries.

The question of how thermally stable the ultradispersed state 
obtained by quenching from the melt is of unconditional interest. 
To some extent, the HV dependences on the annealing temperature 
for 1 h for the Fe70Cr15B15 alloy, melt quenched with different rates 
(Fig. 3.167) correspond to some extent.

Curve 1 refers to an alloy quenched at a rate v > vcr and, therefore, 
in an amorphous state. It is characterized by a slight increase in 
HV due to low-temperature relaxation hardening, which is inherent 
in virtually all amorphous metal–metalloid-type alloys. Curve 2 
corresponds to the transition amorphous–crystalline state obtained 
by quenching from the melt with a rate v ≈ vcr. In this case, at an 
annealing temperature of slightly above 200oC, a sharp decrease in 
HV occurs followed by a reduction, but in an absolutely fragile state. 

Fig. 3.166. Slip lines in a bent ribbon specimen of the Fe70Cr15B15 alloy, obtained 
by quenching from a melt with a velocity v ≈ vcr. Scanning electron microscopy in 
secondary electrons.

0.5 µm
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As shown by structural studies, such a relationship is associated 
with the simultaneous occurrence of two processes: decrease in 
boron concentration in the matrix and intensive boride formation. 
The separation of boride occurs mainly in amorphous interlayers 
along the crystal boundaries and blocks the propagation of plastic 
shear over them.

Curve 3 corresponds to the crystalline state obtained during 
quenching from the melt with a rate v < vcr. It is the least stable state, 
although the processes occurring in it during tempering are, as it 
were, shifted to a phase relative to those that occur in the amorphous-
crystalline state. Some paradox, still requiring its explanation, lies 
in the fact that the initial structure is non-equilibrium, the more it 
is stable with respect to thermal effects: the most stable amorphous 
state, and the least thermally stable – the crystalline one.

Briefly summarizing, it should be noted that there are several 
reasons for the anomalously high strength and hardness of the 
amorphous–crystalline state obtained by quenching from the 
melt and having a structure schematically shown in Fig. 3.163. 
First, alloys in this state are characterized by a very small size of 
microcrystallites, supersaturated with boron atoms. Secondly, an 
amorphous interlayer along the boundaries of crystallites completely 
excludes the dislocation mechanism of the transfer of deformation 
from one crystallite to another. And, finally, a high concentration of 
boron in an amorphous interlayer creates additional conditions for 
the realization of high stresses of the onset of plastic flow.

Fig. 3.167. Dependence of the microhardness HV on annealing temperature T for 
1 hour of the Fe70Cr15B15 alloy obtained by quenching from the melt with a rate of 
v > vcr (1), v ≈ vcr (2) and v < vcr (3).
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It should also be noted that the structural state of Fe–Cr–B alloys 
quenched from a melt at a critical rate described in [3.321, 3.322] 
can apparently be realized in other amorphous systems. Indeed, 
recently we were able to observe the same state, accompanied by a 
very high strength (σp = 6 GPa) in the Co4B alloy.

3.3.4. Mechanical properties under deformation effects 

In the work [3.145] an attempt was made to analyze in detail the 
features of the structure and properties under the influence of MPD 
on a series of amorphous alloys of the metal–metalloid type. The 
Ni44Fe29Co15Si2B10, obtained by melt quenching, was mainly studied. 
But in addition, the Fe74Si13B9Nb3Cu1 (Finemet), Fe57.5Ni25B17.5, 
Fe49.5Ni33B17.5, and Fe70Cr15B15 were studied in [3.145].

As it was shown in section 3.2.2, after MPD crystallisation 
processes begin in the alloys, expressed more noticeably after 
deformation at room temperature. For example, for the number of 
turns N = 4 and T = 293 K, the fraction of the crystalline phase α 
and the average crystallite size D are 8% and 3 nm, respectively. The 
authors note that the values ​​of these parameters almost completely 
correspond to those that are observed after N = 8, but at T = 77 K (α 
= 6% and r = 2 nm). Electron microscopic observations (Fig. 3.70 in 
section 3.2.2) confirmed these results qualitatively and quantitatively.

 Figure 3.168 shows the change in the microhardness HV of 
the amorphous and partially crystallized Ni44Fe29Co15Si2B10 alloy 
(preliminary annealing of the amorphous state at a temperature above 
Tcr), depending on the magnitude of the deformation (number of 
turns) N in the Bridgman chamber at various temperatures.

Attention is drawn to the noticeable difference in the character of 
the curves in the initially amorphous and initially partially crystalline 
states. In the first case, there is a significant decrease in HV in the 
initial stages of the MPD (N = 0.5) and subsequent monotonous 
growth, with both the drop effect and the subsequent growth effect 
being significantly more pronounced at T = 293 K (–2.8 and +2.1 
GPa at 293 K and –0.8 and +1.1 GPa at 77 K). As for the initially 
partially crystalline alloy, its HV value was found to be 0.75 GPa 
higher than that of the initially amorphous alloy, but then, first 
noticeable a nd then weak decrease in the HV value without any 
extreme manifestations to a value almost coinciding With an HV 
value for an amorphous undeformed state.

In the region of a sharp drop in HV, inhomogeneous plastic 
deformation is observed with the formation of coarse shear bands, 
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which is inherent in all amorphous alloys at temperatures well below 
the transition point to the crystalline state [1.107]. The phenomenon 
of nanocrystallisation in MPD is considered in detail in section 3.2.2. 
The MPD of annealed copper samples with an initial grain size of 
100–250 μm was carried out in [3.323] by dynamic compression at 
the liquid nitrogen temperature. During deformation, the formation 
of a matrix structure consisting of fragmented nanograins and twins 
was observed. According to the TEM data, the average grain size 
was ~68 nm, the yield strength reached 600 MPa, the tensile strength 
633 MPa, the elongation to break 11%. According to the strength and 
ductility indexes, these samples are somewhat inferior to the data 
[3.324–3.326] for samples with a purely twin structure.

Non-equilibrium thermodynamics for the description of MPD 
As discussed in section 3.2.2, megaplastic deformation (MPD) is a 
complex multilevel process in which several deformation mechanisms 
can participate simultaneously.

A theoretical description of such a process is a rather difficult 
task. Therefore, the attraction of new ideas, views and approaches, 
the search for more adequate theoretical models are highly desirable 
for its solution. At present, there are several theoretical approaches 
aimed at solving this problem. This is the engineering theory 
[3.327, 3.328], which proceeds from simple mechanical concepts 
of the process of deformation. The system of kinetic equations is 
constructed on the basis of generalization of experimental results 

Fig. 3.168. The change in the microhardness HV amorphous (АA) and partially 
crystallized (PC) Ni44Fe29Co15Si2B10 alloy, depending on the value of N after MPD 
at temperatures of 293 and 77 K.
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and regularities. In the framework of this theory it is not possible 
to explain many important features of the MPD process, and, in 
particular, it can not describe the formation of the ‘limiting’ structure 
of metals – the minimum average grain size. To somehow describe 
the fragmentation of grains, some attraction attractor is introduced 
into the theory by ‘hands’, forcing the system to strive for a state 
with the desired (prescribed) grain size.

The theory of material dispersion in the MPD process [3.329-
3.331] is based on another specific deformation mechanism, which 
is based on the concepts of interboundary slip and anomalously 
high diffusion along the grain boundaries. In addition, the theory is 
based on the concepts of free volume borrowed from the theory of 
amorphous materials. At the same time, experimental work [3.332, 
3.333] casts serious doubts on the fact that the free volume can 
be used as a determining thermodynamic parameter for describing 
amorphous alloys, at least in the classical interpretation that is 
accepted in the vast majority of works.

The theory of fragmentation of dislocation structures [3.334-
3.336] describes the formation of high-angle grain boundaries for 
large plastic deformations. It is based on the idea of ​​self-organization 
of dislocations. Flexural and twisting deformations and stresses 
arising in the process of equal-channel angular pressing lead to the 
generation of a large number of geometrically necessary dislocations 
whose behaviour is no different from the behaviour of chaotically 
arising dislocations. In fact, the ideas that previously developed to 
describe the formation of a cellular structure [3.337] were extended 
to describe the formation of a larger defect, the high-angle grain 
boundary. In the subsequent stages of hardening of the material 
[3.334], the newly formed structure must cross several elementary 
dislocation cells. It can be assumed that it is more advantageous 
for dislocations to leave the volume of a dislocation cell or grain 
and ‘settle’ at the boundaries, thereby increasing the level of 
their excess energy (non-equilibrium), and only then to form a 
new boundary as a process of relaxation of the excess energy of 
the boundaries. At the same time, it is logical to assume that the 
achievement of the ultimate grain size as a result of dispersion in 
the MPD process is a general property of obtaining a stationary state 
by the material and can be investigated in the most general form 
without concretizing the deformation mechanism in the framework 
of mesoscopic non-equilibrium thermodynamics [3.338–3.344]. The 
peculiarity of this approach is that whereas ordinary thermodynamics 

381



Amorphous–Nanocrystalline Alloys

is an unstructured theory, here the defective structure is taken into 
account by the explicit introduction of the corresponding terms in 
the basic thermodynamic relationships. Structural elements of the 
medium in such an analysis can be quite large formations of the 
grain type, grain boundaries, dislocation clusters, etc. While ordinary 
thermodynamics in the study of a finely dispersed nanostructured 
medium loses its validity, the applicability of mesoscopic non-
equilibrium thermodynamics becomes more acceptable due to the 
larger number of elements of the medium in a representative volume.

The basic thermodynamic relationship in this case is a certain 
thermodynamic identity or equality, which includes the first and 
second laws of thermodynamics [3.338, 3.341, 3.342]. We write it 
here in the form

1 1
1

,
dN

e
ij ij

l
du d Tds ds dh

=

′= σ ε + + χ + ϕ∑                (3.70)

where u is the internal energy density, σij, εij is the stress tensor and 
the elastic part of the strain tensor, T, s is the temperature and the 
total (from external and internal sources) equilibrium entropy, χ, s' 
are the non-equilibrium temperature and non-equilibrium entropy 
only from internal sources, φ l, h l are the energy and density of 
structural defects of l-type. Summation is carried out for all types 
of structural defects Nd present in the bulk of a solid, but in specific 
problems it may be sufficient to take into account one or two types 
of defects, Nd + l is the total number of dissipation channels for 
the irreversible part of the work of external forces, including the 
thermal one.

The first two terms in (3.70) describe the equilibrium part of the 
system, the latter – non-equilibrium. A full differential means that 
the variables under it are functions (more precisely, arguments) of 
the state – the variables εe

ij and s in the classical sense of equilibrium 
thermodynamics, the variables s' and hl in the generalized sense 
of non-equilibrium thermodynamics, since they are understood 
in the Landau–Khalatnikov equations, for which the generalized 
thermodynamic forces are calculated as derivatives of internal energy:

, .l
u u
s s

∂ ∂
χ = ϕ =

′ ′∂ ∂                      (3.71)

Due to the formal equality of the thermodynamic variables 
entering into the relation (3.70), the variables φ l and hl can be 
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given the meaning of static temperature and static entropy, since 
they are caused by a static (potential) field of defects, in contrast to 
the usual (dynamic) temperature due to atomic (kinetic) movement. 
The evolution of non-equilibrium parameters in the general case 
is proposed to be described by a system of equations, each of 
which is an equation of the Landau–Khalatnikov type in the case of 
homogeneous or Ginzburg–Landau in the case of a non-homogeneous 
problem:

  
( )
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l
l h l l
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s u
t s

h u
t h

′∂ ∂
= γ = γχ

′∂ ∂
 ∂ ∂

= χ − ϕ = χ ϕ − ϕ ∂ ∂ 

                 (3.72)

where γ, γl are the kinetic coefficients of the rate of the relaxation 
process of the corresponding dissipation channel. The parameter                  
φl > 0 describes the positive actually observed value – the average 
energy of the l-type defect. In contrast to the classical analogue, 
internal, rather than free, energy appears here. The stationary point 
of the second equation in (3.72) is shifted relative to the extremum 
of the internal energy, so that the thermodynamic force in the steady-
state regime will not be zero. The latter circumstance may be due to 
the manifestation of the structural viscosity of the defective material 
– defects can not escape due to their low (zero) mobility. In addition, 
thanks to this displacement, it is possible to construct a consistent 
closed system of thermodynamic potentials obtained from the internal 
energy by means of the Legendre transformation [3.345]. Finally, 
unlike the classical analogue, the plus sign stands in the right-hand 
sides of equations (3.72) which indicates that the stable state of 
the system corresponds to those states that are located near the 
maximum of the internal energy. This seems somewhat paradoxical 
in comparison with equilibrium thermodynamics, where the minima 
of all thermodynamic potentials (except entropy) correspond to stable 
states. Such an inversion for internal energy is associated with the 
energy pumping process due to the irreversible part of the work of 
external forces.

Equations (3.72) form a connected system of equations, which 
must be considered together. However, for simplicity, consider them 
separately. The first equation in (3.72) can really be considered 
separately in the case when the production of new defects terminates, 
for example, when the system as a result of dispersion reaches 
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a minimum grain size. If we confine ourselves to the quadratic 
approximation of the internal energy with respect to the non-
equilibrium entropy

( )2
0 ,lu s s′ ′= χ − χ                        (3.73)

Then the evolution equation can be written in an explicit form:

( )0 12 .s s
t
′∂ ′= γ χ − χ

∂
                     (3.74)

The first term describes the constant sources of non-equilibrium 
entropy, which arise from the irreversible part of the work of external 
forces. The second term is the ordinary relaxation term describing 
the transition of the non-equilibrium entropy to the equilibrium state. 
Due to this, the equilibrium (s) part of the entropy will constantly 
increase which will lead through the equation of state to a constant 
increase in temperature, while the fraction of the non-equilibrium 
part in the steady-state regime s' = χ0/2χ1 will remain constant.

Thus, the equilibrium entropy s will vary in time in accordance 
with the evolution of the non-equilibrium entropy:

12 .s s
t

∂ ′= γχ
∂

                           (3.75)

At the initial stage of deformation, the non-equilibrium part of 
the entropy will change as quickly as possible, and the equilibrium 
entropy is the slowest, while in the stationary stage, on the contrary, 
the non-equilibrium part of entropy will remain constant, and the 
equilibrium entropy will change as quickly as possible. If the kinetic 
constant γ is large, then the stationary state will be reached quickly 
(the adiabatic approximation), and then the change with time of the 
equilibrium entropy in the absence of heat outflow through external 
boundaries can be written directly in the form ∂s/∂t = γχ0.

In this case, the first equation in (3.72) can be ignored. It 
should be noted that such a regime can not be considered strictly 
stationary, since an increase in temperature will lead to a change in 
the expansion constants of the thermodynamic potential, and in the 
second order the system will continue to evolve. The regime will be 
strictly stationary only in the case when all the heat released from 
internal sources will completely leave the heat through its external 
boundaries.
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The second equation in (3.72) can be considered separately in the 
adiabatic case considered above, or in the case when thermal effects 
can be neglected. In the case of MPD, this can be done (possibly 
only for some materials) at the stage of intensive production of 
boundaries, when the main channel for dissipation will be the 
production of defects. In the latter case, it is convenient to go over 
to the free-energy potential f = u–Ts and assume that the process is 
carried out at a constant temperature. Separately, the equation for 
one type of defect can be considered in the case when the evolution 
of other types of defects is completed. In the case of MPD at the 
stage of direct fragmentation, it can be assumed that the process 
of formation of a dislocation structure has already reached the 
stationary regime and is reduced to providing boundaries with a new 
‘building’ material. Then the main material defect, which is in a 
state of evolution, has the form of grain boundaries. In the quadratic 
approximation with respect to the density of defects, the evolution 
equation can be written in explicit form:

  ( )0 12 ,g
g g g g g

h
h

t
∂

= γ ϕ − ϕ − ϕ
∂

                (3.76)

where hg is the boundary density (the total area of ​​boundaries per 
unit volume), γg, φg0, φg1 are the kinetic constant and the coefficients 
of internal energy expansion, and φg is the stationary value of the 
boundary density.

The coefficient of decomposition φ g0,  on the one hand, is 
responsible for the connection of grain boundaries with defects of 
deeper structural levels, such as dislocations, cellular structures, 
subgrain boundaries, etc., as a building material for boundaries. 
In addition, the value φg0 determines the energy redundancy (non-
equilibrium) of defects of deeper structural levels, as a result of 
which they tend to ‘settle’ at the boundaries. On the other hand, 
it determines an irreversible part of the external work, that is, the 
energy received from the work of external forces is directed to the 
production of new boundaries not directly, but indirectly through 
the production of smaller defects. The coefficient φg1 determines the 
relaxation rate of non-equilibrium boundaries, the limit of which is 
given by the constant φg ̄ . 

The presence of the displacement φg ̄ will lead to the fact that a 
stable stationary point will correspond not even to the maximum of 
the internal energy, but to some constant slope of the tangent to its 
graph.
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The value  φg ̄  can depend on the parameters of the problem in a 
complex manner, and at this stage of understanding the problem must 
be determined experimentally. It can be quite definitely stated that 
a higher level of non-equilibrium of stationary boundaries [3.340, 
3.341] should correspond to a finer dispersed material (large values ​​
of hg).

The free energy for the isothermal problem can be expanded in 
a series of material defectiveness with allowance for contributions 
up to 4 degrees:

( ) 2 3 4
0 0 1 2 3

1 1 1 ,
2 3 4g g g g g g g g gf h f h h h h= + ϕ − ϕ + ϕ − ϕ         (3.77)

where the expansion constants depend on the first and second 
invariants of the elastic part of the strain tensor:
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where λ, μ are the elastic Lamé constants, f*
0 = 2 · 108 Pa, λ =                 

µ = 20.8 GPa, φ*
g0 = 0.8 · 10–3 Pa·m, φ*

g1 = 0.8 · 10–12 Pa·m2, φg2
 = 

2.25·10–23J; φg3
 = 1.2 · 10–34J·m, g = 0.12 Pa·m, λ̄ = 1000 Pa·m, µ̄ = 

2500 Pa·m, e = 3.6 · 10–12 Pa · m2, εe ji = –0.002.
The free energy diagrams corresponding to the values ​​of the 

parameters are shown in Fig. 3.169 for different values ​​of the second 
invariant εe ijε

e
ji.

Smaller values ​​of defectiveness correspond to a more coarse-
grained structure of the material. For small values ​​of the parameter 
εe ij (low stresses), there is one maximum of free energy in the region 
of a coarse-grained structure. It corresponds to the usual plasticity 
of the material, and the coarse-grained structure can therefore be 
considered as one of the limiting structure types.

With the growth of stress there is another maximum, which at high 
stresses becomes the only one. At this point, the system under the 
first-order phase transition scenario turns into a fine-grained state, 
into the next stationary or limiting structure. Such a transition is the 
essence of the MPD.
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Fig. 3.169. Free energy graphs for different values ​​of shear stresses. Here, the 
values ​​of the second invariant correspond to curves from below upwards εe

ijε
e
ji = 

{1,7; 2.7; 3.9; 5.2; 6.8} · 10–6.
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I t  should be noted that, because of the greater number of 
thermodynamic pairs of variables compared with the equilibrium 
case, there will be more variants of the Legendre transformation. For 
example, by performing the Legendre transformation directly on the 
thermal (T, s) variables describing the defectiveness of the material 
(φ, h), one can obtain free energy of the form:

F = u – Ts – φh.                        (3.79)

For a free energy of this type, the stable state of the system will 
be near its minimum [3.340, 3.341], and not the maximum, as it was 
for the potentials considered above. A more detailed exposition of the 
problem of the connection between different types of thermodynamic 
potentials can be found in [3.345].

In conclusion, we note that the approach of mesoscopic non-
equilibrium thermodynamics presented here is a kind of attempt 
to correctly reconcile two extreme points of view, one of which is 
based on the postulation of certain macroscopic constitutive relations, 
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which often include the large volume of empirical data, and the 
second is based on a microscopic (structural) description . The 
first approach is much simpler and allows us to obtain foreseeable 
solutions, but at times it allows inaccuracies that they seem to follow, 
but the way to obtain macroscopic consequences from microscopic 
equations is so complicated, and to obtain more or less visible 
solutions it takes so many additional assumptions that the advantages 
of the approach become not obvious. The proposed approach here 
intelligently combines the advantages of both points of view. On the 
one hand, the simplicity of the constitutive approach is achieved, but 
the working relations are not postulated, but are derived from general 
principles, on the other hand, the structure of the material is fully 
taken into account here. In addition, the approach also provides a 
natural way of how to truncate the system of equations, leaving one 
or two types of defects in the field of view that are most significant 
when describing a particular process.

Since in describing the fragmentation of the grain structure in 
the MPD process, the most significant defect is the grain boundary, 
all other defects are effectively taken into account in the absence of 
the individualization of their individual behavior by the coefficients 
of the theory. Of course, when describing the second and third 
stages of material hardening, the set of defects will be different, 
and here it becomes necessary to consider the various systems 
and subsystems of the dislocation organization. This task, in view 
of its special complexity, has so far not been resolved within the 
framework of the proposed approach, and it still has to be addressed. 
In particular, within the framework of this approach, it is necessary 
to take into account the nature of the evolution of dislocation loops 
as it occurs in real material [3.346–3.351]. According to [3.346], 
macroscopic deformation consists of events occurring in regions of 
loss of stability. Its minimal structural element is dislocation loops, 
and not straight-line infinite dislocations, as is customary in most 
plasticity theories.

Thus, the author of [3.345] proposed a mesoscopic non-equilibrium 
thermodynamics variant for describing the fragmentation of a material 
during metal processing by MPD methods, which takes into account 
the structural structure of the material. The coarse-grained structure 
within the framework of the proposed consideration can be treated 
as one of the models of the stationary (limiting) structure. In the 
next stationary (limiting) finer-grained state with an increase in the 
level of external shear stresses, the system quite sharply goes over 
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the scenario of a first-order phase transition. This type of transition 
justifies the application to this process of the term of severe plastic 
deformations, and not just large deformations, as is often the case 
in the literature.

3.3.5. Mechanical properties after pulsed treatment

In [3.215], the effects of pulsed laser annealing on the structure 
and properties of bulk amorphous Zr–Ti–Cu–Ni–Al (52.5% Zr) and 
Pd–Cu–Ni–P (40% Pd) alloys was studied and it was established 
that the effect of pulsed laser radiation on the surface of amorphous 
alloys is accompanied by structural transformations that depend on 
the thermal properties of the alloys. The nanoindentation method 
shows that in the zone of action of laser radiation, the values ​​of 
nanohardness and modulus of elasticity of amorphous bulk alloys on 
the basis of zirconium and palladium change in comparison with the 
initial state (Table 3.2). In the Zr-based alloy, a significant decrease 
in the nanohardness and Young’s modulus is due to the structural 
transformation of the amorphous matrix → HCP crystal, and in 
the Pd-based alloy this decrease is 10 and 5%, respectively, and is 
associated with the secondary glass transition processes occurring 
on the surface.

When using pulsed laser irradiation of 82K3KhSKhR amorphous 
metal alloy [3.213], the regions of the crystalline phase are nucleated 
in the amorphous matrix. In the crystallisation of an amorphous 
substance, in the course of the appearance and ‘optimal’ distribution 
over the volume of an amorphous matrix of metallic glasses of finely 
dispersed crystalline particles, the hardness increases. The greatest 
increase in microhardness is observed near the fusion boundary 
and is associated mainly with stresses that arise as a result of the 
formation of a transition zone from an amorphous matrix containing 

Amorphous alloy Nanohardness 
HVIT, GPa

Young modulus E, 
GPa

Based on 
Zr

Inside the effect zone 0.249 4.598
In the initial state 12.215 150.492

Based on 
Pd

Inside the effect zone 12.111 193.47
In the initial state 13.396 202.888

Table 3.2. Mechanical characteristics of alloys in the zones of effect and in the 
initial state

389



Amorphous–Nanocrystalline Alloys

finely dispersed inclusions to regions containing a crystalline phase. 
Due to the action of a relatively powerful and short laser pulse, 
leading to local heating of the material, a change in the mechanical 
characteristics at the boundary of the zone of thermal influence is 
noted.

In [3.352] the effect of the pulsed photon irradiation (PPR) on 
the structure and properties of the amorphous alloy Al87Ni10Nd3 
is examined It is established that under the influence of PPR, a 
nanocrystalline structure with a grain size of less than 50 nm can 
be obtained. After the effect of PPR with an energy of radiation                      
Er = 1–10 J/cm2, nanocrystalline phases (Al, Al–Nd) with an average 
matrix phase size (Al) ~ 2.5 nm (Er = 5 J/cm2) to 5 nm (Er =                                                                                                       
10 J/cm2) start to precipitate. At Er > 15 J/cm2, the alloy becomes 
amorphous–crystalline, and at Er = 17 J/cm2 it completely crystallizes 
with a particle size of 50–150 nm. The results of measuring the 
microhardness of this alloy after the PPR with an energy of                      
Er = 15 J/cm2 show an increase in this characteristic from 3.7 GPa 
to 4.8 GPa, while the hardening HV/HVamorph was 1.34–1.36. It 
should be noted that the maximum hardening while maintaining the 
ductility of the alloy was achieved after the PPR with Er ~ 12 J/cm2                                                                                                                
(HV/HVamorph = 1.31). After the PPR with Er = 10 J/cm2, the alloy 
is retained in the plastic state, but it is not prone to hardening, 
at Er = 15 J/cm2, maximum hardening is achieved with loss of 
plasticity, and after PPR with Er = 17 J/cm2, it softens (HV <HVamorph). 
The mechanism of hardening is associated with the formation of 
nanocrystalline phases (Al and Al3Ni), in the case of PPR with              
Er = 15 and 17 J/cm2, the size of aluminum nanoparticles is 50 and 
84 nm, respectively.

It is reported in [3.353] that when PPR affects alloys of the                                                                                                         
Fe–P–Mn–V systems structural inhomogeneities (clusters) are 
formed in the amorphous matrix. Two types of clusters form in 
the Fe74P18Mn5V3 alloy that are unstable near the crystallisation 
temperature, and in Fe73P18Mn5V4 alloy the formation of clusters of 
the same composition was observed which are resistant to a wide 
range of temperatures and are characterized by a greater chemical 
bond strength, resulting in a greater degree of reinforcement in 
the transition to nanocrystalline state. PPR with Er <16 J/cm2 for 
2 s while maintaining ductility leads to hardening of alloys in 
comparison with the initial amorphous state [3.354]. Under the 
influence of PPR with Er <20 J/cm2 for 2 s, a nanocrystalline 
structure with nanocrystal dimensions of 2–3 nm is formed in these 
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alloys, while plasticity is preserved. After the effect of PPR with                                                      
Er = 21 J/cm2, the Fe73P18Mn5V4 alloy begins to crystallize to form 
nanocrystalline phases of ~70 nm in size in the Fe73P18Mn5V4 alloy, 
which leads to a decrease in the microhardness.

3.3.6. Mechanical properties of amorphous–nanocrystalline 
films 

Film technology is very effective for obtaining high-strength silicon–
titanium nitride nanocomposites. Record hardness values ​​(80-100 
GPa) are described for nanostructured films (Ti, Si) N sputtered 
in plasma-activated regimes by the method of chemical deposition 
[3.355]. Such high-hard and highly wear-resistant nanocomposites 
(Ti1–xAlx)N/a-Si3N4 have an amorphous matrix of silicon nitride in 
which nanoinclusions of titanium–aluminum nitride (3–4 nm in size) 
are located. Comparison of the wear of the incisors with a coating 
from this nanocomposite and standard coatings such as TiN, Ti 
(C, N), and (Ti, Al) N has shown the advantage of nanocomposite 
coatings (Fig. 3.170).

Brittle materials, such as nitrides, carbides, oxides, etc., have high 
hardness values ​​in the ordinary coarse-grained state (up to 20–30 
GPa or more). This property served as a good motive for creating on 
their basis new types of superhard materials using the nanostructural 
approach. Several scientific groups in the United States, Sweden, 
Germany, the former USSR, and Austria independently and practically 
simultaneously produced single- and multilayer films based on 
nitrides, carbides and borides with a hardness of 50–80 GPa.

Figures 3.171 and 3.172 show the effect of the number of layers 
in multilayer nitride films (the total thickness of all films was the 
same and was 2 μm) on the hardness of the samples [3.356].

With an increase in the number of layers (and, correspondingly, 
with a decrease in their thickness), a considerable increase in 
hardness is observed, which is explained by the difficulty in 
spreading the propagation of dislocations and cracks due to the 
increase in the number of interfaces.

The properties of amorphous–nanocrystalline films have been 
studied to the greatest degree for nanocomposites based on an 
amorphous carbon matrix and nanocrystalline inclusions of TiC, ie, 
TiC–aC films (nc-TiC–aC:H – the British designation for hydrogen 
in the carbon matrix) . Such films are obtained by various methods: 
electric arc plasma spraying of titanium targets in hydrocarbon 

391



Amorphous–Nanocrystalline Alloys

media, magnetron sputtering of graphite and titanium targets. The 
participation of hydrogen in these processes leads to the saturation 
of carbon amorphous matrices (in the foreign literature they were 
designated a-C:H, i.e., amorphous carbon saturated with hydrogen, 
whose content can reach up to 25 at.%) [3.357].

Table 3.3 shows some mechanical properties of amorphous-
nanocrystalline composites of the TiC–aC type, studied using the 
nanoindentation method. For comparison, data on the properties of 
single-phase single-layer and multilayer carbide films are included in 
the table. Although the comparison of the results of nanoindentation 

Fig. 3.170. Change in wear of the cutters as a function of the cutting length during 
processing of the refractory nickel alloy of the Inconel 718 type for standard (1) 
and nanocomposite coatings (2).
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Fig. 3.171. A change in the hardness of multilayer nitride films with an increase in 
the number of layers: 1 – TiN–NbN, 2 – TiN–ZrN, 3 – TiN–CrN.
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[3.357–3.359], carried out by different authors, is very difficult 
due to methodological features (for example, unequal loads in 
measurements), however, one can draw some conclusions from the 
data of the table.

1. The hardness and modulus of elasticity of amorphous-
nanocrystalline TiC–aC film composites do not follow the additive 
rule [3.357] in comparison with the analogous results for the initial 
components.

2. An attempt to explain a number of data (for example, the 
effect of the size of TiC nanocrystals) leads to contradictions, which 

Fig. 3.172. The image obtained in a high-resolution transmission microscope of a 
TiN–NbN film (layer thickness: TiN ~ 1 nm, NbN ~ 4 nm).

Table 3.3. Mechanical properties of amorphous–nanocrystalline film composites

Object Thickness, 
µm

TiC 
nanocrystal 

size, nm

Hardness
HV, GPa

Young 
modulus E, 

GPa
Single-layer TiC–aC 
film 0.5 – 32 370

Multi- layer TiC–aC 
film 3.2 – 30 350

Single-layer TiC–aC 
film (22 at.% Ti) 3.0 1 18.2 150.8

Single-layer TiC–aC 
film (29 at.%) 3.1 2 21.8 162.8

Single-layer TiC film 
(40 at.% Ti) 2.7 12 25.6 191.0

Single-layer TiC film 
(54 at.% Ti) 2.7 35 16.4 230.6
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is obviously connected with the influence of many factors on the 
measured properties [3.359].

More informative was the study of deformation of single- and 
multilayer films with nanoindentation in situ in a high-resolution 
transmission microscope [3.360]. Investigation of the morphology 
of films and the type of prints (the presence and absence of cracks) 
revealed a viscous behavior and the presence of plastic deformation. 
The identification of multilayer films causes a homogeneous 
deformation followed by the generation of shear bands. The presence 
of TiC nanocrystals in an amorphous carbon matrix effectively 
promotes dissipation and deflection of cracks. All this leads to the 
appearance of plasticity while maintaining high values ​​of hardness 
and modulus of elasticity [3.360].

In work [3.361], film coatings based on TiN are widely used as 
hard wear-resistant coatings for cutting tools, diffusion barriers in 
electronics, etc. It turns out that when doping nitride coatings with 
elements such as Si, B, Al, Ni, Y, there are significant changes in 
the structure and properties of such coatings. The high efficiency of 
alloying coatings with such elements, insoluble under equilibrium 
conditions, is due to their thermodynamically controlled segregation 
along the grain boundaries of TiN with the formation of a grain 
boundary phase limiting grain growth at a level of less than 10-
15 nm. For example, in a coating of Ti–Si–B–N, a two-phase 
amorphous–nanocrystalline structure is formed consisting of titanium 
nitride sized about 20–25 nm and amorphous grain-boundary phase 
thickness, according to the estimates of the authors [3.351], 5–8 nm, 
which makes it possible to achieve superhardness (hardness more 
than 40 GPa) of such coating.

3.4. Magnetic properties

The study of the magnetic characteristics of nanocrystals is 
stimulated by significant applied successes in the creation of new 
high-efficiency magnetically soft and magnetically hard materials in 
the nanocrystalline state [3.362–3.366].

In principle, partial or complete crystallisation of amorphous 
ferromagnetic materials, as a rule, leads to a high coercive state 
[3.367]. In heat treatments above TK, nanocrystalline phases with 
high magneto-crystalline anisotropy can be emitted in an amorphous 
matrix. For example, the coercive force Hc of an amorphous 
Fe5Co70Si15B10 alloy after annealing at 723 K for 1 hour increases to 
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24 kA/m, which is due to the release of the nanocrystalline cobalt 
phase [3.368]. With partial crystallisation of initially paramagnetic at 
amorphous alloys, a high coercive force value can also be achieved 
[3.368]. In this case, nanoparticles of the crystalline phase with a 
high Curie point Tc are formed in the amorphous matrix.

It was shown in [3.369] that, depending on the thermal treatment 
regime, two completely different structural states of partially 
crystallized amorphous Fe85–xCrxB15 alloys (x = 10, 12, 15, 18, 20) 
can be achieved, which are characterized by high Hc values. It turned 
out that for each of the alloys there exists an annealing temperature 
T*

ann at which the Hc value passes through the aximum. Figure 3.173 
shows a characteristic hysteresis loop for an alloy with x = 18 
annealed in the optimal regime. Here, for comparison, a loop of 
a completely crystallized alloy of the same composition is shown.

The maximum value of Hc increases as the chromium content 
increases from 16 kA/m to 40 kA/m, while  the saturat ion 
magnetization Is decreases from 1 to 0.65 T. The value of T*

ann also 
decreases as x increases from 950 to 870 K [3.369].

The dependence of the magnetic properties on the annealing 
temperature obtained for the Fe67Cr18B15 alloy is shown in Fig. 3.174. 
Two Hc peaks of approximately equal magnitude (35–36 kA/m) 
are observed. The first peak is very close to TK, and the second 
peak is about 120 K higher. The structural state of the amorphous-
nanocrystalline alloy corresponding to the second maximum is more 
stable and less sensitive to the time of heat treatment.

The Is value in Fig. 3.174 first increases noticeably, but then 
experiences a local minimum corresponding to the second peak Hc. 
On the basis of a detailed analysis, the authors of [3.369] concluded 
that the first maximum of Hc is due to the predominance of processes 
of rotation of the magnetization vector of single-domain α-FeCr 
nanoparticles in a paramagnetic amorphous matrix. The second 
maximum is due to the delay in the displacement of the domain 
boundaries of α-FeCr on the precipitates of the (Fe, Cr)3B phase, 
with magnetization fluctuations being the main factor in this process.

In recent years a new class of magnetic materials with a mixed 
amorphous–nanocrystalline structure and a higher level of static and 
dynamic magnetic characteristics has been discovered compared 
with similar crystalline and amorphous alloys [3.362]. For example, 
the characteristics of magnetically hard materials such as Fe–Nd–B 
(coercive force, residual induction and maximum magnetic energy) 
exhibit a clear tendency to increase when a nanocrystalline structure 
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is formed. Magnetically hard nanomaterials of this type, obtained by 
melt quenching, are acquiring an increasingly applied value [3.370].

The paradoxicality of the situation is that in a two-phase 
amorphous–nanocrystalline state (and not in a single-phase state), a 
unique high level of magnetic parameters inherent in magnetically 

Fig. 3.174. Dependences of the coercive force and saturation magnetization on the 
pre-annealing temperature for Fe67Cr18B15 alloy.

Fig. 3.173. Magnetic hysteresis loops for the Fe67Cr18B15 alloy in amorphous 
nanocrystalline (solid curves) and nanocrystalline (dashed curves) states.
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soft ferromagnetic alloys is realized, which at first glance contradicts 
the generally accepted views on the nature of ferromagnetism. 
Nevertheless, the amorphous–nanocrystalline magnetic materials 
possessing high values ​​of magnetic induction and permeability (initial 
and maximum) successfully compete with well-known Fe–Si and 
Fe–Co alloys both in the amorphous state and in the crystalline state.

Figure 3.175 clearly shows the advantages of the amorphous-
nanocrystalline alloys obtained by controlled annealing of the 
amorphous state, in comparison with traditional soft magnetic 
materials, including the amorphous ones. To an even greater extent, 
these advantages become apparent in the high-frequency range of 
magnetization reversal.

3.4.1. The theory of magnetism in nanocrystals with a strong 
intergranular interaction

The fact that the measure of magnetic hardness – coercive force (Hc) 

Fig. 3.175. A diagram illustrating the dependence of the coercive force on the grain 
size of magnetic materials [3.371].
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– is inversely proportional to the grain size in the interval 0.1–1 mm 
in which D exceeds the thickness of the domain (Bloch) wall δw is 
the determining factor in understanding the optimal parameters of the 
nanocrystalline soft magnetic state; D >> δw. In such cases, the grain 
boundaries act as an obstacle to the motion of the domain walls, 
and hence the fine-grained materials are usually more magnetically 
harder than the coarse-grained ones. Recent progress in understanding 
the nature of coercive force led to the conclusion that a very small 
grain size D << 100 nm leads to a sharp decrease in Hc [3.371–3.376] 
(Fig. 3.175). This is due to the fact that D becomes substantially 
smaller than δw (D << δw). In this case, the wall covers several 
grains, so that the fluctuations of the magnetic anisotropy in the 
scale of one grain do not lead to the retardation of the entire domain 
wall. This important concept suggests that nanocrystalline alloys 
have a significant potential as a soft magnetic material, since its 
properties require that the nanocrystalline grains are a single unit in 
the magnetic aspect. Similar ideas were expressed for the so-called 
‘spring-exchange’ magnetically-hard materials [3.377–3.379].

In principle, the reduced coordination number of atoms in the 
surface should affect the Curie point of ferromagnetic nanocrystals, 
where the share of the grain boundaries is large. However, in most 
of the observations in the literature, the value of the Curie point Tc 
does not deviate strongly from those values ​​that are characteristic of 
massive materials. For example, the value of Tc for Ni is 360oC in 
both coarse-grained and nanocrystalline states [3.380]. The value of 
Tc = 1366 K for Co nanoparticles and Tc = 1388 K for the massive 
state were obtained in [3.381].

The amorphous–nanocrystalline materials are in a two-phase 
state and have two Curie points (nanocrystalline and amorphous 
phases). Both are important parameters in the description of magnetic 
properties. The amorphous phase in which nanograins formed during 
crystallisation is usually enriched in non-magnetic atoms and, 
consequently, has lower magnetic ordering parameters and a lower 
Curie point. The same is true for a mixture of two crystalline phases, 
for example, for α-Fe as the main phase and the second phase in the 
form of carbides with a lower value of Tc.

When discussing the advantages of nanocrystalline alloys as soft 
magnetic materials, first of all, one should consider such properties 
as coercive force and permeability. The reduction in coercive 
force and the associated increase in permeability turned out to be 
those desirable phenomena that allow preferring amorphous and 
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nanocrystalline alloys. When considering magnetic anisotropy in 
magnetically soft nanocrystals, such a characteristic as the length of 
the magnetic exchange interaction (exchange length) and its relation 
to the width of the domain wall and to the size of the monodomain 
[3.382] becomes very important.

These parameters can be determined using the following 
relationships [3.377]:

  2and ,
4w ex

s

A AL
k M

δ = p =
p

                 (3.80)

where δw is the thickness of the domain wall, Lex is the exchange 
length, A is the rigidity of the exchange interaction, K is the magnetic 
anisotropy constant, and Ms is the saturation magnetization.

The model of randomly distributed anisotropy, proposed by 
Hertzer [3.372–3.376, 3.383, 3.384], was a prerequisite for explaining 
the soft magnetic properties of ferromagnetic nanocrystals. Within the 
framework of this model, the consideration of effective anisotropy 
in nanocrystals is based on the concept of randomly distributed 
anisotropy with respect to amorphous alloys. In particular, the notion 
of the characteristic volume is introduced, whose linear dimensions 

correspond to the characteristic exchange length 
1/2

ex
AL
K

 ≈  
 

 (Fig. 
3.176).

N grains with chaotically distributed light magnetization axes in 
a volume of L3

ex having an exchange interaction were considered. 
Since the easy magnetization axes are randomly distributed, it is 
possible to carry out statistical averaging over all N grains, and the 
effective anisotropy will be Kef = K/(N)1/2, where K is the anisotropy 
constant for any of the grains. The number of grains in the exchange 
interaction is N(Lex/D)3, where D is the average diameter of the 
individual grain. Converting the expression to Kef, we get
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                (3.81)

Since the coercive force is proportional to the effective anisotropy, 
this analysis leads to the conclusion that the effective anisotropy and, 
consequently, the coercive force should grow as the sixth power of 
the grain size:

Hc ~ D6.                             (3.82)
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An important condition for this relationship is that nanocrystalline 
grains must necessarily have an exchange interaction. It is not 
valid for non-interacting particles, which are characterized by an 
interaction parameter commensurate with the diameter of each 
particle, and sensitive to a superparamagnetic susceptibility.

Another dependence of the coercive force on the grain size was 
proposed in the literature for systems with reduced dimensionality 
and was subsequently confirmed experimentally. In [3.385], the 
contribution of domain walls to the coercive force was calculated, 
Hw. It was shown that it depends on the fluctuation parameter and the 
magnitude of equiaxial magnetic anisotropy. The authors concluded 
that the coercive force Hc should in principle be determined by one 
of three different parameters:

1) the inverse nucleation field of the domain HN;
2) the field at which the domain walls begin to grow, HG;
3) the field at which the domain walls become mobile, HW.
The coercive force is determined by the greatest of these three 

quantities. The initial model of randomly distributed anisotropy was 
addressed to a homogeneous amorphous or nanocrystalline phase. The 
next step was the extension of this model to two-phase amorphous-
nanocrystalline systems, characteristic of soft magnetic nanocrystals 
of the third type (for example, for the Finemet alloy) [3.374, 3.384].

Fig. 3.176. Schematic model of chaotic anisotropy. The arrows denote randomly 
oriented axes of easy magnetization of the magnetocrystalline anisotropy [3.375].
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For multiphase materials, the effective anisotropy is
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where the sum corresponds to i phases in the material. In alloys of 
the Finemet type, Kam << KBCC (Kam and KBCC are the constants of 
the magnetic anisotropy of the amorphous and nanocrystalline BCC 
phase, respectively), and a simple two-phase nanocrystalline material 
has an effective magnetic anisotropy:

( )
4 6

2
ef am 31 ,iK DK X

A
≈ −                     (3.84)

assuming that the volume fraction of the amorphous phase (Ham) is 
small. This simple expression predicts the ‘dilution’ effect associated 
with an increase in the relative volume of the amorphous phase.

In the literature, a somewhat different, power-law character of 
the dependence of Dn for Hc was also noted for n < 6 [3.386-3.388]. 
Unlike the Finemet alloys, the coercive force in the Fe–Zr–B–(Cu) 
[3.389] and Fe–P–C–Ga–Si–Cu alloys [3.390] obeys the simpler law 
D3. Such a dependence was explained in [3.388, 3.391, 3.392] as a 
special case of the Hertzer model in the presence of an additional 
effect of a more long-range equiaxial anisotropy (Ku), i.e., with a 
parameter of the exchange interaction parameter much larger than Lex. 
Under these conditions, the effective anisotropy can be represented 
in the form

( )total 2 2
ef ef ,u ncK K K= +                        (3.85)

where Kef nc is the effective anisotropy of the nanocrystal in the 
absence of additional equiaxial anisotropy. Substituting in Eq. (3.85) 
the expression for the effective magnetic anisotropy from the model 
of randomly distributed anisotropy, taken from equation (3.81), we 
obtain
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               (3.86)

Equation (3.86), unfortunately, can not be solved analytically, but 
in the limiting case, when Ku >> Kef nc, it simplifies:
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which was observed experimentally.
The macroscopic characteristics of equiaxial magnetic anisotropy 

may be due to the induced anisotropy, which is caused by the domain 
structure arising during annealing or as a result of magnetoelastic 
interaction. In [3.389], a modification of the randomly distributed 
anisotropy model for systems with reduced dimensionality is 
proposed, where the coercive force is expressed as
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                   (3.88)

where A is the rigidity of the exchange interaction and n is the 
dimension of the exchange interaction region.

The two-phase model of effective anisotropy deals with the 
case when the rigidity of the exchange interaction of two phases 
(amorphous (AM) and nanocrystalline (NC)) are comparable 
quantities. In [3.393], a two-phase model of randomly distributed 
anisotropy was extended to a more realistic case when Aam < Anc. In 
this model, the effective anisotropy is:
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    (3.89)

where φ is the coefficient reflecting the symmetry Kef and the spin 
rotation angle along Lex. Note that in the classical model, φ ≈ 1. The 
nature of saturation magnetostriction for nanocrystalline alloys is 
discussed in [3.383]. It suggests that λs is determined by the balance 
between the contributions of nanocrystallites and the amorphous 
matrix. When λnc < 0 and λam> 0, a very small value of λ can be 
achieved for an amorphous–nanocrystalline composite. A simple 
two-phase model was proposed for induction and magnetostriction 
of saturation, which follows from the simple rule of mixtures [3.372, 
3.373].

As we have already said, the Hertzer model [3.374–3.376, 
3.383, 3.384] very well describes the coercive force data for many 
ferromagnetic nanocrystals. However, to meet this theory, two 
important conditions are required:
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1) the grain size should be less than the characteristic parameter 
of the exchange interaction;

2) the grains must retain the ferromagnetic interaction.
In alloys with a single nanocrystalline phase with the conditions 

1 satisfied the model operates at temperatures below the Curie point. 
but this is not required in the case of multiphase systems, which we 
encounter in the case of magnetic alloys obtained by crystallisation 
from an amorphous state.

For two-phase microstructures with ferromagnetic amorphous 
interlayers (AI) and the only ferromagnetic nanocrystals (NC), 
which are inherently intrinsic in nature, the character of the 
exchange interaction ‘NC–AI–NC’ is of paramount importance for 
the formation of the magnetic properties of these materials. This 
interaction depends on the size of nanocrystals and, more importantly, 
on the chemical composition, size and volume fraction of AI. The 
best properties obviously correspond to the state when both criteria 
are satisfied at a temperature below the Curie point of the amorphous 
phase, which, as a rule, is in turn below the Curie point of the 
nanocrystals.

The deviations of the reduced Hc from the values ​​predicted by 
the model of randomly distributed anisotropy were first measured at 
temperatures near or higher than the Curie point of the amorphous 
phase [3.372]. The decrease in the interaction between ferromagnetic 
NC particles via AI directly correlates with the growth of Hc. This 
discovery became the basis for many studies in which the limiting 
parameters of alloys were established, which contain a sufficient 
number of very small nanocrystals or isolated nanoparticles in an 
amorphous matrix.

A temperature-dependent magnetic susceptibility was observed in 
[3.394, 3.395] in partially and completely nanocrystallized Fe–Si–B 
based alloys. It was concluded that for small NCs with a sufficient 
volume fraction of AI, it is possible to minimize or completely 
eliminate the exchange interaction between NCs and observe the 
superparamagnetic behaviour of the material. In the work [3.396] it 
was shown that the magnetic interaction increases with the increase 
in the volume fraction of the NC. These interactions tend to suppress 
superparamagnetism. The Hc(T) peak was also observed near the 
Curie point of the amorphous phase. The rising branch of these 
curves is associated with the suppression of the exchange interaction 
between the particles. A much higher Tc of the amorphous phase 
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leads to a decrease in Hc in accordance with the predictions of the 
theories of superparamagnetism.

In [3.397 and 3.398], the phenomenological parameter γam was 
introduced, which determines the exchange interaction of the NC 
through the amorphous phase. In the same place, a model was 
proposed that predicts a peak on the Hc(T) curve at the Curie 
temperature of the amorphous phase. It was shown [3.399] that for 
a parameter γam > 0.85 the material behaves as an ensemble of single 
domain particles that become superparamagnetic near Tc for Al. 
Nanocrystals (volume fraction 0.15–0.25) located in the amorphous 
matrix act as inclusions and create the effect of magnetic rigidity 
[3.400, 3.401].

A further increase in the magnetic characteristics of ferromagnetic 
two-phase materials can be realized by increasing the spontaneous 
magnetization of the amorphous phase [3.388, 3.391]. This is due 
to the dominant role of the stiffness of the exchange interaction of 
the amorphous phase of Aam in the temperature interval below Tc. 

The authors of [3.403] investigated the Fe79Hf7B12Si2 alloy to 
obtain a microwire with a nanocrystalline structure by the Taylor-
Ulitovsky method. It was chosen instead of the nanocrystalline 
Fe–Zr based alloy because Zr interacts with the glass, and Zr 
was replaced by Hf. It should be mentioned that even the initial 
Fe79Hf7B12Si2 samples have a partially crystalline structure. The 
average grain size, estimated from the width of the peak from the 
Debye–Scherrer equation, is about 17 nm. During annealing, the grain 
size of crystallites increased from 17 to 35 nm after annealing at 
873 K. During annealing, a significant improvement in soft magnetic 
properties occurred at temperatures Tann = 773–873 K at which the 
grain size D also increased. However, the values ​​of Hc ≈ 600 A/m 
and D ≈ 30 nm for samples annealed at such temperatures (773–873 
K) are noticeably higher than the values ​​found in nanocrystalline 
ribbons of the Finemet type (Hc ≈ 1 A/m, D ≈ 10 nm) based on Fe. 
Figure 3.177 shows the 0c cS

cS

H H
H
−  dependence (Hc0 is the coercive 

force without load, HcS is the coercive force under load, for the 

initial and annealed microwire) on the the applied mechanical stress 
σ, measured in Fe79Hf7B12Si2 samples.

As shown in Fig. 3.177, the growth of Hc with σ was observed 
in the initial and annealed samples at low annealing temperatures 
(Tann < 773 K), but at Tann > 773 K there was a decrease in Hc 
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with increasing σ. This behaviour can be related to the different 
magnetostrictive character of the samples. It is generally accepted 
that the effective magnetostriction of saturation in magnetically soft 
nanocrystalline alloys is determined mainly by the balance of the 
two contributions, namely, the first contribution arising from the 
nanocrystalline phase and the second from the residual amorphous 
matrix. It can be assumed that during annealing, the concentration 
and distribution of the nanocrystalline and amorphous phases change, 
which leads to a different dependence of the coercive force on the 
stresses at different Tann. The grain size plays an important role in 
explaining the behaviour of the coercive force during annealing. 
Indeed, there is an increase in the grain size (from 15 to 35 nm) 
with a simultaneous decrease in the coercive force. In addition, 
this dependence of the coercive force on the grain size does not 
correspond to the model of random anisotropy proposed by Herzer 
for nanocrystalline materials of the Finemet type [3.374].

3.4.2. Magnetic properties of Fe–Si–Nb–Cu–B alloys 
(Finemet). 

As we have already noted, systems with a nanocrystalline phase were 
considered primarily as magnetically hard materials (for example, 
to create high values ​​of properties in Nd–Fe–B, Pr–Fe–B, Sm–Co, 

Fig. 3.177. Dependence of the coercive force on the applied mechanical stresses in 
the initial and annealed state at different temperatures of the Fe79Hf7B12Si2 microwire.

initial

σ, MPa
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and others). In order to obtain good soft magnetic properties (low 
coercive force and high magnetic permeability), we sought to realize 
as large grain sizes as possible. A typical example: electrotechnical 
steel (Fe–3% Si), the maximum properties of which can be obtained 
as a result of secondary recrystallisation [3.60]. The situation changed 
dramatically after Japanese researchers completely accidentally 
discovered unique soft magnetic parameters in an amorphous-
nanocrystalline Fe–Si–B alloy with small additions of copper and 
niobium, which was later called ‘Finemet’ [3.402]. Initially, the alloy 
had the following chemical composition: Fe73.5Si13.5B9Nb3Cu1, but later 
it underwent some changes. A wide variety of alloys of the Fe–Si–B 
system with small additions of refractory elements (Nb, W, Ta, Zr, 
Hf, Ti and Mo) and copper, whose composition was located in the 
immediate vicinity of the classical Finemet [3.402], was studied in 
detail. In the initial state (after quenching from the melt) they are 
all amorphous, and the optimum level of properties is achieved after 
partial crystallisation, as a result of which nanocrystals of the ordered 
phase of Fe–Si are released in an amorphous matrix. It is important 
to note that the nanocrystalline phase, reaching a size of about 10–20 
nm, does not increase further, which, as it turned out, is due to the 
hindered diffusion and atmospheres created by the boron, niobium 
and copper atoms in the amorphous matrix around the growing 
nanocrystals [3.404], and also due to the retardation of the growth of 
nanocrystals by ultradispersed precipitates of the metastable boride 
phase at the interface [3.405]. It is also shown [3.405] that there 
are copper clusters in the amorphous matrix at the stage preceding 
nanocrystallisation, which stimulate the separation of FeSi phase 
nanocrystals arranged on the substrate, as on the substrate, in the 
order of type DO3 [3.406]. More details of the structure formation 
in Finemet-type alloys are given in 3.2.1.

In the classical Finemet, there is no magnetic domain structure 
in nanocrystals, which in combination with mutual compensation 
of magnetostriction effects in nanocrystals and in an amorphous 
matrix leads to the formation of a very low coercive force (5–
10 A/m), high initial permeability at ordinary (100 000) and high                                
(10 000) frequencies and small remagnetization losses (200 kW/m3). 
An additional positive effect on the properties is also provided by 
treatment in a magnetic field [3.407] and annealing in an atmosphere 
containing nitrogen [3.408].

As follows from the previous section, the nature of the magnetic 
interaction of nanocrystals is crucial for the formation of high 
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magnetic properties in an amorphous–nanocrystalline Finemet alloy. 
This interaction is reduced or suppressed above the Curie point of the 
amorphous phase. Since the non-magnetic components of the alloy 
can be located mainly in the amorphous phase and, therefore, lower 
its Curie point, it is necessary to closely monitor the composition 
of the selected alloy.

In soft magnetic materials, their composition and structure should 
provide the maximum decrease in the magnetocrystalline anisotropy, 
the main contribution to which is made by the induced anisotropy 
associated with magnetostrictive deformation. The best materials 
(including Finemet) have the lowest values ​​of magnetostriction. In 
the crystallisation annealing of amorphous Finemet quenched from 
the melt, the saturation magnetostriction λs decreases (from 20 to 
3 × 10–6), which can be explained by the small positive λ value for 
the amorphous phase, by the small negative value for the α-FeSi 
nanocrystalline phase and compensation of regions +λ with regions 
–λ. The maximum value of the magnetic anisotropy constant K is 
observed after annealing at a temperature of 450oC, corresponding 
to the onset of crystallisation [3.409]. At higher temperatures, K 
decreases as the distance between the particles of the NC phase 
decreases and as the interparticle exchange interaction increases.

The saturation magnetization of the Finemet alloy is determined 
by the reversible rotation of the magnetization vector in accordance 
with the law

( ) 1/21 2
21 ,s

a aM H M bH
H H

 = − − +  
                (3.90)

where the term a2/H
2 describes the contribution that follows 

directly from the model of randomly located axes of anisotropy. 
It is associated with FeSi nanocrystals. The coefficient a2 reflects 
the theoretically predicted effective magnetic anisotropy of the 
material, while in amorphous alloys it is caused by local stresses 
and magnetoelastic interaction.

In the opinion of the authors of [3.410], the Finemet compositions 
proposed in [3.411] are ‘padded’ with amorphous metalloids, which 
reduces the magnetic properties and worsens the quality of the 
ribbon. In this connection, an attempt was made in [3.410] to 
improve alloys by changing their chemical composition, and also 
by optimizing the heat treatment regimes. As a result, the Russian 
analogue of the Finemet alloy was developed, which received the 
brand 5BDSR.
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Figure 3.178 shows the dependence of the initial magnetic 
permeability and coercive force Hc, measured in the quasistatic 
reversal of the magnetization, on the content of niobium in                        
Fe77–xNbxCu1Si16B6 alloys. The maximum of μ0 and the minimum of 
Hc on the curves indicate that in order to improve the soft magnetic 
characteristics, it is necessary to achieve a certain ratio of the 
components in the phases. In addition, with increasing niobium 
concentration, the temperature interval for the existence of the 
necessary amorphous–nanocrystalline structural state increases. This 
facilitates the choice of the annealing mode to obtain the desired 
structure and allows it to be carried out at higher temperatures to 
relieve stresses.

Copper doping, as expected, contributes to the formation of a 
high density of crystallisation centres and a decrease in the size of 
critical nuclei, which provides the required nanocrystalline structure 
[3.404]. In this case, copper alloying embrittles the amorphous 
ribbon (worsening the technology of its production), therefore, 
the concentration of copper in the alloy should be minimized. The 
dependence of μ0 for copper-free and copper alloys on the annealing 
temperature is shown in Fig. 3.179. It is seen that the level of 
properties in the alloy containing copper increases by about an 
order of magnitude due to the formation of the necessary two-phase 

Fig. 3.178. Dependence of magnetic properties on the concentration of niobium in 
Fe77–xNbxCu1Si16B6 alloys.

A
/m
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amorphous–nanocrystalline structure (80% of the nanocrystalline 
FeSi phase of about 20 nm in size and 20% of the amorphous phase).

When studying Fe73–xCu1Nb3Si13Bx alloys with different boron 
content, it was found that a high level of properties is achieved in a 
fairly wide range of concentrations, but the highest values ​​of μ0 can 
be obtained only in a narrow range of compositions (Fig. 3.180). 
According to electron microscopy data, when boron content exceeds 
9 at.% after heat treatment at 550oC for 1 hour, in addition to the 
FeSi phase, undesirable borides are observed [3.412].

The dependence of the properties of nanocrystalline alloys such 
as Fe89–xCu1Nb3SixB7 on the silicon content after various thermal 
treatments is shown in Fig. 3.181 [3.410]. In alloys with a high 
silicon content, lower values ​​of Hc can be obtained. In the right-
hand corner of Fig. 3.181 there is the dependence of μ0 after 
annealing at 550oC. The increase in this characteristic with increasing 
silicon concentration is due to the fact that near 16–17% Si the 
saturation magnetostriction changes sign (i.e. λS ≈ 0) [3.384]. But 
with increasing silicon concentration the processability of the alloy 
deteriorates. Using high silicon alloys it is very difficult to obtain 
a ductile ribbon.

Figure 3.182 shows the dependence of the saturation magneto-
striction λS on the annealing temperature for the two compositions 

Fig. 3.179. The dependence of the initial magnetic permeability μ0 of Fe75Nb3Si16B6 
(a) and Fe74Nb3Cu1Si16B6 (b) alloys on annealing temperature; 1 hour exposure.

b

a

initial
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Fe74Cu1Nb3Si13B9 (a) and Fe74Cu1Nb3Si16B6 (b) described in [3.411]. 
It can be seen that as a result of annealing the value of λS decreases 
rapidly near the temperature of the onset of nanocrystallisation and 
passes through a minimum for composition (a), and for composition 
(b) passes into the negative region and, with a further increase in 
temperature, again changes the sign. The observed character of the 
change in λS demonstrates the possibility of making a composition 
with λS ≈ 0, which is less dependent on the annealing regime than 
alloy b, and with a higher level of properties than that of alloy a. 

The results of the studies carried out in [3.410] were used 
to determine the composition of the alloy produced under the 
brand 5BDSR. The material In the form of a ribbon of thickness                    
20–30 µm and a width of up to 40 mm is intended for the 
manufacture of magnetic cores of high-frequency pulse transformers, 
chokes, magnetic amplifiers, current sensors, etc. The normalized 
properties after thermal processing in accordance with the standard 
regime (no magnetic field) are characterized by the following values :

Saturation induction Bs, T, not less than 1.2;
Initial magnetic permeability μ̄, not less than 30 000;

Fig. 3.180. Dependence of magnetic properties on boron concentration in alloys 
Fe73–xCu1Nb3Si13Bx. Measurement of μ0 at Hc = 0.08 A/m.

A
/m
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Fig. 3.181. Dependence of the magnetic properties of the Fe89–xCu1Nb3SixB7 alloy 
on the silicon concentration (x = 9; 12; 14; 15.5 and 17.5%) after annealing in a 
magnetic field of 800 A/m from 400oC (a) to 575oC (g).

Fig. 3.182. The dependence of the saturation magnetostriction λS of the alloys 
Fe74Cu1Nb3Si13B9 (a) and Fe74Cu1Nb3Si16B6 (b) on the current density (on the heating 
temperature) during annealing (TCA is the Curie temperature of the amorphous state, 
and Tx1 is the crystallisation temperature).
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Maximum permeability μmax, not less than 100 000;
Coercive force Hc, A/m, not more than 1.6.
The alloy has the following physical properties: density, g/cm3, 7.6;
Specific electrical resistance, μOhm · m, 1.35;
Hardness according to Vickers HV02, 600.
Curie temperature, oC: in the amorphous state 350; in the nanocrystalline  

state, 550;
The saturation magnetostriction constant λS is less than 10–6.

A rectangular or linear hysteresis loop can be formed by 
thermomagnetic treatment in a longitudinal or transverse field in 
magnetic cores made of 5BDSR alloy, respectively (Fig. 3.183). 
In other words, the heat treatment mode can correct the magnetic 
parameters of the alloy, depending on its use in a particular product. 
The frequency dependence of the initial permeability μ after the 
standard heat treatment is shown in Fig. 3.184.

Comparing the properties of the 5BDSR alloy with the properties 
of the known high-cobalt coarse-grained alloys, it can be seen that, 
by the main parameters, it is not inferior to these materials, and 
the saturation induction is 1.5 times higher in it. The undoubted 
advantages of the 5BDSR alloy are the relatively low cost, as well 
as the higher temperature stability of the properties.

In [3.101], the magnetic properties in the amorphous Finemet 
alloy were analyzed after controlled annealing in the temperature 
range 540–560oC, the annealing time varied from 0.5 to 2 h.

The dependence of the coercive force Hc on the annealing time at 
temperatures of 540 and 560oC is shown in Fig. 3.185. In the early 
stages of heat treatment (0.5 h), annealing at a higher temperature 
(560oC) reduces Hc to a greater extent. To achieve the same Hc value 
at 540oC, an annealing of 1 hour is necessary. Further increase in the 
annealing time leads to the fact that after both annealing temperatures 
the value of Hc acquires a minimum value of 2.5 A/m (1.5 h), and 
then slightly increases to 2.7–2.8 A/m (2 h).

Figure 3.186 shows the dependence of the saturation magnetization 
4πIs of the alloy annealed at temperatures of 540 and 560oC, 
depending on the duration of heat treatment. Both depend on 
saturation: at 560oC, starting at 0.5 h (4πIs = 1.27–1.29 T) and at 
540oC, starting at 1.5 h (4πIs = 1.20–1.24 T).

In the opinion of the authors of Ref. [3.101], from the point of 
view of obtaining the optimal magnetic properties (Hc = 2.5 A/m and 
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Fig. 3.184 .  The frequency 
dependence of the effective 
magnetic permeability of the 
5BDSP alloy in a field of 0.08 
A/ m (µ ' and µ '' – the real 
and imaginary components, 
respectively).

Fig. 3.185. Dependence of the 
coercive force Hc on holding 
time τ at annealing temperatures 
T: 1 – 540, 2 – 560oC.

Fig. 3.186. Dependence of 
saturation magnetization 4πIs 
on holding time τ at annealing 
temperatures T: 1 – 540, 2 – 
560oC.
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4πIs = 1.24 T), annealing of the Fe73.5Si13.5B9Nb3Cu1 alloy at 560oC 
for 1.5 h is preferred

An interesting correlation of mechanical and magnetic properties 
was observed in a Fe73.4Cu1Nb3.1Si13.4B9.1 microwire during its 
nanocrystallisation in the course of annealing: the dependence of 
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the tensile strength σy on the annealing temperature correlates with 
the dependence of the coercive force Hc(Tann). As in the case of 
the dependence Hc(Tann), a local minimum of about Tann = 450oC 
was observed on the σy(Tann) curve. Both Hc and σy decreased with 
Tann at Tann < 450oC. Some growth of both Hc and σy was observed 
at Tann  about 575oC. In the end, a noticeable increase in σy was 
observed at Tann > 650oC. Samples annealed at Tann > 700oC were 
very brittle. At the annealing temperature above 600oC, the nature 
of the destruction of the samples changed. The metal core became 
brittle, and the glass coating gave a noticeable contribution to the 
ultimate strength: the sample broke down immediately after the glass 
coating was destroyed.

The correlation of the mechanical properties with magnetic 
behaviour can be associated with structural changes induced by 
annealing. The precipitation of the second crystalline phase leads 
to complete crystallisation of the sample, inducing strong internal 
stresses and changes in the nature of the chemical bonds. This 
crystallisation process makes the sample brittle [3.413].

3.4.3. Magnetic properties of alloys after MPD

Plastic deformation, especially megaplastic, is a complex process 
that leads not only to the formation of a deformed solid, but also 
causes significant changes in the structure and properties of the 
material itself [3.162]. In particular, deformation stimulates mass 
transfer and changes in chemical composition at both the macroscale 
and the microscale levels [3.414]. In turn, the redistribution of the 
components of the solid solution during plastic deformation can 
change a number of the physical properties of materials and, in 
particular, their magnetic properties [3.415].

In [3.416] attention was given in detail to the influence of MPD 
in the Bridgman chamber and occurring at the same time structural 
changes in the magnetic properties of a number of amorphous alloys 
of the metal–metalloid type having a great practical value. Studies 
were conducted on five amorphous alloys Ni44Fe29Co15Si2B10 (alloy 
1), Fe74Si13B9Nb3Cu1 (alloy Finemet), Fe57.5Ni25B17.5 (alloy 2A), 
Fe49.5Ni33B17.5 (alloy 2B) and Fe70Cr15B15 (alloy 3). The magnetic 
properties were determined with a vibrating magnetometer in a 
constant magnetic field of up to 720 kA/m.

Figure 3.187 shows, as an example, typical magnetic hysteresis 
loops obtained for the Ni44Fe29Co15Si2B10 alloy in the initial (after 
quenching from the melt) (a) and treated in a Bridgman (b) chamber. 
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The magnetic properties in the Ni44Fe29Co15Si2B10 alloy were analyzed, 
as in [3.145], after MPD at 273 K and 77 K, and also in a partially 
crystallized state (annealing 380oC, 1 h) after MPD at 273 K. The 
dependence of Is on the number of turns N in the Bridgman chamber 
for the Ni44Fe29Co15Si2B10 alloy is shown in Fig. 3.188.

There is a sharp increase (approximately threefold) in Is, followed 
by saturation with increasing N after MPD at 77 K and a sharp 
maximum of Is at N = 1, followed by a decrease to the initial value 
after MPD at 293 K.

Characteristically, the maximum value of Is after MPD at                       
293 K and the limiting value of Is for a smooth increase after MPD at                                             
77 K approximately coincide. The Is(N) dependence for the partially 
crystallized state of Ni44Fe29Co15Si2B10 alloy after MPD at 293 K 
qualitatively coincides with the one that corresponds to the initially 
amorphous state at the same deformation temperature, but is less 
sharp both at the stage of growth and at the stage of fall. The 
maximum value of Is also corresponds to N = 1 in this case, but in 
absolute magnitude is less exactly as much as the volume fraction 
of the amorphous phase in this state (the volume fractions of the 
crystalline and amorphous phase after partial crystallisation are 
determined in [3.145]).

The dependences of Hc(N) for the Ni44Fe29Co15Si2B10 alloy are 
shown in Fig. 3.189. It can be noted that their character for the initial 
state (amorphous or amorphous–crystalline) and for different MPD 
temperatures is qualitatively the same: first a sharp increase in the 
value of Hc at N = 0.5, and then a gradual decrease to values ​​slightly 
exceeding the original values. As in the case of Is, the maximum 

Fig. 3.187. Magnetic hysteresis loops obtained for the Ni44Fe29Co15Si2B10 alloy 
in the initial state (after melt quenching) (a) and treated in a Bridgman chamber                   
(N = 4, T = 293 K) (b).

Is, A/cm2·g Is, A/cm2·g

a b

Hc, A/m Hc, A/m
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value for the partially crystallized state is noticeably lower, and it 
in addition corresponds to N = 1.

The I s(N)  dependences for  the amorphous Finemet al loy 
after MPD at 77 and 273 K are shown in Fig. 3.190. Here, as 
in the Ni44Fe29Co15Si2B10 alloy, there is a noticeable increase in 
magnetization with increasing N, but, firstly, the increase is no 
more than 40 and 30% and, secondly, the dependences have a 
clear maximum at N = 3 and at N = 2 for MPD at 273 and 77 K, 
respectively.

Fig. 3.189. Dependence of Hc on the number of turns in the Bridgman chamber N for 
Ni44Fe29Co15Si2B10 alloy; The notation of the AS and PC is the same as in Fig. 3.188.

Fig. 3.188. Dependence of Is on the number of turns N in the Bridgman chamber for 
the Ni44Fe29Co15Si2B10 alloy. AS – the initial amorphous state followed by MPD at 77 
and 293 K; PC – initial partially crystallized state with subsequent MPD at 293 K.
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Figure 3.191 shows Is(N) curves for Fe57.5Ni25B17.5, Fe49.5Ni33B17.5, 
and Fe70Cr15B15 alloys after MPD at 273 K.

Their character for different compositions is radically different. 
If in the alloy Fe57.5Ni25B17.5 MPD practically does not affect the 
magnetization at all values ​​of N, then in the alloy Fe49.5Ni33B17.5, 
an appreciable jump of growth (by 120%) is observed at N = 1. 
In the Fe70Cr15B15 alloy, on the contrary, for N = 1 there is a sharp 
drop in the value of Is (by 250%). The nature of the variation of Hc 
with increasing N in all the studied alloys is practically the same 
and corresponds to the dependences shown in Fig. 3.189 for the 
Ni44Fe29Co15Si2B10 alloy.

Fig. 3.191. Dependence of Is on the number of turns N in the Bridgman chamber 
for Fe57.5Ni25B17.5 (1), Fe49.5Ni33B17.5 (2), and Fe70Cr15B15 (3) alloys; MPD at 293 K.

Fig. 3.190. Dependence of Is on the number of turns N in the Bridgman chamber 
for the Finemet alloy; MPD at 77 and 293 K.
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The structural state of the alloys corresponding to the maximum 
values ​​of Is after MPD is characterized by the presence on the 
X-ray patterns of an explicit asymmetry of the intensity profile of 
the main halo corresponding to the amorphous state. At the same 
time, both X-ray and electron-microscopic studies do not reveal, 
with rare exception, the existence of nanocrystalline phases in these 
states. It was possible to show (Fig. 3.192) that in the structural 
states corresponding to a noticeable increase in the saturation 
magnetization, the asymmetry of the X-ray halo profile is most likely 
due to the superposition of two maxima corresponding to different 
amorphous structures. In other words, the initially homogeneous 
amorphous matrix is divided under the influence of MPD into two 
amorphous phases with different chemical composition and, possibly, 
with different atomic structure. Since the stratification of the matrix 
into two amorphous phases leads to a noticeable change (increase or 
decrease) in saturation magnetization, it is reasonable to assume that 
in the MPD process, regions enriched and, respectively, depleted in 
ferromagnetic components are formed in the structure.

The following interesting regularity is observed: in the alloy 
Ni44Fe29Co15Si2B10, where there are three ferromagnetic components 
(Fe, Ni, and Co), the maximum Is increase in MPD processing 
is 300%; In the Fe49.5Ni33B17.5, where there are two ferromagnetic 
components (Fe and Ni), it is 120%; in the Finemet alloy, where 
there is one ferromagnetic component, it is 40%, and finally, in the 
Fe70Cr15B15 alloy, where there is one ferromagnetic (Fe) and one 
antiferromagnetic (Cr) component, a decrease of Is reaches 250% 
instead of the increase. Figure 3.193 shows the dependence of the 

Fig. 3.192. Calculation of the X-ray line profile for amorphous alloy Ni44Fe29Co15Si2B10 
after MPD (N = 4, T = 77 K).
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observed effect (ΔIs) on the number of ferromagnetic components 
in alloy n. It was assumed that for the Fe70Cr15B15 alloy, n =                    
lF + lА = 0, where lF and lА are the numbers of ferromagnetic (Fe) 
and antiferromagnetic (Cr) components, respectively, they have a 
conventionally opposite sign. The dependence is close to linear, 
although its clear physical meaning remains to be determined in the 
course of further research.

Comparison of the values ​​(ΔIs) in Fe57.5Ni25B17.5 and Fe49.5Ni33B17.5 
alloys allows us to make an assumption about the local chemical 
composition of the amorphous phase enriched in ferromagnetic 
components in the Fe–Ni–B system. We see (Fig. 3.193) that a 
positive jump (ΔIs) in the Fe49.5Ni33B17.5 alloy leads after the MPD 
treatment (N > 1) to the same value of the saturation magnetization 
as in the Fe57.5Ni25B17.5  alloy in the initial state.

At the same time, the Fe57.5Ni25B17.5 alloy turned out to be 
completely indifferent to MPD treatment. Consequently, in the alloys 
of this system, two amorphous phases turn out to be energetically 
favourable, one of which, rich in metal components, has a ratio of 
the ferromagnetic Fe:Ni atoms the same as in the Ni44Fe29Co15Si2B10 
alloy, namely, 57.5:25 = 2.3.

Let us briefly discuss the prospects for the practical use of the 
results obtained. As a result of MPD processing by optimal regimes, 
we have the opportunity to significantly increase the saturation 
magnetization – the ‘weak link’ of amorphous and nanocrystalline 
magnetically soft alloys – while maintaining very small values ​​of 
the coercive force. Thus, for an industrial grade product (in Russia - 
more than a few tens of tons per year) and the Finemet alloy widely 
used in electronics and instrument engineering, we obtained ΔIs up 
to 40%, which in the result leads to a marked improvement in the 

Fig. 3.193. Dependence of the effect of change in the saturation magnetization ΔIs 
on the number of ferromagnetic components n in the amorphous alloys studied.
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complex of magnetic properties of this alloy after optimum heat 
treatment conditions, including treatment in a magnetic field. The 
innovative attractiveness of magnetic alloys that have undergone 
MPD processing is very high. Inferior to all the Fe–Co(Is) alloys and 
amorphous Co(μ)-based alloys in the individual magnetic parameters, 
the obtained alloys exceed them (including the standard Finemet) in 
the aggregate of both parameters. This gives grounds for assuming 
that the results of [3.416] can form the basis for obtaining a new 
class of promising soft magnetic materials.

3.4.4. Magnetic properties of Fe–M–B–Cu (Nanoperm) and 
(Fe, Co)–M–B–Cu (Thermoperm) alloys

The following additional requirements can often be applied to 
magnetically soft alloys [3.417].

1. High combined values ​​of magnetic induction and permeability 
in constant and variable fields.

2. The ability to retain high magnetic properties at very high 
frequencies of magnetization reversal, at elevated temperatures, as 
well as the presence of many other important properties of non-
magnetic nature, such as mechanical, corrosive and others.

Unfortunately, alloys of the Finemet type do not exactly satisfy 
both of the above requirements, since they have insufficiently 
high saturation magnetization and can not be used at elevated 
temperatures. The first is due to the presence in the alloy of a large 
amount of metalloids (more than 20 at.%), which we are forced to 
introduce in order to obtain the alloy in the amorphous state after 
quenching from the melt. For the same reason, the Curie point of the 
amorphous matrix (350oC) is relatively low in Finemet, and this, as 
we showed above, excludes the formation of high magnetic properties 
at temperatures above 250–300oC.

For this reason, attempts have been made to obtain alloys with 
the Finemet effect with improved magnetic characteristics on other 
systems. In particular, in Japan, soft magnetic alloys Fe–M–B–Cu                              
(M = Zr, Nb, Hf) were developed, which were called Nanoperm 
[3.418]. These nanocrystalline alloys have been optimized in 
composition in such a way as to achieve a small magnetostriction 
coefficient and, as a result, greater permeability. They can be 
converted during quenching from the melt to an amorphous state at 
a significantly lower concentration of nonmagnetic elements and, 
consequently, substantially increase their saturation magnetization 
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while maintaining high permeability. During subsequent annealing, 
Nanoperm alloys form α-Fe nanocrystals with structural parameters 
analogous to nanocrystals formed in Finemet.

Figure 3.194 shows the temperature dependences of  the 
magnet izat ion M (T )  of  quenched and annealed samples  of 
Fe86Zr7Cu1B6 alloy in comparison with the saturation magnetization 
of pure α-Fe [3.419].

The M(T) dependences are particularly useful for identifying 
structural changes associated with the crystallisation process. For the 
amorphous phase, the Curie point is (333 ± 5) K. After crystallisation, 
the composite shape of the M(T) curve reflects the contribution from 
α-Fe nanocrystals and the intercrystalline amorphous phase with a 
markedly lower Curie point.

The magnetic moment of the alloy slightly increases during 
crystallisation due to the displacement of the B and Zr atoms from 
the nanocrystals into the amorphous matrix, which reduce the 
magnetic moment. The Curie point of the amorphous phase during 
crystallisation remains practically unchanged and amounts to only 
340 K.

In [3.420], the temperature dependence of the magnetization was 
measured for Fe93–xZr7Bx and Fe93–xZr7BxCu2 alloys (x = 4–14). The 
temperature dependence shown in Fig. 3.195 is completely analogous 
to that observed in crystalline invar alloys of the Fe–Ni type.

It is shown [3.421, 3.422] that the increase of soft magnetic 
properties in the Nanoperm alloys occurs for two reasons: low 

Fig. 3.194. Dependences M(T) for melt quenched and then annealed at the appropriate 
temperatures Fe86Zr7Cu1B6 alloy as well as for pure α-Fe in the nanocrystalline 
state [3.419].

melt quenched
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effective anisotropy at the time of crystallisation and a decrease 
in saturation magnetostriction. The addition of Cu increases the 
intercrystalline exchange interaction due to a larger number of α-Fe 
nanocrystals in the interacting unit of volume. This, obviously, 
reflects the important role of Cu clusters in the process of nucleation 
of α-Fe particles.

Other amorphous–nanocrystalline Finemet-like alloys are alloys 
(Fe, Co)–M–B–Cu (M = Nb, Hf or Zr), termed Thermoperm [3.423]. 
They have increased induction (1.6–2.1 T) in combination with 
high permeability and high Curie point. In these alloys [3.389, 
3.424] nanocrystalline phases are formed on the basis of the BCC 
superstructure of the type B2 (α-FeSi and α'-FeCo) with significantly 
improved high-temperature magnetic properties in comparison with 
the Finemet and Nanoperm alloys. Alloys of the Thermoperm type 
were developed for use as materials with lower permeability, but 
high induction at high temperatures.

Figure 3.196 shows the frequency dependence of the real and 
imaginary components of permeability, μ' and μ'' respectively. The 
value of μ' reflects the density of losses due to eddy currents and 
hysteresis. The maximum permeability for this material is 1800.

The dependence μ"(T) has a maximum at a frequency of 20 
kHz. The frequency peak is apparently associated with a higher 
electrical resistivity in nanocrystalline materials, and the losses in 
the alternating field reflect the behaviour of the domain wall in the 
viscous continuum. A higher value of ρ (50 mΩ · cm at 300 K) shifts 

Crystalline 
    Invar

Fig. 3.195. Dependences M(T) for an amorphous–nanocrystalline alloy Fe89Zr7B4, 
crystalline Fe–Ni Invar and for α-Fe.
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the high permeability to higher frequencies, where eddy current 
losses dominate, including the motion of the domain walls.

In [3.423], (Fe1–xCox)88Hs7B4Cu1 alloys were investigated as 
potential candidates for magnetically soft materials for external 
generators. The materials are used in a high-temperature atmosphere 
(500–600oC), and they must have induction at a level of 2 T and 
higher at a temperature of 500oC, and also have thermal stability 
at 600oC for 5000 h. In addition, the magnetization loss should be 
below 480 W/kg at 5 kHz and 500oC. The characteristic exchange 
length for the equiatomic ordered FeCo alloy is 46 nm under the 
assumption that A = 1.7 · 10–11 J/m and K = 8 kJ/m3. If we assume a 
higher value of K (for an alloy with 30% Co K ~ 25 kJ/m3), but all 
other parameters are taken for the equiatomic alloy, this parameter 
will be 26 nm. Analysis in the framework of the theory of H. Hertzer 
suggests that a material with a particle size of 30 nm should have        
Hc ≈ 100 A/m. This corresponds to a value Hc ≈ 10–2 A/m, obtained 
in the experiment for the size of nanocrystals D ≈ 10 nm, and shows 
that further refinement of the nanocrystalline phase should lead to 
even better magnetic properties [3.425].

3.4.5. Magnetic properties of Fe–Nd–B alloys

Among nanomaterials, a separate group consists of magnetic 

Fig. 3.196. The frequency dependence of the real and imaginary components of the 
permittivity of the Thermoperm alloy; annealing at 650oC for 1 h [3.389].

Frequency, kHz
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nanomaterials, which can be used as magnetically hard materials or 
materials for magnetic recording [3.426, 3.427].

In nanomaterials, the size of structural elements should be so 
small that nanoscale effects appear, that is, other (in comparison 
with massive materials) mechanisms of physical phenomena. In 
the case of magnetic materials, nanosized effects should include: 
a) magnetization reversal of crystallites as single-domain particles; 
b)  ‘exchange intergrain’ interact ion;  c)  the formation of  a 
superparamagnetic state.

Single-domain particles are formed at sizes below the critical one 
for a single-domain state (Dc). The transition from a multi domain to 
a single-domain state leads to an increase in the coercive force due 
to a change in the magnetization reversal mechanism. The value of 
Dc can be calculated if the fundamental magnetic characteristics of 
the material are known (saturation magnetization Is, exchange energy 
A, anisotropy constant K1) [3.428–3.431]. The calculated value of Dc 
for α-Fe, characterized by a low magnetocrystallographic anisotropy 
K1 << µ0I

2
s, μ0 is the magnetic constant), assuming the spherical 

shape of the particle is about 25 nm, which is in good agreement 
with the experimental data [3.428]. And for materials with high 
magnetocrystallographic anisotropy, in the case of the compound 
Nd2Fe14B [3.431, 3.432], for barium and strontium ferrite Dc ~ 0.4–
0.5 μm [3.430], for SmCo5 Dc ~ 0.7–0.9 μm [3.432]. It should be 
noted that for materials with high magnetocrystallographic anisotropy, 
it is possible to calculate only the value of Dc in the absence of an 
external magnetic field. When the magnetization is reversed in fields 
H < 0, the value of Dc can be significantly reduced. Therefore, as 
noted in [3.431], the above value should be considered only as the 
upper limit of the quantity Dc. The lower limit is determined here (in 
the field H = –HA, where HA is the anisotropy field) by the width of 
the domain boundary, which, for example, in the compound Nd2Fe14B 
is 4–7 nm [3.431].

As the particle size decreases noticeably below Dc, the coercive 
force decreases because of their transition to the superparamagnetic 
state. Usually superparamagnetism is observed at particle sizes           
~ 1 nm [3.429].

In nanopowders, the magnetic interaction between the particles 
can be neglected. However, in compact nanomaterials, naturally, it 
is necessary to take into account the magnetic interaction between 
neighbouring grains, which can significantly affect the magnetic 
properties.
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In particular, it can facilitate a light remagnetization and a 
decrease in the coercive force [3.433]. At the same time, the magnetic 
‘exchange interaction’ between grains can lead to a significant 
increase in the remanent magnetization, which is observed in alloys 
based on the Nd2Fe14B compound at grain sizes D < 30 nm [3.432, 
3.434, 3.435].

It should be noted that magnetically hard nanomaterials are 
produced on an industrial scale. In particular, the production of 
permanent magnets of non-crystalline alloys of the Nd–Fe–B system 
is currently about 5 000 tons and, according to experts [3.436], it 
should increase by more than 2.5 times in the next 5 years. The 
spectrum of magnetically hard alloys obtained in the nanocrystalline 
state is quite wide.

Nanocrystalline alloys based on the Nd2Fe14B phase are the 
object of numerous studies (see, for example, reviews [3.432, 3.434, 
3.435, 3.437]). This is explained by the extensive use of magnets of 
these alloys in electrical and radio engineering products, computer 
technology, etc.

The industrial technology for obtaining alloys with a grain size 
of about 10 nm is quenching from the liquid state. In 1984, General 
Motors Company patented a method for spinning a melt, which 
involves injecting a molten alloy stream under excess gas pressure 
through an opening in the crucible onto the surface of a water-
cooled spinning drum (usually made of copper with high thermal 
conductivity). The rate of solidification of the liquid in this case 
can reach about 105–106 K/s, and as a result, ribbons or flakes are 
formed (due to the high brittleness of the Nd–Fe–B system alloys 
most often fragmented) with a thickness of 20–50 μm. The process 
is usually carried out in an inert atmosphere (for example, Ar or He) 
because of the high chemical activity of neodymium. The structure 
and magnetic properties of the rapidly quenched alloys of the Nd–
Fe–B system depend on the composition of the alloy, the rate of 
quenching, determined by the speed of rotation of the drum and 
heat transfer at the point of contact of the melt with the surface of 
the drum, injection conditions (type and pressure of the inert gas, 
the size of the crucible’s hole, the distance from the crucible to the 
drum, etc.) and the temperature of the melt. As an example, Fig. 
3.197 [3.438] shows the dependence of the coercive force (Hci) of the 
Nd–Fe–B alloys on the drum spinning speed, where Hci is indicated 
in oersteds (1 kOe = (1/4π) · 106 A/m ≈ 80 kA/m).

426



Amorphous–Nanocrystalline Alloys

According to typical microstructures obtained during spinning, 
the alloys of the Nd–Fe–B system can be conditionally divided into 
three groups. The first one is nanomelts in the ‘underquenched’ state, 
formed at low quenching rates: in this case, a significant part of the 
material consists of a size of 100 nm to 10 μm and higher, which 
significantly exceeds the optimum grain size necessary for obtaining 
high properties in a magnetically hard condition.

The second group includes nanoalloys obtained by the so-called 
‘direct’ quenching from the liquid state, with a grain size less than 
100 nm, which have the maximum coercive force (Fig. 3.197). 
As a rule, good magnetic properties can be obtained only in a 
very narrow range of process parameters, so the ‘direct’ hardening 
method is rarely used to produce permanent magnets. The third 
group includes nanoalloys, obtained by the most common method of 
‘overquenching’, followed by crystallisation annealing in the later 
stage. ‘Overquenching’ initially produced alloys many of which 
are in the amorphous state, so that they have a sufficiently low 
coercive force. Subsequent annealing leads to the production of 
nanocrystalline alloys with a characteristic grain size of phases of 
about 20–50 nm (smaller than the critical size of the single-domain 

Fig. 3.197. The coercive force Hci of Nd0.15 (Fe1–yBy) as a function of the spinning 
speed of the drum vs [3.438].
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particle of the Nd2Fe14B phase), which have high properties in the 
magnetically solid state.

In Russia,  the method of centrifugal melt  sputtering has 
been developed and mastered on an industrial scale to obtain 
rapidly quenched Nd–Fe–B powders [3.439]. The technology of 
nanocrystalline materials production by this method includes two 
main stages: centrifugal spraying of the alloy and crystallisation 
annealing. In the first stage, an amorphous or amorphous-crystalline 
alloy is obtained, in the second stage, as a result of its crystallisation, 
a nanocrystalline state is formed in it. It should be noted that in most 
cases, this two-stage technology is used to produce magnetically 
hard nanoalloys,  the first  operation being rapid quenching, 
mechanochemical treatment, and vapour deposition.

Fig. 3.198 shows the installation scheme for centrifugal spraying 
of alloys.

The coarse-grained initial alloy is continuously poured into a 
water-cooled crucible fixed to the fast-rotating spindle. The melting 
of the metal in the crucible is provided by an electric arc burning 
between the metal and a non-consumable tungsten electrode. The melt 
drops under the action of the centrifugal force break away from the 
upper edge of the crucible and move with great speed to the cooled 
screen–crystallizer, which collide with it and quickly hardens. The 
hardened particles are in the form of thin flakes.

The cooling rate, the size of the droplets and the solidified scales 
depend primarily on the speed of spinning of the crucible and the 
screen (fixed on a single spindle), the angle of incidence of the drop 
on the screen, the temperature of the melt, and other factors. Under 

Fig. 3.198. Scheme of installation for centrifugal spraying.
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traditional spraying conditions in existing plants, the cooling rate 
can reach a value of the order of 106 K/s, and the solidified flakes 
have a thickness of 20–40 μm, a width of 0.5–1.0 mm and a length 
of up to 10–20 mm.

X-ray phase analysis showed that, depending on the spraying 
regimes and alloy composition, these flakes contain Nd2Fe14B, 
α-Fe phases, as well as an amorphous component, the amount of 
which varies from 30 to 100% depending on the composition of the 
alloy and the spraying regimes [3.440]. The coercive force of the 
pulverized powders is low. For example, for an alloy with a 30% 
degree of amorphisation, it was μ0Hci ≈ 0.07 T. The increase in the 
degree of amorphisation to 65 and 100% (by volume) leads to a 
decrease in the value of μ0Hci up to 0.027 and 0.014 T, respectively, 
which is explained by a fairly easy reversal of the amorphous 
phase. As a result of crystallisation annealing, the properties of 
rapidly quenched powders increase noticeably, which is due to the 
formation of a nanocrystalline structure in them. For illustration, 
Fig. 3.199 shows an electron micrograph of an annealed sample 
from a single-phase alloy Nd2(Fe10.3Co3.7)B with an average grain size                                                                  
(25 ± 2) nm [3.441].

Figure 3.200 shows the dependence of the coercive force on the 
temperature of isochronous annealing (for 5 and 7 min) of a sputtered 
alloy that is close in composition to Nd2Fe14B. It can be seen that 
these dependences are described by curves with a maximum.

Fig. 3.199. Microstructure of rapidly quenched Nd2Fe10.3Co3.7B.

50 nm
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The same dependence was typical for residual magnetization. The 
reasons for such an extreme dependence of properties on temperature 
are structural changes in powders during annealing. It is shown 
[3.439] that initially low magnetic properties (μ0Hci and μ0Ir) are due 
to the incompleteness of the crystallisation process of the amorphous 
phase. The best properties are characteristic of the state immediately 
after the completion of crystallisation.

A subsequent increase in temperature and/or duration of annealing 
leads to an increase in the crystallite size and a decrease in the 
Nd2Fe14B content due to the increase in the amount of neodymium 
oxide and, accordingly, α-Fe. For example, an increase in temperature 
of 40oC (compared with the optimal one) leads to an increase in 
the size of Nd2Fe14B crystallites from about 40 to 50 nm and an 
increase in the content of α-Fe and Nd2O3 from 7 to 11% and 
from 2 to 4%, respectively. In this case, the coercive force (μ0Hci) 
decreases from 1.0 to 0.8 T. The alloying of Nd–Fe–B alloys with 
cobalt has a positive effect on the formation of the nanocrystalline 
structure and, as a consequence, on their hysteresis properties. In 
particular, it was shown [3.437] that the phase composition, the 
size of the phase crystallites in Co-doped alloys in which a high 
degree of amorphisation (more than 70% (vol.)) was obtained during 
sputtering, and also the magnetic properties depend only slightly on 
the annealing temperature (in the range 690–790oC). For example, the 
powders of the Nd11Fe75.1Co7.1B6.8u7 alloy annealed in this temperature 
range contained the Nd2Fe14B phase (81 ± 2)%, 〈D〉 = 50–60 nm), 
α-Fe ((12.8 ± 1.7)%, 〈D〉 = 30–40 nm), as well as a small amount 
of Nd2O3 oxide (about 2%). In this alloy, after annealing, the Fe23B6 
phase (3–5%) was also detected, which is obviously due to an 
increased boron content (1.2%).

Fig. 3.200. Dependence of the coercive force on the temperature of isochronous 
annealing: 1 – τ = 5 min; 2 – τ = 7 min.
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The annealing of alloys doped with Co at a sufficiently low 
temperature of 690oC for 6 min allowed the crystallisation process 
to be completely completed. In spite of the multiphase structure, 
the demagnetization curves of samples from these alloys annealed 
at different temperatures were smooth (without kinks) and depended 
weakly on the annealing temperature (Fig. 3.201).

It should be noted that the smooth (without kinks) demagnetization 
curve in multiphase magnetically hard materials is one of the 
characteristic features of the so-called nanocomposite ‘exchange-
coupled’ materials (i.e., materials with ‘exchange intergranular’ 
interaction). In addition, these materials should have an increased 
relative remanent magnetization Ir/Is > 0.5 and a high reversibility 
of the demagnetization curve (in small fields) [3.432, 3.442]. This 
physical phenomenon associated with the ‘exchange intergranular’ 
interaction of nanocrystallites in the material is discussed in many 
papers (see, for example, the reviews [3.432, 3.434, 3.435]).

The results of a study of the structure and properties of magnetic 
powders obtained by the centrifugal sputtering method [3.437] are 
summarized in Fig. 3.202 in the form of the dependence of the 
coercive force and remanent magnetization on the content of soft 
magnetic phases (α-Fe and iron borides). It can be seen that all 
alloys can be divided into two types. Type A – high-coercivity alloys                                                                                   
(μ0Hci> 1 T) and type B – alloys with an average level of coercive 
force (μ0Hci = 0.4–0.6 T). Alloys of type A have a chemical 
composition close to Nd2Fe14B. In these alloys, the Nd2Fe14B phase 
content is at least 90%, the rest is α-Fe and a small amount of 
neodymium oxides (1%). In alloys of type B, the neodymium 

Fig. 3.201. The demagnetization curves of the Nd11Fe75.1Со7.1В6.8 alloy annealed at 
690 (1) and 810oC (2) for 6 min.
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content is much less than in the Nd2Fe14B phase. Alloys of this type 
contain the Nd2Fe14B phase (70–80%), α-Fe and borides Fe23B6 or 
Fe3B, as well as a small amount of neodymium oxides (1%). With a 
relatively small coercive force, they have a sufficiently high residual 
magnetization μ0Ir and energy production (BH)max (up to 80 kJ/m3).

In recent years, mechanochemical methods have been widely used 
to produce alloys based on the Nd2Fe14B compound. Such methods 
include processing in high-energy mills, intense plastic deformation, 
and other processes that involve mechanical action on a material that 
activates the course of phase transformations, often leading to the 
formation of metastable phases.

Information (see reviews [3.435, 3.438]) on the preparation of 
nanocrystalline alloys of the Nd–Fe–B system using the processing 
of powders in planetary high-energy ball mills is available. It is 
shown that treatment in a high-energy mill initiates the reaction              
Nd2Fe14B → amorphous phase + α-Fe. The rate of this reaction 
depends on the energy intensity of the grinding process and at its 
high values ​​the reaction is completed in a few hours. We note that 
the above-mentioned character of the breakdown of the Nd2Fe14B 
phase is probably due to the fact that according to the phase diagram 
[3.431] this compound is formed from the peritectic reaction of the 
annealing phase (with an amorphous structure) and α-Fe.

Crystals of α-Fe, formed during the decay of the Nd2Fe14B phase, 
are nanosized (about 10 nm). After completion of this decay, the 
properties of the powders in the magnetically solid state are low, in 
particular, the coercive force is μ0Hci < 0.02 T. It should be noted 
that megaplastic torsion deformation (MPTD) also leads to the decay 
of the phases of Nd2Fe14B into α-Fe and an amorphous phase, and 

Fig. 3.202. Dependence of the coercive force μ0Hci (1) and the remanent magnetization 
μ0Ir (2) alloys on the content of soft magnetic phases in them.
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the decay of the Nd2Fe14B phase proceeds more with an increase in 
the degree of deformation [3.437].

Taking into account the positive effect of doping with cobalt, 
in [3.443] a mixture of Nd2Fe14B + X% Co powders (X = 5.7 and 
10) was also processed in a high-energy ball mill. To prevent the 
oxidation of reactive neodymium, grinding was carried out in an 
Ar atmosphere. As a result of the investigations carried out, it was 
established that the mechanochemical reaction Nd2Fe14B + Co → 
amorphous phase + α-Fe occurs during grinding. After 2 hours 
of grinding, the reaction is completely complete, with the formed 
α-Fe crystallites having a size of about 10 nm and a high level of 
microdeformation of the lattice (about 0.6%). Cobalt dissolves in 
the phases present in the sample.

To form nanocrystalline alloys, the powders are subjected to 
crystallisation annealing after grinding in a mill or MPTD.

For example, in [3.443], a powder obtained by grinding a mixture 
of Nd2Fe14B + 7% Co was annealed at various temperatures (650 to 
770oC) for 6 min. Based on the results of X-ray structural analysis, 
the annealed alloys contained Nd2Fe14B and α-Fe phases, as well as a 
small amount of neodymium oxides NdO and Nd2O3. Annealing at a 
temperature of 650oC for 6 min already led to the completion of the 
crystallisation process, i.e., the amorphous phase disappeared. The 
Nd2Fe14B and α-Fe phases had nanodimensions, with their average 
dimensions increasing from (23 ± 3) to (36 ± 4) nm for the Nd2Fe14B 
phase and from (12 ± 2) up to (31 ± 4) nm – for α-Fe.

Also, when the annealing temperature rose from 650 to 770oC, 
the amount of the Nd2Fe14B phase increased from (66 ± 2) to (74 
± 2)% and the amount of α-Fe decreased from (24 ± 2) to (16 ± 
1)%. The total amount of neodymium oxides practically did not 
depend on the annealing temperature and remained almost constant 
(at the level of 10%). Annealing also led to a sharp decrease in the 
microdeformation of the Nd2Fe14B and α-Fe phase lattices. According 
to the Mössbauer studies, Co is soluble in both α-Fe and Nd2Fe14B, 
and in the lattice of Nd2Fe14B the Co atoms preferentially replace 
Fe atoms in position k2 [3.443].

The morphology of particles and the crystallites contained in them 
in alloys obtained by the mechanochemical method was studied by 
transmission and scanning electron microscopy. It has been found 
that the powder particles have a relatively equiaxed shape and a size 
of the order of 0.1–1 μm. As an example, Fig. 3.203 is a dark-field 
electron microscopic image of a powder particle of about 0.4 μm size 
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obtained by grinding a mixture of Nd2Fe14B + 7% Co and annealing. 
A dark field image was obtained by placing the objective diaphragm 
in the region of the diffraction ring reflections from Nd2Fe14B and 
α-Fe observed on the electron diffraction pattern.

At the boundaries of the particle, in the places where it was 
possible to illuminate it, crystallites of phases Nd2Fe14B and α-Fe 
with a size of 25–30 nm are seen, but smaller ones, 10–15 nm in 
size, are also present. According to X-ray diffraction analysis, the 
sizes of Nd2Fe14B and α-Fe crystallites in this sample were (27 ± 3) 
and (14 ± 2) nm, respectively.

As a result of annealing, due to the formation of a nanocrystalline 
state, high magnetic properties of the powders are formed. For 
example, Fig. 3.204 illustrates the change in the magnetic properties 
in the refined powder Nd2Fe14B + 7% Co after annealing [3.443].

As can be seen, as the annealing temperature increases, the 
coercive force increases and the residual magnetization decreases. 
This is primarily due to the increase in the content of the Nd2Fe14B 
phase and the decrease in the amount of α-Fe in the alloy. In this 
case, naturally, the dependence of the energy product (BH)max on the 
annealing temperature has an extreme character.

Figure 3.205 shows the dependence of the coercive force of alloys 
obtained by different methods on the content of magnetically soft 
phases (α-Fe and iron borides), i.e., in fact, on the phase composition 
of the alloys.

It can be seen that the coercive force of the powders obtained by 
mechanochemical methods in the mill is noticeably higher than that 

Fig. 3.203. Electron microscopic image of a particle of NdFeCoB powder after 
annealing at 690oC, ×100 000.
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of powders obtained by centrifugal sputtering and having similar 
chemical and phase compositions. This is due primarily to the fact 
that the crystallite sizes of Nd2Fe14B and α-Fe phases in powders 
obtained by the mechanochemical method are 1.5–2 times smaller 
than in powders produced by centrifugal sputtering.

The results of measurements of the magnetic properties of 
nanocrystalline alloys based on the Nd2Fe14B compound at room 
temperature and at 10 K in a pulsed magnetization setup showed that 
even in a superlarge field of 48 T, which exceeds the anisotropy field 
of the Nd2Fe14B compound approximately 7-fold, magnetic saturation 
is not achieved [3.444]. The absence of magnetic saturation in fields 
far exceeding the anisotropy field was also observed in nanoalloys of 
the Fe–O system [3.445] and Fe nanopowders [3.446]. The reasons 
for this phenomenon need further study.

Fig. 3.204. Dependence of the coercive force (1), remanent magnetization (2) and 
energy product (3) on the annealing temperature of Nd2Fe14B + 7% Co powder.

T
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Fig. 3.205. Dependence of the coercive force of alloys obtained by centrifugal 
sputtering (1) and mechanochemical methods: grinding in a high-energy mill (▲) 
and MPTD (Δ), on the content of magnetically soft phases.
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At the moment, nanocrystalline magnetically hard alloys are 
not only an object of scientific research, but also are produced on 
an industrial scale. For example, permanent magnets from rapidly 
quenched alloys based on the compound Nd2Fe14B are widely used 
in products of electrical engineering, acoustics, electronics [3.436]. 
It should be expected that further investigations of the alloys of 
the Nd–Fe–Co–B systems will be carried out in two directions. The 
first is due to the obtaining and investigation of the structure of 
alloys, which provides a significant increase in magnetic properties, 
in particular, through the formation of an ‘exchange-bound’ state. 
The second is the development of new and improvement of the 
known processes, which will allow a lower cost of manufactured 
nanomaterials, or significantly increase their performance (magnetic, 
strength, etc.) properties.

3.4.6. Magnetic properties of films

Films of magnetically soft alloys are used in the production of 
miniature high-sensitivity magnetic field sensors of a wide range of 
applications: magnetic recording systems, communication systems, 
etc. With increasing recording density and miniaturization of 
information recording and storage devices, the requirements to the 
operational properties of the material increase. At present, these 
requirements are characterized by the following level of properties: 
high induction of saturation (up to 2 T) in combination with low 
coercivity (<0.1 Oe) and high magnetic permeability (>>1000) at high 
frequencies (hundreds of MHz); high electrical resistivity (200 Ω · 
cm); high wear resistance; thermal stability (up to 600oC), corrosion 
resistance and the ability to produce material using film technology. 
In the modern design of the magnetic head, the thickness of the 
magnetic layer in single- and multilayer cores varies from a few 
microns to several nanometers, and the core is made using planar 
technologies (magnetron, ion-plasma spraying, etc.)

It is known that in thin layers a low coercive force and high 
permeability can be obtained on materials with nanoscale structure 
[3.447, 3.448]. Such a structure is based on Finemet iron alloys 
(see 3.4.2), Nanoperm (see 3.4.4) and Heatperm [3.449, 3.450]. 
The structure of these alloys is formed during the annealing of an 
amorphous material obtained by quenching from a melt and consists 
of randomly oriented 10 nm grains of the α-(FeSi) phase and an 
amorphous phase located in intergranular spaces.
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In the early 1990s, the attention of researchers was drawn to 
another class of film magnetically soft alloys with a nanocrystalline 
structure belonging to the Fe–Me–X system in chemical composition, 
where Me is a metal of Group IV or V, for example Ti, Zr , Hf, Nb, 
Ta; X – nonmetal: N, C, O, B [3.449, 3.451, 3.452]. Films of such 
alloys are able to provide, in comparison with Finemet alloys, a 
higher magnetization (Bs = 1.5–1.75 T) in combination with higher 
values ​​of high-frequency permeability (μ10 MHz = 2000–7000) and are 
characterized by higher thermal stability. The use of high-energy 
planar technologies, in particular, magnetron sputtering for the 
production of films these compositions make it possible to produce 
ultrathin films, and also in a single technological process to obtain 
a whole multilayered element of a miniature magnetic sensor design 
comprising one or more soft magnetic layers. The structure of such 
films after annealing is nanosized (10–20 nm) crystallites of the 
ferromagnetic α-Fe phase and dispersed precipitates of the MeX 
phase along their boundaries. This type of structure is characteristic 
of dispersed-hardened alloys, which is confirmed by extremely high 
hardness values ​​(10 GPa) obtained on films of Fe–Ta–N systems 
[3.454].

Under the conditions of magnetron sputtering, the elements Me 
and X, for example, Zr and N as alloying elements, are capable of 
producing films of Fe-based alloys in the amorphous, cluster or 
nanocrystalline state [3.455, 3.456]. In the process of sputtering or 
subsequent annealing of the film, a dispersed-hardened structure of 
the composite type is formed, consisting of an α-Fe ferromagnetic 
phase with a nanoscale grain (D3 ≈ 10 nm) and a thermodynamically 
stable, solid non-magnetic interstitial ZrN phase located in the form 
of highly dispersed particles along the ferrite grain boundaries (Fig. 
3.206).

The authors of [3.457] studied the structure and magnetic 
properties of the Fe78Zr11N11 films 0.7 mm thick obtained by 
frequency reactive magnetron sputtering on glass substrates of 
the target with the composition Fe–10 at.% Zr, depending on the 
annealing temperature in the range from 200 to 700oC holding for 
1 hour.

Figure 3.207 shows the change in the dependence of the annealing 
temperature on the effective magnetic anisotropy constant Kef and on 
the magnetic characteristics Hc and Bs of the films studied [3.458].

Figure 3.207 shows that as the annealing temperature increases, 
the values ​​of Hc and Keff decrease and at 450–550oC the annealing 
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Fig. 3.206. Scheme of the structure of the 
Fe-ZrN nanocomposite [3.457].

Fig. 3.207. The temperature dependence of the effective magnetic anisotropy constant 
Kef (a) and the magnetic characteristics Hc and Bs (b) Fe78Zr11N11 films.
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temperatures have the minimum values ​​(Hc = 0.3 Oe, Kef = 100 
erg/cm3). At these temperatures, the saturation induction value Bs 
reaches 1.9 T and decreases to 1.8 T after annealing at 700oC. As 
the annealing temperature rises above 550 ◦C, the Hc and Kef values ​​
increase.
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Investigations of the structural state of the films in the initial state 
and after annealing in the 300–700oC range showed [3.459] that the 
films in the initial state have a structure consisting of amorphous 
and two crystalline phases. One of them, the BCC ferromagnetic 
phase is a strongly supersaturated nitrogen solution based on α-Fe 
with a grain size of 3–4 nm; The other is the non-magnetic FCC 
phase Zr1N1–x with a grain size of 1.5 nm. The quantitative ratio of 
BCC and FCC phases is 91:9. After annealing, the mutual ratio of 
the volume fractions of BCC and FCC phases (95:5) varies in the 
temperature range 400–550oC compared with the initial state, the 
average size of the BCC-phases does not change. Annealing at 600 
and 700oC leads to an increase in the grain size of the BCC phase to 
8 and 11, respectively, and to the appearance of an additional FCC 
Fe4N phase whose amount after annealing amounts to 20%.

The authors of [3.457] explain the changes in the magnetic 
properties (Fig. 3.207 a, b) as follows. Films are characterized 
by high values ​​of Bs, since the main structural component is a 
ferromagnetic BCC phase based on α-Fe. The presence in the initial 
structure of the amorphous phase and nitrogen in the α-Fe lattice 
reduces the characteristic value of Bs for α-Fe (2.147 T) to 1.7 T. 
The decrease in the amount of the amorphous phase as a result of 
annealing at 550oC leads to an increase in the Bs value of the film 
to 1.9 T. The decrease in Bs after annealing at 700oC (1.8 T) is due 
to the appearance of an additional phase Fe4N with Bs of 1.7 T in 
the structure.

An explanation of the nature of the changes in the values ​​
of Hc and Kef with an increase in the annealing temperature is 
possible with allowance for the change in the effective constant 
of induced magnetic anisotropy, the value of which depends on 
the magnetostriction λS and internal stresses σ (Kef ~ λSσ), which 
is confirmed by the structural changes observed after annealing at 
temperatures up to 500oC [3.459]. The amorphous phase on the basis 
of Fe with high positive magnetostriction disappears, the nitrogen 
concentration in the α-Fe lattice decreases, which leads to a change 
in the magnitude and sign of the magnetostriction: apparently, the 
stresses arising in films obtained by the magnetron sputtering method 
decrease. All this leads to a decrease in the value of λSσ and the 
values ​​of Hc and Kef.

According to the data obtained by the authors, in the investigated 
films close to the optimal value, the ratio of structural elements is 
most likely achieved after annealing at 450–550oC, when Kef has a 
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minimum value. After annealing at 600 and 700oC, the grain size 
of the BCC phase increases, hence the extent of the intergranular 
boundary regions decreases, and a second magnetic phase Fe4N 
appears; all this leads to an increase in λS

ef, Kef and Hc of the films.
Thus, the authors of [3.457] obtained films thermally stable up 

to 550oC, which combine high saturation induction (1.9 T) with low 
values ​​of coercive force (Hc = 0.3 Oe), exceeding in the complex 
of these properties the well-known magnetically soft films based on 
Fe (Figure 3.208).

Fig. 3.208. The complex of magnetic properties (Hc and Bc) obtained on Fe78Zr11N11 
films and on magnetically soft Fe-based films known from publications.

Bs, T Hc, OeFe78Zr11N11 films Fe-films
literature data
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FeCo  143,  218,  423,  424
Fe–Co–Zr–B  145
Fe–Cr–B  373,  374,  376,  379
Fe–Ni  32,  34,  38,  39,  44,  78,  80,  89,  91,  93
Fe–Ni–B  219,  240,  420
Fe–Ni–P  38,  39,  44,  78,  80
Fe–P–C–Ga–Si–Cu  401
Fe–Si–B–Nb–Cu  218,  274,  275,  397
FexNi80–xB20  33
FexNi80–xP14B6  33
Finemet  72,  205,  211,  212,  213,  214,  218,  236,  379,  401,  404,  405,  406,  407, 
	 408,  412,  415,  418,  420,  421,  422,  423,  437
Heatperm  437
Invar  93
nanoalloy  108
nanocrystalline  103,  104,  105,  106,  107,  108,  109,  110,  111,  112,  113,  114,  115, 
	 116,  117,  119,  120,  121,  122,  124,  125,  126,  127,  128,  129,  130,  131,  132, 
	 133,  134,  135,  136,  139
Nanoperm  218,  421,  422,  423,  437
Nd–Fe–B  406,  426,  427,  428,  430,  432
Ni44Fe29Co15B10Si2  201,  204,  205,  206,  207,  208,  218,  219,  322,  325,  327,  328, 

329,  333,  335,  336
Ni44Fe29Co15Si2B10  236,  237,  238,  242,  243,  244,  379,  380,  415,  416,  417,  418, 
	 419,  420
Ni55Pd35P10  65
Ni70Mo10B20  179,  180,  181
Ni70Mo10P20  178,  180,  181
Ni–Co  89
Ni–Fe–Co–Si–B  219,  236
Ni–Mn  89
Ni–Mo–B  218,  219,  220
Pd78Cu6Si6  35
Pd78Cu6Si16  60
Pd–Cu–Ni–P  276,  389
Tb–Co  93
Thermoperm  218,  421,  423
Ti49Ni24Cu24B3  360,  362,  363,  364,  367,  368,  369,  370,  371,  372
Ti50Co50  93
Ti50Ni25Cu25  247,  248,  249,  250,  251,  252,  253,  254,  255,  257,  259,  359,  360,  361, 

362,  367,  368,  369,  371,  372
Vitreloy 1  356,  357
WC–Co  107,  108
Zr–Cu–Al–Ni–Nb  356
Zr–Ti–Cu–Ni–Al  276,  389
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amorphisation  1,  2,  4,  14,  33
anisotropy

effective anisotropy  399,  400,  401,  402,  423
equiaxial anisotropy  401
magnetocrystalline anisotropy  400,  407
magnetocrystallographic anisotropy  425

Avrami index  212

B

Bridgman chamber  109,  148,  149,  226,  236,  247,  248,  251,  254,  257,  261,  270,  379, 
415,  416,  417,  418

C

cathode sputtering  163,  165
creep

Coble creep  229
crystallisation

eutectic crystallisation  172
polymorphous crystallisation  172
primary crystallisation  172
surface crystallisation  177

D

deformation
severe plastic deformation  105,  106,  109,  111,  112,  113,  115,  116,  131,  132

ductile–brittle transition  61,  71,  78,  83

E

effect
high-temperature hardening effect  38
magnetostriction effect  92
ΔE-effect  92,  94,  95

equal-channel angular pressing  109,  111
equation

Arrhenius equation  174
Debye–Scherrer equation  404
Ginzburg–Landau  383
Griffith-type energy balance equation  58
Irwin equation  30
Johnson–Mehl–Avrami equation  174
Kissinger equation  174
Landau–Khalatnikov equations  382

F

factor
Debye–Waller factor  112

ferrimagnetics  84,  86,  87,  97
ferrimagnetism  84,  86,  87
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ferromagnetics  84
ferromagnetism  84,  85,  86,  87,  88,  89
function

radial distribution function  6,  7,  8,  9,  10,  13,  20,  76
reduced interference function  8

G

grain boundary microsliding  359
grain boundary microslip  127

H

Hall–Petch ratio  120,  122,  123,  124,  126
high-temperature gas extrusion (HTGE)  107
high-temperature superconductors  289
hot isostatic pressing  106

I

ion-beam assisted deposition  289
ionised cluster beam deposition  163
ion plasma sputtering  166

M

magnetoresistance  302,  303,  304
magnetron sputtering  167,  168,  286,  288,  295,  298,  299,  313,  392,  437,  440
megaplastic deformation  146,  147,  150,  151,  222,  271,  380
megaplastic torsion deformation  433
metal-organic chemical vapour deposition  163
method

Bridgman-Stockbarger method  297
Taylor-Ulitovsky method  404

model
Bernal model  11
Eyring model  270
Gilman dislocation model  47
Hertzer model  401,  403
Spaepen free volume model  15
Spaepen–Taub model  49

molecular beam epitaxy  163
moment

magnetic moment  84,  86,  88,  89,  90,  93
MPD  146,  147,  148,  222,  223,  224,  225,  226,  227,  228,  229,  230,  231,  232,  233, 
	 234,  235,  236,  238,  239,  240,  241,  242,  243,  244,  245,  246,  247,  248,  250, 
	 251,  252,  253,  254,  255,  256,  257,  258,  259,  260,  261,  264,  267,  270,  271, 
	 379,  380,  381,  382,  385,  387,  388,  389,  415,  416,  417,  418,  419,  420,  421

N

nanocrystals  108,  110,  112,  114,  116,  117,  120,  121,  122,  123,  124,  126,  127,  128, 
	 129,  130,  134,  136
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nanoindentation  355,  389,  393,  394
nanopowder  106,  108,  131,  132

P

paramagnetism
Curie paramagnetism  133
Pauli paramagnetism  133

Peierls barrier  232,  233
polyclusters  21
polyhedrons

Bernal polyhedrons  11
Voronoi polyhedrons  11

pulsed photon irradiation  390

R

ratio
Hall–Petch ratio  143,  337,  339,  359,  368,  369,  372

relation
Hall–Petch relation  119,  122,  124,  125,  128,  129,  337,  339,  352

remagnetisation  90

S

spin nonet  135
structural relaxation  14,  15,  19,  20,  21,  24,  35,  37,  38,  39,  50,  51,  70,  76,  78,  79, 
	 91,  98
superparamagnetism  404,  426
surface hardening ultrasonic treatment  150

T

temperature
blocking temperature  135
Curie temperature  14,  77,  85,  88,  89,  95,  96
equicohesion temperature  41,  71,  73
glass transition temperature  1,  3,  36,  42

thermal spraying  164
treatment

pulsed photon treatment  160,  161

Z

zero ferromagnetics  89
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