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PREFACE

Hydrogen is the smallest impurity atom that can be implanted
in a metallic host. Its small mass and strong interaction with the
host electrons and nuclei are responsible for many anomalous and
interesting solid state effects. 1In addition, hydrogen in metals
gives rise to a number of technological problems such as hydrogen
embrittlement, hydrogen storage, radiation hardening, first wall
problems associated with nuclear fusion reactors, and degradation
of the fuel cladding in fission reactors. Both the fundamental
effects and applied problems have stimulated a great deal of inter-
est in the study of metal hydrogen systems in recent years. This
is evident from a growing list of publications as well as several
international conferences held in this field during the past decade.
It is clear that a fundamental understanding of these problems re-
quires a firm knowledge of the basic interactions between hydrogen,
host metal atoms, intrinsic lattice defects and electrons. This
understanding is made particularly difficult by hyrogen's small
mass and by the large lattice distortions that accompany the
hydrogenation process.

The purpose of the "International Symposium on the Electronic
Structure and Properties of Hydrogen in Metals'" held in Richmond,
Virginia, March 4-6, 1982 was to increase our fundamental under-
standing of hydrogen in metals. Such knowledge is essential in
solving technologically important questions. The symposium con-
sisted of twenty-two invited papers and seventy-two contributed
poster presentations and attracted nearly 150 participants from
thirteen countries. The proceedings of this symposium constitute
this book.

The discussions and presentations included a number of topics:
phase diagrams, spinodals, order~disorder transformations, thermo-
dynamics, neutron scattering, elastic interactions, electronic
structure, magnetic and hyperfine properties, superconductivity,
diffusion, interaction with lattice defects, chemisorption, and
catalysis. A variety of experimental and theoretical techniques
were discussed and the complimentarity of these techniques in
probing the electronic structure and properties of metal-hydrogen
systems was emphasized.
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The structure, phase diagrams, phase transitions, stabilities,
stoichiometries and site occupancies were presented from an experi-
mental viewpoint and discussed theoretically in terms of electronic
and elastic interactions. The electronic structure and properties
were studied with de Haas van Alphen effect, XPS/UPS and energy loss
spectroscopy, Mdssbauer effect, perturbed angular correlation, muon
spin rotation, and electron and nuclear spin resonance techniques.
The results were analyzed theoretically using conventional jellium,
cluster, and band structure models. The mechanism of trapping of
hydrogen by impurities and imperfections and the effects of trapping
on diffusion entered the discussion. New work on superconductivity
and the status of the theory were presented. Throughout much of
the program isotope effects and quantum solid effects associated
with the small hydrogen mass played a role. The present under-
standing of hydrogen chemisorption and catalysis was reviewed. Be-
cause of the limited time available for the conference, many impor-
tant areas of hydrogen in metals had to be left out.

We wish to thank the conferees for the high quality of their
participation in the invited and poster presentations and exchange
of ideas. We thank the members of the international steering
committee: Professors G. Alefeld, B. Baranowski, H. K. Birnbaum,

J. P. Burger, J. Friedel, F. D. Manchester, D. T. Peterson, J. M.
Rowe, K. S. Singwi, A. M. Stoneham, W. E. Wallace and T. Yamazaki
for their advice in the choice of scientific topics and organiza-
tion of the symposium. We owe special gratitude to the local
organizing committee: Professors C. T. Butler, T. D. Doiron, D. W.
Hartman, W. J. Kossler, H. E. Schone, J. Ruvalds, C. E. Stronach,
and K. R. Squire for their help during the one and half year this
symposium was being planned. We are grateful to the faculty and
staff of the Physics Department of Virginia Commonwealth University,
in particular Professor R. H. Gowdy, Prof. G. B. Taggart, Mr. James
Spivey, Ms. Kim Hulce, and Miss Belinda Ashmore for their individual
help and advice.

This symposium was made possible by a generous grant from the
Special Program Panel on Materials Science of the North Atlantic
Treaty Organization. The symposium was hosted by the Virginia
Commonwealth University. We also acknowledge with thanks the finan-
cial support of the Virginia Commonwealth University, the National
Science Foundation, the Exxon Corporation, and Philip Morris, U.S.A.

P. Jena
C. B. Satterthwaite

Richmond, Virginia
May, 1982
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METAL-HYDROGEN PHASE DIAGRAMS

T. Schober

IFF, KFA Jilich
517 Jilich, W.-Germany

ABSTRACT

Work on the phase diagrams of the systems NbH(D), TaH(D) and
VH(D) is reviewed. Emphasis is placed on more recent experimental
progress. In the system NbH(D) the occurrence of multiple ordered
low temperature phases and hydrogen density waves is discussed. In
the system TaH(D) a detailed description of the low—temperature
phase relationships is still unavailable, As to the systems VH and
VD (which display a drastic isotope effect) a better characteri-
zation of the phase transitions was achieved. Much of the discre-
pancy between the different phase equilibrium studies of the last
years is now resolved. A new phase transition into an incommensurate
state is described for the system VD. In summary, the three systems
are much more complex than anticipated. They display first and se-
cond order transitions, incommensurate structures with hydrogen
concentration waves, possibly metastable phases, miscibility gaps
and pronounced isotope effects. There is strong reason to believe
that a similar variety of effects may also be encountered in other
M-H systems.

INTRODUCTION

Phase diagrams play a very important r8le in materials science
as they provide "maps" of the temperature and concentration re-
gions in which certain phases or phase mixtures exist. Such infor-
mation is essential for the preparation of samples, for applications
and for the correct interpretation of experiments. As to metal-hy-
drogen phase diagrams, there are the fundamental studies of the
reactions of Pd, Nb, Ta and V with H(D,T) and also the investigations

1
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of the technically more important phase diagrams such as the systems
ZrH, TiH, UH, LiH etc. A third group of phase dlagrams which are
gaining increasing importance describe the reaction of H(D,T) with
storage materials such as FeTl, LaNlS, MgoNi and the Laves phases.
This latter group of diagrams is relatively unexplored and will be
presumably at the focus of further investigations. By "phase dia-
gram" we mean in general a three dimensional p-c-t diagram as
recently discussedl. In the case of sealed surfaces (as for Nb, Ta,
V) we consider projections along the p-axis. The present work

is concerned with an overview of phase diagrams and relationships
for the systems NbH(D), TaH(D) and VH(D). It is anticipated that
many of the phenomena encountered in these systems will also be of
importance in the two other groups of diagrams mentionned above.

THE NIOBIUM HYDROGEN SYSTEM

For purposes of i1llustration we present in Fig. 1 a recent
NbH diagram?™® in which the low-temperature, high concentration
part (see box) has been left out. It will be discussed below. As
to the "terminal solubility for hydrogen" (TSH), most recent studies
as listed in%»5 are in good agreement. The triple point tempera-
ture for H was listed® as (88 * 1)°C and for D® (99 * 1)OC, where-
as DTA experiments“ yielded values about 2° lower. The incoherent
(aso') miscibility gap was precisely measured in recent work5.
The temperatures forthe B - B + o' - o transition in Fig. 1 are from
DTA and resistivity data?>3 which are in good agreement with me-—
tallographic data®. As to the ¢ » ¢ - g transition upon heating
at ¢ 5 70 %,a stepw1se decay of phase ¢ was noted2-3,7, It first
decays 1nto n/ which is only stable for about 2°. It then trans-
forms at -66 °C to ¢ which in turn changes to g at -45 °C. A dif-
ferent view of these events is® that at -66 OC a partial second
order disordering reaction of ¢ takes place which occurs between
-66 °C and 0 °C, finally leading to 8. In the latter view ¢ would
not be a distinct phase. (The above reactions apply only to the
hydr%de phases which are in equilibrium with o at that tempera-
ture).

Low Temperature — High Concentration Transitions (see box in Fig. 1)

Very thorough susceptibility and DTA work? recently resulted
in a detailed phase diagram, a portion of which is reproduced in Fig.
It is mainly characterized by low temperature phases at ¢ = 0.73,
0.78, 0.83, 0.85, 0.9 and 1.0. We recognize the more important
phases € and A which are well known from previous diagrams.
The phase vy in Fig. 2 1s probably identical with Pick's cubic
Y—phaselo. Birnbaum et al.B, however, have a different view of
the low-temperature, high concentration region. They report at
least 3 A-phases with a long-period superlattice in the range
72 - 77 %, 85 - 90 % and 91 - 96 %. These phases consist of a
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Fig. 1. NbH phase
diagram — without
low temperature
phases. Open cir-
cles: DTA work.

Fig. 2. Partial NbH
diagram® obtained from
susceptibility and DTA
measurements. For
competing models of
this range see Ref.

8,1k,

stacking in the [QOT]C of B structure unit cells in two variants
with superimposed commensurate hydrogen density waves (wavelengths:
14/3, 16/3 and 18/3 a[100]). No evidence was obtained in their
work for the cubic vy phase. - In different TEM and metallographic
workll it could be shown that a) A has an anisotropic crystal
structure as witnessed by its domain structure; b) that a transi-
tion could be observed at ¢ = 85 % and T & -66 OC from an ordered
(high temperature) phase with domain boundaries to a cubic low
temperature phase, the phase vy, without domain boundaries. vy was
found to display superlattice reflectionsll, Thus, the existence
of a cubic y phase seems well established; further support for it
was recently obtainedl?-13,
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In recent acoustic workl!% several of the above phase transi-
tions were examined. At the composition of 83 % phase transitions
were observed at -173 ©C and -55 °C. The transition at -173 °C was
found to extend from 82% to 93% and to be of second order. This im-
portant observation of second order transitions in the Nb-H system
suggests that even further transitions in Fig. 2 may be of second
order. Obviously, the corresponding two-phase regions in Fig. 2
would have to be omitted.

Furthermore, we wish to mention recent susceptibility data in
the range 0 - 70 % and T < -40 °c9, Surprisingly, these authors ob-
served anomalies in the temperature dependence of the susceptibi-
lity and constructed a "phase diagram" in that range displaying
two new phases (+*,n) and various phase boundaries. In the present
author's opinion these effects do not correspond to true phase
transitions; and n are no new hydride phases. It is felt that
Fig. 1 is basically correct in that region. There is ample TEM evi-—
dence">758 that the only hydrides which are in equilibrium with o
is ¢ at low T's and ¢ at intermediate T's (see Fig. 1). Thus,
further work is indicated to clarify this rather serious discre-
pancy.

Finally, let us consider isotope effects in the systems NbH
and NbD. Apart from the above difference in the triple point
temperature we note a pronounced isotope effect in the transi-
tion temperatures 8 >~ B + o' > a' (c > 50 %) when data in Ref,

3 are compared with NbD values in Ref. 15.

THE TANTALUM HYDROGEN (DEUTERIUM) SYSTEM

As a first reference, we present in Fig. 3 a recent TaH dia-
gram*s>1% a portion of which was recently revised? (Fig, L, see
discussion below). Starting at low concentrations, the TSH(D)
(solvus) has recently been determined again with DTA using a
better resolution than previously“. The improved solubility limit
for H and D is shown in Fig. 5. It is seen that virtually noc iso-
tope effect is present. A rather drastic isotope effect between
the systems TaH and TaD is evident at elevated concentrations and
temperaturests16=19, Two examples may be noted. In the system TaD,
the ¢(=Bp) phase field is very narrow when compared with TaHl17,18,
The § » o transition at 77 % occurs for TaH between &70 and
76 ©C, for TaD, however, between 96 and 110 °Cl6718, These iso-
tope effects have been somewhat neglected in the past; a precise
determination of the TaD diagram from 40 to 80 % is clearly needed.

As to the low-temperature high-concentration region in Fig. 3
and Fig. 4 we first note that the structure of phase n at 66 % has
been determined by neutron diffractionl!’>18. 5 is pseudo-ortho-
rhombic with A = 4 /2 a, B=3/2 a and C = a. The difference bet-
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Fig. 3. TaH diagram after Ref. 4,19. It is based
on DTA and susceptiability measurements.

Fig. 4. Partial TaH diagramy Fig. 5. DTA determination of the
containing the revisions TaH(D) TSH using rather thick spec-
described below. imens and therefore, improved accuracy.

ween Fig. 3 and Fig. L con31sts in the introduction in Fig. 4 of
triple-point lines at -78 °C and -38 °C between 52 and T2 %, and
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Fig. 6. Updated VH phase diagram containing recent revisions?!.
The data points shown are DTA values®.

the removal of a triple point line at -13 °C which may have been
due to artifacts?. We note however that no DTA signals (but only
x—anomalies) were observed at the lines of -38 °C and -78 °C. These
transitions should, therefore, be considered with a certain amount
of caution. In weighing all the data, firm evidence seems

to be available for the following TaH phases for the limit T - O:
the g-phase Ta,H; the n-phase TazH,, ¢ at A72 %, the y-phase at

80 % and a cubic low temperature phasells20, This latter phase was
observed below -150 ©C at concentrations believed to be >85 %. It
was neither assigned a Greek letter nor entered into the phase dia-
gram for lack of further information. We believe this phase to be
similar to Pick's y-NbH phasel0. We further assume that additional
Tal phases exist between 80 and 90 %, similar to the system NbH.

We consider 90 % to be the limiting concentration for H in Ta.

THE VANADIUM-HYDROGEN SYSTEM

A recently updated VH diagram?l:22 js seen in Fig. 6. Its TSH
(solvus) is the same as in earlier work“. There is general agree-
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Fig. 7. Updated VD phase diagram with recent revisions?!
The data points again are DTA values“. One VT point is
taken from Ref. 28.

ment now that the g » ¢(g') transition is of second orderl?7,18,23-25,
We have modified our original phase diagram accordingly* . This
transition has become the prototypical second order phase tran-
sition in M-H systems. Recent TEM work?l has shown, however, that
the § - g transition is of first order since the two phases were
observed in coexistence. An open area in the VH system is still

the region from 80 to 100 % and low temperatures where it is con-
ceivable that further phases with octahedral occupation exist. Re-

cently, a tentative extension of the VH diagram to 200 % was pro-
posed?26,

THE VANADIUM DEUTERIUM SYSTEM

Again, a recently modified version?l is shown in Fig. 7. The

¥

)The o1d (g+e¢) two phase field was dropped. Also, a rounded top
(Fig. 6) was used to separate (g+§) and § from g. This con-
struction 1s also compatible with the old DTA datalt.
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Fig. 8. Incommensurate deuterium density fluctuations in the
hyperstoichiometric v'~VD phase. a) Schematic presentation of
a typical electron diffraction pattern, (110).-orientation.
The hydrogen superlattice reflection (arrows) are displaced
by & away from the stoichiometric positions. The new positions
are incommensurate with the matrix. b) Real space model of an
incommensurate deuterium density modulation which would lead
to the superlattice reflections in a). Here, A = wavelength

of the modulation, AP its amplitude around the average concen-
tration P. Densities are schematically indicated by the white
areas within the filled circles.
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only changes occur at low temperatures and high concentrations. The
y + § transition was found to be of second order. Thus, the (y+§)
two phase field was omitted. If c was raised beyond 75 %, y trans-
formed to an incommensurate phase (y') with concentration dependent
hydrogen density modulations?1,22, A typical case is shown in Fig. 8;
for details see the caption. The existence of phase ¢ could be con-
firmed?l. It is uncertain, however, whether a (z+§) two phase field
exists. - We note that certain low-temperature deuterides may only
be metastable?? and transform with time to different structures.

THE VANADIUM TRITIUM SYSTEM

One data point in Fig. 7 refers to VI28 and shows that the
VT diagram is displaced by 30 °C to lower temperatures when
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compared with VD. Work on the VT diagram is in progress in this la-
boratory?9.

DISCUSSION

The complexity and the isotope effects of the phase diagrams
are certainly confusing. We note first and second order phase
transitions, incommensurate hydrogen density concentration waves,
possibly metastable phases and miscibility gaps. We readily admit
that some revisions of the present diagrams may be expected in the
future. A theoretical description on the basis of elastic inter-
actions is only available for portions of the NbH(D) diagram30-31.
Thus, electronic effects seem to determine the general behavior
of these systems. As to isotope effects, there are theoretical
estimates32-33 of the direction and the amount of the isotope
effect in certain phase transitions. One is far, however, from a
quantitative theoretical description which could predict for all
the interstitial phases and the three isotopes the range of homo-
geneity and the transition temperatures.
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A REVIEW OF THE STATISTICAL THEORY OF THE PHASE-CHANGE BEHAVIOR OF

HYDROGEN IN METALS

Carol K. Hall

Department of Chemical Engineering
Princeton University
Princeton, New Jersey 08544

ABSTRACT

Theoretical treatments of the phase-change behavior of hydrogen
in metals based on the lattice-gas model of statistical mechanics are
reviewed. Early model calculations assumed that hydrogen in metals
could be treated as a lattice-gas model in which the hydrogen-hydro-
gen interactions were either attractive (as in the Lacher model) or
repulsive (as in the blocking models). Models based on attractive
interactions predicted phase separations between the disordered phases
o and o' but did not predict the correct saturation behavior while mo-
dels based on repulsive interactions predicted the correct saturation
behavior but could not predict phase transitions. 1In the mid 1970's
work by Hall and Stell showed that both attractions and repulsions
between hydrogen atoms were necessary to obtain the ordered B phase
as well as the phases o and a'. Work by Horner and Wagner, showed
that the elastically-based hydrogen-metal interaction is mathemati-
cally equivalent to an effective hydrogen-hydrogen interaction and
that this effective interaction can be calculated in terms of experi-
mentally measurable quantities. Recently, Futran, Coats, Hall and
Welch have developed a model for hydrogen in niobium based on the
Horner-Wagner work which predicts the o, o' and B phases. The model
has been extended to apply to the case where hydrogen is absorbed in
niobium-vanadium alloys.

INTRODUCTION
Research in metal-hydrogen systems has been motivated in recent
years both by a desire to have a fundamental understanding of the na-

ture of these systems and by a desire to explore and develop techno-

11
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logical applications. Many of the theories developed to explain the
behavior of hydrogen in metals are based on statistical mechanics
which is a mathematical prescription for obtaining the macroscopic

or thermodynamic properties of a substance in terms of its microscopic
or molecular properties. In this paper we will trace the development
of theories of metal-hydrogen systems based on statistical mechanics
and show how increasing levels of sophistication in performing the
calculations over the years have led to a better understanding of the
phase-change behavior of hydrogen in metals.

PHENOMENOLOGY ASSOCIATED WITH THE PHASE-CHANGE BEHAVIOR OF HYDROGEN
IN METALS

Hydrogen forms alloys and compounds with many metals*. The hy-
drogen molecule dissociates upon entering the metal lattice. The
hydrogen sits on tetrahedral interstitial sites in metals with b.c.c.
lattices (such as niobium, tantalum and vanadium) and on octahedral
sites in metals with f.c.c. lattices (such as palladium). Schematic
versions of the phase diagrams of the H-Nb, H-Ta, H-V and H-Pd sys-
tems at low to moderate hydrogen concentrations are shown in Figs.
1(a)-(d). It can be seen that the compounds formed are non-stoich-
iometric and that there are a number of different phases. 1In all
materials the o and o' phases refer to disordered phases in which
hydrogen atoms occupy the interstitial sites at random. The lattice
parameter in the o' phase is always greater than the lattice para-
meter in the o phase because the lattice stretches to accommodate the
higher hydrogen concentration. The B phase refers to a high density
phase in which certain of the interstitial sites available to the
hydrogen atom are more likely to be occupied than other sites. These
sites form an ordered array which can be detected by neutron scat-
tering. This ordering is accompanied by a distortion of the host-
metal lattice, i.e. a structural phase change. At even higher con-
centrations and lower temperatures, these systems exhibit a number
of other ordered phases each of which is accompanied by a change in
the structure of the host-metal lattice.

EARLY MODEL CALCULATIONS

The problem of finding a correct theoretical explanation for
the phase diagram and thermodynamic properties found when hydrogen
is absorbed in metals has challenged scientists for over fifty years.
The usual approach taken is to develop a microscopic model of hydro-
gen in a metal based on a set of assumptions concerning the nature

*For a review of the phenomenology associated with the behavior of
hydrogen in metals see Ref. 1.
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Fig. 1. Schematic versions of the phase diagrams found for metal-
hydrogen systems at low to moderate concentrations: (a)
H-Nb; (b) H-Ta; (c) H-P4; (d) B-V.

of the interactions and then to obtain the phase diagram and thermo-
dynamic properties using statistical mechanics. Most microscopic
models are of the lattice-gas typez. A lattice-gas model is a model
in which particles are confined to sites but can jump freely from
site to site. Only one particle is allowed per site and interactions
between particles are a function of the distances between the sites
upon which the particles sit. For the case of hydrogen in metals,
the particles are the hydrogen atoms and the lattice is the lattice
of interstitial sites within the metal matrix. The term "lattice-
gas model"” seems to have been coined originally by Lee and Yang3

who used a model of this type to describe the phase-change behavior
of a one-component fluid, however, this type of model had been used
much earlier to describe the behavior of solutions®.

The general procedure in calculating the thermodynamic proper-
ties of lattice-gas models according to statistical mechanics" is
to calculate the grand canonical partition function £ (T,u) which
is defined to be
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NM NHu/kT

- e -E(state) /KT

g (T,u) = ) T e / (1)
NH=1 H’ States

where T is the temperature, p is the chemical potential, k is Boltz-
mann's constant, Ny is the number of hydrogen atoms, NM is the number
of metal atoms, o is the number of interstitial sites available to
hydrogen atoms per metal atom, E(state) is the energy associated with
a particular state or configuration of Ny hydrogen atoms and the sum
is over all possible states or configurations of the hydrogen atoms.
Once the grand partition function has been calculated, the equilib-
rium number of hydrogen atoms, ﬁH, can be determined from

- 3 ~
NH(T,u) = kT[Sa-ln g JT (2)

In order to get an equation of state for the model, the_expression
derived in Eqg. (2) for ﬁH(T,u) is inverted to give u(T,Ny). Since
hydrogen atoms within the metal are in equilibrium with the hydrogen
molecules in the gas phase,

1 o]

= +
H2,gas 2 (UHZ,gas RT in p) (3)

- 1
u(NH,T) =5 H

where “gg,gas is the standard chemical potential of hydrogen in the
gas phase, R is the universal gas constant and p is the pressure.
The equation of state is therefore

0

p= exp(2(u(NH,T) - qu,gas))/RT (4)

Perhaps the simplest model of hydrogen atoms in a metal is the
ideal solution model which was developed to apply to dilute so-
lutions. In the dilute limit, hydrogen atoms are assumed to be so
far apart that their mutual interaction may be taken to be zero.

The energy of a state may then be taken to be -NyWy where Wy is the
interaction energy between a hydrogen atom and the site which it
occupies. Since all states with Ny hydrogen atoms have the same
energy, the sum over all states may be replaced by the number of ways
of distributing Ny hydrogen atoms on oNy sites. The grand partition
function becomes,
Ny (! N (u-W_) /KT
= M H H
E (T,u) = Z N TN N7 e (5)
N.=1 H "M H'C
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OtNM
= (1 ~ exp(y - WH)kT) (6)

where the binomial distribution has been used to perform the sum.
The chemical potential is then

u(T,c) = tnle/(1-c)) + W, /kT (7)
and the equation of state is

P = exp(-2(uy = W) /KT) (o/ (1-c)) (8)
2’

where ¢ = Ny/oNy is the hydrogen concentration. This equation has

the correct behﬁvior in the dilute limit since it obeys Sievert's

law, i.e. ¢ > p?. At higher concentrations, however, no phase transi-
tions occur as can be seen by the fact that pressure is a monotonical-
ly increasing function of concentration which saturates as c -+ 1.

It is apparent therefore that regular solution models are not suit-
able for the explanation of phase-change behavior. :

The ideal solution model can be greatly improved upon by con-
sidering interactions between hydrogen atoms. In 1937, Lacher® de-
veloped a model for hydrogen in palladium in which interactions be-
tween nearest-neighboring hydrogen atoms were assumed to be attrac-
tive. The energy is given by E(state) = -NyWy + NygWyy where Wyy
is the attractive interaction between nearest-neighboring hydrogen
atoms, (Wygyg > 0), and Nyg is the number of nearest-neighboring hy-
drogen atoms. In order to compute the grand partition function,
Lacher introduced the Bragg-Williams approximation in which the
actual geometrical arrangements of the hydrogen atoms are ignored.
Instead one approximates Nyy by the number of sites which are oc-
cupied, Ny, times the average fraction of the neighbors of these
sites which are occupied, Ny/aNy, divided by 2 to prevent double
counting. Thus, E(state) = - NyWy + NgWyp/20NM. The sum over Ny in
the grand partition function can then be evaluated by the so-called
maximum-term method which involves finding that value of Ny which
maximizes the summand and then replacing the sum by the largest term.

The equation of state is
- (o - W )/kT c/KkT
uHz,gas H . HH
1—)® )

A plot of isotherms in the p-c plane shows that below a critical
temperature, which is given by T, = Wygy/4k, the isotherms exhibit
van der Waals loops. By applying Maxwell equal-area constructions,
the coexistence curve is obtained. As in the ideal solution model



16 C. K. HALL

saturation occurs as ¢ > 1. It can be seen that Lacher's equation
of state is a great improvement over the ideal solution model. By
considering attractions between hydrogen atoms a phase transition
between two disordered phases (the a and o' phases) has been obtained.
Lacher fitted the values of Wyy and Wy to the experimental data. He
also fit the value of o to be .58 in order to obtain the correct cri-
tical and saturation concentrations thereby assuming that only a
fraction of the interstitial sites were available for hydrogen occu-
pation. Over the years the Lacher model has been refined and ex-
tended. Other models based on the assumption of attractive hydrogen-
hydrogen interactions have been developed. For a recent review see
Ref. 6.

Another approach which has been taken in the modeling of hydro-
gen-metal systems is the so-called blocking approach in which hydro-
gen-hydrogen interactions are assumed repulsive. The motivation for
this approach is that in many systems saturation occurs at values of
the concentration <1. For example in the H-Nb system, o = 6 but sat-
uration appeared to be setting in at ¢ = 1/6 indicating that at most
1 in 6 of the sites available to hydrogen could be occupied. One
solution to this is to fit the value of o as Lacher had done, but
another more fundamental approach is to assume that a hydrogen atom
blocks a certain number, say Z-1, of its nearest neighbors from being
occupied. Thus the hydrogen atom behaves as if it were a hard-core
atom which occupies Z sites instead of one site. The evaluation of
the grand partition function for hard-core molecules is decidely more
complex than it is for molecules which occupy a single site. One ap-
proximation which may be taken is to neglect the overlap of blocked
sites and to replace the combinatorial factor in the regular solution
model by one which incorporates blocking7. In this approximation the
chemical potential becomes

u/kT = n(c/(1-2c)) - WH/kT (10)

A more accurate approximation is to include the overlap of blocked
sites in which case Z becomes a function of concentration, Z = Z(C).
In this case the chemical potential becomes

w/kT = n(c/(1-2(c)c)) - W, /KT (11)

Z(C) is the average number of blocked sites. Oates et a1.8 performed
a Monte Carlo calculation of Z(c¢c) for hydrogen in niobium and found
that in order to achieve complete filling at ¢ = 1, one must choose
Z(0) = 15 (i.e. the radius of the hard core must be such that the
nearest three shells of neighboring interstitial sites must be ex-
cluded from occupation). At concentrations of ¢ = 1, Z(l1) = 6. The
blocking models showed that by assuming that the interactions be-
tween hydrogen atoms were repulsive, an explanation for the satura-
tion values of the concentration could be obtained. These models

did not however exhibit phase transitions and so could not provide
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any explanation for the phase-change behavior of hydrogen in metals.

While the early model calculations provided a good deal of in-
sight into the behavior of hydrogen in metals, they were not capable
of providing a comprehensive theory of the phase-change behavior.
Those models in which the hydrogen-hydrogen interactions were assumed
attractive exhibited phase-changes of the a-a' type but could not
(without fitting a) predict the correct saturation behavior or cri-
tical point concentration. Those models in which the hydrogen-hydro-
gen interactions were assumed repulsive, predicted the correct satur-
ation behavior but exhibited no phase changes. Both approaches were
incapable of explaining the proliferation of ordered phases (e.g. 8,
Y, € etc.) at high concentrations and low temperatures which were
discovered in the 1960's. Finally, both approaches ignored the ef-
fect of the lattice deformability on the hydrogen-hydrogen interac-
tions. As pointed out by Alefeld® and by Wagnerlo, the deformability
of the metal lattice should strongly influence the interactions be-
tween hydrogen atoms and should play an important role in the deter-
mination of the phase diagram.

MODEL CALCULATIONS IN THE 1970'S

In the 1970's new research appeared which addressed the problems
found in the early model calculations and pointed the way toward the
development of a more comprehensive theory of the phase-change be-
havior in metal-hydrogen systems.

In 1975, Hall and stelll! showed that a model of metal-hydrogen
systems which contained both long-range attractive and short-range
repulsive interactions could explain qualitatively the appearance of
disordered phases o and a' and also the appearance of the ordered
phase B. This was the first time that any lattice-gas model of
metal-hydrogen systems predicted an ordered phase. In addition, as
the ratio of the strengths of the attractive to repulsive interac-
tions was varied, the model reproduced qualitatively the phase dia-
grams found when low to moderate concentrations of hydrogen are ab-
sorbed in niobium, palladium, tantalum and vanadium. The results of
this research suggested that (a) the direct electronic interactions
between hydrogen atoms, which are presumably of short range and pri-
marily repulsive, are responsible for the appearance of ordered phases
at high concentrations and (b) the long-range attraction between hy-
drogen atoms, which is presumably elastic in nature, is responsible
for the a-o' transition at low hydrogen concentrations.

Research by Horner and Wagner in 197412/13 ghowed how to take
the deformability of the metal lattice into account when modelling
hydrogen-metal systems. The deformability of the metal lattice af-
fects the nature of the interactions between hydrogen atoms in the
following way: Introducing a hydrogen atom into an interstitial site
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causes a strain in the surrounding metal lattice which in turn ef-
fects the probability that a neighboring site will be occupied by
another hydrogen atom.

Horner and Wagner developed a lattice-gas model for the hydro-
gen-niobium system. They considered a crystal system of Ny metals on
a b.c.c. lattice loaded with Ny hydrogen atoms which are distributed
on the tetrahedral interstitial sites. A protonic model of the hy-
drogen atoms is assumed. In addition to a direct electronic inter-
action between hydrogen atoms (in the form of a screened-Coulomb po-
tential), Horner and Wagner considered elastic interactions between
metal atoms and between hydrogen atoms and metal atoms. Using elas-
ticity theory, Horner and Wagner were able to show that the hydrogen-
metal interaction is mathematically equivalent to an effective hy-
drogen-hydrogen interaction which contains a weak contribution of
macroscopic range, AW,,, and a stronger contribution of microscopic
range, wab where a and b are the sites of the interaction hydrogen
atoms. The interaction W oscillates with distance between rep
pulsive and attractive values. The interaction AWgp, is a very weak,
long-ranged attraction. Both interactions could be calculated in
terms of experimental quantities such as the phonon spectra, force-
dipole tensor and bulk modulus. The screened-Coulomb interaction be-
tween hydrogen atoms, Uzh, was approximated by a hard-core repulsion
which extends out to third-nearest neighbors. This was chosen so as
to be consistent with the hydrogen configuration in the B phase in
which hydrogen atoms are never closer than fourth nearest neighbors.

The grand partition function for this model is then given by

1 -
OLNM —Ea'azb(Uab + wab + AWab)TaTb NHU/kT

g (T, = ) ) e ’ e
NH=1 {Ta} (12)

where T4 is the proton occupation number of interstitial site a,
(i.e. T4 = 1 if site a is occupied by a proton and 7, = 0 if site

a is unoccupied), o = 6 and the second sum is a sum over all pos-
sible configurations of the hydrogen atoms. Since the AW, term is
very weak and long-ranged it can be treated (probably exactly) using
the Bragg-Williams approximation. In this approximation, the grand

partition function may be conveniently rewritten as

alN 2

- - +
M FO/kT N, I W/ 2kToN uNH/kT

Z (T,u) = z e e (13)

where
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1 ~
-— Z (U _+W 1.7

b
FO(T,U) — —XT%n z e kTa,b a ab’ a b

{t }
a

is the so-called reference free energy. Since Ugz}, and Wyy are rather
complicated interaction potentials, Horner and Wagner used Monte Car-
lo simulation on a lattice of 384 interstitial sites to calculate the
reference free energy. Once the reference free energy is determined,
the maximum term method may be used to evaluate the grand partition
function. The chemical potential then becomes

u(T,NH)/kT = (SFO(NH,T)/BNH)T - NH g Awab/kTaN (14)

M

The coexistence curve may be obtained by plotting isotherms in the
H-c¢ plane and performing Maxwell equal-area constructions whenever
van der Waals loops appear. The resulting phase diagram is shown in
Fig. 2, which also shows for comparison the experimental results of
Walter and Chandlerlu, Pryde and Titcombl® and zabel and Peisl!®.
Reasonable agreement with experiment is obtained (especially consid-
ering that no adjustable parameters were used) although the Horner
and Wagner critical point (T¢ = 470K, co = .36) is relatively high
compared to the recent experimental values and the shape of the
coexistence curve is rather flat. Their model calculation was a
significant step forward because it showed how the elastic aspects
of hydrogen in a metal contribute to its thermodynamic properties.

Fig. 2. The H-Nb phase diagram. The theoretical curves of Horner
and Wagner13 (HW) and Futran et all’(F) are compared with
the experimental curves of Walter and Chandler! (WC) , Pryde
and Titcomb!S(P) and zabel and Peisll® (zp).
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RECENT WORK

In an effort to understand the appearance of ordered phases in
metal-hydrogen systems, Futran, Coats, Hall and Welch!” have repeated
the medel calculations of Horner and Wagner for hydrogen in niobium.
Horner and Wagner did not consider the behavior of their model at
high concentrations and so were unable to ascertain whether their
model predicted the ordered phase B. Futran et al developed a pro-
gram based on the method of Gilat and Raubenheimer ! which performs
the numerical integration over the Brillouin zone necessary for the
calculation of the elastic interactions Wab- In doing so they found
substantial discrepancies between their values and Horner's and Wag-
ner's values for Wab- This could be traced to the numerical inte-
gration method used. Horner and Wagner considered 512 points in the
irreducible part of the Brillouin zone and used a uniform mesh size
whereas Futran et al consider 1327 points and used finer mesh sizes
near the origin where rapid variations occur in the integrand. On
this basis Futran et al concluded that their values for Wap were more
nearly correct than those of Horner and Wagner.

Figure 2 shows the coexistence curve for the a-o' transition
obtained by Futran et al. The critical point is Ty = 460K and c¢ =
0.29 as compared with Horner's and Wagner's T, = 470K and co = 0.36.
Since the critical point values obtained by Futran et al and by
Horner and Wagner are within the values obtained experimentally it
is impossible to say on this basis whether the results of Futran et
al are an improvement over those of Horner and Wagner. Of more im-
portance however, is the fact that the shape of the coexistence curve
obtained by Futran et al corresponds more closely to the dome-shaped
experimental curves than does the relatively flat curve of Horner
and Wagner. On this basis, Futran et al concluded that their results
were an improvement over the results of Horner and Wagner.

Futran et al. investigated the phase-change behavior of their
model at high concentrations. At concentrations c¢ > 0.6 and moderate
temperatures, T ~ 350K, a transition from the o' phase to an ordered
phase occurred. This ordered phase does not have the same structure
as the B phase which occurs experimentally at concentrations of ¢
> 0.7, as shown in Fig. 3(a), but rather has the structure shown in
Fig. 3(b). This result is important because it indicates that the
hard-core approximation for the electronic interactions between hy-
drogen atoms is too crude. Futran et al performed further investi-
gations to see what changes in the electronic interaction are neces-
sary to obtain the correct ordering. They found that a Uab which had
a hard core out to 3rd neighbors, 4th neighbor repulsions (Vv500k),
6th neighbor repulsions (V100k), 9th shell repulsions (Vv100k) and
14th shell attractions (v-750k) will result in the correct ordering
at high concentrations. Their work underscores the need for having
a first principles calculation of the electronic interactions be-
tween hydrogen atoms in a metal.
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Fig. 3. (a) Structure of the B phase in H-Nb. (b) Structure of
the ordered phase found by Futran et al at ¢ > 0.6, T
350K, @ = Nb at 2 =0 and 2 = a, QO=Nb at Z = a/2, @ =
Hat Z = 3a/4, o = H at Z = a/4.

Futran et al extended their model of hydrogen in niobium to
the case of hydrogen absorbed in a niobium-vanadium alloy. In model-
ling the behavior of hydrogen in a binary metal alloy using the for-
malism of Horner and Wagner a complication arises. This complica-
tion is that since there are two types of metal atoms, the effec-
tive hydrogen-hydrogen interactions, Uapr Wap and W,y,, become
functions of the local configurations of metal atoms surrounding hy-
drogen atoms at sites a and b. Rather than performing a Monte Carlo
simulation of the metal atoms in addition to the simulation of the
hydrogen atoms, Futran et al considered an approximation in which
the hydrogen atoms interact with a single effective metal atom which
has niobium-like or wvanadium-like character in proportion to the con-
centration of niobium or vanadium in the metal alloy. This allowed
them to use the Horner and Wagner theory for hydrogen in a pure metal
but with the interaction parameters, Waph, Uab and AWghp becoming func-
tions of the alloy composition.

Figure 4 shows the phase diagrams calculated by them for the al-
loys Nb o4V g, Nb_ g5V 15 and Nb 75V 55. It can be seen that as vana-
dium is added to the alloy, the critical point temperature is de-
pressed and the terminal solubility (concentration at the left-hand
side of the coexistence curve) increases. This is in qualitative a-
greement with the experiments of Pick and welch!? who found that the
critical temperature of the Nb gyV _¢g alloy is 418K compared to the
theoretical value calculated by Futran et al of 450K. Thus the model
exhibited the correct qualitative behavior but needed to be improved
before quantitative agreement with experiment could be expected.

Since the effective metal approximation used by Futran et al
did not allow for the possibility of trapping of hydrogen atoms by
vanadium, i.e. for hydrogen atoms to preferentially occupy sites
near vanadium atoms, Futran et al devised a method whereby the ef-
fect of trapping could be incorporated into their results. This
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Fig. 4. Phase diagrams for hydrogen in Nb, Nb 94V g, Nb g:cV 15 and
Nb 75V 25 calculated by Futran et al.

involved assuming a value of the hydrogen-vanadium binding energy and
then using the quasi-chemical approximation to calculate an effective
vanadium concentration of the alloy. This effective vanadium concen-
tration, which is the average concentration of vanadium atoms in the
vicinity of the hydrogen atoms, is greater than the nominal vanadium
concentration since hydrogen atoms are more likely to sit near vana-
dium atoms. Using this approximation, and assuming a binding energy
of -0.07 eV, (which is the value used by Pick and Welch), the critical
temperature for hydrogen in the Nb_gyV ¢ system becomes 428K as com-
pared with Pick's and Welch's experimental critical temperature of
418K. Thus when trapping is incorporated into the model of Futran

et al, reasonable quantitative agreement with experiment is obtained.
These results also show that trapping of hydrogen by vanadium in nio-
bium-vanadium alloys plays an important role in the determination of
the phase diagram.

SUMMARY AND DISCUSSION

The problem of finding a correct theoretical explanation for
the phase-change behavior found when hydrogen is absorbed in metals
has challenged scientists for over 50 years and will probably con-
tinue to do so in the future. In this paper, we have tried to show
how the lattice-gas picture of these systems has evolved with time.
Early model calculations assumed that hydrogen in metals could be
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treated as a lattice-gas model in which hydrogen~hydrogen interac-
tions were either non-existent (as in the ideal solution models)
primarily attractive (as in the Lacher model) or primarily repulsive
(as in the blocking models). The work of Hall and Stell showed that
both attractions and repulsions were necessary in order to obtain
both ordered and disordered phases. The work of Horner and Wagner
showed that the elastic interaction between hydrogen atoms and metal
atoms is equivalent to a rather complicated effective hydrogen-hy-
drogen interaction. The work of Futran et al points out the fact
that in order to obtain phase diagrams which give correct ordered
phases at high hydrogen concentrations, it is necessary to have a
better understanding of the electronic interactions between hydrogen
atoms in a metal.

It is this authors opinion that the next frontier facing workers
in this area is the accurate calculation of the electronic interac-
tions between hydrogen atoms in a metal. Such calculations are ex-
pected to be rather risky as well as being difficult. Experts in
this field point out that these calculations are extremely sensitive
to the types of approximations used and often can not be relied upon
to even give the correct sign of the interactions??. For example,
Masuda and Mori?! have calculated the nearest-neighbor hydrogen-hy-
drogen interaction in niobium and have concluded that it is attrac-
tive. This result does not appear to be consistent however with the
structure of the B phase for hydrogen in niobium in which hydrogen
atoms are never closer than fourth neighbors apart.

Two attempts at using a first-principles calculation of the
electronic interactions between hydrogen atoms in a lattice-gas model
have appeared recently in the literature. The first is a calculation
of the phase diagram of hydrogen in palladium by Dietrich and Wag-
ner??. They used the theory of dielectric screening to calculate
the electronic interaction between hydrogen atoms. This electronic
interaction was then added to the elastic interaction (calculated in
the manner of Horner and Wagner) and the phase diagram was calculated
They found that their results were quite sensitive to the types of
approximations used and the agreement between theory and experiment
was not as good as one would have hoped. Ross and Bond?3 also de-
veloped a lattice-gas model for deuterium in palladium in which the
electronic interactions were chosen on the basis of the theory of
diffuse scattering. They did not include elastic interactions in
their model and thus looked only at the high concentration behavior
of their model. The calculated phase diagram is quite similar to
the experimental phase diagram for deuterium concentrations of up
to 68%. Finally, an approach which is promising is that of Deman-
geat et al?" who used an extra-orbital model within a generalized
"spd" tight-binding approximation to calculate the interaction energy
between hydrogen atoms in palladium. The electronic interactions
calculated by them have not yet been used in a lattice-gas model
calculation of the phase diagram.
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In conclusion, although the lattice-gas model of hydrogen atoms
in a metal has seen many advances over the years, a great deal more
work needs to be done before a fully comprehensive theory of the
phase-change behavior of hydrogen in metals can be developed.
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SPINODALS AND SPINODAL MECHANISMS IN M-H SYSTEMS+
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ABSTRACT

A brief, descriptive, review is given of the physics of spino-
dal curves and of spinodal mechanisms in general as they occur in
various physical systems, e.g., binary alloys, glasses and liquids.
The unique features of spinodals in M-H systems are discussed from
the point of view of the special nature of the density fluctuations,
in the critical point region, for coherent M-H systems. Methods of
locating spinodals and detecting spinodal decomposition are reviewed
for M-H systems.

INTRODUCTION

The study of spinodals and spinodal mechanisms in M-H systems
is, apparently, in a very different situation from the study of the
critical point in these systems, primarily because the theoretical
predictions of mean-field-~theory for spinodals seem less clear than
they are for critical point behaviour, and also because, the predic-
tions of theories depicting more 'realistic' systems appear to call
into question! the existence of a spinodal (even for mean field
systems), or at least, the existence of one with a well defined
meaning for dimensionality where real experimental measurements (i.e.
with d = 2 or 3) can be made, as distinct from "computer experiments"?.
There is a further feature concerning spinodals in M-H systems3‘5
which has to do with the fact that M~H systems provide an almost
unique situation where the class of spinodals connected with macro-
scopic density modes in a coherent M-H crystal can be observed. For
these reasons alone, the study of spinodals and related matters in
M-H systems, has been, and continues to be, a fruitful one.

Work supported in part by a grant from the Natural Sciences and
Engineering Research Council of Canada.
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SIMPLE CLASSICAL PICTURE OF A SPINODAL

The idea of a spinodal can be traced back to the early work of
Gibbs, Maxwell and Van der Waals, on metastability in one component
systemi. For such a system, which we could here think of as an M-H
system”, the principal thermodynamic parameters required to give a
simple meaning** to the idea of a spinodal curve are shown in
Fig. 1. The original difficulty with the Van der Waals isotherm,
was that for part of that isotherm, the existence of non-stable
states was implied, i.e. that the pressure decreased with increasing
density (Fig. 1(a)). That this region was bounded by the locus of
the turning points of the Van der Waals isotherm and related to the
limits of stability discussed in terms of the energy-volume—entropy
surface of Gibbs gave a formal specification to the idea of
instability® in these systems. It can be simply shown’ and related
to a wider discussion of stabilitys, that the stability limit can
be expressed as

aZF_O

802 ~
and this condition is shown as giving the points of inflection on
an F(p) plot (for T < Te)*** and the turning points in a plot of
u(p), the chemical potential. In Fig. 1(a) then, we have three
regicns: (a) the region of stable, equilibrium states outside the
coexistence curve; (b) the meta-stable region between the coexis-
tence curve and the spinodal; and (c) the unstable region inside
the spinodal curve. The purpose of Fig. (1) is not only to point
out the simple features of a spinodal curve for a one-component
system but also to indicate the different experimental approaches
which are used to investigate spinodals. For those concerned with 26
spinodals in metallic alloys, glasses and liquids, and particularly
with spinodal decomposition, the experimental approach emphasizes
quenching along 1lines of constant p from the stable into the meta-
stable or unstable regions. In these quenching experiments, the
*WE_;EEEEEEEE a system of hydrogen gas inside a metal as a one
component system — in the sense of the Gibbs phase rule. This is
clearly so because the effect of pressure and temperature on the
metal lattice is clearly inferior to that on the Hp,. Also, we regard
the hydrogen-metal system as a lattice gas.

**Descriptions of the principal features of spinodals have been given
elsewhere9’10, the only reason for a certain amount of repetition
here is to set up the discussion for the particular context of M-H
systems.

***Here Tc denotes the critical temperature as commonly understood
in physics for a one component fluid system and the consolute tem-
perature as used in connection with binary alloy systems in
metallurgy.
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Fig. 1. (a) Coexistence curve, v de W isotherm and spinodal for
a simple, mean field fluid system; (b) Helmholtz free energy and
(c) chemical potential for same system.

27
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emphasis is on entering the region inside the spinodal curve while
for some liquid-vapour systems an approach along an isotherm (for

T < Tc) toward the spinodal is appropriate, especially when the
study of metastability and the limit of stability is emphasized.

For M-H systems, spinodals can be located by extrapolation from
measurements sampling the lattice gas compressibility in the stable
region outside the coexistence curvells12 and in one case’ both
approach along isotherms and extrapolation of compressibility were
used. These different, operational, approaches to spinodals will be
discussed in more detail below.

THE TWO PRINCIPAL APPROACHES TO THE STUDY OF SPINODALS

Partly for historical reasons, the study of spinodals has, up
to the present time, been directed along two principal lines:
(a) the study of spinodal decomposition, and (b) the location of
spinodals in terms of the phase diagram for the system involved.

The requirements and aims of these two approaches really come
together in the study of spinodals and spinodal mechanisms in M-H
systems, because these systems readily display a wide range of
spinodal behaviour amenable to sampling by a wide range of techniques,
which are very different from those used up to the present time in
the study for instance of spinodal decomposition in alloys. To
clarify this statement, we first review, the general features of
spinodal decomposition and spinodal location.

(a) SPINODAL DECOMPOSITION

Understanding of this mechanism came from the concepts of
Cahn® and co-workers!3s1% and provided a framework for various
observations which had accumulated as a consequence of quenching
experiments with metallic-alloys, e.g. the occurrence of G.P.
zones1%516 yhen the (binary) alloy was quenched from above Tc into
the mixed phase or miscibility gap region below Tc. Quenching in
such a fashion results in one of two processes coming into play.
In the one case, for which the quenching produces a final state in
the meta-stable regions of the miscibility gap the final state is
a meta-stable equilibrium with a local minimum in the free energy
and the fluctuations in the free energy have to be above a threshold
size to succeed in producing phase separation; there has to be an
activation energy. In the other case, which corresponds to quenching
into the region inside the spinodal, the activation energy goes to
zero at the spinodal line and fluctuations without the threshold
size restriction are able to generate the final state arrangements and
the system is unstable. In this case the final state is a regular
and modulated structure, (i.e. A-rich, B-rich, A-rich... etc. in an
A-B alloy) with its wave vector directed along one of the elastically
softer crystal directions (e.g. <100> or <l11> in a cubic crystal)
and with a wavelength of the order of 100 R - what is now well
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recognized as the structure of spinodal decomposition, an example
of which is given in Fig. 2 for a metallic alloy, (Fey Al 1)Tij 5.

The structures arising from these two processes in an alloy can
grow; in the spinodal decomposition case, to a coarsening of the
modulated structure and in the nucleation and growth case, more or
less isolated islands of one phase in the other are formed.

This distinction in activation energy requirements can be
explained in terms of Fig. (3) which shows the Helmholtz free energy
for a simple (e.g. mean field fluid) system for T < Tc. The densi-
ties for the two equilibrium phases are represented by ps and pp
and we first focus our attention on the case where the mean density
of the fluid has the value p;, which lies between the equilibrium
value p,, of one phase, and a spinodal point represented by a cross

Fig. 2. Spinodal decomposition observed in a (Fep yAlg 1)Tiy, 5
alloy after cooling from the melt. This (T.E.M.) photograph shows;
an advanced (coarsened) stage in the process, but the principal
features of the periodic variation in alloy content can be seen.

The evident principal directions in the photograph are <100> and the
wavelength of the concentration variations is ~ 200 R, at this
stage. Photograph courtesy of Prof. G.C. Weatherly.
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Fig. 3. F(p) plot for a simple, mean field, fluid system, for

T < Tc (solid curve), The solid line joining the F(p) curve at the
Pa and pp points is the Maxwell construction. For further details
see text.

(the point of inflection, where 32F/3p? = 0) i.e. p1 corresponds to
a density in the metastable region. Now we consider fluctuations
in density about the value p; i.e. that some small volume in the
fluid could have a value of the density p # p;. To do this we draw
a tangent to the F(p) curve at the point F(p;) and from this
constructionl!” the free energy, per mole, required to produce a
fluctuation in density is given by the vertical distance between
this tangent and the F(p) curve. If, for instance, the density of
the small volume were to undergo a fluctuation giving it a density
p =p1 + Ap then the free energy required would be such as that
indicated by the upward directed arrow to the right of pj. This
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represents a free energy change which has to be supplied to the
liquid to provide this change, Ap. A more extreme case of a density
fluctuation would be for p to increase to pp and in that case the
free energy change would have opposite sign, and some small volume
would change to the density of the equilibrium phase farthest from
p1, and the energy corresponding to the difference between the
tangent at F(p;) and the point F(pp) would be released. It can be
seen from the relation of the tangent at F(p;) to the F(p) curve
that there is a wide range of p + p1, in the coexistence region for
which a free energy increase is required and only for very large
(and correspondingly improbable) p changes is there a free energy
decrease involved. Similar considerations apply in the case of
other points in the metastable region, and the free energy increase
required for the system represents a thermodynamic barrier to be
overcome in order for phase separation to proceed - an activation
energy is required. This is not the case for points such as ps,
which are inside the spinodal region. For such points, the free
energy difference for an excursion of the density from a value such
as py, is represented by the downward pointing arrow and represents
a release of energy, i.e. there is no thermodynamic barrier for any
density value in the region between the spinodal points - no activa-
tion energy is required and a system quenched from above Tc into
this region is unstable.

As has been discussed by Cahn?, the spinodal decomposition can
be treated using an effective diffusion coefficient which is negative,
and the growth of the concentrations of one alloy component with
respect to the other in the modulated structure for a binary mixture
is produced by uphill diffusion.

Table 1 lists several features of Spinodal Decomposition and
nucleation and growth which can readily be contrasted. It should
be mentioned here that the contrast with nucleation and growth
processes is to compare the more novel spinodal decomposition with
a process that in some respects, at least, is more familiar and also
because these are the only processes which apply, each to its
distinct region of validity, in the coexistence region.

COHERENT STRAIN ENERGY AND "COHERENT-SYSTEMS"

Apart from the mechanism of spinodal decomposition, the concepts
which Cahn introduced included one which is of central concern for
the discussion of spinodals in M-H systems ~ that of coherent strain
energy. Coherent strains occur in a crystal when the two coexisting
phases (of Fig. 1 for example) share the same lattice with the
lattice planes undergoing continuous deformation without relief from
the formation of dislocations!(. This strain energy results in an
additional contribution to the free energy of the system17, which
can be included to give
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Table I. Some points of comEarison between spinodal decomposition
and nucleation and growth. D may be taken as the intercomponent
diffusion coefficient for a binary alloy. The concentration profiles
are meant to contrast the gradual accumulation of a concentration
increase with a sudden, nucleated, change, and 'downhill' diffusion
into a surrounding depleted region. (after Cahn®).

Feat . ) )
eature Activation Slzgn 02f Elgrh(ng—' Concentration Fluctuation
Mechanism Energy | 9°Fp" |D= 37 Profile Threshold

Spinodal . )
Decomposition zero negative | negative | p ;ﬁ;//’\\qtt_ zero

Nucleation
and finite positive | positive |~
Growth

finite

F=/ {f(p) + ﬂ—Z—E-(o-—“)z + K(vp)2}av
v p l_\) p v p

where f(a) is the free energy density for a uniform system of density
p, (as in Fig. 1), the second term in the integrand gives the
coherent strain energy, and the third term, the 'gradient energy'
term gives the extra energy which arises because of deviations from
uniformity. In the coherent strain energy term; E is Young's modulus,
v is Poisson's ratio, (p ~p) is the local departure from the uniform
density, p, and, n = 1/a da/dp, is the linear expansion per unit
composition change (a = lattice spacing of unstrained solid), a
familiar quantity in work with M-H systems.

With these extra terms present in the free energy the apex of
the spinodal curve (here, as is usual, considered as a curve in the
T-p plane) is lowered below the usual coexistence curve, so that
the spinodal apex temperature, Tg, is less than the critical tempera-
ture Tc. This "spinodal suppression’ is directly proportional to
the coherent strain energy term and this proportionality has been
observed experimentally9. The strain field always increases the
free energy and this acts to suppress the temperature of the phase

separation. This can be appreciated from the following simple
considerations.

If we consider a simple, mean field, fluid system for which
the free energy density may be written in the form

£(p) = kyT £_(0) - 5 Wp?
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where W is the interaction energy parameter and f,(p) includes the
configurational contribution to the free energy and kg is the
Boltzmann constant. Then applying the stability condition to give
the spinodal curve we get for the spinodal apex temperature:

= =02 2
TS w/kaz(pC) f, =93%f/9p

which is also equal to Tc for this system. If we now look at the
system with just coherent strain energy (the effect of gradient
energy term need not be included for this discussion!?) then the
spinodal apex temperature would be obtained in a similar way, and
we would have

inc coh _ 2n2E

s s (l—v)kaz(pc)

where the superscript "inc' has been used to label the system with-

out coherency strain energy as incoherent®.
COHERENT PHASE DIAGRAM

Table 2 gives a very brief summary of the types of physical
system in which spinodals and spinodal mechanisms have been studied.
Note: that liquids have a very small typical spinodal quench
(suppresion) listed. As they cannot support coherency strain energy,
their spinodal decomposition region can be easily entered. For the
crystal which can support coherency strains (this can usefully be
thought of as one which is fairly free of dislocations) the phase
diagram is altered from the incoherent case and it has been shown
by Cahn!® that such a crystal has a coherent coexistence curve
(miscibility gap) associated with the coherent spinodal and depressed
by the same amount for the same elastic conditions. This gives a
further meaning to the concept of a coherent system, it can undergo
coherent nucleation when the coherent coexistence curve (coherent
solvus) is crossed and also spinodal decomposition when the associa-
ted spinodal region is entered. An example of a coherent solvus,
placed in relation to the incoherent phase diagram for the same
system, Al-Zn, is shown in Fig. 4. The coherent strain energy is
not large in this system, so the spinodal suppression is not very
pronounced. In Fig. 5, examples of coherent nucleation for the
system Pd-Hx, are shown, together with some incoherent nucleation
showing very high dislocation densities.

It is important to clarify the difference between the incoherent
and coherent phase diagrams, particularly in the field of M-H
systems, where there has been something of a tradition of measure-
ment of phase diagrams by physical chemists. By a number of dif-
ferent techniques the coexistence curves and critical points have
been established using samples in a wide range of physical
conditions but almost all, until very recently, having one thing in
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Fig. 4. The coherent solvus for the alloy system Al-Zn, taken
from reference 10, in which are given the details of the various
sources of information on the solvus location. Diagram reproduced
courtexy of Prof. D. de Fontaine and Plenum Publishing Corp.
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TABLE II. Some simple features of spinodal occurrences and processes
in several physical systems. For a review of spinodal decomposition
in liquids see Goldburg et all® and in glasses see James20,

Closs ; Typicol Typicol
of ?pmosdol Exomples | Experiment | Quench
System ype Method AT
Bulk X-ray 2
Alloys Modes Al-Zn Scatt 10-10 °C
Coherent Microscope
Laser R
Liquids Incoherent g?:'lggre‘::ar_\e Light + 2xI03°C
Scott.
Incoherent | goro- Microscope
or AR - °
Glosses Bulk Modes Zullaggte tégr'i't 0-10°C
Coherent
Incoherent,
M-H Microscopic | Nb- Hx Gorsky O-IOZ o
Systems ond Bulk Pd —Hx effect
Coherent

. . . 7,21,22
common - a high dislocation density. Such measurements > ° , give

the incoherent phase diagram, also regarded, implicitly, as the
equilibrium phase diagram. The addition of the idea of the coherent
phase diagram has broadened the concept of what phase separation

in the coexistence region means for alloys, glasses and M-H systems.

WIDE SPECTRUM DENSITY FLUCTUATIONS FOR COHERENT SYSTEMS

Cahn used periodic boundary conditions in finding solutions
to the diffusion equation which governed the growth of the spinodally
decomposing structure and thus his analysis did not take into account
any effect of boundary conditions on the coherent strain energy
of the crystal, which, for the long range particle—gﬁrticle
interaction in M-H systems, can be very significant® . Thus the
Cahn solution deals with fluctuations in the density, p (as referred
to in discussion of Fig. 3) typical of bulk material, and on a scale
for which the typical wavelength turns out to be of the order
of 100 A. Any fluid system, including the lattice gas of an M-H
system, displays thermodynamic fluctuations of the density which
have a wide range of wavelengths and these are related to the
isothermal compressibility, KT’ of the system through.25

KT = JG(r)dr
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where G(r) is the density-density correlation function for the

fluid system. The compressibility diverges at the critical point
and also along the spinodal line (for a mean field system), so there
is a corresponding increase in the range of the correlation function.
This relation expresses the concept that a response function of the
system, KE’ is dependent on a wide range of density fluctuation
wavelengths in a general system. Horner, Wagner and Bausch,3'5

Fig. 5. A transmission electron microscope photograph of coherent
precipitation in Pd-Hx at a temperature of approximately 90K.

The coherent precipitates (of a-phase in B-phase) are the lenti-
cular shapes with almost vertical direction. Some of these, and
almost all the thicker precipitates, directed more or less
horizontally,have become incoherent, with very high dislocation
densities (v1012/ecm2). The precipitates (average length ~ 1 micron)
have their long axes in < 100 > directions. For more details, see
Ho et al.2!
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examined the occurrence of spinodals in M-H systems, and, in terms
of this picture of fluctuations in the hydrogen density, looked

at all possible wavelengths,* from those comparable to, or even
longer than, the dimensions of the crystal, down to those of short
wavelength considered by Cahn, which are, unlike the long wave-
length fluctuations, independent of boundary conditions.

Horner et al3~% found a series of spinodals with apex
temperatures lying in between rinc gnd TCOh and having a relative
position which depends on the pgrticularsdensity fluctuation
allowed by the experimental sample geometry.5 While there are
some variations within each of the spinodal groups (e.g. two dimen-
sional group, three dimensional group) there is a denumerable,
discrete, set of spinodals, corresponding to a discrete set of
density fluctuations, which are allowed, for instance, by the
boundary conditions on the M-H system. Thus, in contrast to the
case of an incoherent M-H system, there is, for a coherent M-H
system, a compressibility response which is related to a given,
allowed, fluctuation wavelength, determined by a given set of
boundary conditions, which can, in principle, be highly selective.
The compressibility response of the M-H system (lattice gas) can be
sampled using the Gorsky effect, which gives a measure of Ag, the
anelastic relaxation strength, (elastic susceptibility) and as?26

LT
AE o KT o (Bp

a plot of (AE)"1 vs T, for a fixed concentration, can be extrapolated
to give a spinodal temperature appropriate for the boundary condi-
tions which apply in a chosen situation ~ the anelastic response in
these systems obeys a Curie-Weiss type law in the region of interest?®.
Such a plot is shown in Fig. 6 for a (210) sheet of a coherent Pd-Hy
single crystal, with the sheet being mechanically loaded parallel

to a <100> direction in a plane stress bending mode2”’. The location
of the incoherent spinodal temperature for the same p(= H/Pd) value is
shown on the abscissa, indicating that spinodal supression is being
observed. The salient feature of Fig. 6, as far as the present
discussion is concerned, is that the boundary conditions and the
manner of stressing put restrictions on the density fluctuation

modes which can respond, and if one can be sure enough of the re-
strictions and absence of coupling to other density fluctuation

modes in the crystal, one could claim that just one mode was respond-
ing. Thus this M-H system in the form of a coherent, single crystal,
sheet, shows the possibility of a very specialized response in the
Ornstein-Zernike sense, which would make cases like this very unique

in the study of critical point fluctuations?8,

*
Fluctuation wavelengths is used here in the sense of Fourier
components of the size of fluctuations being considered.
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Fig. 6. A plot of reciprocal anelastic relaxation strength (reci-
procal elastic susceptibility) against temperature for a coherent
Pd-Hyx crystal sheet with H/Pd = 0.20. The sheet surface is in the
{210} plane and the plane stress loading of the sheet is along the
<100> direction. The location of the incoherent spinodal tempera-
ture, Tg, is indicated?”.

SUMMARY OF SPINODAL EXPERIMENTS WITH M~-H SYSTEMS

Fluctuations of the hydrogen density in the short wavelength
(Cahn) region have been examined by using coherent neutron scat-
teringlz’29 to sample the elastic susceptibility. By extrapolation
of scattered neutron intensity data from outside the coexistence
region of Nb-Dy, an estimate of the position of the Cahn type
spinodal (in a T-p plane) was obtained. The spinodal suppression
was AT &~ 270K (Conrad et all?) and ~ 200K (Munzing and Stump??®).

Spinodals in crystals displaying a large degree of coherency
with sampling of density fluctuation wavelengths comparable with the
sample size have been investigated by Tretkowski et alll for the
Nb-Hx and Ta-Hy systems using the Gorsky effect. Spinodal suppres-
sion with AT ~ 100K was found for both systems, for samples in the
form of foils. These foils had a 'preferred orientation' metallurgi-
cal structure, and were not single crystals, so that spinodal sup-
pression could be demonstrated but not the excitation of a precisely
specified density mode as discussed above. A detailed treatment of
the possible density modes for two dimensional coherent M-H crystals
has been given by Goldberg30»31,

Incoherent spinodals have been determined using the Gorsky
effect for Pd-Hy by de Ribaupierre and Manchester’, for Nb-Hy, Ta-Hy
and V-Hyx by Bauer et al32, 1In the case of Pd-Hy and Nb-Hx which have
phase diagrams with clearly defined critical points, corresponding
at least in part to a fairly simple lattice gas situation, the apex



SPINODALS AND SPINODAL MECHANISMS IN M-H SYSTEMS 39

temperature for the observed incoherent spinodal coincides with the
critical temperature in the expected way. In the case of Ta-Hx and
V-Hy, the location of the critical point is less clear and the spino-
dal apex temperature is located well below the nearest phase boundary.
No comment about the spinodal temperature suppression or lack of it
can be made until there is some independent and reliable information
on the location of the critical point and the miscibility gap. For
Ta-Hy Bauer et al32 show points at the higher concentration end of
the incoherent spinodal as occurring at negative absolute tempera-
tures”, an indication that the assumptions used in making the extra-
polation of the elastic susceptibility measurements no longer hold,
and that a more detailed examination of how to locate the spinodal

at higher temperatures is required.

There has been one series of observations of spinodal decompo-
sition in a coherent M-H system capable of supporting macroscopic
density modes. Zabel and Peisl33 cooled Nb-Hy single crystals from
well above Tc into the coexistence region and followed the behaviour
of an X-ray Bragg reflection as the cooling proceeded. Typically,
the X-ray line showed some broadening (due to strain) as the tempera-
ture fell below Tc but did not split into lines corresponding to the
lattice parameter values for the 'wings' of the coexistence curve.
At AT ~ 15K (v 3% of Tc = 444K) the X-ray line showed significant
changes in lattice parameter value on the side of the crystal being
examined. Cooling to AT & 50K produced some evidence of the onset
of an incoherent state in the crystal. Companion experiments looked
at the appearance, as revealed by X-ray lattice parameter shifts, of
macroscopic distributions of hydrogen density across the thickness
of single crystal discs of Nb-Hy, consistent with the occurrence of
macroscopic density modes as the crystal was cooled below Tc. Thus
the spinodal decomposition which appears to be encountered in these
experiments is for density fluctuations of large wavelength compared
to crystal dimensions - at the opposite end of the density fluctua-
tion 'spectrum' from Cahn type spinodal decomposition. Some experi-
mental observations on coherent nucleation in Pd-Hy have been made
by Ho et al?l in which the coherent solvus was crossed and re-crossed
without entering the spinodal region. Examples of this coherent
nucleation are shown in Fig. 5.

The wavelengths of Cahn-type density fluctuations in coherent
crystals are sufficiently small, that microscope pictures give
direct and convenient evidence of coherent nucleation and spinodal
decomposition, whereas for longer wavelength density fluctuations

*A negative temperature is a well defined physical concept (e.g. for
a magnetic spin system) and without discussion of a suitable physical
picture, applicable in the present instance, it seems hard to justify
bringing in negative temperatures.
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the evidence for spinodal decomposition will have to be more indi-
rect and more varied as in the work of Zabel and Peis133.

In most of the experiments on spinodals in M-H systems, the
emphasis has been on location of the spinodals, whereas for other
physical systems, particularly alloys, the emphasis has been on
observing spinodal decomposition, with the result that determination
of the location of the coherent solvus is, as far as metallurgists
have gone in determining the coherent phase diagram. On the other
hand, working from outside the coexistence region, it has been
possible to determine spinodal curves for M-H systems fairly readily
and, in time, it should be possible to have, microscopic information
on precipitation fitted together with the thermodynamic data on
curves derived from elastic measurements.

OUTLOOK

There is still a great deal to be done on completing the loca-
tion and delineation of spinodal curves in M-H systems and the
examination of the morphology of spinodal decomposition in these
systems has only really just begun. Likewise, the dynamics of
spinodal decomposition for M-H systems is almost untouched, experi-
mentally.

The operational situation that experimental evidence for
locating spincdals is obtained from outside the coexistence region
and on spinodal decomposition, from well inside the spinodal region,
has meant that there has been very little experimental work done
close to, or passing through, the boundary between metastable and
unstable regions. It has been suggested3“ that, in general, there
is some breadth to this boundary region, and it has also been
suggestedl, that it is not at all clear that the notion of a point
on a spinodal curve has a well-defined meaning - and, that the
evidence for even mean field system type spinodals in two and three
dimensions is abmiguousl. Some of these inconsistencies, can
probably be removed by a clarification of what realities are shared
by model system concepts, and experimental evidence of spinodals,
and, at least for the mean field system case, M~H systems should
provide suitable means for doing this. The investigation of just
how sharp the spinodal boundary region can be for the good mean
field system that an M~H system can provide, should also be of some
help in the general clarification of spinodal concepts.
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WHAT IS THE RELEVANCE OF THERMAL FLUCTUATIONS FOR THE SPIN-

ODAL DECOMPOSITION IN A COHERENT METAL-HYDROGEN SYSTEM?

Joseph W. Haus and Harald King*
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ABSTRACT

In order to provide an answer to the title ques-
tion, we examined the dynamics of unstable hydrogen
density modes within the framework of a stochastic theo-
ry which describes the coupling of the hydrogen density
to their atomic environment. We find that the thermal
fluctuations could be a dominant mechanism inducing the
spinodal decomposition. Point defects could play the
role of a inhomogeneous decomposition mechanism; how-
ever, we find their role to be minimal in the decompo-
sition process. Experiments are proposed to determine
the validity of our calculations and explicit results
are presented based upon the well studied niobium-hydro-
gen system.

I. INTRODUCTION

We study the spincdal decomposition of the coherent me-
tal-hydrogen systems using a model for macroscopic den-
sity modes proposed by Wagner and Horner.' Our main in-
terest is in the hitherto neglected analysis of the
role which thermal fluctuations play in initiating the
decay of the labile state.

The macroscopic hydrogen density modes owe their exis-
tence to the important long-range elastic interaction
between point defects in a coherent (i. e. single crys-
tal) medium.'”?® Experiments have been able to identify

43
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several of these modes® and their existence has been
further supported by an examination of fully decomposed
crystals.® An x-ray experiment to observe the time evo-
lution of tha2 macroscopic modes has been suggested by
Burkhardt and Woger.®

R p
Fig. 1. Schematic of the stability boundaries. The guench
is shown for the critical hydrogen concentration,p, ,

from a initial temperature TI to a final temperature TF'

We restrict our analysis to the case of isotrovic elas-
tic crystals and we consider only the case where a few
modes are unstable, ie. the so-called shallow guench
(fig. 1). In fig. 1 we have shown only modes labeled
with 1=1 as unstable, but deeper quenches with some £i-
nite number of unstable modes could, in principle, be
analyzed by this method’

II. INCLUDING THERMAL FLUCTUATIONS

Local fluctuations in the hydrogen density are
caused by the interaction of the hydrogen atoms with
the lattice, which is in thermal equilibrium at a tem-_
perature T. The evolution of the hydrogen density p (x),
from some initial state p () is governed by an equation
of motion involving the cRemical potential and additive
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terms which act as a source of noise. This noise arises
from the coupling of the hydrogen atoms to the thermal

phonons and it is, of course, proportional to KgT. The

local chemical potential, u(¥), is a functional deriva-
tive of the total free energy F:

L (¥) = 6F/6p (T) (1)

The free energy, on the other hand, contains two addi-
tive contributions. One contribution is from short-
ranged interactions and mixing effects (entropy):

Fo = Ja° {(g)p(?)2 +§ p(?)“} (2)

and the second, and most decisive, contribution from
the elastic properties of the medium in which the hydro-
gen atoms are immersed:

H, = - 3 [&@cfa o OWET ) (E), (3)

- >
where the kernel W(r,r ) is related to the elastic
Green's function and the force-dipole constants. The

constants a and b appearing in eq(2) have been deter-
mined for the niobium-hydrogen system} we restrict our
analysis to this example. The density is expanded in a
S?E g?)?ige?functions (surface modes) of the kernel
W(r,r o

o(Z) = 5 oy £5(D). (4)
L

As mentioned earlier, the modes can become unstable at
a given temperature TE (fig. 1),

The amplitudes p=(1) are r-adom variables and the
surface modes, £%, vary ove. length scales of the
order of a linear{dimension of the sample. Thus, each
sample supports, at any given point in time, a single
realization of the stochastic amplitudes OE(T)-

It is important to keep in mind since we eventually
make statements about averages with respect to an en-
semble of trajectories, that an experiment must be re-
peated many times and the system must be prevared in
the same initial state (in fig. 1, T_~-T_) over and over
again. We shall concentrate on the spinodal decomposi-
tion process when the fluctuations are greatly ampli-
fied. The effect of thermal fluctuations is to initiate
the decomposition process7'1°, after this initial peri-
od, the mode amplitudes can be described by deter-
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ministic dynamics. Our analysis in this later time re-
gime shows that the equations of these modes are just
those considered by Jannsen'! in his description of the
dynamics of the density amplitudes. We give, in addi-
tion, the distribution of initial values of these am-
plitudes due to the thermal fluctuations.

The applicability of this theory depends on the system
not being too close to the critical point (Tc,pc) (the
maximum of the 1=1 curve in fig. 1), since we have made
an assumption that the thermal noise be small as com-
pared to the saturation value of the amplitudes. When
we use the modes derived from a spherical elastically
isotropic sample and the niobiom data for the constants
of the free energy, we must require that
-7
Te - T > 10 " (g (5)

F"'E’:T?T

R, the radius of the sphere, is in units of millimeters.
The analysis shows further that for the temperature
difference between the spinodal temperature of the un-
stable and stable density amplitudes, is 15°K, This in-
terval is sufficient to perform experiments for which
the treatment of a few unstable and stable modes is
justified. In fact, Burkhardt!®? has presented an ana-
lysis of the minimum allowed temperature interval be-
low which the coherency of the metal is endangered by
stresses exceeding the yield stress material; this in-
terval is only a few degrees.

Finally, we have considered the effects of point de-
fects and temperature inhomogeneities. These effects
do not put stringent demands on the purity of the sam-
ple or upon the temperature control. We conclude that,
indeed the effects of thermal fluctuations should be
observable and could be the dominating mechanism ini-
tiating the spinodal decomposition process. Possible
experimental schemes to observe these effects will be
discussed in the final section.

IIT. Prospects for Observation

As on illustration of the results, we consider
here only the unstable surface modes. There are three
such amplitudes in a elastically isotropic spherical
sample and in suitably scaled units’, their equations
of motion are:
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=X a-BEm (6)
dt 7

These equations can be easily solved, The initial con-
ditions are taken from realizations of the initial
Gaussian distribution for the amplitudes:

0 (%,0) = (21N)*/% exp (~I%I*/2N) (7)

where N is proportional to the thermal energy, kBT, and

is scaled by terms inversely proportional to (TC—TF)z.

Fig. 2 Sample trajectories. Pig. 3 Second Moment and
standard deviation.

The width of the Gaussian is much smaller than unity.
The amplitude of the order parameter Ix| is initially
small and remains so for a very long time, while being
amplified through the dynamics of the order parameter
(fig. 2). Each line in fig. 2 represents the evolution
of a single sample after a quench of the temperature
into the spinodal regjon T=458°K, T =460°K, Consider
the second moment, <Ix(t)|? >, this'is the result of
summing all the trajectories created from the distri-
bution of initial values eq. (7). For the temperature
T=458°K, fig. 3 presents the second moment and its
standard deviation, o=vV<(l%[%2-<1%[?>)2>, the fluctua-
tions of the order parameter amplitude are greatest at
the time where the rate of change of the amplitude is
largest. Repeated experiments could be performed and
the standard deviation of the measured quantity should
bg analyzed after a preset time., The vertical line in
fig. 2 represents one possible point in time where the
fluctyations of the order parameter are nearly maximal
(o/<Ixt?> ~ 35%1).
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Another type of data analysis for which we have also
determined the statistics is represented by the hori-
zontal line in fig. 2. A preset value of the order pa-
rameter amplitude is chosen, and the fluctuations in
the times at which each trajectory reaches this value
are measured’, the distribution of these times is the
so-called passage time distribution'®. For a threshold
value Ixl?* = 7/30, the relative standard deviation is:

on = 1/11n(15N/7) |. (8)

This is about 3% at T = 458°K,

We have mentioned some of the influences which thermal
noise may have on the spinodal decomposition process in

a coherent metal-hydrogen system; experiments can dis-
tinguish in a simple way whether the decomposition pro-

cess is dominated by intrinsic noise or whether there
is some other inhomogeneity, not considered here, which
spoil the fluctuation effects.
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ENTHALPY OF METAL-HYDROGEN SYSTEMS: A PAIR-BOND MODEL

P. S. Rudman

Inco Research & Development Center, Inc.
Suffern, NY 10901

A model is developed that takes into account the
variation in pair-bond energy as the interatomic distances
vary with hydrogen content in metal-hydrogen (M-H) systems.
It is observed that the general behavior of the relative
partial molar enthalpy of hydrogen, AHyz, is that AHy vs x
(where x = H/M) tends to exhibit a minimum. This is accounted
for by the model as due to the generality of the existence of
a repulsive MH interaction and an anti-bonding HH interaction.

INTRODUCTION

Fig 1 presents representative AHy vs x behavior: FeTi-
Hl, pPd-H2, v-H3, and BTi-H4. All of these systems exhibit
negative deviations from ideality, that is, AHy decreases with
increasing x, at 1least 1initially. A negative deviation
implies a tendency toward miscibility gap formation>. The
behavior of the Pd-H system is not atypical and thus the
unique protonic, d-band filling models that have been applied
to this system6 appear questionable as band theory
calculations have shown?/.

We shall investigate the ability of a model, in which the
interaction energies vary due to the expansion of the lattice
by the dissolved hydrogen, to account for this thermodynamic
behavior.

The relative integral molar enthalpy, in the random
interstitial solution approximation can be written as
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AH = (WMM + XWy + X HH1/(1 + x), 1)
where: Wy = difference between MM interaction energy in
solution and in pure metal M; Wyy = difference between MH
interaction energy in solution and Hy bonding energy; and

Wyg = HH interaction energy in solution. We determine the
relative partial molar enthalpy from Eg. (1) by

AByg = AH + (1 + x)3AH/3x, (2)
which yields

ARy

(Wun + W'MM) + x(szH + W'MH) + XZW'HH, (3)

where W' AW/9x.

Eg. (3), with invariant interactions assumed, yields

_ 0 o

AHH = Wy + szHx. (4)
3000
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FIG 1 Representative behavior of the relative partial molar
enthalpy of hydrogen in metal-hydrogen systems.
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This leads to the concept that a negative deviation from
ideality is due to an HH interaction, W;om < 0. Eq. (4)
accounts for the low composition behavior in the Pd-H and many
other systems and its employment to calculate the HH
interaction energy is common practice3:5/8, By comparing
constant volume vs constant pressure thermodynamics, Wagner9
showed that the bonding energy change due to lattice expansion
is sufficient to account for the composition variation in AHp.
This paper should have been fatal to the invariant interaction
model. In fact the model is alive, but Wyy is now an
"apparent HH interaction energy"8.

COMPOSITION DEPENDENT INTERACTION ENERGIES

We assume that the composition dependence of the
interaction energies is determined only by the variation in
interatomic distance as depicted in Fig 2. The pure metaloMM
interaction is minimized when the lattice parameter is apy.
At ayq the MH interaction must exert the dilational force that
results in the generally observed expansion.

The role of the HH interaction which is so central to
invariant interaction theory, is here relegated to a more
modest role. As noted by Friedello, the proton screening
radius is much shorter than the HH interatomic radius so the
HH interaction must be small. Two alternate HH interactions
are drawn: one a bonding interaction with Wgy < 0, and the
other an anti-bonding interaction with Wyyg > 0, over the

\ BONDING
\ ANTI-BONDING
\ \ M SUBLIMATION
\
H, DISSOCIATION

G 0
od
5 LATTICE PARAMETER
V8] —
pd
O
B oo
Lo WMH
o
[¥9)
—
F4

Wan

FIG 2 Schematic dependence of interaction energies on lattice
parameter in metal-hydrogen systems.
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observable 1lattice parameter range. Many, if not all, M-H
systems exhibit ordering of H atoms wherein the H atoms tend
to avoid each other. This implies that the HH interaction is
generally repulsive as illustrated in Fig 2.

The lattice expansion is determined by the condition for
mechanical stability: the sum of all internal forces is zero.
Differentiating Bg. (1) we have

oWpm/3a + xdWyg/da = 0. (5)
We have assumed that ©OWgy/da = 0, which is probably a

generally reasonable approximation. We express the lattice
parameter dependence by parabolic potential wells

o 2
P = Ky (@ 2y /2 (6a)
00 o 2
o = W Ky (@0 ayg) /2, (6b)
. . . _ .0
but for the HH interaction we simply let WHH = WHH'

Introducing Egqs. (6) into the mechanical stability
criterion, we obtain the lattice parameter dependence

a - ag, = Xlagy - ap)/ (ke /Rp + %), (7)

The mechanical stability criterion reduces Eg. (3) to

_ o
AHH = WMH + ZWHHX. (8)

We obtain the composition dependence of Wyy by employing the
lattice parameter dependence in Eq. (6b) which yields

o (2% (ky/kum) + X2 (Kyr/Kpg) 2 )

o o o
Wy = W = Koo ( - ) (9)
MH MH ME ‘ME T %M 211 + x(kyg/kmn) 12 '
o _ .00 o o, 2
where WMH = WMH + kMH (aMH - aMM) /2.

SUMMARY DISCUSSION

Eq. (9) can be understood by reference to Fig 3. When H
atoms are introduced into an M lattice the MH bond cannot form
at its energy minimum of Wﬁg which would require a lattice
parameter of aﬁH. Rather, the MH bond is compressed and the
elastic ener of this compression raises the MH interaction
energy to Wmy. However, as more H atoms are added, the
lattice expands and some of the elastic energy (Wyyg -Wmg) is
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recovered. The higher the ratio of the elastic constant of
the MH bond to that of the MM bond, the more rapidly the
elastic energy is recovered.

If we compare Fig 3 with the experimental curves of Fig
1, we note that our model is not capable of accounting for the
upturn in AHg at higher compositions. Thus, in real systems
some other factor (s) must be acting. Switendick's rule?, that
hydrogen concentration upper limits are accounted for by the
assumption that v0.2 nm marks the onset of a strong HH
repulsion, certainly goints strongly to an anti-bonding HH
interaction, that is W, > 0, as the generally operating other
factor.

Fig 4 presents a fit of . (8) to the Pd-H data which
yields Wy -Wym = 8840R and_Wgy = 3230R with kwy/kmm = 1.
Taking from experiment that WﬁH = -1250R, we derive that wﬁﬁ =
-10,090R. Considering the approximations employed, the fit is
not unreasonable6 The great depth of the uncompressed MH
potential well Wyyz 1is noteworthy. In many, if not all M-H
systems, there is an anomalously low AHy, lim x + 0 which has
been attributed to MH bonding at defect and surface sitesll,
sites that do not require compression of the MH bond as a
normal interstitial site requires.
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Wy, MH INTERACTION ENERGY

! ) ] !
<X} c.e 1.2 K 3 20
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FIG 3 Dependence of MH interaction energy Wwy on composition
and ratio of elastic constants of MH and MM bonds.
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-2000

.w.uoolw;:

FIG 4 Fit of composition-dependent-interaction-energy-model
to Pd-H system relative partial molar enthalpy of
hydrogen data.

We further emphasize the radical change in conclusions
when we compare data analysis by the present model with
analysis by the invariant interaction model. The latter model
leads to an "apparent" HH interaction, of exactly the opposite
sign to the HH interaction obtained using the present model.
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THERMAL DESORPTION SPECTRA OF PdHx SYSTEM (0<x<0.9) IN DIFFERENT

SAMPLES: A POWDER, A FOIL AND A WIRE
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Hebrew University of Jerusalem, Jerusalem 91904, Israel

ABSTRACT

A preliminary report on the thermal desorption spectra of hydro-
gen in the PdH, system is presented for various initial hydrogen con-
centrations (0<x0<0.9) and for various samples: a powder, a thin foil
and a wire. The results show a two-peak structure for the powder
and the foil, and a structure that consists of two peaks and a
shoulder for the wire. It is shown that in the powder and the foil
the desorption rate is surface limited and the bulk protons are in
equilibrium, whereas for the wire, bulk diffusion limits the
desorption rate. Therefore, while a correlation between the
spectra of the powder and the foil to the Pd-H phase diagram can
be made, such a correlation for the wire is not readily attainable.

INTRODUCTION

Thermal Desorption Spectroscopy (TDS) is a technique where the
rate of desorption, -dx/dt (x = [H| /[Metall ), into a pressure lower
than the equilibrium pressure is being measured while the tempera-
ture is increased linearly with time. As a result, one obtains a
spectrum composed of peaks of the desorption rate versus tempera-
ture, T. This technique has already been applied to investi%ate
the desorption of hydrogen from the bulk in various hydrides 52, We
have used here the TDS technique to investigate the desorption kine-
tics of hydrogen from palladium of various forms; a powder, a foil
and a wire. Due to the limited space we shall concentrate only on
some important features. The results indicate that the desorption
rate is surface limited in the power and foil samples due to their
small diffusion length within the bulk. TDS are partially diffu-
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sion limited in the wire sample. We analyse the spectra with respect
to the Pd-H (x,T) phase diagram and find that while the peaks in the
powder spectra are correlated to various regions in the phase diagram,
small deviations occur in the foil case and larger deviations, in-
cluding the appearance of a new uncorrelated peak, occur in the wire
spectra. A more detailed report is now being prepared.

EXPERIMENTAL

The experimental set-up, as well as an additional improvement
whereby the thermocouple was placed in direct contact with the sam-
ple, has been described elsewhere.?

The wire sample was 140 mm long x 0.5 mm diameter (purity 5N),
the foil dimensions were 300x1.2x0.07 mm (5N) and the powder parti-
cles size were 2-4 um (99.8% purity).

RESULTS: THE SPECTRA

Figures 1-3 show the powder, foil and wire spectra for various
initial concentrations x,. The heating rates were approximately
1.7, 0.8, 0.6 °C/sec for the wire, foil and powder respectively.

The powder desorption spectra shown in Fig. 1 exhibit a single
peak curve (peak A) at low initial concentrations. Its intensity
grows gradually with x,. TFor x530.6 a shoulder is developed at the
low temperature side of peak A. This shoulder grows into a second
peak (peak B) for x,>0.8. We notice that while the onset temperature
of the desorption (the lowest temperature where a given desorption is
observed) increases gradually when x, decreases for xy>0.6, it is ap-
proximately constant, independent of x,, for x,<0.6. The temperature
range of the spectra is from -100 C to +100 C.

The foil absorption spectra is given in fig. 2. They are simi-
lar to the powder spectra and include a peak A and a shoulder B.
However, the desorption occurs at higher temperatures compared to
the powder (from -30 C to +200 C).

The wire desorption spection spectra are shown in fig. 3. Their
behavior is not as regular as the powder spectra, and in effect, they
were found to be dependent on the cycling. At low initial concen-
tration the spectra consist of peak A and a shoulder (appearing
on the high temperature side of peak A). The intensity of the peak
increases while the shoulder develops into a second peak (peak C)
as x, increases. For x,>0.6 a new shoulder appears on the low temp-
erature side of peak A (shoulder B). Similar to the case of the
powder, the onset temperatures of desorption are about the same
(from 20 to 50 C) for different initial concentrations below x,=0.6
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Figure 1: Figure 2:

The powder thermal desportion The foil thermal desorption
spectra for various initial con- spectra, for two initial
centrations, denoted by the concentrations.

members beside each graph.

Figure 3: The wire thermal desorption spectra. The numbers
besides each graph denote the initial concentrations.
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Comparing the temperature of desorption for the various
samples, we note that the initial desorptions from the powder are
at lower temperatures than the foil and the wire while the last two
have closer onset temperatures (for the same initial concentrations).

DISCUSSION

a. The Rate Limiting Step

There are two important parameters that may cause the differ-
ences between the spectra of the wire, the foil and the powder:
1. The ratio, M /Mp, between the number of surface sites to the
number of bulk sites. 2. The shortest diffusion distance to the
surface.

Since MS/MB is about the same in the wire and the foil, but is
mush higher in the powder, we expect for the same initial concentra-
tion (see ref. 2), similar onset temperatures of desorption in the
wire and in the foil spectra, but lower onset temperatures in the
powder - in agreement with our results. On the other hand, the simi-
larity between the powder and the foil spectra (fig. 1 and 2) is due
to their shorter diffusion distance that allows for a quasi-equili-
brium state inside the bulk (see below). The C peak in the wire
spectra is therefore attributed to concentration gradients, proba-
bly formed within the o phase in the outer part of the sample, and
perhaps in the B phase in the interior.

The kinetics of desorption is composed of at least two steps:
1. Diffusion from the bulk to the surface,
2. Passage through the surface, including the recombination of
protons to form a single H, molecule.

In cases where the diffusion flow is fast compared to the pas-
sage through the surface, the rate determining-step will be step 2.
Otherwise, the diffusion will limit the desorption rate. To deter-
mine whether the bulk diffusion limits the desorption, we estimate
the maximum variation of the concentration Ax in the bulk by assuming
that a formed in a homogeneous system:

dx

Ax = (—E),T

diff (1)

Here Taiff = Lz/gD is a characteristic decay time for the diffu-
sion”»**, D is the diffusion constant, L is a diffusion distance

and g is a geometrical factor. For the cases of a sphere, a cyl-
linder and a plate, L is taken as the radius of the sphere, the radius
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2
and m° respectively™. AXx is compareg to X, the average concentration
in the bulk as follows: When Ax << x we have a quasi-equilibrium

state of hydrogen in the bulk. Otherwise, concentration gradients
are formed and the diffusion limits the desorption.

of thg cylinder and the thickness of the plate, and g = ﬂz, 2.4

Diffusion in a two phase system with a moving boundary is a
more complicated problem3,%4. However, in order to obtain a crude
estimate for Ax, we calculate (1) using for D_either its value in
the o phase or in the B phase (Dy = 2.0 x 107° exp (-2670/T),
D, = 0.9 x 1073 exp (-2650/T), D is measured in cm?/sec and T in deg-
rees K5°6), When the Ax values estimated as above are small compared
to the hydrogen concentration in the o phase there is an equilibrium
state of hydrogen in the bulk. Otherwise, concentration gradients
may be formed either in the o or in the B phase.

We have calculated Ax for various temperatures during the de-
sorption, and for various samples. The results indicate that:
1. The desorption from the powder is a surface limited process
(Axm10‘3—10'6), except, perhaps, at the high temperature region of
the decreasing part of peak A.
2. The wire desorption is limited by diffusion (Ax0.0l-1) at all
temperatures, except at the onset of the degorption.
3. The foil is an intermediate case (Axw10_3) being closer to the
powder case (which is surface limited).

These conclusions are further supported by attempting to corre-
late the desorption spectra to the equilibrium phase diagram (see

below).

b. Correlating the Desorption to the Phase-Diagram

By integrat %§T7Be spectrum with respect to time we obtain a
path x(T) = xgq —] (-dx/dt)dt, (x is an average hydrogen concen-
tration and b is’the heating rate) in the (x,T) plane, along which
the system proceeds during the desorption. Plotting the path x(T)
together with the phase diagram7 in the (x,T) plane enables us to
relate the various parts of the spectra to different regions in the
phase diagram. It is found that in the powder spectra,

peak B is related to the B region, peak A is related almost entirely
to the otf region and the minimum between the two peaks corresponds
to a crossing of the boundary line between the # and the o+B region.
However, such an attempt to correlate peaks A and B in the wire case
to the phase diagram was not successful. For example, in the wire
spectrum with X5=0.76, the shoulder B, peak A, as well as part of

the curve up to 150 C, are already inside the B region. This again,
is an indication that there is a formation of concentration gradients
which cause a low chemical potential - compared to the value deter-
mined by X - near the surface. (On the role of the chemical poten-
tial in the desorption process, see ref. 2).
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The foil is an intermediate case, closer to that of the powder
where peak B is correlated to the B region and peak A is almost en-
tirely correlated to the o+f region.

Other experimental results (effects of different heat rates) as
well as extraction of activation energies and (Arrhenius) pre-~expo-
nential factors from various parts of the spectra (such as the onset
of the desorption) and a further discussion on the desorption kinet-
ics will be published elsewhere.
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ABSTRACT

A basic model is introduced to describe the thermodesorption
process in bulk metal-hydride systems. The model is then applied
to progressively more complex and realistic situations in order to
illustrate the physical processes which are important. Specifically,
we compare and contrast the situation to be found in non-interacting
multisite hydrides with those exhibiting a phase structure. Further-
more, it is shown that by representing the thermodesorption spectra
in normalized variables one obtains a straightforward appraisal of the
nature of the surface recombination, as well as the stoichiometries
and energies associated with the various states in the bulk.

INTRODUCT ION

Recent experimental studies! 2 3 on thermodesorption of
hydrogen from bulk metal-hydride (MH) systems yield spectra (TDS)
which show a rich and varied structure. This work presents a
simple model which describes the basic physics. The resulting
differential equation has been numerically solved for various
typical situations likely to be found in MH systems.

The physical situation at the surface is illustrated in Figure 1.
We take the equation governing the desorption process to be

*
A
1.

5 (. *__8 s _
ax __ . g I e (508 g .[——glEQ X (i)
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_ bulk states

ENERGY ——»

<«+—— DISTANCE INTO BULK

Figure 1. Schematic representation near the surface. Energies are
taken with respect to the hypothetical noninteracting Hy molecule.

Here, X=eu6 is the activity. u is the chemical potential.

Q*n is the partition function of the excited state excluding the
contribution from the spatial reaction coordinate. @ is the
surface well partition function, which can in principle include
interactions with other bulk and surface states. The independent
variable here is T, the time. 1In this work the temperature, TZ1/8,
is taken to be linear in 1. The constant c' depends on the heating
rate, the physical geometry (i.e. the surface to bulk ratio), the
order of the surface reaction (n), and a quantum mechanical constant
determining basically the amount of semiclassical phase space
available for the hydrogen at hte surface. § is a small integral
or half integral number. The transition to the right side of (i)
was effected by utilization of lattice gas formula for the
probability that only one of the j levels at a surface site can
be occupied;

s
s _ Ae_ej (ii)
X3 T TixgS

The denominator is simply the grand partition function of the
surface site subject to the restriction of single occupancy.
Assuming that the occupancy of the lowest energy levels yields the
funcamental equation,

. (iii)
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MODELS

Non-interacting, Single Site

The model is defined by the ideal lattice gas formulation found
in standard texts". The activity for a bulk site of energy e is

A= e3p T (iv)

which yields a desorption equation of the form

¥ ok
ax o e et ®
a - ¢

=—c-g% [ 1" W)

e_ES(l—x)+e—€sBx e—p8+e_€sB

Desorption from such a system yields three typical patterns of
behaviour depending on whether (e-eS)/ <4kT> is positive, zero or
negative, corresponding to a deep surface site, a bulk site at the
surface, and a shallow surface well. TDS for these cases are
illustrated in Figure 2 for a second order interaction and oa=-z.
The development of these curves with increasing concentration shows
two basic patterns. In Figure 2a, the onset of desorption is
constant and as the initial concentration increases the desorption
continues to higher temperature. In Figures 2b and c, however, the
change in p as a function of x dominates the TDS. Specifically, as
the initial concentration increases so does the chemical potential
and therefore the probability that a surface site is occupied. The
onset of desorption then decreases with increasing initial
concentration.

The variables x and T are not the most useful quantities for
extracting information about the overall nature of the desorption
TDS displayed as d(¥/x,)/dB vs (¥/x,) yield direct information with
regard to the energies and the order of the surface step, at least
if one does not have a very deep surface well. This is most easily

Fig. 2. Single site desorption when (e—ed)/<4kt> is a) <0, b)=0, c¢)>0.
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shown by using a low temperature approximation integration of (v),

Bf "EBi

f - 1 - ,
i @e a8 e P - £ane™ Y (vi)

where f(B) is a slowly varying function. The resulting equations
for the TDS are,

d (*/xo) n
o W i S el (vii)
neTE oo X5 g"(x")
with
g(x) = x (e~£5) /<4kt>>0,
or s
g(x) = x/(1-x) (e-€7) /<4kt><0.

In the first case, with g(x) a homogeneous function, it can
immediately be seen that the RHS of (vii) is a function of

(x/xo) only. This implies that the shape of the TDS in the norm-
alized variables is independent of x5 and a function of n only,
with a 'height' proportional to n(e*-¢). For this case the TDS
are given by

dix/x5) _ (e*—e)i—-ln(

dap o

X
X0

) n=1, (viiia)

)~ (o)X n
O o

When (e-£%)/<4kt><0, the TDS in natural variables (NTDS) show a
chatacteristic shape, and more prominently, amplitude dependence on
X . It is this feature which allows one to quickly distinguish,
from the NTDS the order and the nature of the desorption for the
non-interacting systems to be considered shortly. The form of
the equations similar to (viii) also allow an easy approximation
to the energy of a given peak directly from the NDTS. Using the
fact that the maximum of the TDS is approximately twice the value
of the desorption at the half width we find the following relation
in terms of widths, positions and energies of fully developed peaks
in a TDS,

2. (viiib)

1]
i

(e¥-€)% 10nT2 /AT (ix)
max
where AT is the temperature half width of a peak in the TDS.

Independent Site Model

We focus attention on the simplest nontrivial situation. The
inhomogeneities of the hydrogen-metal interaction is larger than any
hydrogen-hydrogen interaction and the energy of a particular proton
is then determined only by its position in the host lattice. The
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equation of state A=A(x,B) is determined by the solution of

ggre€aB
= )y (%)

x = D2
O 14pe~€0B

Where g are the stoichiometries for the various sites in the metal.
Figure %a illustrates the resulting behaviour for pu=Tln) for a three
site case. We see that for e®'*+l-g%'s47m, 4 displays a step-
function like behaviour as x reaches Zg;lga' The behaviour is
analogous to the filling of non-interacting electron states and the
chemical potential u is basically the energy of the highest filled
state. The TDS and NTDS shown in Figure 3b and ¢ reflect the fact
that each 'plateau' area is similar to the equation of state for a
single site MH system, except that it develops in the concentration
range appropriate to its place in the multisite energy spectrum.
This stems fundamentally from the quasi-Fermi statistics, Eq. (x)
which governs x and from the result that u, on a global scale, is
almost solwy a function of x. The multipeaked structure of TDS is
basically a reflection of du/dxlT.

In this model, all of the basic information can be easily
extracted from the NTDS*. The maxima of the NTDS peaks, (propor-
tional to (e*—ea), occur at approximately half the site stoichiometry.
Distances between successive minima yield the values of gy- Use of
relation (ix) allows an approximate determination of £* as well as
e%. Correlation of the Iy with site stoichiometries in intermetal-
lic compounds should provide fundamental data with regard to the
hydride structure.

Two-phase Model

In attempting to calculate TDS from multiphase systems it was
first necessary to develop a reasonable and calculable model for
typical MH phase diagrams. We have used an N particle cluster
equation including terms due to concentration fluctuations. A dis-
cussion of the nature of the model, its solutions and the methods of
obtaining a numerical solution will be the subject for another work.
The model has been chosen so that the phase structure resembles the
morphological nature of the PdH isotherms above 150 K°. Results
are shown in Figures 4a and b.

The desorption model is a natural extension of equation (v), but
explicitly accounts for the possibility of desorption from both the
alpha (a) and beta (b) phases.

* *
_Eas e'EbB

e n n
s Xpl—m—=3z] '}
e UB+e EaB e UB+e 8bB

dx a

— = -c-B"- {Xxi[ (x1)

*For this situation the NTDS taken as dx/dB with respect to x.
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Fig. 3. a) Chemical potential, b) TDS, c) and NTDS - three site system.

Here X, and X, are the amounts of a and b phases, determined by the
lever rule in conjunction with the position in the phase diagram.
Surface energy parameters must be consistent so that the equation is
valid in the fluid as well as in the phase separated region. Thus

the surface energy terms must have identical functional dependence,
i.e. %15 = ¢* + Ae¥/S.X. Various choices of e*15 and Ae*sS yield

a wideabarietg of TDS. Figure 4c shows a TDS, uging the phase diagram
in 4a, quite typical of that found in PdH?. A detailed discussion of
this spectrum must be published elsewhere.

Fig. 4. a) Chemical potential, b) Pressure, c) TDS of PdH-like system.

In conlusion, we hope that concepts presented will allow a more
meaningful appreciation of the TDS experiment.
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THERMAL DESORPTION SPECTROSCOPY (TDS) OF HYDROGEN FROM NIOBIUM*

V.J. Ghosh, M.A. Pick, D.O. Welch, and G.J. Dienes

Brookhaven National Laboratory
Upton, New York 11973

INTRODUCTION

Thermal desorption spectroscopy is often used to determine
the activation energy of desorption of an adsorbate on a sub-
strate as well as the order of the kinetics. In the case of
flash desorption of an adsorbate from a surface obeying second
order kinetics, a plot of Log(aoT%) vS. 1/TP (where @0, 1s the
initial surface coverage and Tp is the temperature of the maxi-
mum desorption rate, i.e., the "desorption temperature”) will
yield a straight line, the slope of which is determined by the
chemisorption energy. However, Davenport et al.l argued on the
basis of a simple theoretical model that in the case of a system
with hydrogen absorbed into the bulk in quasiequilibrium with
adsorption sites on the surface, a similar plot, where the cover-
age g, must now be replaced by the initial concentration x,, will
yield a slope determined by the heat of solution. 1In the follow-
ing experiments we have tried to verify the functional dependence
of the desorption temperature on hydrogen loading as outlined
above. Deviations from these theoretical predictions were ob-
served, and numerical kinetic simulations were made to aid in
understanding them.

EXPERIMENTAL METHOD

Samples consisted of thin foils (50 pm, MARZ grade) of nio-
bium, 5 mm wide by 20 mm long. They were spot welded onto 2 mm
diameter tungsten rods as supports in an ultrahigh vacuum system

*Research supported by the U.S. Department of Energy under
contract No. DE-AC02-76CH00016.
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with a base pressure in the low 10710 Torr range. The samples
were cleaned by resistive heating to over 2300 K in the ultrahigh
vacuum after baking them in 107 Torr oxygen at 2000 K. This
treatment removes the interstitial impurities.2 The frequent
heating and cooling of the sample caused recrystallization and
grain growth. Using an attached low-energy electron diffraction
apparatus we observed that the grains were all aligned with their
(110) planes parallel to the surface. The experimental results
can therefore be taken as characteristic of the (110) plane of
Nb. For the desorption experiments the samples were heated by a
dc current which was programmed to vary in such a way as to pro-
vide a linear time dependence of the sample temperature for heat-
ing rates up to ~200°/sec. The hydrogen desorption was monitored
using the output of a UTI mass analyzer 100C tuned to the Hjp
peak.

The sample was allowed to accumulate hydrogen at pressures
which varied from 5x10710 Torr to 1x10~% Torr for periods of time
usually shorter than 2 minutes. The pressure drop during absorp-
tion and the area under the resulting desorption peaks correlated
well and, knowing the volume of the vacuum system, could be used
to estimate the absolute amount of hydrogen absorbed or adsorbed
by the sample.

EXPERIMENTAL RESULTS

The data obtained in this manner are shown in Figure 1.
The data are plotted so that, according to the discussion of
Davenport et al.l, they should fall on a straight line with a
slope equal to ZES/kB where Eg is the heat of solution per
hydrogen atom. There are two features of the desorption data
which are in disagreement with the predicted behavior. First,
the slope is such that if it is given by 2Es/kB then the value
of E, is found to be 12.8 rather than the accepted value3 of 8.6
Kcal/mole of hydrogen atoms. Second, it may be seen (especially
from the 200 Ks~™l data) that at high hydrogen loadings the de-
sorption—-peak temperature T,, falls with increasing loading to a
minimum value and then rises again. As we shall see below, the
occurrence of such a minimum is a feature of the kinetic model
upon which Davenport et al. based their discussion although the
analytic approximations they used caused them to overlook its
existence.

DISCUSSION

To help understand the origins of the discrepancies mention-
ed above we numerically solved the kinetic equations of the model
used by Davenport et al.l (albeit with various approximations):
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Fig. 1. The variation of the temperature of the maximum hydrogen
desorption rate, T,, with the amount of hydrogen loading
for a (110) niobium surface for two rates of heating.
The amount of hydrogen loading is characterized by the
integrated desorption rate, A. The numbers indicate the
approximate loading in monolayers of hydrogen atoms.

bulk hydrogen sites "communicate"” with a set of surface sites
which "communicate” with the vacuum (the single-site model). We
also numerically calculated the properties of models with two
types of surface sites (two—site models). The kinetic equations
of the single-site model for desorption into the vacuum are:

de/dt = -K92-p (1-x)+8x(1-9) , (1)
Ngdx/dt = po(l-x)-8x(1-9), ()

where x and § are bulk and surface concentrations and K, B8, and vy
are temperature-dependent rate constants, Ny is the number of
layers of sites in the bulk. Using rate constants consistent
with experimental data on hydrogen uptake kinetics” and heat of
solution3 Eg, the numerical calculations yield the results in
Figure 2, which are qualitatively like the experimental data.
The slope of the linear region is zZEs/kB in agreement with the
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results of Davenport et al.l, and quasiequilibrium between bulk
and surface sites was found to occur over the entire range of
loading as they had assumed. The calculated minimum desorption
peak temperature, >~570 K, is less tHan the experimental value,
~680 K, but agreement is achieved by reducing the pre-experimen—
tal factor of the rate constant K from 1x101% s~1 to 5x1012 g1,
(Such a minimum was not predicted by Davenport et al. because of
their assumptions that B8x<<1l.) It was not possible to choose
parameters consistent with the experimental uptake kinetics and
the heat of the solution which would yield quantitative agreement
between the value of the scope calculated with the single-site
model and the experimental value. Numerical simulations based on
two different two-site models also failed to match the experimen-—
tal value. The origin of the discrepancy remains unknown.
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Fig. 2. The dependence of the temperature of the maximum hydro-
gen desorption rate, Tp, upon hydrogen loading (char-
acterized by the integrated hydrogen desorption rate,
A) as calculated with the single-site model. The num-
bers indicate the approximate loading, in monolayers of
hydrogen atoms.
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THE CONCENTRATION PROFILE OF HYDROGEN NEAR THE SURFACE OF NIOBIUM

M. A. Pick, A. Hanson, K. W. Jones, and A. N. Goland

Brookhaven National Laboratory
Upton, New York 11973

INTRODUCTION

Hydrogen in niobium has been studied for many years for
reasons motivated both from a basic as well as an applied point of
view. On the one hand it has generated interest within the
theoretical physics community because it is a very close physical
realization of the theoretical lattice-gas model. On the other
hand, it is also studied as a model substance by those interested
in the practical aspects of hydrogen storage and other
applications of metal-hydrogen systems.

The numerous experimental and theoretical investigations of
the Nb-H system have provided us with detailed information
concerning many of the more important physical properties of the
system, e.g., phase diagram, structures, diffusion coefficients,
heat of solution, etc.! More recently work has been published
dealing with the hydrogen absorption-desorption kinetics of this
system and its related surface properties.2'3 From this work it is
apparent that the rate at which hydrogen can be inserted into and
extracted from Nb, and also other metal-hydrogen systems more
suitable for practical applications, is strongly influenced by the
hydrogen concentration on and near the surface of the material.

Zabel, et gl;.u used different x-ray wavelengths to measure
the 1lattice parameters near the surface of a Nb-single crystal
containing hydrogen at the critical concentration, 31 at.%. They
found that a layer approximately 1 pum thick at the surface
contained appreciably 1less hydrogen than the bulk. They

interpreted their findings as evidence for critical wetting. On
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the other hand, it can be assumed that the energy it costs to
expand the metal 1lattice by the insertion of a hydrogen
interstitial is minimized at or near the surface. This would
result in the "effective”™ heat of solution being more negative at
the surface and thus leading to a higher hydrogen concentration at
the surface,5 contrary to the findings of Zabel et al. It is
therefore important, from both a basic and an applied point of
view, to measure the depth-concentration profile of hydrogen in
niobium by an independent technique. This can be conveniently
accomplished by the use of nuclear reaction analysis using the
1H(15N.o¢y)120 reaction.

EXPERIMENTAL

Samples hydrided in two different ways were investigated.
The materials used were thin foils (50 um, MARZ grade) of niobium,
10 x 25 mm in size. The two methods of hydriding produced
different surface conditions which were the subject of the present
investigation. One method consisted of the following procedures.
The samples were outgassed and cleaned in UHV to remove virtually
all the interstitial impurities from the bulk and surface.6 A
small spot of Pd was then deposited onto the clean surface of the
niobium in situ in the UHV-system by evaporation from a hot Pd
filament. Such a layer allows hydrogen to subsequently be
absorbed at low temperatures, 100-250 C, in a diffusion-pumped and
cold-trapped hydriding unit .27 Finally, the palladium is removed
by immersion in mercury.

The second method of hydriding was similar to that wused by
most 1investigators of metal-hydrogen systems. A sample is placed
in the hydriding unit and allowed to absorb a premeasured amount
of hydrogen while cooling from ~ 800 C where the surface oxide is
dissolved into the bulk. In order to study the effect of a poor
vacuum in the hydriding wunit, samples were heated to 800 C in
different base pressures prior to the admission of hydrogen. One
sample was heated in 1 x 10-5> Torr oxygen.

The hydrogen concentration depth profiles were measured
utilizing the 6.385-MeV (lab) resonance of the 1H(15N.ocy)12C
nuclear reaction (Q = 4.966 MeV). The hydrogen-containing target
is bombarded with a 19N beam, and the number of U4,43-MeV gamma
rays from the deexcitation of the residual carbon-12 nuclei is
counted.8 As an ion beam passes through a target, it loses energy
continuously within the target. Therefore, when the incident beam
energy, Eg, 1is greater than the resonance energy, Ep, the beam
slows through the resonance at a depth Dy from the surface where:

D (Eg-ER)
X * T4E/dx
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This expression is valid when the stopping power, dE/dx, does not
change appreciably over the energies of interest. 1In our case the
stopping power (calculated for NbHy 55 from the Northcliffe and
Schilling tables9) can indeed be assumed to be constant, 2.9
keV/mm, between the beam energies 6.385 and 10.0 MeV. The depth
resolution varies from approximately 3 nm at the resonance energy
to 40 nm at 10 MeV.

RESULTS

Two typical results of measurements made simultaneously on
several samples prepared by the two methods described above are
shown in Fig. 1. The spectra were taken at a temperature of
120 C. Plotted on the ordinate is the number of 4.43-MeV photons
detected as a function of the incident energy of the 5N ions.
The incident energy scale is indicated on the top abscissa of the
graph for curve A. Curve B is shifted in energy by 0.2 MeV so as
to facilitate comparisons. The lower abscissa shows depth scales
for both curves. The gamma count can be taken to be proportional
to the local hydrogen concentration,

Both samples contained 55 at.% H (H/Nb = 0.55). We chose
this concentration for most of the samples because at this value
the NbH phase diagram indicates that the samples will be in the
o'-single phase region at temperatures above ~ 90 C. Sample A was
cleaned in UHV, Pd-plated in situ, and hydrided at approximately
230 C. Sample B was cleaned in UHV and then charged in the
diffusion-pumped hydriding unit after heating to 800 C in 1 x 10'6
Torr.

DISCUSSION

The experimental curves show several distinguishable
features. The first feature to appear as a function of energy is
the sharp surface peak at the resonance energy (6.385 MeV). This
peak appears in all samples with roughly the same intensity. It
is due to hydrogen-containing gases (water, hydrocarbons) adsorbed
to the surface of the samples. This layer cannot be eliminated
with the present experimental set-up. Under the vacuum condition
in the sample chamber of the Van de Graaff accelerator, an
overlayer of the residual gas will develop in seconds.

Below the surface peak the samples generally show an
intensity minimum. This minimum is more pronounced in those
samples heated to 800 C prior to hydriding, and is associated with
an oxide 1layer at the surface. A study of the low temperature
oxidation of niobium by Halbritter 10 has shown that the oxidation
in this temperature range consists mainly in the growth of a 4 to
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10 nm thick layer of compact and amorphous NbpOg. The minimum in
the hydrogen concentration, caused by the oxide layer, is followed
by an 1increase 1in hydrogen concentration, which is more or less
rapid and depends on the sample, to a value which reflects the
bulk concentration.

The results shown as curve A represent material which was
outgassed in UHV and then Pd-plated, therefore containing
virtually no interstitial impurities such as oxygen, carbon or
nitrogen. It was heated to 230 C for one hour prior to hydriding.
We can explain the hydrogen profile by the fact that oxygen,
carbon, and maybe nitrogen, which are invariably present on the
surface of the sample and in the residual gas of the hydriding
unit, can diffuse 1into the sample at this temperature. Taking
into account the diffusion 1lengths, £ = V2Dt using 1literature
values for the diffusion coefficients,11we conclude that a
penetration of the Nb surface by an appreciable amount of oXxygen
is consistent with the experimental findings. The penetration
depth of both carbon and nitrogen is insufficient to explain the
hydrogen concentration gradient near the surface. This is in
agreement with the study by Halbritter mentioned above. 10 1t
remains, however, to be shown that high concentrations of oxygen
in niobium tend to displace hydrogen. It is known that very low
concentrations (< 1 at.%) of oxygen and nitroge~ in niobium can
act as hydrogen traps.12'

Sample B was heated to approximately 800 C for one hour prior
to hydriding. The diffusion length % for all three interstitials
is so great at this temperature that the concentration of
dissolved gases should be virtually uniform throughout the sample.
The fact that the hydrogen concentration is not constant
throughout the sample indicates that a different effect must
predominate, namely the precipitation of oxides in the
near-surface region. Electron microscopic investigations by
Hurlen!'¥ have shown that there is a nucleation-type oxide
formation stage with the formation of dispersed oxide particles
under conditions similar to those occurring in our experiments.
In this stage the oxide particles increase first in number and
later in size., The oxide being formed in this stage is also the
pentoxide, Nby05. Hydrogen is almost certainly insoluble in this
Nb oxide because it is a very thin layer of this oxide on the
surface which inhibits the desorption of hydrogen from NbHy
samples. The hydrogen concentration increases therefore as the
volume fraction of the Nb oxides decreases. This region is then
followed by a region from 400 to well over 1200 nm in which the
hydrogen concentration is depressed below the bulk value due to
the presence of oxygen in the Nb. The effect was more pronounced
in the case where oxygen was deliberately added to the residual
gas in the vacuum system at 800 C. In this case, due to the
availability of sufficient oxygen, the oxides grew much further
into the material.
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CONCLUSIONS

The results show that experiments on samples of
niobium-hydrogen, or similar materials hydrided in the manner
described must take into account the possible existence of an
appreciable hydrogen concentration gradient towards the surface.
Experiments which are especially affected by this result are X-ray
diffraction experiments and other techniques which probe the
near-surface regions of a sample. In x-ray measurements the
sampling depth is in the range of the hydrogen-depleted and
oxygen-enriched zone, and this may very well lead to misleading
results. For example, this may be the reason for the finding of
Zabel, Sch¥nfeld, and Mosst that there was a =~ 1 um thick
hydrogen-depleted layer on the surface of a crystal which was
essentially in the o'-phase.
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THEORY OF HYDROGEN ABSORPTION IN METAL HYDRIDES
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Athens, OH 45701

INTRODUCTION

The mechanism of hydrogen absorption by transition metals and
alloys has been a subject of intensive investigations in recent
years because of its prospective energy storage applicationsl. The
amount of hydrogen absorbed by all metals, at low pressures, is
proportional to the square root of the pressure of the external
hydrogen gas. This is a clear indication that the hydrogen molecule
of the gas is dissociated into atoms in the metal phase. Many
transition metals and alloys, such as Pd, Ti, La, Th, and FeTi,
absorb a large quantity of hydrogen at relatively low temperatures
and pressures. The concentration of saturation absorption of
hydrogen in these metals and alloys goes as high as 100 to 200 %
of metalic atoms, and the metals are regarded as forming hydrides
represented conveniently by chemical formulas such as PdH and TiH3.
Mott and Jones2 argued that the hydrogen atoms inside metals are
ionized into electrons and protons. These protons go into some
interstitial positions in the matrix of the host metal while
electrons join the main body of the d-band electrons. This is most
remarkably demonstrated by the paramagnetic susceptibility of Pd.
Pd is a strong paramagnetic metal due to electron holes in the 4d
band. When Pd metal is loaded with hydrogen, the paramagnetism
decreases linearly with the concentration of hydrogen and this metal
hydride becomes diamagnetic at and above 55 atZ of hydrogen concen-
tration.
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The high concentrations of hydrogen in many metal hydrides are
interpreted as due to a cooperative condensation of absorbed hydrogen
from a gas-like state to a liquid-like state. Lacher3 was the first
to formulate a statistical mechanical theory of hydrogen absorption
by palladium. The condensation of hydrogen in Pd is due to some
kind of attractive interaction between hydrogen atoms. Lacher
assumed this interaction to be a nearest neighbor interaction,
applied the Bragg-Williams ( the mean field ) approximation, and
derived absorption isotherms. Lacher's theory explained qualitative-
ly the observed features of the absorption isotherms of the Pd-H
system.

In the Pd-H system, protons go into interstitial positions which
are octahedrally surrounded by Pd atoms and the metal hydride forms
a NaCl structure. It is, therefore, quite natural to assume that
the number of interstitial positions available for protons is equal
to that of Pd atoms. One of the consequences of the mean field
approximation, as applied to hydrogen absorption, is that the critic~
al point of absorption occurs at 50 at% hydrogen concentration, while
the experimentally known value in Pd-H system is somewhere near 27
at%. In the traditional theories of hydrogen absorption, including
Lacher's formulation, this discrepancy is explained by a somewhat
ad hoc assumption, i.e., the total number of interstitial positions
available for protons is equal to 60% of Pd atoms. This assumption
may seem to be acceptable at first sight because all the isotherms,
which have a plateau portion in the neighborhood of the critical
pressure, appear to approach the saturation concentration of 60 at%,
after taking off sharply upwards. For the sake of definiteness let
this concentration be called the incipient saturation concentration,
which should be distinguished from the true saturation concentration
defined below. If one looks at the general profile of absorption
isotherms more closely ( see Fig.l in reference 4 ), however, one
notices that all of the isotherms converge to the 100 at% concentra-
tion 1limit at sufficiently high pressures. This 100 atZconcentra-
tion must be the true saturation concentration. It is, therefore,
more reasonable to assume that the total number of hydrogen sites
available is equal to the number of Pd atoms, which is consistent
with crystallographic considerations. The present authors? pointed
out that the incipient saturation can be regarded as arising from
the nonavailability of electron energy levels in the d-band. The
energy of extra electrons increases almost discontinuously as soon
as the concentration exceeds the 60 at? value. The correct enumera-
tion of the number of available sites for protons should be directly
reflected in the calculation of the entropy, and similarly, the
knowledge of the electronic energy band structure is reflected in
the incipient saturation. Both of these features were taken into
account in our previous paper. In the present paper it will be
shown that the asymmetry of the isotherms with respect to the critic-
al point can arise not only from the energy band effects but also
from the correlations of proton distribution in the metal phase.
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EFFECT OF PROTON CORRELATIONS BY MEANS OF THE PAIR APPROXIMATION

Since the concentration of protons in the metal phase can go
as high as that of the liquid hydrogen, the mean field approximation
may not be appropriate to deal with the cooperative condensation
phenomenon. Furthermore, in an approximation in which the particle
correlation is taken into account the critical concentration of
absorption is expected to occur at a lower density than the 50 at%
predicted by the mean field approximation. For this reason, let us
work with the two-body approximation of the absorption isotherms.

The equation for the absorption isotherm is obtained by settin
the chemical potential per atomic hydrogen in the gas phase equal to
the corresponding quantity in the metal phase. The chemical poten-—
tial per hydrogen atom in the gas phase is given by

b gas Kl (InC + £ 1nT Inp)-(x-)

where

C = e (2rM )3 3

/C2n° 0 )

/2 .5/2
k rot

where M, Or s X » VvV are, respectively, the mass, the rotational

ot
temperature, the dissociation energy, and the vibrational frequency
of hydrogen molecule. 1In the pair approximation, the Helmholtz
free energy per proton site in the metal phase is given by

F/N = -E, 0 -%zwo+ kT (l-2z)[681Inb +

+ (1 -6)In(1=-8)j+%2kT][olno +
+2(08-0)In(B6-0c)+(1-26+0c)
*In (1 -2086+0) 1,

Where - E; , w, 0, z and 6 are, respectively, the energy of hydrogen,
the proton-proton interaction energy, the proton-proton pair cor-
relation function, the proton coordination number and the proton
concentration. The proton correlation function is determined by
minimizing the free energy with respect to o. The equation for this
quantity will, then, be given by

c(l1-208+4+0)=(6-o0)2 exp (w/KkT).

The chemical potential per hydrogen atom in the metal phase is, thus,
given by

Wootal = " Bat kI (1 -2z) [ In6 - 1Inl - 8) ]

+2zkT [In( 6 -0) - In(l-206+0) ]
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Now equating the two chemical potentials, one finds an equation
for the absorption isotherm:

1
In p? = l/zlnC+%lnT - (Eg = X)/ur

+ (1-z) [ In6 - 1n(1-6 )]+ z [ 1n(s - o) -
-111(1—29+0)J.

In the above formulation, the effect of the electronic energy
band, which changes drastically as the amount of the absorbed
hydrogen increases, is not explicit, except for the fact that the
energy E represents the energy of proton and the accompanying
electron relative to the energy of the hydrogen atom outside the
metal. To some extent, the Proton-proton pair interaction energy may
also depend upon the electron density, however, this will not be
discussed in the present paper. In the previous paper, we took into
account the effect of the change of the electronic energy band due
to the change in the amount of hydrogen. According to recent
calculationsd based on the extended coherent potential approximation
of the density of states in Pd-H system, it is found that an S-like
orbit is formed around each absorbed proton, while the density of
states near the Fermi surface rapidly changes as the hydrogen
concentration increases. One may represent this situation by a
formula

- Ea = - Eg + AE exp B (6 - B ),

where -Eg is the energy of an S-like orbit, which is sufficiently
lower than the Fermi energy. The second term represents a rapid
increase of the Fermi energy as the amount of absorbed hydrogen
exceeds a concentration given by B. These parameters are determined
by fitting the theoretical isotherm with the experimentally observed
isotherms.® The interaction constant w, the energy Eg, and B are
determined from the critical data, while other parameters are deter-
mined from one point along the critical isotherm and another point
on a different isotherm, both at rather high pressures. These
values are:

w = 0.618, Eg = 52.040, AE

1.735 k cal/mole

B 6.994, B 0.595.

The quality of the agreement between the theoretical formula and the
experimental data may be judged, for instance, by looking at the
densities of coexisting phases along individual isotherms. The
agreement seems to be rather satisfactory. With these constants,
the pressure-concentration diagram for the Pd~H system is obtained

and is shown on the following page.
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CONCLUSION

The observed asymmetry of the hydrogen absorption isotherms
with respect to the critical point in the Pd-H system and the
distinction between the incipient and the true saturation concentra-
tions are explained in terms of the proton pair correlation funct-
ion and the change in the energy density of states of electrons in
the process of absorption. Agreement between the theoretical iso-
therm and the experimental data is satisfactory. No attempt is made
to formulate the theory cf hydrogen absorption starting with the
Hamiltonian for both the electrons in the disordered lattice and
the protons distributed over interstitial sites and them applying
statistical mechanics. This will be a subject for future investigat-
ions.
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ABSTRACT

In the literature, one can find numerous attempts to explain
the observed stabilities, stoichiometries and site occupancies in
hydrides of the various families of intermetallic compounds. Some
of the approaches to these problems are critically reviewed here.
For some, but not all such hydrides, the stabilities have been
shown by different researchers to correlate with the enthalpy for
formation of the intermetallic compound, itself, or with cell
size, or electronic properties, or elastic properties. It
appears, therefore, that all of these effects may play a role, but
none is dominant in all cases. The development of the procedure
for qualitative and quantitative determinations of H-site occu-
pancy from calculations of enthalpies for the formation of
imaginary binary hydrides was reviewed. Such inspection raises
the question of possible fortuitous agreement between experimental
observations and predictions arising from the technique. The con-
cepts of minimum hole size for H occupation and minimum H-H dis-
tance in stable hydrides of metals or intermetallic compounds have
been discussed in terms of their importance to preferred H sites
and to stoichiometry, and considerations necessary to a geometric
model have been outlined. The model is used to rationalize ob-
served H sites and stoichiometry of LaNigH,. The review points up
the need for theoretical treatment leading to fundamental under-
standing of such systems.

INTRODUCTION

Some intermetallic compounds absorb almost no hydrogen, even

under very high Hy pressure, while others absorb as much as, or more
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than, two H atoms per metal atom under only moderate Hy pressure,
and still others absorb intermediate amounts of hydrogen. Numerous
studies have been conducted to gain an understanding of the factors
that influence the hydriding behavior of the various intermetallic
compounds in terms of their stability, their stoichiometry and the
preferred interstitial sites for occupation by H.

In a pioneering report, Beck! stated, "One of the purposes of
this investigation was to amass a wealth of information concerning
the hydriding characteristics of intermetallic compounds as a means
for discovering some of the factors which govern hydride forma-
tion". From his compilations, he concluded that several of the
structure types seemed to have critical lattice parameters, i.e.,
ninimum cell sizes, for hydride formation. "An attempt was made to
relate these apparent critical parameters to various factors such as
electronegativity, valence, electron transfer and the mechanism and
temperature of formation. However, the only variable which appeared
to be of significance was the size factor itself.” Because it was
assumed that the relative size of any interstice within a given
structure type would be proportional to the overall size of the unit
cell, it was concluded that there must be a critical hole size for
each structure type below which hydrogen occlusion would not occur.

In his review, Oesterreicher? concluded that the influence of
size is beyond doubt, but, often, it is not possible to distinguish
clearly between size and electronic effects as both vary periodi-
cally with atomic number. An early attemp§ to explain the stoichio-
metry of metal hydrides was made by Robins”, who assumed that H
contributes electrons to the metal (protonic theory). Energy band
calculations™ show, however, that the addition of hydrogen to a
metal introduces new states, below the Fermi level of the metal,
that can be filled with the added electrons. Switendick’ has
treated the case of simultaneous occupation of tetrahedral and octa-
hedral interstices in YH, with 2 < x < 3. Addition of H's to octa-
hedral interstices changes the band structure importantly. Each
hydrogen added lowers one band that was already partially filled.
There is little difference in charge on the octahedral and tetra-
hedral interstices, but that charge is significantly greater than
that of a comparable atomic sphere; thus, the protonic model is
simply not applicable.

Maeland et al.® have demonstrated the importance of the avail-
ability of appropriate sites to H-absorption capacity by studying
both amorphous and crystalline hydrides of TiCu. Amorphous TiCu
absorbs H to a composition of TiCuH; 35 at room temperature and one
atmosphere H; pressure compared with a composition of TiCuH for
crystalline TiCu. They suggest that, possibly, the maximum hydrogen
capacity is determined by electromic structure, which probably would
not be greatly different for the amorphous and crystalline struc-
tures, but the number, type and size of the available interstices
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may determine the amount of H actually absorbed. They contrast this
with the behavior of the Pd-H system. The structurally limited com-—
position would be PdH, but compositions of PdH, with x > 0.6 are
difficult to achieve. They proposed that this is probably because
there are only 0.6 empty states below the Fermi level in palladiuz
hydride that are available for filling by electrons from the H's.
Thus, electronic structure, rather than crystal structure, limits
the H content of Pd.

The possible importance of cell size and hole size were men-—
tioned earlier. Another significant "geometric” factor may be
hydrogen spacing. Switendick® has stated that, when the addition of
hydrogen to a metal introduces new states below the Fermi level,
these states are very sensitive to H-H distance, and the position of
the states depends on the close approach of the H's to each other.
From a survey of the stable hydrides of seven transition metals, it
seems that there may be a minimum H-H distance of about 2.1 A. This
value has been used by the present author in the development of a
geometric model of the hydrides of AB, and ABy compounds to be
discussed later.

Carter7 has tried to explain the behaviors of various inter-
metallic compounds toward hydrogen with a proposal that appears to
encompass certain aspects of both size and electronic effects. He
generalizes that intermetallic compounds that involve transition
metals or rare earth metals which undergo large contractions during
compound formation will absorb significant quantities of hydrogen.
The H's will occupy those sites that will weaken the metal-metal
bonds that necessitated the aforementioned contraction, thereby
allowing the contracted atom to expand toward its initial volume.
Carter's proposal’ seems to be inherently related to one by
Takeshita et al.” who claim that one can classify the several
theories and semiempirical rules to account for the stability of
metal hydrides in two broad categories: 1) electronic and 2)
elastic. They conclude, however, that because hydrogen absorption
definitely changes the electronic properties of a metal, the theory
based on elastic interactions between neighboring H's may need to be
modified to include electronic effects. From low temperature heat
capacity measurements®, they conclude that the density of states at
the Fermi surface is probably not an important factor in determining
hydrogenation characteristics, but they did report a correlation
between H-absorption capacity and the elastic properties.

In a series of papersg_14, Miedema and his colleagues have
presented semiempirical equations for calculating the heats of
formation of ternary hydrides. These take into account electro-
negativities and electron densities of the elements involved. The
authors forewarn their readers that, because only nearest neighbor
interactions are considered, and because their assumed distribution
between A-H and B~H contacts is arbitrary, the calculations of AH
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are, necessarily, crude approximations. Neverthelfggigit was from
their formulation that Shaltiel and his co-workers evolved
their concept of "imaginary binary hydrides” formed by the H atom
and its nearest neighbor metal atoms in ternary hydrides. This
latter group calculates an enthalpy of hydride formation for each
type of site in the structure, and from the relative "stabilities”
they attempt to rationalize the observed preferential occupation of
particular sites. A section of this review is devoted to their
procedure.

In this contribution, we have attempted to provide a compendium
of the research on some of the factors affecting H-absorption
behavior of intermetallic compounds and a personal assessment of the
current status. The literature on the subject has burgeoned, in
recent years, to such a degree that it has been impossible to make
this review comprehensive in the space available.

STABILITY

Hole Size vs. Cell Size vs. Electronic Effects

The free energies of formation AF have been determined for the
hydrides of many intermetallic compounds from the observed plateau
Hy pressures %6 various temperatures. For hexagonal ABg compounds,
Lundin et al. found that these free energies correlated with the
radii they calculated for one type (AB3, or 120 in Wyckoff notation)
of tetrahedral interstice; as hole size increased, -AF increased.

It seems clear, now, that the correlation is probably not basically
meaningful, because later studies 1 show that only a fraction of the
H's occupy 120 sites. Gruen et a1.22 argued that the stability
correlates with cell volume and that this happens, because the
enthalpy of formation of the compound, itself, depends on one term
that is related to the volume contraction on going from the pure
metals to the alloy and 9n another term that is related to molar
volume’. The same group concluded that electronic factors, mani-
fested in the volume, are more important than structural differences
in determining AF. For Zhe dihydrides of the rare earth metals and
Group III metals, Magee2 reported a correlation between AF and the
shortest M-H distance, with -AF reaching a maximum at a M-H distance
of about 2.24A. 1In his treatment, he compares calculated cohesive
energies with thermodynamic results. Magee suggests that the corre-
lation between hole size and stability of the hydrides of inter-
metallic compounds might be explained in the same way.

Bechman et 3125, also, doubt that variations in stability are
attributable to hole size, per se. In RT, systems, where R = rare
earth, T = transition metal and x approximates 3, the affinity for
hydrogen decreases as the atomic number of R or T increases and as
the value of x increases. All three of these changes cause reduc-
tions in the lattice parameters and, therefore, in the sizes of the
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interstitial holes available for occupancy by hydrogen atoms. They
suggest, however, that the variations probably affect the band

structure, thereby resulting in the observed systematic trends.

Compressibility

Takeshita et al.8 have pointed out that certain intermetallic
compounds are anomalous with respect to the reported correlation
between AF and cell volume. For the isoelectronic compounds YNig,
LaNig and GdNis, stable hydrides form only when the unit-cell volume
exceeds 82 A°. According to this criterion, ThNig, with a unit-cell
volume of 83.3 A3, would be expected to form a hydride, but it
doesn't. Thus, size alone canngt account for hydrogenation
behavior. Further, they stated*®» 7 that electronic specific heat
constants, Y, which are proportional to densities of states at the
Fermi surface, are not related to hydride stabhilities, at all.

They8 suggested that the high value of the e/a ratio for ThNig might
account for the anomaly. Because the compressibility depends on the
electronic wave functions of the valence electrons, it embodies both
the e/a ratio and the size factor. The authors® proposed, there-
fore, that the compressibility might be accountable, by itself, for
the hydrogenag%on characteristics of RMg intermetallic compounds.
They reported later, however, that there are some anomalies and
that the valency of the A atom in ABg compounds, may be still
another factor contributing to the relative stability of the
hydride. Scrutinizing the work of Takeshita et a18» 6—28, one has
to conclude that, while compressibility may play some role in
determining hydrogenation behavior of ABg compounds, it cannot be
the only important factor, any more than unit cell volume can be the
only important factor.

The Rule of Reversed Stability

It has been suggestedlo that the more stable the binary inter-
metallic compound, the less stable is its hydride. While the rule
has been shown to hold for numerous systems, its validity is not
universall”»29, ghinar et al.ld claim that the calculation of the
enthalpy of formation should take into account the possible inter-
stitial sites to be occupied by the hydrogen atoms.

PREFERRED INTERSTICES FOR HYDROGEN OCCUPATION

Enthalpies of Formation for Imaginary Binary Hydrides

Attempts have been madel3~19 to rationalize observed pref-
erences for H occupation of particular interstices in intermetallic
compounds from calculated enthalpies of formation AH' of "imaginary
binary hydrides" at each type of interstice. A hydrogen atom in a
particular site is considered to be equally associated with each of
its nearest-neighbor, metal atoms, and the imaginary hydride formed
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at the site is made up of one H atom and fractional parts of A and B
atoms. The enthalpies are calculated from the semiempirical
equations due to Miedema“-.

In 1975, Miedema et al.ll improved upon their empirical
approach to the calculation of enthalpies of formation for solid
alloys, and Bouten and Miedema14 claimed further improvement,
specifically for hydrides, in 1980. Jacob and Shaltiell’ applied
their technique to the hydrides of several AB, cubic Cl5 com-
pounds. In these calculations, however, they used Miedema's
earliest equations, rather than the later, allegedly improved
ones. From their results, they drew two very qualitative con-
clusions: 1) AyB, sites should be occupied preferentially at low
hydrogen concentrations because AH' is more negative for these than
for ABq sites, and 2) ABj sites should be partially occupied at
higher hydrogen concentrations.

Didisheim et al.l8 attempted to make somewhat more quantitative
predictions for D-site occupancy, as a function of x, in ZrV,D,.
Because of the license taken with Miedema's equations, however, one
may be justified in considering the reported agreement with experi-
mental observations with some caution. Fruchart et al. suspected,
and Didisheim et al. later agreed, "that the close fitl7 between
our observed and calculated_ occupancy factors could be fortu-
itous.” This latter group, also, reported an apparent limitation
of their own model. The calculationl® of AR’ correctly predicted
the preference for ApB, sites in ZrMnyDj3 but could not predict the
observed preferential occupation of certain A,B, sites.

In a different approach to the problem of simultaneous
occupation, Jacob et al. claimed that use of the Boltzmann
distribution function allowed them to explain, quantitatively, the
observed occupancg of A9By and ABg sites in TiCry, ZrV,, ZrCr,y and
ZrMng . Miedema's” earliest formulation was used to calculate AH'.
We calculated AH', however, for the AZBZ and ABg sites in ZrV,H.,
ZrCrzﬁxlznd ZrTigoH, using the improYSd equations of Bouten and
Miedema™", and found that the model failed.

A Phenomenological Model

Jacob et al.32533 nave presented a phenomenological model, not
based on calculations of AH', for the hydrogen absorption capacity
in pseudobinary Laves phase compounds. Compounds of Zr(A;Bi_4)9o
have been considered, with A = V, Cr and Mn and with B = Fe and
Co. They concluded that the ratio H/Zr is a step function of x,
and, therefore, that the occupancy of interstices around a given Zr
atom is critically dependent on the number of B_atoms coordinating
that Zr atom. On the other hand, Oesterreicher has presented a
convincing argument that the step functions are merely



STABILITIES, STOICHIOMETRIES, AND SITE OCCUPANCIES 91

manifestations of the o + B phase transitions for the various
hydrogenated pseudobinary alloys.

Minimum Hole Size

As mentioned in the INTRODUCTION, the idea that "hole size"
might be important to the hydrogenation behavior of intermetallic
compounds is not new . The present author has surveyed reported
experimental results for the hydrides of numerous metals and inter—
metallic compounds in order to ascertain whether there appears to be
a minimum hole size for occupation by H in a stable hydride. The
compilation will be reported elsewhere, but the conclusion was that,
in stable hydrides, occupation by H has been reported only for
interstices that could accommodate a sphere of radius ry > 0.40 A.
This criterion and another regarding minimum H-H distance_in stable
hydrides have been used to rationalize and even predict experi-
mentally observed behavior for the hydrides of ZrNi. More recently,
we developed a geometric model for rationalizing the hydrogenation
behavior of AB, and ABg compounds. More will be said about the
model, in the next section.

STOTICHIOMETRIES
H-H Distance

Our own survey of the hydrides of metals and intermetallic
compounds 2to be published elsewhere) is in agreement with that of
Switendick’, who reported that the H-H distance appears to be never
less than 2.1 A. The repulsive interaction of near—nei%?bg;_gzatoms
is widely accepted and has been used by many reseachers® to
help explain why H atoms do not fill all seemingly available inter-
stices. Shoemaker and Shoemaker37 adopted an "exclusion rule” that
two interstices sharing a trigonal face cannot be simultaneously
occupied by H's. If, in fact, there is a minimum H-H distance in
stable hydrides of intermetallic hydrides, it is not only first,
second and third distances that are important, however. We have
considered, some hydrides of cubic ABy compounds in which even the
sixth neighbor AjBy-A9B, distance is less than the value of 2.1 A.

A Geometric Model

Using criteria of 0.4 A for minimum hole radius and 2.1 A for
minimum H-H distance, we have been able to rationalize the observed
stoichiometries for hydrides of ZrNi35’ and of LaNig and numerous
ABy compounds (to be published elsewhere). Here, we shall present
onlyz% zggzgry of the rationale for LaNig. There has been contro-
ersy--» over the structure of LaNigDg 5, but because of the
refined techniques used in the later research“*, we have chosen the

reported21 P6/mmm space group for our model. Schematic diagrams of
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the hexagonal structure are shown in Figs. 1 and 2. The lattice
parameters are a, = 5.399 & and c, = 4.290 A. There are 37 inter-
stices potentially available for occupation by H(D) in each unit
cell containing one La atom and five Ni atoms. In Wyckoff notation,
a) 3f's are octahedral, AyB, sites; b) 4h's are B, sites; c) 120's
are AB3 sites; d) 12n's are ABj sites; and e) 6m's are A;By sites.
Examples of these can be found in Fig. 1: a) lying midway between
atoms Lajp, and Laj; b) coordinated by (I), (II), III and B'; c)
coordinated by La,', (I), (II) and B'; d) coordinated by Laj, A, B,
and III; and e) Lay, Lap', I and II. Published#6 metal-atom radit
were used to calculate the respective hole sizes (in A): a) 0.313;

b) 0.393; c¢) 0.433; d) 0.448; and e) 0.555.

In the compounds we have considered, to date, there appears to
be a preference for H occupation of the larger sites. 1In the model,
therefore, we choose to have H occupy 6m sites first. First, second
and third 6m—6m distances are 1.146 A, 1.985 A and 2.292 A. Thus,
only two of the 6m sites (Fig. 2) can be filled simultaneously with-
out violating the 2.10 A criterion. The second largest sites are
12n. Around each 3f site, there are four 12n sites. These five
sites are all so close together (<1.329 A) that only one can be
occupied at a time. The shortest distance between 12n sites situ-
ated around a given La atom is 2.2694 A, and the shortest distance
for a 6m-12n pair is 2.155 A, so it should be possible to put three
H's in 12n sites. 1In an analysis that is too detailed to be
included in a review paper, we have concluded that only 1.5 of the
120 sites are not blocked by the previously occupied sites. All 37
sites in the unit cell have now been filled with H atoms or excluded
from occupancy by the distance criterion. The sum of the filled
sites 1s 2 + 3 4+ 1.5 = 6.5, exactly the same as the observed H/La
ratio. The predicted occupancy, however, differs slightly from the
experiment. Percheron—-Guégan et al. reported observing the
following numbers of occupied sites in a unit cell: 3f, 0.64; 4h,
0.52; 120, 1.29; 12n, 2.14; and 6m, 1.91. The lower value for 12n
and the higher one for 3f are expected ramifications of 12n-3f-12n
diffusion. A similar explanation may account for the fractional
occupancy of 4h sites, because the shortest distance between two 120
sites is through a 4h site. Partial occupancy of 3f and 4h sites is
not expected to increase the hydrogen capacity above H/La = 6.5,
because of the large number of 6m, 12n and 120 sites blocked by
filled 3f and 4h sites.

As stated above, the geometric model has demonstrated consider-
able usefulness in predicting site occupation and stoichiometries in
hydrides of ABj and ABs intermetallic compounds. Tts primary limi-
tation is that it does not predict, or even rationalize, relative
stabilities. It seems quite obvious that the successes of such a
simple model must be explicable in terms of more fundamental
physical principles, but, as yet, such an explanation 1is lacking.
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Fig. 1. Schematic dfagram of Fig. 2. Projection of the LaNig

the hexagonal structure for structure on the basal plane.
LaNig showing the four types o, 6mya, 12n; o0, 120. 4h sites
of tetrahedral interstices. project onto the letters A and B.

3f sites project onto Roman
numerals.

CONCLUSION

For the hydrides of intermetallic compounds, whether the
stabilities are correlated with hole size, cell volume, enthalpy of
formation for the intermetallic compound, or compressibility, one
can always find exceptions to the rule. It appears safe to say that
stability is influenced by many factors, none of which predominates
in all cases. Early attempts to predict maximum stoichiometries of
hydrides were probably not restrictive enough regarding H-H
distances; there is considerable evidence for a minimum distance of
2.10 A. Critical review of the model based on enthalpies of
imaginary binary hydrides and used for rationalizing observed H-site
occupancies has led us to question whether its successes might have
been fortuitous. Agreement between observations for the hydrides of
ABy and ABg compounds and the predictions of a simple geometric
model point up the need for an explanation based on the underlying
fundamental principles.

This work supported by the U.S. Department of Energy.
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Octahedral Site Occupation in Lanthanum Dihydride*

E. L. Venturini

Sandia National Laboratories
Albuquerque, New Mexico 87185

ABSTRACT

The distribution of hydrogen ions among the octahedral and
tetrahedral sites in lanthanum hydride has been determined at liquid
helium temperatures for hydrogen/metal ratios from 1.90 to 2.04.
Electron spin resonance spectra of dilute erbium ions substituted
for host metal atoms establish the hydrogen site occupation adjacent
to the erbium versus hydrogen loading. These data together with a
lattice-gas calculation yield the site occupation versus hydrogen
concentration in bulk lanthanum hydride, which is such that 2% of
the octahedral sites are filled in LaHp gg.

INTRODUCTION

The various binary metallic hydrides offer very simple systems
to study the behavior of hydrogen in solids. One of the numerous
interesting problems in these materials is the distribution of
hydrogen among the available sites as a function of the hydrogen/
metal ratio. One appr'oach1 to measuring this distribution at low
temperatures involves recording electron spin resonance (ESR)
spectra of dilute erbium magnetic ions substituted for nonmagnetic
host metal atoms in samples with different hydrogen content. These
spectra are fitted to a lattice-gas model2 which in turn yields the
hydrogen distribution in the bulk host hydride. This method has
been applied previously to yttrium and scandium hydrides and
deuterides,3 and here it is applied to lanthanum hydride to obtain

*This work performed at Sandia National Laboratories supported by
the U.S. Department of Energy under contract #DE-ACO4-76DP00T89.
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2% O-site occupation in LaHp gg at liquid helium temperatures.

LaHy has an unusually large single-phase region, retaining a
face-centered-cubic (fcc) metal lattice for H/metal ratios x from
1.9 to 3.u There are two distinct sites available to the H ions in
this fce structure, one octahedral (0) and two tetrahedral (T) sites
per metal atom. The T-site has lower energy, and the ideal
dihydride has all T-sites filled and all O-sites vacant.

The actual distribution of H among O-sites and T-sites in LaHy
has been studied by proton nuclear magnetic resonance® and inelastic
neutron scattering®. The NMR measurement involves a comparison of
experimental proton second moments with the values calculated from
dipolar broadening assuming random partial O-site occupation by H
predominantly located on T-sites. The second moment data® measured
at 76 K suggest that the T-site filling stops when the H/metal ratio
reaches 1.95, followed by random occupation of O-sites. This
implies 5% O-site gccupation in LaHy gg. Inelastic neutron
scattering spectra® for several light rare earth hydrides show
separate peaks for T-site and O-site H vibrations. The relative
area under the two peaks suggests an O-site occupation of 5 to 10%
near the dihydride composition at room temperature.

ERBIUM ESR SPECTRA IN LANTHANUM HYDRIDE

The samples used in this work were prepared by first arc-
melting 0.1 atomic percent Er into purified La metal using an inert
atmosphere (argon) and water-cooled copper hearth. The resulting
ingot was placed in a modified Sieverts' apparatus, heated to 600 C
under a dynamic vacuum of 10-6 torr, and exposed to Hy gas purified
by diffusion through a Pd-Ag tube. The H/metal ratio was determined
volumetrically and gravimetrically, the loading from the two
independent measurements agreeing to better than 1%. Due to the
large volume expansion” of hydrided lanthanum, the samples consisted
of small polycrystalline pieces following loading. Very light
grinding with a mortar and pestle produced a coarse powder suitable
for ESR studies. The powder was sealed in quartz capillary tubes to
prevent excessive oxidation of the hydride.

Fig. 1 compares derivative ESR absorption spectra for Er in two
LaHy powders, the upper trace for a sample with a H/metal ratio x =
2.04, the lower trace for x = 1.96. Both spectra were recorded at 2
K and 9.8 GHz in a homodyne ESR spectrometer using magnetic field
modulation. The spectra have a large isotropic absorption near 1035
Oe which is asymmetric due to the metallic conductivity of the
samples. There are small hyperfine lines associated with this main

absorption due to the 23% natural abundance of 167Er with nuclear
spin 7/2.



OCTAHEDRAL SITE OCCUPATION IN LANTHANUM DIHYDRIDE 929

T T T T T T T T T T T T T T

Er* ESR Spectra in LaH_ Powders
X

m = -7/2

T ¥

Hyperfine Lines

Arbitrary Derivative Intensity

i i i It | i 1 Il L 1 — A 1 L

500 1000 1500 2000
Applied Magnetic Field in Oe

Fig. 1. Er ESR spectra in two LaHy powders at 2 K and 9.8 GHz.

The two spectra in Fig. 1 are identical except for a small
additional resonance in the upper trace with features indicated by
g, and g . Based on our previous work1-3 with Er ESR spectra in Sc
and Y hydrides and deuterides, the dominant signal in both spectra
in Fig. 1 is attributed to Er in a cubic site, i.e., an Er ion
surrounded by a simple cube of 8 nearest-neighbor (nn) T-site H
ions. The cubic g~factor is 6.778(3). The additional resonance in
the upper trace arises from Er in an axial site, i.e., an Er ion
surrounded by the same cube of 8 T-site H ions plus one H on an
O-site. This latter next-nearest-neighbor (nnn) H ion lowers the Er
site symmetry to axial, causing a splitting of the ESR g-factor into
g = 9.2(1) when the applied magnetic field is parallel to the
direction from the Er to the nnn O-site H ion and g, = 5.38(2) when
the applied field is normal to this direction. Since the ESR
spectra are recorded with powder samples, signals from all magnetic
field orientations are observed.

There has been one prior report7 of Er ESR in LaHy, a sample
containing 1% Er with x = 2.02. Although the authors do not show an
ESR spectrum, they describe a single asymmetric isotropic absorption
with a linewidth of 50 Oe at 2 K and no noticeable hyperfine
structure. The g-factor for this resonance is 6.68(5) in fair
agreement with our value of 6.778(3). Since this report? does not
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Fig. 2. Fraction of Er ions with one nnn O-site occupied by H.

define the ESR linewidth used, we assume they are employing a
Lorentzian lineshape with a half-width at half-maximum of 50 OQe.

For comparison our samples with 1/10 the Er content have a
Lorentzian half-width at 2 K which increases with H/metal ratio from
27 Oe for x = 1.90 to 38 Qe for x = 2.04.

HYDROGEN SITE DISTRIBUTION

The ESR spectra in Fig. 1 have been analyzed numerically1 using
derivative Lorentzian lineshapes for a cubic and an axial signal in
a powder sample., The least-squares fit yields directly the number
of Er ions with one adjacent O-site occupied (axial site) relative
to those ions with all nnn O-sites vacant (cubic site). Using this
analysis on the spectra for six samples, we obtain the occupation
probability for an O-site adjacent to an Er impurity in LaH, versus
H/metal ratio x as shown in Fig. 2.

The solid line in Fig. 2 is the "best" fit of a lattice-gas
model? to the ESR data. The probabilitg p1 that one and only one
adjacent O-site is occupied is given by

Py = Alx - cg(x)1/[2 - x + cp(x)]
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Fig. 3. Fraction of O-sites occupied in bulk LaHy from lattice-gas
model (solid line), and for ideal fcc metal hydride (dashed line).

where A is an adjustable parameter related to the site energies of a
bulk T-site and an O-site adjacent to the Er impurity, and co(x) is
the bulk O-site occupation probability. cg(x) is given by

co(x) = x - 4x/[2 + x + B(1 - x) + V@B + {2 -x-B(1-2x12"]

where B is an adjustable parameter related to the bulk T-site and
bulk O-site energies. Parameters A and B are assumed independent of
H/metal ratio. Fitting the lattice-gas model to the ESR data in
Fig. 2 gives A = 1.8x10-3 and B = 1.9x10~%,

This value of B yields the bulk O-site occupation in LaHy
versus H/metal ratio x shown as a solid line in Fig. 3. From this
curve we obtain an O-site occupation of 2% in LaHy oo at 2 K. For
comparison the dashed line is the expected O-site filling in the
ideal hydride, where the site energy difference is sufficiently
large to prevent significant H on O-sites below x = 2. In this
latter case the O-sites fill linearly with x above x = 2, reaching
complete occupation at x = 3,

DISCUSSION

This result of 2% O-site occupation in LaH, is approximately
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half the value obtained from proton NMR second moment datad.
However, the NMR data suggest that 2.5% of the T-sites remain vacant
for all x > 1.95, which is not consistent with our results. It is
unlikely that the O-site occupation changes between the ESR
measurement temperature of 2 K and the NMR temperature of 76 K,
since the hydrogen diffusion times® are extremely long at these
temperatures. Inelastic neutron scattering or neutron diffraction
data versus temperature might provide an explanation.

In previous paper's1‘3 we have applied this impurity ESR plus
lattice-gas model to both ScHy and YHy. In the case of ScHy less
than 0.5% of the O-sites are occupied in the bulk lattice at the
highest H/metal ratio of 1.99. For YHy 8% of the O-sites are filled
at 2 K when x = 2. A simple explanation for the increase between
ScHy and YHy is that the larger YHy lattice leads to a lower energy
difference between T-sites and O-sites and hence greater disorder.
The data presented here for LaHy indicating 2% O-site occupation
contradict this simple argument, since the LaHy lattice is the
largest of the three.

In summary we have prepared samples of dilute Er in LaHy for
several H/metal ratios x between 1.90 and 2.04. The Er ESR spectra
show two distinct sites for the Er impurities, one having all six
nnn O-sites vacant, and one having one such O-site occupied by H.
The dependence of this adjacent 0O-site occupation on H content is
explained by a lattice-gas model with two adjustable parameters.
This model in turn yields the distribution of H among the sites in
bulk LaHy over the loading range investigated.
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THERMODYNAMIC AND STRUCTURAL PROPERTIES OF THE

RARE-EARTH Co, HYDRIDES

Henry A. Kierstead

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

The thermodynamic and structural properties of the hydrides
of the intermetallic compounds LnCo, (Ln = Nd, Gd, Tb, Dy, Ho, Er,
Tm, and Y) are presented. Systematic changes in the absorption
isotherms; the heat, entropy, and free energy of absorption; and
the x-ray lattice parameters are discussed and interpreted.

INTRODUCTION

We have previously reported1 the preparation and thermo-
dynamic properties of the hydrides of the compounds LnCog, where
Ln stands for Nd, Gd, Tb, Dy, Ho, Er, and Y. The purpose of this
paper is to summarize the properties of these hydrides, to point
out the similarities between them, and to examine the changes in
the properties as a function of the atomic number of the rare-
earth component. 1In addition to the above-mentioned compounds we
have made preliminary measurements on TmCos hydrides, which are
reported for the first time here.

EXPERIMENTAL PROCEDURE

The TmCoq sample was prepared from 99.9% pure thulium and
cobalt by repeated arc melting in an argon atmosphere. It was
annealed in vacuum at 950 °C for 14 days. Debye-Scherrer X-ray
patterns showed single-phase hexagonal PuNi3—type crystals.
Preparation of the hydride and measurement of desorption isotherms
used standard techniques. Pressures were measured using Mensor
Corporation digital quartz pressure gauges. Temperatures were
measured with a platinum resistance thermometer.

103



104 H. A. KIERSTEAD

Preparation of the other hydrides has been reported
previously. The techniques were similar.

THERMODYNAMIC PROPERTIES

Desorption isotherms of the hydrides are shown in Fig. 1.
All were measured at 20 °C except for NdCo3 and TmCo3, which were
measured at 80 °C and 40 °C, respectively. The isotherms are
displaced along the pressure axis for clarity, and are placed in
order of the atomic number of the rare-earth component. The
symbols are experimental measurements; the lines are calculated
by the generalized multi-plateau theory.

The isotherms can be separated into three groups. Those of
GdCoq and NdCoj, which are representative of the early members of
the rare-earth series, have two plateaus each two atoms/mole wide
with very narrow one-phase regions. The isotherms of TbCo
through ErCos and of YCoq have a first plateau which is about one
atom/mole wide and a second plateau which is markedly less than
two atoms/mole wide. There are broad one-phase regions above and
below the second plateau. TmCog, the highest member of the
series, has plateaus about 1.25 and 2 atoms/mole wide with a
narrow one-phase region between them.

In the middle group the shape of the isotherm in the one-
phase region between the two plateaus suggests a phase transition
whose critical temperature is below the measurement temperature.
The pressure at the inflection point moves upward with increasing
atomic number, from just above the first plateau in TbCo, to just
below the second plateau in ErCo,. This is shown graphically in
Fig. 2, where we plot the free energy of absorption

AF®° = RT 1ln P ¢D)

for each of the plateaus and for the inflecton point of the one-
phase region. It is apparent that in GdCo, and NdCo., the free
energy of absorption on the sites responsible for the one-phase
region falls at or below that of the first plateau, while in TmCo 4
it falls above that of the second plateau. Hence the absorption
on those sites is included in the first plateau in NdCos and GdCoq
and in the second plateau in TmCog.

Thermodynamic properties of the compounds, calculated from
isotherms at different temperatures, are summarized in Table 1.
Heats of absorption were calculated from the equation

AH® = RT2(5 1n P/3T) (2)

and entropies of absorption were calculated from



105

RARE-EARTH Co, HYDRIDES

SapTapiyg

SOPTIPAH

€

moocq jo uotidiosqy 3o 39 ‘¢ °*8T4

oju 3o uoridaosqy Jo A8asuyg 9914 7 ‘3T4

S9PTIPAH

€

ojgug jo SWwI’xayljosy

*1 814



106 H. A. KIERSTEAD

Table 1. Thermodynamic Properties at 20 °C in the 2-Phase Regions

Phases Plateau AF° AH® AS°®
Pressure
torr kecal mol™l  kecal mol™!  cal k7! mo17!

YCo3
a-B .198 -4.807 -13.41 -29.35
B-v 20.9 -2.093 -10.48 -28.61
NdCo3
a~B .0189 -6.176 -15.33 -31.23
B-v .292 -4 .,581 ~13.07 -28.96
GdCo3
o-B 518 -4.248 -12.78 -29.11
B~y 11.4 -2.446 -10.22 -26.51
TbC03
o-B 1.74 -3.542 -11.79 -28.14
B-Y 23.1 -2.035 -10.67 -29 .46
DyCo3
o-B 2.98 -3.227 -11.48 -28.15
B-v 54.8 -1.532 -9.64 -27 .66
HoC03
o—B 6.50 -2.774 -11.52 ~29.83
B-Y 119 -1.081 - 8.92 -26.74
ErCo3
o~ 18.7 -2.160 -10.52 -28.52
B-Y 269 -0.604 - 8.58 -27.19
'.[‘m.C03
o-B 50.5 -1.580 -10.05 -28.90
B-Y 551 -0.188 - 8.70 -29.05

AS® = (AH® - AF°)/T (3)

The heats of absorption are plotted in Fig. 3. They show more
scatter than the free energies because of the differentiation with
respect to temperature. The entropies show little consistent
variation with atomic number, but are all close to -28 cal K ~(mol

-1
)L
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Table 2. Llattice Parameters of LnCoy Compounds and Hydrides
a(R) c(R) Aa/a Ac/c Av/v

YCogq 5.004 24.36

YCoqH; ¢ 5.012 25.86 .002 062 .065

YCogH; ;¢ 5.012 26 .57 .002 .091 094

YCo.H 5.257 26.30 .051 .080 .192

373.73

NdCoq 5.067 24.76

NdCoqH, 5.70 27.37 .001 .106 .107

NdCosH, o 5.392 27.30 .064 .103 .249

GdCoj 5.031 24.50

GdCo4H, 5.011 27.20 ~-.004 .110 .101

GdCosH, o 5.284 26.98 .050 .101 .215

TbCogq 5.012 24.39

TbCosH; o5 5.004 26.94 -.002 .105 .101

TbCogHy 3, 5.250 26.8 .047 .099 .206

DyCo, 4.999 24.36

DyCogH; ¢ 5.001 26.00 .000 067 .068

DyCoqHy 55 4.988 26 .80 -.002 .100 .095

DyCo3H4' 5.256 26.77 051 .099 .215

HoCo 4.984 24.29

HoCosH; 4.988 25.79 .001 .062 .064

HoCo3H4' 5.240 26.40 .051 .087 .201

ErCoq 4.978 24.25

ErCoqH; , 4.980 25.53 .000 .053 054

LATTICE PARAMETERS

Lattice parameters of the compounds and some of their

hydrides, measured from Debye-Scherrer X-ray patterns,

tabulated in Table 2.

lattices.

second plateau.

second plateau.

are

They all have hexagonal PuN13—type

and DyCo

1s

hydrides samples
o just below the

107

The hydride compositions were in the one-phase region
between the two plateaus and in the one-phase region above the

In the case of YCoq
were taken just above the first plateau and a

In all the hydrides the volume of the unit cell increases by
5 or 6% per hydrogen atom absorbed, but the expansion is not

isotropic.

Up to the beginning of the second plateau the

expansion is entirely in the c direction; across the second
plateau there is an expansion in the a direction and a small
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decrease in the ¢ direction.
DISCUSSION

In a discussion of the structural rglations in rare earth-
transition metal hydrides, Dunlap et al.” point out that the
crystal structure of the AB, (PuNi,—type) compounds consists of
alternating layers of the ABS(CaCu -type) and ABZ(ManZ—type)
structures, stacked along the hexagonal (c) axis. Thus one third
of the A atoms would have ABg local symmetry, and two thirds of
them would have AB, local symmetry. They propose a model in which
hydrogen first enters the AB. layers. When all the available
sites in this layer are filled, hydrogen enters the AB, layer.

Since only a third of the A atoms are in the AB_ layer, we
would expect the first plateau to be one atom/mole ldong, as in
SmCogH4, or two atoms/mole, as in LaNi Ho. NdCos and GdCo, have
this second type of isotherm, while al? the other compounds are of
the first type. In any event, in this model, all the AB. sites
are filled when x, the number of hydrogen atoms absorbed per mole
of LnCog, is equal to 2; subsequent absorption is on AB, sites.

In TmCoj the second half of the AB; sites and all of the AB, sites
fill within the long second plateau and in the one-phase region
above 1it.

The behavior of the lattice parameters supports this inter-
pretation. While the sites in the ABg layer are filling, this
layer cannot expand laterally because it is sandwiched between
unfilled AB, layers; hence it expands in the ¢ direction to
provide space for the hydrogen atoms. However, when both layers
are filled, the lattice can expand in the a direction, and the c
parameter relaxes somewhat.
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MEASUREMENT OF THREE DIMENSIONAL DISTRIBUTIONS OF HYDROGEN IN THIN

SAMPLES USING THE '°N HYDROGEN PROFILING METHOD

W.A., Lanforda* and C. Burman

Department of Physics
SUNY/Albany
Albany, New York 12222

ABSTRACT

The use of the 15N+1H->IZC+“He+Y—ray resonant nuclear reaction,
with “He particles recorded in plastic track detectors, is described
as a method of measuring full three dimensional distributions of H
in thin samples. To use this reaction to measure H concentrations,
the sample is bombarded with 15N ions at an energy greater than the
resonance energy at which the reaction occurs. As these ions pene-
trate the sample, they lose energy and reach the resonance energy
at some depth. The yield of *He particles from the reaction is
proportional to the concentration of hydrogen at that depth. By
recording the He particles in plastic track detectors, an autoradio-
graph of the lateral hydrogen distribution at the resonance depth is
obtained. Limitations and potentials of this method are discussed
along with some measurements of distributions of H ion implanted
into silicon.

INTRODUCTION

Analysis for hydrogen is notoriously difficult. It's atomic
charge is too small for Auger or x-ray methods, and it is mobile
and so common a contaminant in vacuum systems that many ion beam
techniques are unsatisfactory. The one quantitative technique which
has become widely used over the past five years is nuclear reaction
analysis (NRA).

+An Alfred P. Sloan Foundation Fellow
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Nuclear reaction analysis makes use of a nuclear reaction
between an energetic heavy ion and 4 as a probe for the hydrogen
in the sample being analyzed. While there are many reactions which
can and have been utilizedl the most generally satisfactory reaction
is: USw+l'H>'2C+"He+h.4 MeV gamma-ray.? Because this is a reson-
ant reaction, by varying the beam energy, various depths within the
sample can be independently analyzed for hydrogen. Because this
method relies on a nuclear reaction which is insensitive to the
chemical environment of the hydrogen, the method is easily made
quantitative. Conversely, the method tells nothing about how the
hydrogen is bound within the solid.

While nuclear reaction analysis has been successfully applied
to a wide range of problems in physics, chemistry, material science
and archaeology where one needs to know the hydrogen concentration
vs depth in planar samples, there are a large number of intrinsic-
ally interesting and technologically important problems where one
needs to know the lateral distribution of hydrogen on a surface or
at a given depth within a sample. One example is the study of hydro-
gen (or water) enhanced crack propagation in the fracture of metals
(or glasses). Perhaps equally interesting would be the study of
hydrogen distributions and transport along surfaces or on grain
boundaries.,

Here we report for the first time the extension of the well
established '°N hydrogen profiling technique to give not only the
depth distribution of hydrogen but also the lateral distribution at
any depth. The depth resolution is of order 10 nanometers and the
lateral resolution is of order 10 micrometers.

PROCEDURE

Hydrogen Lateral Distribution Measurements

The %N hydrogen profiling technique2 makes use of the nuclear
reaction: !SN+'E+>!2C+*He+lh.lh MeV gamma-ray to measure the hydrogen
concentration vs depth in any solid. The usual way to utilize this
reaction is to bombard the sample being analyzed with 15N ions from
an accelerator and to measure the yield of the characteristic 4.4
MeV gamma-rays. Because there is a strong isolated resonance in
this reaction, the probability for the reaction occuring is negli-
ble except when the !°N is at the resonance energy (Ex=6.405 MeV).

If a sample is bombarded with 15N beam at E=Er, the yield of char-
acteristic gamma~rays is proportional to the concentration of hydro-
gen on the surface. If the sample is bombarded with 15y at an energy
greater than Ey, there is negligible yield from reactions with sur-
face hydrogen, but as the 15y jons lose energy penetrating the solid,
they reach Er at some depth, and now the gamma-ray yield is propor-
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tional to the hydrogen content at this depth. Hence, by measuring
the gamma-ray yield XE_ISN beam energy, the concentration of hydro-
gen vs depth is determined.

A natural way to extend this procedure to measure the full
three dimensional distribution of hydrogen in a solid would be to
obtain a microbeam of '°N and raster this beam across the sample,
recording the gamma-ray yield as a function of beam spot location.
The difficulty with this procedure is that even with only a few
nanoamperes of 15y beam and a beam spot 10 microns across, the
energy density being deposited in the samples is of order of 10 kilo-
watts/cmz. Such a high energy density is very likely to drive the
hydrogen away from the analyzing beam,

An alternative method3 which avoids these problems is to use a
very large 1Sy beam spot and determine the lateral distribution of
hydrogen at a given depth by recording the lateral distribution of
the characteristic radiations created by reaction between the 15y
ions and the hydrogen in the sample. The *He (alpha particles)
produced in the !SN+H>!2C+“He+h.L MeV gamma-ray nuclear reaction are
ideal for this purpose.

A schematic representation of this autoradiographic technique
is shown in Figure 1. The 15N beam bombards the sample at an energy
E>Ey. The 15N ions slow down reaching the resonance energy at some
depth creating the "H resonance window". Reactions are induced bet-
ween the '°N ions and hydrogen within the resonance window emitting
both a gamma-ray and a He particle. He particles emitted forward
are very energetic and have a long range. The 15y ions, on the other
hand, have a residual range which is much less. Hence, by choosing
a sample of appropriate thickness, the 15Y ions will stop in the
sample and He particles will emerge from the back of the sample where
they can be recorded in a track detector. If the track detector is
mounted in contact with the back of the thin sample, the density of
latent tracks created by the He particles will be proportional to
the lateral hydrogen concentration at the depth of the hydrogen
detection window.

We do not wish to discuss track detectors here because there
is extensive literature concerning them™, However, we need to make
use of the following special properties of our detector (plastic
CR-39): Any energetic charged particle with 722 which penetrates
this track detector will create a latent track along its path. Less
densely ionizing particles (such as protons, electrons, gamma-rays)
will not produce latent tracks. The latent tracks can be made visi-
ble by etching the track detector. In our case, we etched in 6N KOH
at 650 for 100 minutes. The etch pits created by such a procedure
can then be counted or photographed under a microscope.
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Figure 1. The schematic representation of the autoradiograph
H profiling technique.

Figure 2. An autoradiograph of H ion implanted into silicon
through a wire grid.
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Preparation of a Test Sample

To test the feasibility of the procedure outlined above a test
sample was needed which had a known, but not homogenous, hydrogen
distribution. We prepared such a sample by ion implanting hydrogen
(30 KeV) through a mask (a wire mesh grid) into silicon. The range
distribution and the immobility of such implanted hydrogen had been
previously established by a number of measurements.l

Because the autoradiographic technique requires thin samples,
this implant of 107 H/cm2 was made into a 5 micron thick silicon
crystal.

RESULTS

A typical autoradiograph obtained is shown in Figure 2. The
result was obtained with a '°N beam at F=6.75 MeV, which means we
are measuring the lateral hydrogen distribution near the peak in
the ion implant distribution.

The square "grid" pattern resulting from the ion implantation
through the wire grid is clearly evident. There are a few features
which bear comment. First, while the track density within the
shadowed region is small, it is not zero. The principal source of
these tracks is from nuclear reactions between the '°N ions and
hydrogen on the surface of the sample. The reaction is 1SN+lH>1204%He
with the '?C nucleus in its ground state (and no nuclear gamma-ray
emitted). The cross-section for this reaction varies smoothly with
energy and, hence, the yield of these He tracks varies smoothly with
beam energy. Their contribution can be subtracted by measuring at
various beam energies or by measuring the amount of surface hydrogen
on the sample. A better solution would be to work in a higher vacuum
(the present data were taken at 10-> Torr) and with cleaner samples.

The lateral resolution can be estimated, from the data of
Figure 2, to be of order 10 microns. This experimental estimate is
only approximate but it is consistent with the a priori estimate
based on the geometry and kinematics of the reaction.

CONCLUSION AND DISCUSSION

We have demonstrated for the first time the utilization of a
nuclear reaction with a narrow isolated resonance to measure the
lateral distribution of H within a plane inside a thin sample. The
depth resolution of this method is of order of 10 nanometers and
the lateral resolution is roughly of order 10 micrometers,

This technigue can be made quantitative by counting the track
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density and by evaluating the reaction cross section and detector
efficiency.

While the use of track detectors is attractive because of the
ease of data taking, this method may also be carried out using
position sensitive electronic detectors. This procedure would allow
for an immediate live-time display of the lateral hydrogen distri-
bution as the data were recorded. We are presently working on
developing this procedure.
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STRAIN EFFECTS IN THE X-RAY DETERMINATION

OF LATTICE PARAMETERS IN Pd-Hy

P.A. Hardy, I.S. Balbaa and F.D. Manchester

Department of Physics, University of Toronto
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ABSTRACT

X-ray lattice parameter determinations for the f-phase in
Pd-Hy have revealed a variation in a(x), the lattice parameter,
that depends on the method of preparation. Samples loaded to a
concentration of x > 0.6, by avoiding the mixed phase region,
have a lattice parameter slightly lower than samples loaded to the
same concentration by passing through the mixed phase region. The
difference is thought to result from unrelieved strain produced
as a result of the o - B phase change. These results point to a
significant correction of the a(x) data of Schirber and Morosin!?,
which have become widely used for determining hydrogen concentra-
tions from lattice parameter measurements. A full account of these
experiments is being published elsewhere.
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LATTICE DISTORTIONS AND PHASE TRANSITIONS OF HYDROGEN IN NIOBIUM

H. Peisl
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ABSTRACT

Lattice distortion due to hydrogen in niobium have been studied
by various X-ray and neutron scattering methods. All the important
quantities describing the lattice distortions have been determined:
The defect volume, the long-range displacement field described by
the force dipole tensor, the local displacements of the hydrogen
neighbors and the Kanzaki forces necessary to create the observed
lattice distortions.

Lattice distoritions are closely related to the high temperature
phase transitions (o-a', o'-8, 0'-§). The before mentioned quan-
tities have been studied at various temperatures and H concentra-
tions. At high concentrations some novel and unexpected effects
have been observed. Pretransitional fluctuations connected with
various phase transitions occur: Partial ordering of H above T ,
precipitation of coherent microscopic H density modes and an abs
normal change of the properties cf the host lattice.



FORCES, DIPOLE FORCE TENSOR AND ELASTIC BINDING ENERGY IN

0~PALLADIUM HYDRIDES
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ABSTRACT

The forces resulting from the presence of one interstitial
Hydrogen in Palladium are deduced from the variation of the total
energy of the alloy up to first order in the atomic displacement.
This variation includes the band term together with the electron-—
electron and ion - ion terms but, unfortunately, neglects the ze-
ro point motion of the Hydrogen. This tight-binding calculation is
based on a rigidly moving wave function basis where the electronic
structure of the unrelaxed alloy is determined by taking into ac-
count a perturbing potential up to the nearest neighbours of the
Hydrogen atom. Expressions of the distribution of the forces and
of the dipole force tensor P are derived in terms of the variation
of the hopping integrals and of the energy levels. Estimations of
P and of the forces up to third nearest neighbour shell of the
Hydrogen atom are presented. Once this has been done the elastic
binding energy can be obtained if we know the lattice Green func-
tion of the alloy. In the present model we replace this unknown
exact Green function by a phenomenological expression of the host
lattice Green function.

INTRODUCTION

The relaxation effects around impurities are essential to
study the thermodynamic properties of solid solutions and for the
understanding of local order. The importance of the relaxation
can be qualitatively deduced from the experimental value of the
relative variation of the average alloy atomic volume per added
impurity. Diffuse neutrons (or X rays) scattering and EXAFS expe-
riments are directly related to the displacement.
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From a theoretical point of view a few authors have discussed
the physical origin of the relaxation and its relation to the elec-
tronic structure of solid solutions. A first attemgt to calculate
the size effect was done using the elastic model’,?. Such a macros-
copic theory is only able to determine the lon% range part of the
displacements. In the lattice statics theories’," the discrete na-
ture of the lattice was considered. The lattice displacement u(A)
are deduced from the force constants of the alloy and from the
forces F(A) introduced by the impurity on the host ion A. These
quantities are defined in terms of the derivative of the variation
of the total energy induced by the relaxation. Usually the force
constants are approximated by the host force constants deduced
from phonon spectra, whereas the forces F(\) are assumed to be lo-
calized on the nearest neighbours of the impurity atom. These for-
ces F()A) are deduced by the relation between the size effect, the
host elastic constants and the dipole force tensor P associated to
the distribution of the forces. These approximations are dubious
from a quantitative point of view : (i) the force constants are
certainly strongly modified by the impurities when the size effect
is large5 ; (11) the distribution of forces F()) decreases slowly
and presents Friedel oscillations in dilute alloys®.

A simple self-consistent expression for the field of forces
induced by substitutional impurities has been obtained recently in
the case where the band structure is approximated by a tight-binding
(TB) scheme’. It is assumed that the basis of the TB representation
is built from orbitals which are rigidly shifted by the relaxation.
The total energy change SE due to the relaxation induced by the
presence of one impurity arises from the one electron energies
(band structure contribution E, ), from the electron-electron in-
teraction E (which has been counted twice in E, ) and the direct
ion-ion interaction E,.. The band structure energy is modified by
the explicit contribution of the displacement of the TB orbitals :
the forces F()) contain a new term which is expressed in terms of
the variation with distance of the transfer integrals, the crystal-
line potential remaining constant and equal to its value in the
frozen (unrelaxed) lattice. This expression presents the advantage
to eliminate the screening potential induced by the relaxation in
the alloy, a quantity which is difficult to determine self-consis-
tently®. However, this expression is not well suited for numerical
calculations®s!? because large cancellation occurs between the

attractive part (8E, ) and the repulsive part (SE_ = 6Ee + SEii)
of the forces. This leads to an expression which contains two
terms : (i) the first one comes from the screening of the impurity

excess charge : it is expressed in terms of the screening charge
and of the variation of the host transfer integrals (and energy
levels) with distance ; (ii) the second is directly related to
the difference of size via the difference of the impurity and host
atoms. A general expression of the dipole force tensor P is then
obtained in terms of the impurity t matrix and the change of host
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energy levels and transfer integrals with distance!!. Numerical es—

timation of P in terms of the filling of the band and impurity ex-
cess charge is shown to reproduce qualitatively the physical predic-—
tions of the Vegard's law for transition metals

The present objective is to study the forces, the dipole force
tensor of Hydrogen in Palladium in the very dilute limit.

THE FORCES AND THE DIPOLE FORCE TENSOR IN o—-PALLADIUM HYDRIDES

The aim of this chapter is to relate the forces F(A) on Palla-
dium site A and resulting from the presence of a Hydrogen impurity
at interstitial site (either tetrahedral or octahedral) to the elec-
tronic structure of the alloy. The one electron Hamitlonian, per
spin, of the alloy is written as!?s

1
H=1 |uw> e <um| +Z  Jum> BUT <pm' (1)
1m H vumm' VI
v #ou
where |um> represents the orbital of symmetry m centred either on
one of the N metallic sites (in this case m = s,p,d) or on intersti-

tial site I (in this case m = s). For simplicity we assume that '
these functions define a complete set of orthogonal functions. B

is the transfer 1ntegral and €M is the energy level. The tight-
binding orbital ¢T(r) = <r|)\m>U (for m = d) follows rigidly the

core displacement” u(}) w1thout underg01ng any deformation. The dis-
placed tight-binding basis ¢A(r) is then related to the undisplaced
one ¢m(r) by :

= m —
T = ol - u()) (2)
Up to first order in u(}), 5?(r) is given by :
—n m > > oom
¢>\(r) = ¢>\(r) - u)\-vx ¢>\(r) (3)
The effect of the relaxation is to replace the Hamitlonian H by :
H=H+ &V (4)

where 8V is the variation of the potential induced by the relaxation.

The resulting total change in energy OE arises from the sum of the

one electron energies (band structure contribution E, ), from elec-

tron—electron interactions Eel— (which have been counted twice in
) and the direct ion-ion interactions E. . Once SE 1is

kngwn, the force F(A\), on site A, induced by the 8efecg is given

by (@ = %, ¥y, 2)

Fo) = - oY

ua(X) =0 (5)
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As discussed extensively’s'" the three terms SE, , E_ j_o1 2nd
SE. . combine in order to give the following expression :
ion-ion
§E = Tr [ 6W AN ] (6)

where 8W is a pseudopotential associated with the displacement of
quasineutral pseudoatoms and AN, in the atomic orbital basis is
given by
E
mm' Im , F
ANAH =-=1/
where G is the Green function related to the Hamiltonian H given
by equation (1) : G = |E - H|™! and G° is related to the Hamilto-
nian H_of the pure Palladlum The matrix elements of 6W in the
basis of the undisplaced orbitals are given by

<m| 6 - 6° |um'> dE (7)

m

<Am| SW [um'> = (1 -8, ) ssiﬁ + Smm' 8, = 6ey (8)

In Hamiltonian H, the summation is over N+l. This can be split in
terms of a summation over the N host sites, a term containing only
the interstitial site and a coupling term between the Hydrogen
atom and the neighbouring metallic sites:

H=H +2' [Rm> vO(R) <Rm| + |Is> €% <Is|
o Rm I
+ 2" {|um> B:; <Is| + c.c.}
um

where the prime in the summatlon means that the summation is res~-
tricted to lattice sites only. €5 is the Hydrogen level and |Is>

its s orbital centred on interstitial site I. The diagonal disor-
der term v (R) in the d bands 1s introduced to be in accord with

Friedel's rule. With evident notations we have :

B o=u o+ vd sy (10)

(9)

gl is typically a Hamiltonian of N+l particles but without interac-
tion between the Hydrogen atom and the metal. The scattering ma-
trix T is defined by :

= s v+ wd s vy Glp (11)

The component o (0 = X,y,z) of the force acting on the matrix atom
sitting at the A site is given by!® :

P, = F2Q) + FI(A) (12)
1
where FO(\) = &' AN™® se™ + 1 AN p sm m (13)
o om PP Dar o oumm'  PM oA

p#U
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Table 1. Forces from a Hydrogen interstitial at the octa-

hedral site in Palladium for extendeg (vy,#0) and
. . 1

non extended perturbing potential (v..=0). The a
component (0=x,y,z) of the forces Fu%ii)are repor-
ted up to third nearest neighbour A, to the Hydrogen
impurity. Lattice parameter a,; forces (10 * dyn) ;
perturbing potential energy vy (from reference 15).

a a a
A] -5(0,0,1) >‘2-i(l’l’l) A3-i(0,2,l)
v: (eV)
1 FX(AI) Fy(kl) Fz(kl) Fx(Az) Fy(kz) Fz(Az) Fx(A3) Fy(k3) Fz(k3)
0 0 0 1,037 { -.012 -.012 -.012 0 .045 .025
-.042 0 0 1.112 | -.020 -.020 -.020 0 .039 .021
I _ ss s sm ms ms sm
Fa(k) = ANIIDQX 6€I + 5#1 (ANIuDuA 68uI+ANuIDuX SBIU) (14)
with the notations m
m_ _ 9 m
Do 660 = 55&?77 660 (15)
m'm _ _ 3 m'm
Par Buo T 7 3 00 o (157
A component Pua of the dipole force tensor is given by
Paa = § ka Fu(X) (17)

where A_ is the o component of the vector of the A-th lattice site
relative to interstitial site I.

The values of the forces on first, second and third nearest
neighbours of the Hydrogen interstitial are than deduced?®,'®
(Table 1).

CONCLUSION AND OUTLOOK

In the framework of the tight-binding approximation we have
estimated the dipole force tensor P and the forces distribution
around the defect, in o-PdH, by taking into account a perturbing
potential up to nearest neighbours of the Hydrogen atom. We have
shown that P is mainly determined by the variation of the hopping
integrals ingroduced by the relaxation whereas the forces are sen-
sitive to v which describes the extension of the perturbationm.
It is found that the forces at nearest and third nearest neighbours
are directed outward whereas the forces on second nearest neigh-
bours are directed inward.
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In connection with the elastic binding energy Dederichs and
Deutz!7,1® have discussed the range of validity of the continuum
approximation in the case of substitutional point defects. Exten-—
sion to the case of hydrides has been done by Kramer'®. Following
these lines we are presently investigating the elastic binding
energy of a pair of Hydrogen atoms in a-Palladium hydrides by
using our results on the forces and on P. Numerical estimations
is less trivial than it was thought at the beginni?% and results
will be probably appear in the latter part of 1982 ".
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RELIAXATION, ELECTRONIC AND VOLUME EXPANSION CONTRIBUTTIONS TO THE

ELASTTIC CONSTANT CHANGES INDUCED BY HYDROGEN AND DEUTERIUM IN Nb

F.M. Mazzolai* and H.K. Birnbaum

University of Illinois at Urbana-Champaign
Urbana, IL 61801

ABSTRACT

The high frequency moduli and acoustic attenuation have been
measured in Nb-H(D) alloys over a wide range of H/Nb and
temperatures. An anelastic relaxation has been investigated,
whose strength depends on T according to a Curie-Weiss type of
relationship. This relaxation effect only partly accounts for the
softening of the elastic constants C' and C induced by hydrogen
or deuterium. The moduli are also affected by a positive
electronic contribution and a negative contribution due to the
volume expansion.

INTRODUCTION

Acoustic techniques have been extensively used to investigate
the elastic constants of the Nb-, V-, and Ta-H (D) systems (1-8).
It has been found that the rigidity modulus G as well as the shear
constant C' decrease, while C and the bulk modulus B increase as
a consequence of H(D) absorption. The decrease in C' has been
interpreted by some authors (2,5,7) as evidence for a Snoek
relaxation effect due to H. However, the modulus defects AG
and AC' do not show (1,3) the temperature dependence expected from
the theory of an anelastic relaxation effect. This observation
has led a second group of authors to the conclusion (1,3,4) that a
Snoek effect due to H would have a relaxation strength at least

*permanent address: Istituto di Acustica O.M. Corbino V. Cassia
1216, Rome-Italy.
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two orders of magnitude smaller than that associated with heavier
interstitials (O,N and C), and cannot account for the observed
decrease in C' and G.

In the present note we discuss the changes in elastic
constants of Nb caused by H(D) and show that these can be divided
into contributions associated with an anelastic relaxation, the
volume change caused by solution of H(D) and changes of electronic
nature, which have been proven to be of great relevance in the
case of Nb-Zr (9) and Nb-Mo (10) alloys.

EXPERIMENTAL

A Nb single crystal having pairs of faces parallel to (100)
or (110) planes was outgassed in UHV = 10710 torr, (at = 2100 C
for ~ 10 h). Two x-cut and one y—cut 10 MHz transducers were
bonded to the crystal faces to allow simultaneous determination of
C', ¢, and Ci1r by a pulse echo overlap technique. In the
calculations use has been made of the following relationships;

C'=1/2(C; ¢ ) =(pv2) Eﬁg} o
_ ., 2
., 2

where the upper and lower indexes indicate the polarization and
the propagation directions, respectively. The density p, was
measured by a hydrostatic balance technique and was equal to 8.588
(g/cm3). In the calculations, dimensional changes due to H
absorption or temperature variation were taken into account. The
specimen surfaces were activated to allow in situ absorption of

H(D) and the transducer bonds allowed unconstrained expansion of
the specimen due to H(D) absorption or temperature changes.

RESULTS

Figures 1, 2 and 3 show the tehperature dependence of the as
measured moduli (and as will be discussed shortly, correspond to
fully relaxed moduli) at various H contents. The moduli C°
and 1 decrease with increasing atomic ratio, n=H/Nb, and show a
gradua}ly increasing softening as the temperature is reduced. A
similar effect at the composition n=0.78 has previously been
reported (1l1).
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Figures 1 and 2 - Temperature dependence of the relaxed elastic
constants C' and Cll at various H contents

(n=H/Nb) .

In a contrast to this hehavior
a m?Eked increase with n is samm1
by ,ﬁ at each temperature.
linearly decreases with T over
the entire temperature range of
the present measurements for
n £ 0.45. At the higheg values
of n softening of the C. modulus
is observed at the lower temper-
atures. Similar measurements
carried out on Nb-D alloys
snow a clear isotﬁpic efﬁgct
as seen for C!, B and C
in Fig. 4, where values
measured at 528K and normalized
to the valUEﬁ for pyre Nb are
reported. B and C&4 have
been calculated from the
measured quantities according

to the relationships
R_~R _
B —Cll (4/3)Cé (4)
R R R
Cag™L ¥R 1) (3)

Figure 3 -

Temperature dependence
of the relaxed elastic
constant C; at various
H contents (n=H/Nb).
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The isotope effect for BR and CR
which has not previously been
observed (2,3,7), is clearly evident
from the present measurements while
the isotope effect on Cé agrees with
previous measurements.

DISCUSSION

The total changes in the elastic
constants caused by alloying Nb with
H(D), A%ij, can be divided into a
part AC.. associated with a relaxa-

: 1 .
tion progess and in another ACi.,
which is the cBange in the unreiaxed
constants. ACi' is expected to con-
sist of a term ici. associated with
the optical vibrations of protons
and with changes in the energy of
the electron states and a term ACV.
associated with changes in the voiame
and in the density of states of
acoustic phonons. _The electronic
contribution to ACi. is not expected
to be strongly depegdent on T (12)
in the range of the present measure-
ments (390-530K). The optical
phonon contributions are expected Figure 4 - Isotopic effect due
to be relatively insensitive to to H and D at 528K.
temperature and to exhibit only small
changes on alloying with H(D) in view
of the slight changes in the phonon spectrum induced by H. Thus the
temperature dependence of ACi. is expected to essentially derive
from ACij according to the foilowing relation

_ R R, .U )
8C5(n,T) = cflfj(n,T)—cij(o,T) = AC{; (n,T)+aCh (n,T)

AO/(T—TCij )+AC:E.L:j—(AV/V)B¥ C; 5/0 (6)
where ACB. and Acg. are given in an explicit form. C?.(n,T)

and Ci.(o,T) are tﬂeRyeasured elastic constants at H/Ng=n and of pure
Nb, regpectively. BT is the isothermal bulk modulus, AV/V

the relative volume change associated with solution of H, T is a
critical temperature for self ordering, which depends on ij

the acoustic mode and oC../dP|,, is the pressure derivative of the
moduli. T
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Figure 5 -Total change in the rgﬁéxed elastic constant Cé as
a function of (T-T.,) ~ for various TC' values.

In Fig. 5 the quantity AC' has been plotted against (TLTb,)_l,
where T ., has been used as a fitting parameter. A linear relation
is obtained for TC,=293K with the intercept equal to c.. in

1]

agreement with Eqgn. 6.

The present analysis contains the implicit assumption that
the temperature dependence of C..(n) would be the same as that of
Ci.(o) in the absence of the reigxation process. While this
assumption is only an approximation in view of the concentration
dependence of the thermal expansion coefficient (13) and of possible
contributions to the temperature dependence by optical phonons
associated with H(D), it is more adequate than that used in a
previous note (8), where C& was linearized, rather than AC&.

While the source of the relaxation process cannot be
discugsed at this time, the concentration and temperature dependences
of AC.. have been determined from plots analogous to that of Fig. 5
for C'y Cpr C44 and B. These results strongly suggest that the
relaxation process is of the Zener type, such as occurs in
the B phase of the Pd hydride (14) rather than a Snoek relaxation.
It was shown (8) that under the conditions of the present
experiments wt << 1 and the measured moduli correspond
to the fully relaxed moduli. A full discussion of these data
will be given elsewhere.

Fig. 6 shows ACU. as calculated using Eqn. 6. For the C'
mode preliminary results obtained with deuterium are also
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Figure 6 - Change in the relaxed elastic Figure 7 - Change in the
constants aﬁ a funﬁtion 08 the H electronic contribution
content: ACij(n)=Cij(n)—Cij(0). to the moduli with the
electron to atom ratio.
Data of Ref. (10) have
been corrected for the
effect of volume changes.

reported. The most interesting features are the isotope independence
of AC! and the large negative values of AC' and ACll. This later
result shows that a large fraction of the mode softening on alloying
with H or D is not relaxational in nature, contrary to previous
suggestions (1,5,7).

The values of ACL.]. derived above can be further analyzed
using the relations g%gen in Egn. 6, AV/V from x-ray data (13) and
aci ./9P| T from the values measured in the Nb-Mo alloys (10). The
las!-!. assumption is justified by the fact that 3C. ./dP| o Seems to
be affected primarily by the number (e/a) of conéaction
electrons/atom (10). In our case e/a is the ratio between the
cumulative number of electrons of Nb and H atoms and the number of
Nbo atoms. The results of such calculations are plotted in Fig. 7
where data for Nb-Mo, taken from reference (10) and corrected for

volume contraction which occurs on alloying Nb with Mo, are also
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plotted for comparison. It can be seen that the electronic plus
protonic contribution associated with H shows trends similar to those
of the electronic contribution associated with Mo, at least

for C', Cyy and Cyy. A relatively larger effect is observed for H in
Nb than for alloying with Mo.

Concluding, the main results can be summarized as follows: 1)
The decrease in C' and Cy; due to alloying with H(D) is partly
associated with a Zener relaxation process; 2) isotope effects
exist for Cyy and B as well as for C' and Cp;; 3) significant
changes in the moduli can be identified as due to increases in the
volume and to changes in the electronic structure on alloying with
H(D}.
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LOW TEMPERATURE ULTRASONIC ATTENUATION IN RAPIDLY COOLED NIOBIUM

CONTAINING OXYGEN AND HYDROGEN*
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ABSTRACT

Measurements of ultrasonic attenuation and velocity in dilute
Nb-O-H alloys were made as a function of temperature, frequency,
polarization, annealing temperature, isotope, and defect concen-
tration. In addition to the stable 2.4 K relaxation peak found
earlier by Poker, et. al., an additional peak at 6.3 K at 10 MHz
was found when the specimen was rapidly cooled to He temperature.
The peak correlated with the resistivity recovery found by
Hanada for quenched specimens and corresponds to a complex with
tetragonal symmetry.

INTRODUCTION

Measurements by Sellers, Anderson and Birnbaumls2 of a large
isotope effect below 1 K in the specific heat of niobium containing
hydrogen showed the existence of tunnelling effects for H in Nb.
A model proposed by Birmbaum and Flynn3 showed that this behavior
could be described by a delocalized hydrogen defect undergoing
tunnelling between interstitial sites. The low temperature solu-
bility limit of hydrogen in niobium is quite small, but ultra-
sonic measurements at 150 K and 10 MHz", by Mattas and Birnbaum®,
as well as resistance measurements (Pfeiffer and Wipfe) show
that interstitial oxygen or nitrogen traps hydrogen. The latter
authors found that only one hydrogen atom traps at any one nitro-
gen interstitial, with any excess hydrogen precipitating. A
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binding energy of 0.12 eV was found, consistent with the result of
Baker and Birnbaum.

The specific heat measurements were redone by Morkel, Wipf
and Neumaier7, who found that no excess heat capacity was present
in nitrogen free samples. They concluded that the excess heat
capacity could be accounted for by assuming that the hydrogen
traps into a localized site near a nitrogen interstitial without
undergoing delocalized tunnelling. They estimated that a concen-
tration of about 3000 ppm of nitrogen, which was used as the
trapping defect, could cause splittings as large as 10'3eV, more
than the amount needed to lift the degeneracy of different
orientations of the N-H complex enough to account for the heat
capacity effect.

Ultrasonic measurements on Nb-O-H alloys by Poker, Setser,
Granato and Birnbaum® showed an attenuation peak near 2.5 K at
10 MHz with a large isotope effect. The defect responsible for
the peak was identified as hydrogen trapped at an oxygen inter-
stitial in a complex with tetragonal symmetry. The location of
the peak was not sensitive to the oxygen concentration, suggesting
that the strain field effects of neighboring oxygen atoms do not
play a dominant role. An elaboration of the Birnbaum-Flynn model
to take account of the trapping interstitial was proposed to
account for the relaxation. In this bound delocalized model, only
the lower states were supposed to be occupied at the measurement
temperature.

Quenching experiments on Nb with dilute concentrations of 0
and H by Hanada® showed a resistivity increase at low temperature,
indicating that hydrogen was frozen into the lattice. The annealing
data also showed that most of the quenched in resistivity annealed
out between 4.2 K and 100 K. Two major recovery stages were found,
one centered at 40 K and the other at 80 K. The 80 K stage was
observed only in the specimen with high oxygen content. It was
interpreted as the detrapping of hydrogen freed from oxygen inter-
stitials. However, since Pfeiffer and Wipf had shown that the
0-H pair was rather stable at 80 K, it was suggested by Hanada that
the quenched in defects were 0-H complexes with n = 2 ~ 4,

To explain their inelastic neutron scattering results, Wipf,
et al.10 gave a model for the effect of strain by neighboring
oxygen atoms which was more specific than that’ given earlier.
They supposed that a hydrogen atom trapped near an oxXygen atom
would tunnel between two equivalent interstitial sites whose
energies differ randomly by a shift resulting from strain-induced
interaction effects between different O-H pairs. While such a
model can be fit to the neutron scattering and specific heat
results, it would predict no elastic constant relaxation for low
concentrations of oxygen, contrary to the results of Poker, et al.
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RESULTS

In the present work, measurements of ultrasonic attenuation
and velocity in dilute Nb-0-H alloys were made as a function of
temperature, frequency, polarization, annealing temperature, isotope,
and defect concentration. In addition to the stable 2.5 K relaxa-
tion peak (peak 1) found by Poker, et. al., an additional low
temperature isotope sensitive peak (peak 2) was found when the
specimen was rapidly cooled to He temperature. Peak 2 is larger
than the peak at 2.5 K, and anneals out at the same temperature,
both for H and D, as those found by Hanada for quenched specimens.
As with the 2.5 K peak, the defect causing peak 2 has tetragonal
symmetry, and its position is not sensitive to the 0 concentration
at low concentrations.

The annealing experiments consisted of a series of linear tem-
perature ramps (3 K/min) from He temperature to a chosen anneal
point, followed by a linear ramp back to He temperature. The
elastic wave mode which measures the C' = (Cy] - C12)/2 elastic
constant (Ep, symmetry strain) decrement and annealing behavior as
a function o% temperature is shown in Fig. 1.

The decrement is plotted versus temperature for a 10 MHz C'
mode in a niobium crystal containing about 100 ppm O and 700 ppm
H after a rapid cool down from 240 K, followed by annealing at
70, 80, 90, 100 and 120 K. The decrement is made up of a tem-
perature independent background due to bonding and diffraction
losses, an electronic contribution porportional to the electrical
conductivity which decreases below the superconducting transition
temperature, and two peaks due to hydrogen. The peak at 6.3 K
anneals out near 80 K, while the peak at 2.5 K increases only a
small amount. Both peaks were observed in the C' mode, but not
to the C44 mode (T2 symmetry) indicating a tetragonal symmetry.
For deuterium peak % was buried in peak 2, which appeared near
10.5 K with a high temperature shoulder.

Figure 2 shows the decrement versus temperature for three
niobium specimens with differing oxygen concentrations after
rapid cooling from 240 K. The hydrogen concentration is much
greater than the 0 concentration. The background has been sub-
tracted in this figure. The peak heights scale with the 0 concen-
tration while the electronic contribution decreases with increas-
ing impurity content. The background attenuation at the Nb super-
conducting critical temperature shows a near-discontinuity which
is sensitive to the O content. In the purest sample (1 week UHV
anneal at 2500 K), the discontinuity drop was large but peak 2
was small. However, in the sample with about 200 ppm O, the drop
was hardly observed and peak 2 was large. After unloading the
hydrogen in the specimen, a small discontinuity was found. The
superconducting effect in the background attentuation serves as a
monitor for the impurity content.
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Fig. 1. Decrement A versus temperature T for a 10 MHz C'
mode in a niobium crystal containing about 100 ppm O and
700 ppm H after a rapid cool down from 240 K, followed by
annealing at 70, 80, 90, 100 and 120 K.

With the previous resistivity experiments mentioned above
and the ultrasonic results described here, it can be concluded
that peak 2 at 6.3 K arises from an OH complex. The simplest
interpretation is that it represents an OHj complex. In a slow
cooling process, one oxygen traps only one hydrogen and this OH
pair is rather stable. 1In a rapid cooling process, some of the
oxygen traps more than one hydrogen, forming OHo. However, the
second hydrogen is less strongly bound than the first. During
annealing, detrapping of one of the two hydrogens occurs and an OHj
becomes an OH with the freed hydrogen going into precipitates.
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Fig. 2. Decrement versus temperature for three niobium specimens
with differing oxygen concentrations after rapid cooling from
240 K.
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ABSTRACT

Ultrasonic attenuation measurements are reported for single-
crystal PdH g5 over the temperature range 80-300 K and the fre-
quency range 10-150 MHz. At 10 MHz the Cp, and C' modes show peaks
at approximately 190 K while the C44 mode shows a peak at approxi-
mately 180 K. These peaks are interpreted as relaxational atten-
uation due to stress induced ordering of vacancies on the fcc H
lattice. The peaks are too broad to be accounted for by a single
relaxation process.

INTRODUCTION

There have been several studiesl of elastic energy dissipa-
tion (internal friction) in palladium hydrogen alloys. The
internal friction Q'l is usually interpreted in terms of a Debye-
like response,

Q_l = Awt/(1 + wzrz) (1)

where w/2m is the vibration frequency, 1T is a relaxation time
associated with the movement of hydrogen in the lattice and A
characterizes the magnitude of the effect. A is usually taken to
depend on temperature, in the simplest case as T-1 and in other
cases as (T - Tc)‘l where T, is a self-ordering temperature. It
is usually assumed that the relaxation is due to a thermally
activated process so that 1t = t1,exp(W/kT) where W is the activa-
tion energy. Due to the site symmetry, an isolated H interstitial
will not give rise to relaxation effects. The relaxation effects
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occurring in the bulk, undamaged lattice are then attributed to H
pairs or higher order clusters (Zener relaxation), or vacancy
pairs2 and clusters.

While low frequency internal friction methods have received
extensive use for the study of atomic motion in hydrides and other
alloys, high frequency pulse propagation methods have received
relatively little use. For alloys other than hydrides the high
frequencies involved often mean that the relaxation peaks occur
at high, inconvenient temperatures. The situation is different
with the hydrides. The high mobility of hydrogen means that the
peaks occur at convenient temperatures, even at MHz frequencies.
With the ultrasonic method there is the interesting possibility of
making measurements with different acoustic modes on' the same
sample. TFor example, with a cubic single crystal oriented along
the [110] axis three independent acoustic modes may be propagated.
In general both A and t will be different for different modes.

The various values of 1 and A are associated with various relaxa-
tion normal modes in the crystal.3

We present here ultrasonic attenuation measurements on a
single crystal of PdH_ g5 over the frequency range of 10-150 MHz
and the temperature range of 80-300 K. The hydride single crystal
was prepared from a single crystal of palladium (obtained from
Materials Research Corporation) by charging from the gas phase.
The temperature and pressure were controlled so as to avoid the
mixed a+f phase region and thus avoid the damage associated with
passage through this region. The axis of the cylindrical sample
was oriented along the [110] crystalline direction which was also
the direction of propagation of the ultrasonic waves. The longi-
tudinal, Cp,, and two transverse modes, C44 and C' = 1/2 (Cy1 -
C12), were studied. The attenuation was measured by monitoring
the heights of two echoes in the usual way. The attenuation
coefficient is related to the internal friction by

o = (w/2v)Q t (2)

where o 1is the amplitude attenuation in Np-cm—l, and w and v are,
respectively, the angular frequency and velocity of the ultrasonic
waves.

RESULTS

Experimental data for the three independent modes are given
in Figs. 1-3 for a frequency of 10.8 MHz. The longitudinal and
slow transverse (C') modes have somewhat similar shapes and each

shows a maximum at about 190 K. The fast transverse (C44) has
a somewhat different shape and peaks at about 180 K. The magni-
tudes of the attenuation are quite different in the three cases.
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Fig. 1. Attenuation of the Cy mode at 10.8 MHz.

Fig. 2. Attenuation of the C' mode at 10.8 MHz.
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Fig. 3. Attenuation of the C44 mode at 10.8 MHz.

Fig. 4. Peak attenuation times peak temperature versus frequency.
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Measurements were also made at higher frequencies. The maximum
in the attenuation shifted to higher temperatures with increasing
frequency, as expected for a thermally activated process. Some
of the higher frequency data are presented in Fig. 4. The peak
attenuation values have been multiplied by the temperature at
which the peak occurred for reasons which will be discussed below.

DISCUSSION

Using the data in Figs. 1-3, Eqs. (1) and (2), and the known
sound velocities,4 we can calculate the parameter A which corres-
ponds to Q71 ... The results for the three modes are Agp, = 2.2 %
10-3, Acyy = 2.4 x 10'3, and Ag' = 6.8 x 10-3. From the internal
friction data of Mazzolail et. al. we have ZQ_lmax = A =10.6 x
10~3 for H concentrations similar to ours. If we assume a T-1
dependence to correct their results (at T = 114 K) to 190 K we
find A = 6.4 x 10_3, essentially the same as our results for Agr.
If instead of a T L dependence we use a (T—TC)'l dependence with
Te = 50 K we find A = 4.8 x 1073, As their measurements were for
polycrystalline bars vibrated flexurally, it seems likely that
their results will reflect contributions from all modes. The
most heavily damped mode would probably dominate, consistent with
the above results.

Arrhenius plots of our results at various frequencies yield
activation energies of approximately 0.20 eV for each mode. Using
this value for W we calculate the attenuation expected for each
mode for a single relaxation process. The results are shown as
the solid lines in Figs. 1-3. It can be seen that the experi-
mental peaks are in every case wider than the calculated ones.
Such a situation is usually taken as evidence for a spectrum of
relaxation times.

From Eqs. (1) and (2), we expect the peak attenuation to
vary as

a_ = wA/b4v . (3)

P
Because A is expected to vary as T_l, or possibly (T - TC)_l, we
checked Eq. (3) by plotting the peak attenuation times the peak
temperature versus frequency. The results are shown in Fig. 4.
In all three cases the data are well-described by a straight
line through the origin as expected for a relaxation process.
(Because of the rather narrow temperature range covered, the
results would not be significantly changed if we used a T, = 50 K
for this analysis.)

One of the most interesting features of the data is the fact
that the peak for C44 occurs at a lower temperature than the peaks
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for the other modes. 1If exactly the same activation energy is
involved for all modes, then the implication is that the attempt
frequency for the C44 relaxation is higher than for the other
modes. Actually a consideration of the reorientation rates of an
isolated pair of interstitial defects in the fcc lattice leads

to the opposite conclusion. The C44 mode should couple to relaxa-
tion modes having a lower attempt frequency than the relaxation
modes associated with C'. This result, while based on an over-
simplified model, suggests that the C44 relaxation may occur at a
lower temperature because of a lower activation energy. There is
some indication from our data that such is indeed the case,
although more accurate measurements are needed to decide the
issue.

The authors wish to acknowledge helpful discussions with
Dr. J.-Y. Prieur. This research was supported by the National
Science Foundation under Grant DMR-8012689.

*permanent Address: Department of Physics, Tokushima University,
Tokushima, JAPAN.

tPermanent Address: Department of Physics, St. Andrews University,
St. Andrews, SCOTLAND.

REFERENCES

1. See F. M. Mazzolai, P. G. Bordoni, and F. A. Lewis, J. Phys.
F 11, 337 (1981), and references therein.

2. F. M. Mazzolai, M. Nuovo, and F. A. Lewis, Il Nuovo Cimento
33B, 242 (1976).

3. A. D. Franklin, J. Res. Nat. Bur. Standards 67A, 291 (1963).

4. D. K. Hsu and R. G. Leisure, Phys. Rev. B 20, 1339 (1979).



CONTRIBUTION OF OPTICAL PHONONS TO THE ELASTIC MODULI OF PdHX

AND PdD
X
o . o . o +
B.M. Geerken , R. Griessen , L.M. Huisman and E. Walker
° Vrije Universiteit Amsterdam, The Netherlands
Université de Genéve, Switzerland
ABSTRACT

Sound velocity measurements carried out between 10 and 300K on
o'-phase PdH, and PdD, show that the temperature coefficients dclJ/dT
of the elastlc modull Ci; are 51gn1f1cant1y more negative in Pde
than in PdHy. This isotope effect is well described by a quasi-
harmonic model in which the transverse and longitudinal optical
phonons are treated as Einstein oscillators with different
Grineisen parameters Yt and yg. The Einstein temperatures are

6% = 650K, off = 910K in PdHg g6, 6} = 450K and 0} = 640K in PdDy gsp-
Our analysis 1mp11es that [YQ Y¢| 1s large compared to the average
optical phonon Gruneisen parameter ¥ = (y +2y¢)/3 determined from
thermal expansion measurements. For Cp, C' and Cyy a maximum in
ultrasonic absorption is found around 220K. It is interpreted
as arising from a reorientation of pairs (or clusters) of vacancies
in the hydrogen sublattice under uniaxial or shear strains.

INTRODUCTION

Around roomtemperature, a significant isotope dependent
contribution to the electrical resistivityl»>2 and the thermal
expansion3 of PdH, (D) has been observed that arises from the
excitation of optical phonons. In order to obtain information on
the average frequency of optical phonons and their volume dependence
we have measured the temperature dependence of the elastic moduli

Cij of PdH,(D,) using ultrasonic techniques.
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EXPERIMENTAL PROCEDURE

Two ultrasonic methods are used in this work. The absolute
value of the elastic moduli is determined at room~ and/or liquid
nitrogen temperature by means of a continuous wave technique. The
frequency of the ultrasonic wave is varied around 30MHz and the
elastic moduli are determined with a precision of typically 1Z
from the frequency intervals between consecutive resonances of
standing waves. The relative changes of the elastic moduli with
temperature are measured by comparing the phase of a short pulse
which has been reflected several times at the sample boundaries
with that of the excitation signal. The accuracy is typically
0.02%. The different waves are generated by 10MHz X- and Y-cut
quartz transducers with glycerol used as bonding agent.

The alloying of single crystal palladium cylinders with
hydrogen (deuterium) into the a'-phase is carried out by absorption
from the gas phase in a high pressure cell at temperatures ~ 250C
above the critical temperature in order to avoid segregation in
a~- and o'-phases.

EXPERIMENTAL RESULTS

Figs. 1, 2 and 3 show the temperature dependence of Cj, the
tetragonal shear modulus C' and the angular shear modulus Cyy for
pure palladium and various PdHy and PdDy alloys. The temperature
dependence of the bulk modulus B Cr, = Cyy - = C' is shown in
Fig. 4. All elastic moduli of Pd and the C; and B of PdHj g¢
agree within about 1% with those of Hsu and Leisure* . The
deviations of the Cyy and C' of PdHj ¢ are slightly larger.

The temperature coefficients dC; J/dT of the elastic moduli C;
of PdH,(Dy) are isotope dependent and significantly more negaglve
than that of Pd.

For the amplitude of the ultrasonic signal a weak minimum
around 220K is found for the longitudinal mode both in PdHy and
PdDy. For the shear modes a reduction of the signal is observed
around 150K and the amplitude remains very low up to room tempera-
ture.

DISCUSSION OF EXPERIMENTAL RESULTS

The temperature dependence of the amplitude of the ultrasonic
signal mentioned above can be explained by assuming that the ultra-
sonic strains induce a reorientation of pairs (or clusters) of
vacancies in the hydrogen (deuterium) lattice. According to standard
theory of anelasticity the attenuation of the sound wave should be
a maximum when wt %~ 1 where w is the angular frequency of the wave
and t~! the jump frequency of the interstitials. Since t~! is equal
to 6D,/b? (where b is the jump length and D, the reduced diffusion
constant) the temperature Ty for which max1mum attenuatlon is
observed is determined by the conditions Dy (T,) = QEQ .
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Fig. 1-4. Temperature dependence of Cj, C', Cyy and B in Pd, Pdp,73
and PdDO,652'
The estimated absolute error is indicated in the upper
right corner. The relative error for the temperature
dependence itself is at least one order smaller.

Using the diffusion measurements of ref. 5 for D(T), b = 2,872 and
w = 30MHz one obtains Ty = 220K in excellent agreement with our
experimental data.
Since internal friction peaks® are often associated with
elastic moduli defects it would be natural at this point to attribute
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the large differences between dB/dT in Pd and in PdH; ¢¢ (and
PdDg g52) to some relaxation process in the sample. The
corresponding modulus defect would then approximately be given by

8By (py (P = Bpg(MBpay_(p ) (M~ (Bpg (O -Bpagy (p (@ (1)
X X X'\X

and from Tp(PdHy) Ty (PdD,) it would follow that 6By(T) should be
proportional to $Bp(T). However, as shown in Fig. 5 quite a
different behaviour is observed, the PdD, cutve being shifted towards
lower temperatures by a factor of ~ 1.45 relative to the PdHy curve.
Such a large shzft cannot be understood within a relaxation model.

Fig. 5 Temperature variation of

<+——— the bulk moduli differences
8B for PdHg g6 and PdDg g592
according to Eq.l.

In the following we shall
therefore assume that, in spite of
the large ultrasonic absorption in
Cyy and C' (and to some extent in
C1), the temperature variation of
the elastic moduli C;jj(T) is not
influenced by a stress-induced re-
arrangement of H ions but origi~
nates from the excitation of
optical phonons.

Neutron scattering experiments
show that the optical phonons in
PdHy and PdDy are well separated
in energy from the top of the
acoustic phonon branches. The
dispersion of the longitudinal

optical phonons is large as a result of the strong proton-proton
interaction and the non-stoichiometry of the alloys. The transverse
optical phonon branches, on the other hand, are rather narrow. The
phonon density of states has therefore a peak at 650K in PdH, (450K
in PdDy) with a high energy shoulder whose top reaches about 1100K
in PdHy (750K in PdDy). The position of the density of states peak
is approximately independent of the concentration of interstitials.

THEORETICAL MODEL

In ultrasonic experiments such as those carried out in this
work one measures the adiabatic elastic moduli Cjj, defined by

1[ 92y ] ;
C.. T e | eme——— s (2)
1] A Bei asj S

where {ei} is the sixcomponent strainvector, U the internal energy



OPTICAL PHONONS AND ELASTIC MODULI OF PdH, and PdD, 149

given by U=Uo(ei)+2(nq + %)ﬁwq with n =(exp(Bﬁwq)—1)‘1 and £5=(kBT)'1
and S the entropy.the summations are over all the phonon states and
hw, is the energy of a phonon with wavevector q. The frozen lattice

energy U, depends only on the strainvector {e;}.

We assume that the w_ are functions of the strain vector {e,}, with

31nhw /de, = -yt whefle Yl is the Griineisen parameter associéted with
the C;.. d d
bﬁder adiabatic conditions, the elastic moduli Cys can be
written as J

1
C.. =T .2 l-_ 1Lyn2
ij v 3 Uo/aeiaej + v g(nq+4)a hwq/aeiaej

- 2 i i J_3
1/ve S(Bhwq) nq(nq+l) (Yq v (Yq v3) (3)

where y! is a weighted average of the y:'s. The first term on the
right hand side of this equation dependg implicitly on_the phonons
through the zero point motion and thermal expansion’: azuolaeiaej =
¢, + (V(D)-(Vp) 3/3v ¢, = cf. + cf./BoV(dlnC),/81aV (ng¥Ha)hugy ¥ (4)
wﬁgre Vo and By are the Volume and the bulk moddles of the crystag

at T = OK and in the absence of zero point motion and y_ 1is the
volume Grineisen constant. 1

One often makes the additional assumption8 that the occupation
numbers n_ themselves do not depend on the strain state of the
crystal. fnis is equivalent to assuming that all the Grineisen
constants vyl or v are equal to their average (y1l or y respectively),
and consequgntly Janish for pure shears. Also, the terms proportional
to n_(n_+1) vanish identically when the y_ are equal. These terms
desc3ib@ the redistribution in the occupagcy of the phonon states®
due to the relative shifts of the phonon energies, as is shown by
the fact that these terms depend only on the deviation of the
Grineisen constants from their average value.

We now separate the elastic moduli in contributions from the
frozen lattice (Cg.), the acoustic phonons and the optical phonons.
For the latter con%ribution, C%Pt, we assume that the optical phonon
dispersion curves can be described by two Einstein oscillators with
frequencies w_ and wy. We cannot assume that there are only two
optical shear Griineisen constants, one for the longitudinal modes
and one for the transverse modes, because the sum of Yi over the
star of q has to vanish for a pure sheari?. We can ass e, however,
that there are only two volume Griineisen constants, denoted by
Yy and Ve

FIT TO THE EXPERIMENTAL DATA

As the phonon dispersion curves of Pd are not uniformly deformed
on alloying with H(D) we consider the difference Acii(T)=Ci (T,Pde)—
Cij(T,PdD )-(C, (O,Pde)-Ci.(O,Pde)) which are independent of the ac-
oustic modes, &ae ACi obtained from the experimental data in Figs,.2,3
and 4 are shown in Fig. 6. For all three moduli Acij is very small at
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low temperature although AC'(T) increases much more rapidly with temp~
erature than AC,, and reaches a maximum around 200K. Acqq on the other
hand is a smoothly increasing function of T.

As shown in Fig. 6 the experimental moduli differences can
accurately be fitted by setting AC,.(T)=C3R% (PdH,)-CPt(PdD,) (5)

] X,

and by using the following values Hr the optical Bhonon energies
in PdH_(hwl = 56 mev, fwf = 78 mev) and in PdD, (hw? = 39 mev,
hwg = 55 meV).

In the case of the bulk
modulus, AB(T) degends essen—
tially on (YR-Yt) . From a fit
to the experimental curve one
obtains IYQ_YtI = 12.3. On the
basis of existing data it is
not possible to decide whether
Yo is positive or negative.
We are presently carrying out
thermal expansion experiments
using high sensitivity cap-
acitance dilatometric tech-
niques to determine the
temperature variation of the
average Grilneisen Y =
l(yg+2yt). According to the Fig. 6. Elastic moduli differ-
uasiharmonic model described ences Ci-(T) according to Eq.5.
above, ¥ should decrease The experimental data are repre-
(increase) with temperature sented by full lines and the fits
when YQ—Yt<O (>0). are given by dashed lines.
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NEUTRON SPECTROSCOPIC STUDIES OF DILUTE HYDROGEN IN PURE AND

DEFECTED METALS

J. J. Rush

National Measurement Laboratory
National Bureau of Standards

ABSTRACT

A review is presented of recent work at NBS on the study of
vibration spectra of hydrogen isotopes bound at low concentration
(¥1%) in both pure metals and metals containing interstitial and
substitutional traps. Results will be discussed for neutron spectra
of Nb, Ta, V, and Pd-hydrogen systems, including preliminary work
on palladium and titanium alloys and studies of isotope dependence.
Spectroscopic results for hydrogen trapped by O, N, and Ti impurities
will be discussed in detail and compared to other systems which do
not exhibit trapped states at low temperature. The implications of
these results in terms of models for the local environment of trap-
ping sites will be considered. Very recent neutron data on the con-
centration dependence of local modes in o- and B-phase palladium
hydrides and deuterides will also be presented.
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STRUCTURE AND PHASE TRANSITIONS IN

D AND V_H
vy 2

S. C. Moss

Physics Department
University of Houston
Houston, TX 77004

ABSTRACT

The structure and phase transitions in V_D and V_ H are re-
viewed. Prior neutron studies of site occupancy and phase transi-
tions are compared with more recent x-ray studies in which the
interstitial ordering is accompanied by modulated host atom dis-
placements. This has permitted x-ray scattering to be used as a
sensitive probe of both the ordered and disordered states. We sug-
gest that the transfer from disordered tetrahedral to ordered octa-
hedral occupancy occurs through a [1/2 1/2 0] modulation wave
which slides, on cooling, from local tetrahedral to local octahe-
dral modulation. New results on the second order phase transition
in V_H suggest that it is an excellent example of an Ising-like
transition modified by the presence of a nearby tricritical point.

INTRODUCTION

The hydrides and deuterides of vanadium are especially attrac-
tive for combined x-ray and neutron scattering studies. This is
due to the fact that x-rays scatter neglibibly from the intersti-
tial hydrogen or deuterium while neutrons see an appreciable co-
herent cross section for deuterium and hydrogen (as well as a very
large incoherent hydrogen cross section) but scatter coherently to
an essentially neglible degree from vanadium. X-rays (or electrons)
see only the vanadium atoms while neutrons see mainly the inter-
stitial hydrogen or deuterium atoms in a coherent scattering exper-
iment. The structure(s) of the hydrides BV, D and BV_H have there-
fore been extensively studied by neutrons on powder Samples by
Somenkov and co—workersl, Westlake, Mueller and Knottz, Asano and
Hirabayashi3r4 and Asano, Abe and HirabayashiS. These studies
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Fig. 1. Structure of ordered BV, D (V_H) with z axis (uz) and
X axis (ux) dispéacemen s: u_ = 0.15 + .02 a3
u, = 0.03"+ .01 A;O0V; @ filled Ozl sites; o empty

OZ2 sites. (from Ref. 12).

have shown that the low temperature ordered phases of both V3D and
V_H are monoclinic with the D(H) atoms occupying one set of octa-
hedral sites (Ozl) along the z axis of the pseudo-tetragonal cell
whose c/a = 1.1, The second set of z-axis octahedral sites,
labelled 0z by Asano et a1.3'5, is ideally empty at T = 0° K and
exact stoicﬁiometry.

As the phase diagrams of both Asano and Hirabayashi4 and
Schober and Wenzl” show, there is a large isotope effect in the
phase transitions of vanadium hydride and deuteride attributed by
Entin et al.’ to zero point vibrations. At V_D the phase diagram
indicates a first order transition from a disordered (a) bcc inter-
stitial solid solution to the ordered B phase at T = 406°K, V_H
has an upper first order transition from the disorgered 0. phase

to a tetragonal B' or e phase at Tc2 = 4719K. This € phase has
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random occupancy of the two sets of O sites. Below T = 441°k
(the precise assignment of critical temperatures depenﬁs on con-
centration), the tetragonal & phase orders into the monoclinic B
phase with selected occupation of O sites. The neutron studies
on this sequence of phase transitions has most recently been re-
viewed by Hirabayashi8 who discusses both powder and single crystal
results.

The question of site occupancy in these ordered and disordered
phases is of great interest. At high temperature in the a phase,
early neutron work of Somenkov et al.l and Reidinger9 indicated
through an analysis of Bragg peaks from ~ VD (Reidinger analyzed
several bcc V-D alloys) that the nuclear density peaked strongl3
at the tetrahedral sites. In the ordered BV.H Rush and Flotowl
observed, via incoherent neutron scattering, characteristic octa-
hedral symmetry and strength for the hydrogen modes. This octa-
hedral assignment was confirmed by crystallographic studiesl-5,
More recently Hirabayashi®, as noted above, reported on the various
site occupancies determined by neutron scattering as a function of
temperature in V_,D and V.,H. The former shows mostly O _, in the
ordered state which disorders to random tetrahedral (T? and slight
Oz occupation. At T the site occupancy appears to switch to
mostly tetrahedral ang slight octahedral in the bcc o phase. In
V_H, Oz and OZ come together at Tc with a small random T occu-
pancy. In the € phase, average or random O_ and random T switch
slightly and at T the occupancy, as in V B, is said to jump to
mainly T sites (~88%). This neutron assignment however is not en-
tirely unambiguous and we will return to this question in analyzing
the available x-ray data.

X-~-RAY STUDIES OF V2D

Single crystal x-ray work on these phase transitions was first
initiated by Metzger et al.ll who demonstrated that the ordering
in V_D was accompanied by host-atom (vanadium) displacements.
These ordered displacements produced a separate set of x-ray modu-
lation or superlattice peaks and permitted a detailed study of the
phase transition in which the thermodynamic order was more clearly
established as first-order. Jo et al.l? refined this study verify-
ing the first-order character of the phase transition and determin-
ing the precise values of the vanadium displacements about an octa-
hedral D atom. These are u_ = 0.15 + .02 R and u = 0.03 + .01 8.
Fig. 1 shows the resultant unit cell in both monoélinic ana.(pseudo)
tetragonal representations. This unit cell is appropriate, of
course, for both V.D and V_H in the low temperature B phase. In
as much as there is no iso%ope effect on the lattice parameters™,
the displacements can be considered equal for the two compounds.

Fig. 2 from Metzer, Jo and Moss13 compares the displacements

in V2D (V2H) with the displaements in Ta2H in which the hydrogen
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Ug

Fig. 2. Lattice structure in the B~phase a) V lattice projuected in
the (010) plane; ©,0v at (000), (1/2 1/2 1/2); ®,®mD at (001/2), (1/2
1/2 0). b) Ta lattice projected in the (00l) plane; o,0ra at (000),
(1/2 1/2 1/2); ®,®4 at (0 1/2 3/4); (1/2 0 1/4) uo=~/2uX (Ref. 13).

atoms occupy tetrahedral sites. This comparison is interesting
because an ordering of both octahedral and tetrahedral sitings of
the H(D) atoms can give rise to the 110 modulation noted in Fig. 2.
However, the magnitude of the metal atom displacements is considera-
bly smaller in TajH where Ho in Fig. 2 is egtimated by Petrunin et
al.l4 to be about .04 X and by Asano et al.l5 to be ~.05 R. o This

is to be compared with the projected value of u[110] = 0.13 A for
V,D. In addition c/a(V2D) = 1.1 while c/a(Ta,D) = 1.01l. Clearly
the tetrahedral occupancy produces a similar ordered structure to
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the octahedral occupancy, including the [110] modulation, at an
apparently much smaller cost in overall elastic deformation.

Fig. 3 and Fig. 4 are from Jo, Moss and Westlake12 and are
presented to indicate both the first order nature of the phase tran-
sition in V_D and the success with which the lattice parameters can
be fit. The only inputs are the order parameter, the distortion
per tetrahedral site and the thermal expansion, all of which are
measured quantities. The calculated lattice parameters fail only
within about 10°K of the phase transition, T . This clearly can
be attributed to partial disordering on octaﬁedral sites which
will not produce the same collapse of c/a as random tetrahedral
occupancy.

. . 8,12
The order parameter, S, is defined o1 as:
P, - P, =
1 2 S

where Pl = fraction of Ozl sites filled

P2 = fraction of O22 sites filled
Since P_ + P_. + P_ = 1.0, where PT is the fraction of randomly oc-
cupied getraﬁedra% sites, we can assume in V2D:

+ = =
Pl PT 1 P2 o,

and this will produce the fit in Fig. 4 which is excellent up to

Tc - 10°K. At that point the disordering into alternate Oz sites

bécomes appreciable (about 10% or P, = 0.1) and the lattice para-
2

meters fall off more slowly.

We may then follow this tendency with x-rays into the o phase
in Fig. 5. It is clear from Jo and Mossl® that, at T + 79Kk =
413°k (140°C), the superstructure modulation remains Sbove T . It
persists as a short range fluctuation above the first order €ran-
sition but it is clearly there with, roughly, a full width af half
maximum corresponding to a correlation range of about 15-20 A. As
is often the case above first order transitions, these correlated
fluctuations persist well above T and in this case remain at 200°C
(473°K). This observation seems particularly interesting in light
of the reasonably well-documented fact that above T _ in VD, or_in
bcc V-D(H) alloys generally, the tetrahedral site gs pre%erredl's’g.
It seems clear therefore that in these alloys there is an inclina-
tion towards a [110] zoneaboundary softness~~that there is a ten-
dency to deform with the k. (1/2 1/2 0) wave structure as ggfined
by Khachaturyan and Shataldv.1’ It is our interpretation of
these results that the 1/2 1/2 0 instability, observed here in
V.D (or V_H), switches from a modulation of tetr