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Preface 

We are delighted to present the proceedings of the 8th IFIP/IEEE International 
Conference on Management of Multimedia Networks and Services (MMNS 2005). 

The MMNS 2005 conference was held in Barcelona, Spain on October 24–26, 
2005. As in previous years, the conference brought together an international audience 
of researchers and scientists from industry and academia who are researching and 
developing state-of-the-art management systems, while creating a public venue for 
results dissemination and intellectual collaboration. 

This year marked a challenging chapter in the advancement of management 
systems for the wider management research community, with the growing 
complexities of the “so-called” multimedia over Internet, the proliferation of 
alternative wireless networks (WLL, WiFi and WiMAX) and 3G mobile services, 
intelligent and high-speed networks， scalable multimedia services， and the 
convergence of computing and communications for data, voice and video delivery. 
Contributions from the research community met this challenge with 65 paper 
submissions; 33 high-quality papers were subsequently selected to form the MMNS 
2005 technical program. The diverse topics in this year’s program included wireless 
networking technologies, wireless network applications, quality of services, 
multimedia, Web applications, overlay network management, and bandwidth 
management. 

The conference chairs would first like to thank all those authors who contributed to 
an outstanding MMNS 2005 technical program, second the Program Committee and 
Organizing Committee chairs for their support throughout the development of the 
program and conference, third the worldwide experts who assisted in a rigorous 
review process, and fourth the sponsors, Universitat Politecnica de Catalunya, IFIP 
and IEEE, without whose support we would not have had such a professional 
conference. Last and certainly not least, we express sincere thanks to the company 
sponsors who were instrumental in helping to ensure a top-quality MMNS 2005. 

We truly feel that this year’s proceedings mark another significant point in the 
development of MMNS as a primary venue for the advancement of network and 
service management, and also novel architectures and designs in technology and 
network services, to enable multimedia proliferation. 

October 2005 Jordi Dalmau and Go Hasegawa 
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A New Performance Parameter for IEEE 802.11 DCF* 

Yun Li, Ke-Ping Long, Wei-Liang Zhao, Qian-Bin Chen,  
and Yu-Jun Kuang 

Special Research Centre for Optical Internet & Wireless Information Networks,  
ChongQing University of Posts & Telecommunications,  

ChongQing 400065, China 
{liyun, longkp, zhaowl}@cqupt.edu.cn 

Abstract. In this paper, we define a new performance parameter, named PPT, 
for 802.11 DCF, which binds successful transmission probability and saturation 
throughput together. An expression of optimal minimum contention windows 
(CWmin) is obtained analytically for maximizing PPT. For simplicity, we give a 
name DCF-PPT to the 802.11 DCF that sets its CWmin according this 
expression. The simulation results indicate that, compared to 802.11 DCF, 
DCF-PPT can significantly increase the PPT and successful transmission 
probability (about 0.95) in condition that the saturation throughput is not 
decreased. 

1   Introduction 

Much research has been conducted on the performance of IEEE802.11 DCF[1]. In [2] 
and [3], the author gave a Markov chain model for the backoff procedure of 802.11 
DCF and studied its saturation throughout. Haitao Wu et al. [4] considered the 
maximum retransmit count and improved the model given in [3]. In [5], the authors 
evaluated the performance of 802.11 DCF in terms of the spatial reuse. Wang C. et al. 
[6] proposed a new efficient collision resolution mechanism to reduce the collision 
probability. In [7], an enhancement for DCF is proposed to augment the saturation 
throughput by adaptively adjusting the contention window. 

Although saturation throughput is an important performance parameter for 802.11 
DCF because enhancing saturation throughput can utilizes the channel more 
efficiently, increasing the successful transmission probability is also important for 
802.11 DCF. In this paper, we define a novel performance parameter, named Product 
of successful transmission Probability and saturation Throughput (PPT), for 802.11 
DCF. The analysis is given to maximize PPT.  

The rest of this paper is organized as follows: In section 2, we define PPT, and 
analyze how to maximize PPT. In section 3, the performance of DCF-PPT is 
simulated with different stations on terms of saturation throughput, successful 
transmission probability and PPT. We conclude this paper in section 4. 

                                                           
* Supported by the Research Project of Chongqing Municipal Education Commission of China 

(050310, KJ050503), the Research Grants by the Science & Tech. Commission of 
Chongqing(8817), the Research grants by the Ministry of Personnel of China. 
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2   PPT: Defining and Maximizing 

Before defining PPT, we give the same definition of saturation throughput as in [3] as 
follows: 

Definition 1: The saturation throughput of 802.11 DCF, S, is the limit throughput 
reached by the system as the offered load increase, which represent the maximum 
throughput in system’s stable condition. 

Definition 2: The system’s stable condition is the condition on which the 
transmission queue of each station is nonempty. 

We define the successful transmission probability as follows: 

Definition 3: The successful transmission probability P is the probability that a given 
transmission occurring on a slot is successful. 

Based on Definition 1 and Definition 3, we define PPT as follows: 

Definition 4: The PPT is the product of successful transmission probability and 
saturation throughput, that is 

PSPPT ×=  (1) 

The definition of PPT binds saturation throughput and successful transmission 
probability together. Maximizing PPT can increases the saturation throughput while 
keeping high successful transmission probability, which is illustrated in the following. 

In [3], the author gave a two-dimensional Markov chain {b(t),s(t)} to analyze the 
performance of 802.11 DCF, and obtained the saturation throughput S as follows: 

( ) ( ) cstrssrttr

trs

TPPTPPP

PEPP
S

⋅−+⋅⋅+⋅−
⋅⋅

=
11

][

σ  (2) 

where, E[P] is the average packet payload size, Ts is the average time the channel is 
sensed busy because of a successful transmission, Tc is the average time the channel is 
sensed busy during a collision, σ  is the duration of an empty slot time, Ptr is the 
probability that there is at least one transmission in the considered slot time, Ps is the 
probability that a transmission occurring on the channel is successful, and 

( )n
trP τ−−= 11  (3) 

( )
( )n

n

s

n
P

τ
ττ

−−
−⋅=

−

11

1 1

 (4) 

where, τ  is the probability that a station transmits in a randomly chosen slot, which 
can be expressed as follows[3]: 

( )
( ) ( )( )mpwpwp

p

21)1(21

212

−⋅⋅++⋅−
−⋅=τ  (5) 
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where, w is the contention windows, m is the maximum backoff stage, p is the 
probability that a transmitted packet encounters a collision, which is expressed as 

( ) 111 −−−= np τ  (6) 

Note that in definition 3, P is the probability that a given transmission occurring on 
a slot is successful, and a given transmission occurring on a slot is successful if and 
only if the n-1 remaining stations don’t transmit in the same slot, so it is easy to 
obtain that 

( ) 11 −−= nP τ  (7) 

Plugging expression (2) and (7) into (1), we obtain 

( ) ( ) ( ) 11
11

][ −−⋅
⋅−+⋅⋅+⋅−

⋅⋅
= n

cstrssrttr

trs

TPPTPPP

PEPP
PPT τ

σ  (8) 

Given the expression of (3) and (4), (8) can be rewritten as: 

( )
( ) ( ) ( ) ( )[ ] ( ) 1

11

1

1
11111

][1 −
−−

−

−⋅
⋅−⋅+−−+⋅−⋅+⋅−

⋅−⋅= n

c
n

s
nn

n

TnTn

PEn
PPT τ

τττττστ
ττ

 (9) 

Expressions (2) and (7) denote that S and P are the function of τ , but the curves of 
S vs. τ  and P vs. τ , which are shown in Fig. 1, are very different. Maximizing S does 
not means maximizing P simultaneously.  However, maximizing PPT can obtain high 
S and P simultaneously because PPT is their product. 

 

Fig. 1. S vs. τ , P vs. τ , 1.00 ≤≤ τ , n=30 

Fig.2 indicates that PPT has a maximum value. We will deduce the optimal τ  in 
the following. 
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Fig. 2. PPT vs. τ , 1.00 ≤≤ τ  

Taking the derivative of (1) with respect to τ , and imposing it equal to 0, we obtain 
the following equation: 

( )
0

)( =⋅+⋅=⋅= S
d

dP
P

d

dS

d

PSd

d

PPTd

ττττ  (10) 

Note that 

( )
( ) ( ) ( ) ( )[ ] c

n
s

nn

n

TnTn

PEn
S

⋅−⋅+−−+⋅−⋅+⋅−
⋅−⋅= −−

−

11

1

11111

][1

τττττστ
ττ

 (11) 

Taking the derivative of S with respect to τ , and making some simplification, we 
obtain 

( ) ( ) ( )[ ] ( ) [ ]PE
f

fnnfnnn

d

dS nnn

⋅
′⋅−⋅⋅−⋅−⋅−−−⋅=

−−−

)(

)(1)(111
2

121

τ
τττττττ

τ  (12) 

where, 

( ) ( ) ( ) ( )[ ] c
n

s
nn TnTnf ⋅−⋅+−−+⋅−⋅+⋅−= −− 11 11111)( τττττσττ  (13) 

( ) ( ) ( ) ( ) ( ) c
n

s
nn TnnTnnnf 2221 1111)( −−− −⋅−⋅+−⋅−+−−=′ ττττσττ  (14) 

Taking the derivative of P with respect to τ , we obtain 

( ) ( ) 211 −−⋅−−= nn
d

dP τ
τ

 (15) 

Plugging expression (12) and (15) into (10), and making some simplification, we 
obtain 

( ) ( ) 0)(1)(21 =′⋅−⋅−⋅−+ ττττττ ffn  (16) 
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Moreover, plugging expression (13) and (14) into (16), and making some 
simplification, we obtain 

( ) ( )

( )
( ) 021

1

21

1

2222

1

2222

=⎥
⎦

⎤
⎢
⎣

⎡
+−−−−

−
−++

⋅−+−−+

− cn

s

Tnnn
n

Tnnnn

ττττ
τ

ττ

ττστττ
 (17) 

(17) is an equation in one variable of degree n. Noting that 1<<τ , we can obtain 
( ) 11 1 ≈− −nτ . Moreover, ignoring the 2τ  items, (17) was simplified to a linear equation 
as follows: 

( ) ( ) 011 =−⋅⋅−+⋅⋅− στστ nTn c
 (18) 

The approximate optimal τ , denoted as optτ , can be obtain from (18) as follows: 

( ) 11

1
* −+⋅−

=
nTn c

optτ  (19) 

where, 
σ

c
c

T
T =* , which is the duration of a collision measured in slot time unit σ . 

Expression (5) and (6) show that for given n, τ  depends on the system 
parameters m and w. In [1], the default value of m is 5. In [3], the author have point 
out that the saturation throughput don’t change obviously after the value of m is 
beyond 5. So, we let m keep on its default value 5, and only consider how to adjust w 
to maximize PPT.  

Plugging (19) into (6), we can obtain 

( )

1

* 11

1
11

−

⎟⎟
⎠

⎞
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c nTn
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From (5), we can obtain  

( )
( )mppp

p
w

2

)2(21
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τττ
τ

 (21) 

Plugging (19) and (20) into (21), the expression of optimal w, denoted as wopt, can 
be written as 
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c

m

n
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c

n

c
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TnTnTn

nTnnTn
w  (22) 

Expression (22) shows that we can adjust the values w (and consequently τ ) to 
maximize the PPT. 

In order to simplify the computation of wopt, we approximate the expression (22) 
in the following. 
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Let  

( )
n

n

c

n

c nk

n

n
T

n

n
n

nTn
x ⎟

⎠
⎞

⎜
⎝
⎛ −=

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎠
⎞

⎜
⎝
⎛ −+−⋅

−=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

−+⋅−
−= 1

1
11

1
1

11

1
1

*
*

 

where, 
n

n
T

n

n
k c

11 * −+−= . 

Note that 1>>nk , x can be approximate as xex
1−

= . As ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛−=

nk
xp

1
1/ , p can 

be approximated as  

⎟
⎠
⎞

⎜
⎝
⎛ −⋅

−=

nk
e

p
k 1

1

1
1

/1

 
(23) 

Plugging (19) and (23) into (21), we can obtain the approximated expression of 
wopt as follows: 
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where,  
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Moreover, if 1>>n , then 1
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(26) 

where, 1* += cTk . 
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The computation of expression (24) and (26) is less complex than expression (22) 
after approximating the expression p. If the network size is small ( )10≤n , we make 
use of (24) to calculate wopt, and if the network size is huge ( )10>n , we make use of 
(26) to calculate wopt. For simplicity, in section 3, we only make use of expression 
(24) to calculate wopt. 

3   Simulation 

In this section, we firstly simulate the PPT, which is maximized by adjusting wopt 
according to expression (24), and compare the simulated result to the numerically 
calculated maximum PTT. Then, we compare DCF-PPT to 802.11 DCF in terms of 
PPT, successful transmission probability and saturation throughput. The simulation 
platform is NS-2 [8]. The physical layer is DSSS. The stations transmit packets by 
means of RTS/CTS mechanism, and the simulation parameters are shown in table 1.  

Table 1.  Simulation Parameters 

Channel Bit Rate 2Mbit/s 

Slot Time 20µs 

SIFS 10µs 

DIFS 50µs 

PHYHeader 192bits 

MACHeader 144bits 

RTS Length 160bits 

CTS Length 112bits 

CWmin 32 

CWmax 1024 

CBR Packet Size 1024Bytes 

To calculate wopt from expression (24), we must obtain the Tc. Tc is the average 
time the channel is sensed busy during a collision. In [3], when 802.11 DCF transmit 
packet by means of RTS/CTS mechanism, the author gave the expression of Tc as 

σ++= DIFSRTSTc .In this paper, we revised expression of Tc as 

σ++= EIFSRTSTc  (27) 

where, DIFSACKSIFSEIFS ++= . 
Making use of the expression (24), (25) and (27), we calculated the wopt as in 

Table 2, according to different number of stations.  
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Table 2. Calculated wopt for different number of stations  

Number of stations wopt 
6 147 

12 386 
20 696 
30 1083 

3.1   Comparing Simulated PPT to Numerical PPT 

The maximum numerical PPT curve and the simulated PPT curve are drawn in Fig. 3, 
in different number of stations. In the simulation, we select the minimum contention 
windows (CWmin) according to table 2. 

 

Fig. 3.  Maximum PPT vs. n 

Fig.3 shows that the simulated PPT is smaller than numerical PPT because we 
make some approximation to obtain the expression of wopt in section 2, as make the 
calculated wopt departure from the ideal value a bit . But the difference between the 
simulated PPT and the numerical PPT is less than 8%.  

3.2   Comparing DCF-PPT to 802.11 DCF 

According to different number of stations, the saturation throughput, successful 
transmission probability and PPT of DCF-PPT and 802.11 DCF are drawn in Fig. 4, 
Fig. 5 and Fig. 6, respectively. 

Fig. 4 shows that the saturation throughput of DCF-PPT for all selected number of 
stations, except 12, is higher than 802.11 DCF. This is due to that we adaptively 
adjust CWmin according to the number of stations. 

Fig. 5 shows that the successful transmission probability of DCF-PPT (about 0.95) 
is much higher than 802.11 DCF, and it does not decrease obviously with the number 
of stations increasing, as is also attributed to that we adjust CWmin adaptively 
according to the number of stations. 
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Fig. 4. The normalized throughput of DCF-PPT and 802.11 DCF 

  

Fig. 5. The successful transmission probability of  DCF-PPT and 802.11 DCF 

 

Fig. 6. The successful transmission probability of DCF-PPT and 802.11 DCF 

Fig. 6 shows that the PPT of DCF-PPT is much higher than 802.11 DCF, and it 
does not decrease obviously when the number of stations increases. 
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4   Conclusion 

In this paper, we define a novel performance parameter for 802.11 DCF, which binds 
successful transmission probability and saturation throughput together. The analysis is 
given to maximize PPT.  

The performance of DCF-PPT is simulated with different stations on terms of 
saturation throughput, successful transmission probability and PPT. The simulation 
results indicate that DCF-PPT can largely increase the PPT and successful 
transmission probability in the condition that the saturation throughput is not 
decreased, comparing to 802.11 DCF. 
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Abstract. Wireless sensor networks are composed of a large number of
sensors densely deployed in inhospitable physical environments. How to
disseminate information energy efficiently throughout such a network is
still a challenge. Although energy efficiency is a key concern in wireless
sensor networks, it often introduces additional delay. In this work, we first
propose an Energy*Delay efficient routing scheme called C2E2S (Cluster
and Chain based Energy*Delay Efficient Routing Scheme) for wireless
sensor networks. This scheme is a combination of cluster-based and chain-
based approaches. Next, we propose (1) an Energy*Delay-aware routing
algorithm for sensors within each k -hop cluster, (2) an Energy-efficient
chain construction algorithm for clusterheads. We also consider the net-
work lifetime as an important factor as opposed to other approaches.
The simulation results show that C2E2S consumes less energy, balances
the energy and delay metrics, as well as extends the network lifetime
compared with other approaches1

1 Introduction

In wireless sensor networks (WSN), where sensors are deployed densely in inhos-
pitable environments, the proximate nodes will sense the identical data. Data
aggregation from many of correlative data will reduce a large amount of data
traffic on network, avoid information overload, produce a more accurate signal
and require less energy than sending all the unprocessed data throughout the
network. In various literatures, clustering approach is addressed as a routing
method using the data aggregation feature effectively. LEACH [1] is one of the
first cluster-based approaches in WSNs. Later, there are many protocols inspired
from the idea proposed in LEACH. Works in [9],[11] involved the multi-hop ap-
proach into clusters for a larger set of sensors covering a wider area of interest.
Many clustering algorithms in various contexts have also been proposed in these
literatures, however, most of these algorithms are heuristic in nature and their
aim is to generate the minimum number of clusters such that a node in any
cluster is at the most d hops away from clusterhead. In our context, generating

1 This research was partially supported by University ITRC Project. CS Hong is the
corresponding author.

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 11–22, 2005.
c© IFIP International Federation for Information Processing 2005
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the minimum number of clusters might not ensure minimum energy usage. In
[7], authors have proposed a distributed, randomized clustering algorithm to or-
ganize the sensors in clusters. They consider the WSN in which the sensors are
distributed as per a homogeneous spatial Poisson process. We use the results of
their paper to support to our scheme.

The network lifetime can be defined as the time lasted until the last node
in the network depletes its energy. Energy consumption in a sensor node can
be due to many factors such as sensing event (data), transmitting or receiving
data, processing data, listening to the media (avoid the conflict), communication
overhead, etc. Considering the sensor’s energy dissipation model in [1], the en-
ergy used to send q bits a distance d from one node to another node is given by
Etx =( α1+ α2d

n)*q. Where α1 is energy dissipated in transmitter electron-
ics per bit, α2 is energy dissipated in transmitter amplifier. For relatively short
distances, the propagation loss can be modeled as inversely proportional to d2,
whereas for long distances, the propagation loss can be modeled as inversely
proportional to d4. Power control can be used to invert this loss by setting the
power amplifier to ensure a certain power at the receiver. Obviously, energy con-
sumption in a sensor will be significant if it transmits data to the node that is
at long distance. This is one of the reasons that we suggest the k -hop cluster
approach. Another reason is that the single-hop cluster approach is suitable only
for networks with a small number of nodes. It is not scalable for a larger set of
sensors covering a wider area of interest since the sensors are typically not ca-
pable of long-haul communication. Moreover, the energy dissipation is uneven
in the single-hop cluster approach. In order to improve the energy efficiency,
the chain-based approach has been proposed in [3]. In this approach, each node
communicates only with a close neighbor and takes turns transmitting to the
base station (BS), thus reducing the amount of energy spent per round. How-
ever, while chain-based protocols are more energy efficient than cluster-based
protocols, they suffer from high delay and poor data fusion capacity.

Motivated by above mentioned issues, in this paper, we propose an energy-
delay tradeoff routing scheme: a combination of cluster-based and chain-based
approaches for WSNs. Plus, we propose an Energy*Delay-aware routing algo-
rithm and an Energy-efficient chain construction algorithm for sensors within
each k-hop cluster. The remainder of the paper is organized as follows: Section 2
mentions about related work. Section 3 and 4 describe the proposed scheme and
its operation respectively. Intra-cluster routing algorithm is addressed in sec-
tion 5 while inter-clusterheads routing is presented in section 6. We present the
performance evaluation in section 7. Finally, we conclude the paper in section 8.

2 Related Work

Many WSN protocols have been developed for increasing energy efficiency in
recent years. A clustering architecture based on the distributed algorithm for
WSNs is provided in [1], where sensor nodes elect themselves as clusterheads with
some probability based on residual energy of sensors for each round.



An Energy*Delay Efficient Routing Scheme for Wireless Sensor Networks 13

Although this approach has advantages to using the distributed cluster formation
algorithm, it may produce poor clusters throughout the network. In addition,
this approach allows only 1-hop clusters to be formed. This limits the capability
of protocol. Then, authors improved clustering algorithm by using a center clus-
ter algorithm. In this approach, the BS will control almost all operations in the
network including computing and determining optimal clusters. In general, the
clusters formed by BS are better than those formed using the distributed algo-
rithm. However, this kind of approach suffers a large number of communication
overheads between sensors and BS. Our approach is based on BS. However, to
reduce the communication overheads, we propose a modified BS-based approach
which will be described in sections 3 and 4.

Clustering architecture introduced in [4] provides two threshold parameters
(hard, soft) in order to reduce number of transmission in the networks. The main
drawbacks of the two approaches are the overhead and complexity of forming
clusters in multi-levels and implementing threshold-based functions. Younis et al.
have addressed hierarchical routing architecture in [10] based on 3-layer model.
Clusters are formed by a lot of factors such as communication range, number and
type of sensor nodes and geographical location, that can base on GPS [8] or other
techniques. However, communication from clusterheads to the BS is still direct
communication. Besides, authors only focused on the issue of network manage-
ment within the cluster, particularly energy-aware routing. In [2], authors have
provided a protocol called HEED. This approach selects well-distributed cluster-
heads using information about residual energy and a second parameter such as
node proximity to its neighbors or node degree. Authors have presented simula-
tion results in order to prove the energy efficiency compared with other protocols
(such as LEACH and its improvements). However, the clustering algorithm in
HEED is still heuristic. Besides, HEED also assumes that communication from
clusterheads to the BS is 1 hop away. This limits the capability of protocol,
especially in large networks.

The approach proposed in [3] to improve the energy efficiency is chain-based
approach. In this approach, each node communicates only with a close neighbor
and takes turns transmitting to the BS, thus reducing the amount of energy
spent per round. However, while chain-based protocols are more energy efficient
than cluster-based protocols, they suffer from high delay and poor data fusion
capacity. An Energy-Latency tradeoff approach in WSNs has been proposed
in [6]. Authors studied the problem of scheduling packet transmission for data
gathering in WSNs. They focus on the energy-latency tradeoffs using techniques
such as modulation scaling. Although optimal algorithms based on dynamic
programming have been proposed, they suffer an exponential complexity.

3 The Proposed Scheme (C2E2S)

A proposed network scheme for the WSNs is shown in figure 1. In this scheme,
sensors in the WSN are distributed as a homogeneous spatial Poisson process
of rate in a square area of side a. The computation of the optimal probability p
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CH0 CH1 CH2 CH3
CHm-2 CHm-1

CH1 CH3 CHm-2

BS
Cluster Head

Sensor Node

Fig. 1. A combination scheme of cluster and chain based approaches for the WSNs

to becoming a clusterhead and the maximum number of hops k allowed from a
sensor to its clusterhead is beyond the scope of this paper. We use the results
in [7] to obtain the optimal parameters for our scheme. According to this paper,
we determine the maximum number of hops k as follows:

k = �1
r

√
−0.917 ln(α/7)

pλ
� (1)

Where:
p : optimal probability of becoming a clusterhead
r : transmission range.
α : constant, ( α = 0.001 used in simulation).
Sensors are distributed into m k -hop clusters using these parameters. Each

cluster has a clusterhead that aggregates all data sent to it by all its members.
After that, m clusterheads form l binary chains. Each chain divides each com-
munication round into log m/l levels. Each node transmits data to the closest
neighbor in a given level. Only those nodes that receive data can rise to the next
level. Finally, leader for each chain sends data to the BS. By then one transmis-
sion round completes. In this approach, each intermediate node performs data
aggregation.

In this scheme, cluster and chain formation can either be computed in a
centralized manner by the BS and broadcast to all nodes or accomplished by
the sensor nodes themselves. To produce the better clusters and chains as well
as to remove the strong assumption that all sensors have global knowledge of
the network, we use the BS-based approach. However, the centralized approach
suffers from very high communication overhead. To deal with this, we propose a
passive approach (called passive-BS-based approach) in which each sensor node,
upon sending a data packet, piggybacks related information. Upon a data packet
reception, the BS extracts this information in order to apply for cluster and chain
formation. The data packet format is depicted in figure 2. INFO part is a trio
(Node ID, Node Energy, Number of bits). The BS bases on this trio in order
to compute the residual energy for each node. For example, the trio (100, 1.5,
2500) describes that node 100 has 1.5 joules residual energy and sends 2500 bits
data to the BS.
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Header Data INFO

Node ID

Node Energy

Number of bits

Fig. 2. Data Packet Format. The INFO includes information about ID, Energy, Num-
ber of bits of nodes that packet passed.

In this scheme, we assume the sensors are quasi-stationary. Each tiny sensor
has a sensing module, a computing module, memory and wireless communication
module. The BS has adequate energy to communicate with all sensor nodes
in the network. Sensors are left unattended after deployment. They can use
power control to vary the amount of transmit power to reduce the possibility of
interfering with nearby cluster and its own energy dissipation.

4 C2E2S Operation

In C2E2S, network lifetime is divided into rounds. Each round begins with
cluster and chain formation phase followed by data transmission phase. In each
frame of data transmission phase, each sensor node is assigned its own time slot
to transmit data to clusterhead. By turn, each clusterhead is also assigned its own
slots to communicate with the nearest clusterhead based on chain construction.
A detail description is depicted in the figure 3.

Using passive-BS-based approach, C2E2S distinguishes between the first
round and the remaining rounds. In the first round, all sensors must send in-
formation about their location and current energy level to the BS directly. The
BS uses this information and cluster and chain formation algorithms to choose
clusterheads, to distribute remaining sensor nodes into associated clusters, and
to construct l binary chains among clusterheads. In subsequent rounds, to form
clusters and chain, the sensor nodes do not need to resend the information about
location and residual energy to the BS anymore. Instead of this, information will
be extracted from the INFO part in the data packets received from clusterheads
in the previous round. The last packet from each node at the end of each round

Cluster, Chain 
Formation

Time

Data transmission

Slot for node iSlot for node i
Cluster, Chain 
Formation

Round τ

Fig. 3. Network lifetime for C2E2S
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is the only one that carries information about residual energy level and number
of transmitted bits of that node. The other packets carry data normally. Clus-
terheads receive data packets from other sensor nodes, perform data integration
then send data packet to the BS following binary chains.

5 Intra-cluster Routing

The experiments were conducted for sensor networks of different intensity λ. For
each network intensity, we used (1) to calculate the maximum number of hops
k allowed from a sensor to its clusterhead. Results are given in Table 1.

Table 1. Maximum number of hops within each cluster for different network size (r=1)

3404000

3353500

3303000

3252500

3202000

3151500

4101000

Maximum number 
of hops (k)

Intensity 
(λ)

Network size 
(number of sensors)

# Ei :energy of node i;
# d(i,CHj) : distance from sensor i to clusterhead within cluster j
# Cj : Cluster j      # m : the number of clusters
#z : the number of sensors within each cluster
#I1 ← {} : set of nodes that sense data, relay data from J1, J2 to clusterhead;
#J1 ← {} : set of nodes that sense data, relay data from K to I1;
#I2 ← {}; J2 ← {}; K ← {} : sets of sensing nodes;
#J : union of J1 with J2.             #I : union of I1 with I2.

1.                                                       /*average distance from sensors to 
associated clusterhead*/

2.                                                       //average energy for each cluster;

3. If (d(i,CHj) < CAD) then
If (Ei ≥ CAE) then I1 ← I1 ∪ i;
Else I2 ← I2 U i;
4. Else If  (d(i,CHj) ≥ CAD and d(i,CHj) < 2*CAD) then

If (Ei ≥ CAE) then J1 ← J1 ∪ i;
Else J2 ← J2 ∪ i;

5. Else K ← K ∪ i;
6. I  ← I1 ∪ I2; J  ← J1 ∪ J2

10,
),(

1 −≤≤∈∀=
∑

= mjCi
z

CHid
CAD j

z

i
j

10,1 −≤≤∈∀=
∑

= mjCi
z

E
CAE j

z

i
i

Fig. 4. Algorithm - partition sensors into 3 sets of nodes I, J, K
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From results calculated in Table 1, obviously, 3-hop (at most) cluster is the
best choice for the large sensor networks. Plus, the more hops are used, the higher
latency is required. Hence, in this section, we propose an Energy*Delay-aware
routing algorithm for sensors within each 3-hop cluster instead of k -hop cluster.
This reduces significantly the complexity of algorithm compared with other ap-
proaches [10, 11]. The 3-hop routing algorithm within each cluster consists of 2
steps as follows:

1. Sensors within each cluster (except the clusterhead) are partitioned into
three sets: I, J, K. The detailed algorithm is described in figure 4.

2. Using the Shortest Path Algorithm to determine the best route from these
sets of node to clusterhead.

In step 2, we apply the Shortest Path Algorithm to determine the best route
from clusterhead to J(J1 ∪ J2), K using the set nodes I1, J1 respectively.

Our intra-cluster routing problem can be considered as determining the short-
est route (least cost) from one node to a set of nodes. We use Dijkstra’s algorithm
[5] to disseminate data from sensors to clusterhead with the link cost Cij for the
link between the nodes i and j defined as follows:

Cij =
∑

Ck(k = 1...4) (2)

Where:
C1 = c1*d2(i, j) : data communication cost (energy) from node i to node j

where c1 is a weighting constant. This parameter reflects the cost of the wireless
transmission power. Where d(i,j) is distance between the nodes i and j.

C2 = c2*d(i,j) : delay cost because of propagation between the nodes i and
j where c2 is a constant which describes the speed of wireless transmission.

C3 = c3*E(j). This parameter reflects cost of energy, c3 is a constant. Where
E(j) is residual energy of node j.

C4 = c4*Z(j). Where c4 is a constant,Z(j): number of connections to node j.

6 Inter-clusterheads Routing

In this section, we provide an Energy-efficient chain construction algorithm for
clusterheads. The operation starts with one clusterhead, the farthest clusterhead
from the BS. This node works as the head of the chain. Then, the non-chain node,
the one that is closest to the head of the chain, will be appended into the chain.
Besides, the BS also takes part in chain construction procedure in order to decide
when a chain should be ended. This procedure repeats until all clusterheads are in
the chains. The detailed algorithm is described in figure 5. The complexity of this
algorithm is O(n2). This algorithm ensures that clusterheads will communicate
with the closest neighbor. Based on the radio energy dissipation model in [1],
the receiving cost only depends on packet size, while the transmission energy
depends on the distance between two nodes along a chain. As a result, that
communication with the closest node is synonymous with consuming the least
energy.
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# CHAIN: chain
#HEAD: the head node in the chain
#d(i,j): distance from node i to node j
1. N: set of clusterheads;
2. HEAD ← The farthest clusterhead from BS, ∀ all nodes ∈ N;
3. N’ ← N – {HEAD}; CHAIN  ← {HEAD}; EndOfChain ← False;
4. While (N’ ≠ ∅)

key[i] ← min[d(HEAD,i)];     ∀ i ∈ N’;   /* select a clusterhead
i that is closest to the HEAD*/

If key[i] < d(HEAD,BS); //BS: base station
HEAD ← i;

Else {
HEAD ← BS;
EndOfChain ← True;

}
Append(CHAIN, HEAD);               // append HEAD at the end of CHAIN
If (EndOfChain ← True)   Exit();   // end of While(N’ ≠ ∅); a chain is 

constructed
5. N ← N – N’;
6. If (N≠ ∅)     Goto 2;             // construct another chain
7. Else        Stop;                      // chains are constructed.

Fig. 5. Chain construction Algorithm for clusterheads

7 Performance Evaluation

In this section, we analyze the performance evaluated against LEACH-C,
H-PEGASIS (Hierarchical PEGASIS), and HEED protocols in terms of com-
munication overhead, the number of communication rounds (network lifetime),
total amount of energy dissipated in the system over time, network delay and
Energy*Delay metric using a simulator based on SENSE [12].

7.1 Simulation Setup

Our sensor field spans an area of 100x100m2 wherein 2000 sensors are scattered
randomly with the BS location at (75,125). A node is considered ”dead” if its
energy level reaches 0. For a node in the sensing state, packets are generated

Table 2. Simulation Parameters

100x100
2000
(75,125)
1 packet/sec
50nJ/bit
10pJ/bit/m2

2 Joule
500 bytes
25 bytes
25 bytes
50 bytes

Network size
Number of sensors
Base station location
Packet generating rate
Eelec

εfs
Initial energy (for each node)
Data packet size
Header size
Info packet size
Cluster Info packet size

ValueParameter
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at a constant rate of 1 packet/sec. For the purpose of our simulation experi-
ments, the values for the parameters ck in the link cost Cij (given by (2)) are
initially picked based on sub-optimal heuristics for best possible performance.
The communication environment is contention and error free; hence, sensors do
not have to retransmit any data. To compute energy consumption for each trans-
action sending and receiving, we use the radio energy dissipation model in [1].
The energy used to transmit q-bit data a distance d for each sensor node is:
ETx(q,d) = qEelec + qεfsd

2. The energy used to receive data for each node is:
ERx(q) = qEelec. Where Eelec is the electronics energy, εfs is power loss of free
space. In these experiments, each node begins with 2 joule of energy and an
unlimited amount of data to be sent to the BS. Table 2 summarizes parameters
used in our simulation.

7.2 Simulation Results

For the first experiment, comparing the efficiency of network lifetime between the
existing protocols and C2E2S, we studied the number of communication rounds
as number of dead nodes increase and the total energy dissipated upon num-
ber of communication rounds. The graph in figure 6.a compares the network
lifetime among LEACH-C, H-PEGASIS, HEED and C2E2S. In C2E2S, sen-
sor nodes consume energy more evenly than other approaches. Although k -hop
cluster approach in C2E2S suffers slightly higher delay, it balances energy dissi-
pation between sensor nodes. Thus, number of communication rounds increase
significantly. Compared with LEACH-C and HEED, C2E2S balances energy con-
sumption between clusterheads. Compared with H-PEGASIS, C2E2S reduces a
large number of identical data bits between sensors in the same cluster. Fig-
ure 6.b shows the amount of energy dissipated after a number of communication
rounds. C2E2S is able to keep its energy dissipated gradually thus prolonging
network lifetime.

For the second experiment, we first evaluate network delay metric. Next, to
calculate the Energy*Delay, we multiply the total delay with total dissipated en-
ergy over time for each protocol. The graph in figure 7.a shows that the network
delay in LEACH-C is the highest while C2E2S offers the lowest delay. However,
when the number of dead nodes increases a lot, the network delay in C2E2S is
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slightly higher than H-PAGESIS. Regardless of this, C2E2S saves much more
energy than H-PEGASIS. Thus, Energy*Delay metric in C2E2S is always lower
than H-PEGASIS. As shown in figure 7.b, this metric is also lower than in both
LEACH-C and HEED (cluster-based approaches).

Besides, to indicate the effectiveness of our scheme in terms of Energy*Delay
metric for large sensor networks, we ran several simulations with different net-
work sizes (from 1000 to 4000 sensors). Figure 7.c shows that when network size
increase, the effectiveness of Energy*Delay metric in our scheme also increases
significantly. For 1000 sensor nodes, C2E2S is slight higher than H-PEGASIS.
However, for more than 2000 sensor networks, Energy*Delay in C2E2S is lower
than other protocols. Hence, we can say that, C2E2S is a very Energy*Delay
efficient scheme for large WSNs.

In the last experiment, we studied the communication overhead as total num-
ber of header bits transferred from sensors to the BS. In our approach, node’s
information is piggybacked by data packets. Thus, it reduces a large number
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of communication overheads broadcasting through the network using general
BS-based approaches (we call Gen-BS-based approach). Figure 8.a shows that
the number of communication overheads is equal in the first round for both
the approaches. However, from the second round, the number of communica-
tion overheads increases gradually in C2E2S, while Gen-BS-based approach
(LEACH-C, HEED) increase very fast.

The effectiveness of C2E2S is seen more clearly as there are several sim-
ulations run for a large number of sensor nodes. Yet again, we compare two
approaches for different network sizes (from 2000 to 4000 sensors). Result in
figure 8.b shows that the number of communication overheads increases very
fast in Gen-BS-based approach, while it increases gradually as number of senor
nodes increases.

8 Conclusion

Motivated by delay- awareness energy efficiency, in this paper, we have pre-
sented an Energy*Delay routing scheme (called C2E2S) for WSNs. We also
have proposed two algorithms in order to balance the energy and delay met-
rics for all sensors in the network, extend lifetime of network and reduce the
number of communication overheads in the network. One of these algorithms is
Energy*Delay routing algorithm. This algorithm is applied within 3-hop clus-
ter in order to balance energy*delay for sensors within each cluster. Another
algorithm is Energy-efficient chain construction algorithm. This algorithm is ap-
plied for clustedheads to construct energy-efficient chains from clusterheads to
the BS. Simulation results demonstrate that C2E2S consistently performs well
with respect to Energy*Delay-based metric, network lifetime, and communica-
tion overhead compared with other approaches. As a future work, we need study
on energy*delay optimal routing to improve the goodness of our scheme.
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Abstract. We present feedback control techniques to intelligently sup-
port priorities of soft handoff calls during call admission control (CAC)
in power-controlled DS-CDMA multicellular networks. We design a
classic proportional controller to dynamically solve resource manage-
ment problems, which arise during run-time adaptation, via continuously
monitoring real-time system performance to adjust system parameters
accordingly. Performance evaluation reveals that the solution not only
has excellent stability behavior, but also meets zero steady state error
and settling time requirements.

1 Introduction

It is well known that rejection of a handoff request causes forced termination of an
ongoing service and wasting wireless resources due to retransmission. Therefore,
the dropping of a handoff call is generally considered more serious than blocking
of a new call. A basic approach to reduce handoff probability is to give handoff
calls priority over new calls. In 2G TDMA/FDMA wireless networks, the popular
guard channels (GC) [1] scheme and its numerous variants [2] exclusively reserve
a fixed number of channels for handoff calls to make it. But the fundamental
premise of the fixed GC schemes [3] is that the network behavior can be made to
be deterministic through extensive a priori knowledge about network parameters.
Therefore, they perform poorly in unpredictable dynamic systems.

Currently, emerging mobile wireless network such as DS-CDMA cellular net-
works are characterized by significant uncertainties in mobile user population
and system resource state (i.e. soft capacity, soft handoff). Then, any solution
for reducing handoff dropping in DS-CDMA systems must be highly adaptive
for adherence to the desired system performance requirements, and cannot rely
on the assumptions of traffic or mobility patterns. Feedback control theory can
just be the theoretical basis for the design of adaptation-based architectures
that handle QoS-aware services for current wireless networks with parametric,
structural and environmental uncertainties.

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 23–34, 2005.
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Although several recent studies [4][5] have been conducted concerning the
forced-termination of calls due to soft handoff failure in DS-CDMA networks,
the adaptation mechanisms are not considered at all. And that some adaptive
QoS schemes such as [6] realize the adaptive control only by a predefined fixed
stepwise way, which cannot react to the system changes efficiently.

In this paper, we propose a radically different approach to adaptively re-
duce soft handoff failure probability in DS-CDMA cellular networks based on
feedback control theory. The main contribution of this paper is that adaptive
system performance optimization and feedback control techniques are combined
for modeling the unpredictability of the environment, handling imprecise or in-
complete knowledge, reacting to overload and unexpected failures, and achieving
the required performance levels. Our contribution can be summarized as follows:

• Formulating the reducing handoff dropping problem as a feedback control
loop. And we choose to use a P(Proportional) control function to adjust some
system parameter adaptively according to the real-time change of network
performance, not as previous stepwise way (such as [6]). And that we use the
Root Locus method to tune the controller so as to satisfy the performance
specs.

• Through comparing real-time soft handoff failure probability with new call
blocking probability in the controller, we not only characterize real-time
system performance variances accurately but also achieve a satisfied tradeoff
between them.

• Using system identification to design a mathematical model that describes
the dynamic behavior of CAC process in a cellular network.

• Achieving the desired network performance with traffic conditions and user
mobility that are unknown a priori.

2 Reference CDMA Cellular Network

We consider a multicellular network with spread signal bandwidth of WHz.
We only focus on the uplink since it is generally accepted that it has inferior
performance over the downlink.

2.1 Traffic Classes

We consider cellular networks that support both voice and data services. As-
sumed that there are K(K ≥ 1) different traffic classes with different QoS re-
quirements. Namely, each class specifies their own transmission rate, activity
factor, desired SIR requirement, and maximum power limit that can be received
at the base station. We assume that traffic from the same service class has the
same QoS requirements. We define a mapping σ : Z+ → {1, · · · , K} to indicate
that the nth connection is from the service class σ(n), where Z+ denotes the set
of nonnegative integers. Also, call requests are classified into soft handoff call
and new call requests. In this paper, we give higher priority to soft handoff calls
than new calls within the same class.
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2.2 Uplink Capacity in Power Controlled Multicellular Networks

As the uplink is more critical to total capacity than downlink [7], we consider
only the uplink capacity of a reference cell in a multicellular DS-CDMA network.
Let N be the number of connections served by BS currently. The power received
at the base station from the user (mobile station, MS) of the nth connection
is denoted by Sn, n = 1, · · · , N . In an SIR-based power-controlled DS-CDMA
network [8], the maximum received power at BS is determined by maximum
power limit Hk for connections from service class k = σ(n), then

0 < Sn ≤ Hk, ∀ n = {1, · · · , N}. (1)

The maximum power limits Hk, k = 1, · · · , K, principally depend on [8] the
maximum power pk that can be transmitted by a MS of class-k and the expected
value of path loss for class-k Ek[L] from the cell boundary to the base station.
Then, we can choose Hk = pkEk[L], k = 1, · · · , K. In this paper, the cases when
Sn > Hσ(n) for some received call n, BS will reject the call since otherwise either
some MS (mobile station) would be required to transmit more power than they
can possibly do or the acceptance of the new call will severely damage the QoS
of existing connections.

Let αk be the activity factor of a Class-k user, the bit-energy-to-interference
ratio Eb/No for the nth connection at the BS can be expressed in terms of the
received power of various connections existing in the considered cell (intra-cell)
and the surrounding cells (inter-cell) as [8]:

(Eb
No

)
n

=
SnW

Rσ(n)
( ∑N

i=1,i�=n ασ(i)Si + Iother
n + ηn

) , (2)

where Si is the power level of the ith connection received at the base station,
Rσ(n) is the data rate of service class σ(n), Iother

n is the total interference from
neighboring cells, ηn is the background(or thermal) noise. In [8], it had been
shown that the total interference from neighboring cells, Iother

n , can be reckoned
by

Iother
n = f

N∑

i=1,i�=n

ασ(i)Si, (3)

where f is called the inter-cell interference factor with a typical value of 0.55
[8]. The value of f may not always be constant and can be updated properly to
reflect changes in traffic conditions and distributions.

The soft capacity of CDMA systems is limited by the level of multiaccess
interference measured by the SIR. In general, since SIR drops and the probability
of packet error increases as the number of users increases, it appears reasonable
to maintain SIR above set thresholds γk, k = 1, · · · , K by limiting the number
of users. For example, the QoS requirement for voice users with a maximum bit
error rate of 10−3 can be satisfied by the power control mechanism setting γ at a
required value of 7dB [8]. Then we must hold (Eb/No)n ≥ γσ(n) for all current



26 W. Chen et al.

calls to maintain BER (bit error rate) below a certain limit as the following
inequality:

SnW

Rσ(n)γσ(n)
≥ (1 + f)

N∑

i=0,i�=n

ασ(i)Si + ηn, ∀ n ∈ {1, · · · , N}. (4)

2.3 The Scheme for Assign Priority to Soft Handoff Requests

In general, handoff calls are payed more attention than new calls and we have
to give priority to handoff calls [4][5][8]. The main idea of the present approach
is as follows [8], we can choose a fixed threshold Tk < Hk, k = 1, · · · , K, for
new calls of class-k to allow higher priority for handoff calls of class-k. Thus, BS
would admit less new calls in the case Tk < Hk than in the case Tk = Hk. The
call admission policy is given as follows:

1. if a new call marked by connection-(N + 1) arrives,then
if SN+1 ≤ Tσ(N+1) and inequality(4) is satisfied ∀ n = {1, 2, · · · , N, N + 1},

accept the call;
otherwise, reject the call;

2. if a soft-handoff call marked by connection-(N + 1) arrives,then
if SN+1 ≤ Hσ(N+1) and inequality(4) is satisfied ∀ n = {1, 2, · · · , N, N +1},

accept the soft-handoff call;
otherwise, reject the soft-handoff call.

In the above algorithm, new call thresholds Tk, k = 1, · · · , K are key design
parameters which effect the new call blocking probability and handoff failure
probability at first hand. With highly variable conditions, any solution for re-
ducing handoff dropping probability in a system must be highly adaptive. In our
scheme, the main contribution is that we apply feedback control theory to adjust
the thresholds Tk adaptively, so as to achieve satisfactory network performance
and response to the system’s real-time dynamic. In the next section, we will
introduce the development of the feedback controller.

2.4 Network Performance Parameters

In this paper, we basically consider two performance measures in each service
class, i.e. new call blocking probability of class-k Pk,b and soft handoff call
failure probability of class-k Pk,h. According to [5][9], we evaluate the network
performance by grade of service (GoS), which is defined as

GoSk = Pk,b + ωPk,h, for k = {1, · · · , K}, (5)

where ω is a weighting factor to put greater importance on soft handoff call drop-
ping probability and is set to 10 in most work [5][9]. Since the system capacity
depends on the QoS difference between the two performance measures, it has
been shown [5] that for a given service class, the system capacity is maximal when
the new call blocking probability is equal to the weighted soft handoff failure
probability. And in every monitoring period, defined the time interval [tm−1, tm]
as the mth monitoring period, we compute the two performance measures for
each class.
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3 Our Feedback Control Approach

In the next-generation wireless network, the resource requirements and the ar-
rival state of service requests occur over time, so it is even more difficult to
model because none of them is known a priori. These problems call for mecha-
nisms that can control them effectively, without depending on detailed insight
into their internal structure or on precise models of their behavior. Whereas feed-
back control strategy can be applied for behavior optimization in unpredictable
or poorly modelled environments.

In our feedback control architecture, we define a set of control related variable
for each service class k = 1, · · · , K in the following:

♦ Controlled Variable �Pk: �Pk = ωPk,h − Pk,b. It means network perfor-
mance output, which is measured and controlled. This way can balance the
two performance measures simply and efficiently.

♦ Set Point: 0. It represents that system capacity arrives maximal when the
new call blocking probability is equal to the weighted soft handoff failure
probability [5].

♦ Error Ek: Ek = 0 − �Pk = −�Pk. It shows the difference between the set
point and the current value of the controlled variable.

♦ Manipulated Variable �Tk: It is the quantity of the new call power threshold
that is adjusted by the controller.

And a feedback loop of our architecture [12] is 1) the system periodically moni-
tors and compares the controlled variable to the set point to determine the error;
2) the controller computes the required control with the control function of the
system based on the error; 3) the actuators changes the value of the manipulated
variable to control the system.

Note that for each service class, there is an independent feedback loop with
the identical design process. For convenience, we will only discuss the whole
design process for some service class k, k = 1, · · · , K, in later development.

4 Threshold Feedback Loop Design

We utilize feedback control theory and methodology [10] to design an adaptive
new call power threshold adjuster for each service class with proven performance
guarantees. The corresponding design methodology includes

1. Choosing P control as the basic controller model for each class-k to compute
the change to the power threshold of class-k �Tk;

2. Using system identification to design the open-loop system model;
3. Tuning the control parameters and meeting performance specs requirements

of adaptive system with Root Locus methods;
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4.1 P Controller

We choose P control as the basic feedback control techniques in adaptive thresh-
old adjustment for the following reasons [11][12]. The rationale for using a P
controller instead of a more sophisticated Controller, such as PID (Proportional-
Integral-Derivative) Controller, is that the controlled system includes an integra-
tor in the adjustment of the new call power threshold (see the following (8)) such
that zero steady state error can be achieved without an I (Integral) term in the
Controller. The D (Derivative) term is not appropriate for controlling real-time
systems because Derivative control may amplify the noise in new call blocking
probability and soft handoff failure probability due to random workloads [10].

A basic form P control formula for controlling the change of the new call
power threshold for some service class-k in our scheme is

�Tk(t) = Ck,P Ek(t), (6)

where Ck,P is a tunable parameter (see Sect. 6). At each sampling instant m, P
controller periodically monitors the difference between new call blocking prob-
ability and weighted soft handoff probability for each class, and computes the
manipulated variable �Tk(m) with the following control formula:

�Tk(m) = −Ck,P �Pk(m), (7)

If �Tk(m) > 0, the new call power threshold of class-k should be increased.
Otherwise, the new call power threshold of class-k should be decreased. Namely,

Tk(m) = Tk(m − 1) + �Tk(m). (8)

In our work, the controller’s tuning process needs to base on a linear model
of the controlled system. It will be addressed in the following.

4.2 The Open-Loop System Model

As a basis for the analytical design of a controller, we must establish a dynamic
model to describe the mathematical relationship between the input and the out-
put of a system. Here, the input of the open-loop model is the change to the
new call power threshold of class-k �Tk(m). The output of the model (i.e. the
controlled variable) is the difference between the new call blocking probability
and soft handoff probability of class-k �Pk(m). However, modeling computing
systems with unknown dynamics has been a major barrier for applying feedback
control in adaptive resource management of such system. As system identifica-
tion methodology [11] provides a practical solution for solving such modeling
problems, we utilize it to establish a linear model for the controlled system with
differential or difference equations.

Model Structure. We observe that the output of an open-loop network model
depends on previous input and outputs of the model. Then, the reference cellular
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network of some service class-k is modelled as a nth order difference equation
with some unknown parameters,

�Pk(m) =
n∑

j=1

ak,j�Pk(m − j) +
n∑

j=1

bk,j�Tk(m − j). (9)

There are 2n parameters {ak,j , bk,j |1 ≤ j ≤ n} that need to be decided in an
nth order model of service class-k. Next, we will apply least squares estimator
to solve the problem.

Least Squares Estimator. Least-squares estimator [13] can estimate unknown
parameters by recursion formula, if only a system is modelled to be the following
standard structure,

y(m) = ΦT (m)Θ(m) + e(m), (10)
where ΦT (m) denotes the input-output observation vector, Θ(m) denotes the
unknown parameters vector, e(m) represents noise. White noise input has been
commonly used for system identification [13]. The estimator is invoked periodi-
cally at every sampling instant. At the mth sampling instant, according to the
above (10), we define the vectors Φk(m) and Θk(m) for service class-k:

Φk(m) = (�Pk(m − 1) · · ·�Pk(m − n)�Tk(m − 1) · · ·�Tk(m − n))T ,
Θk(m) = (ak,1 · · · ak,n bk,1 · · · bk,n)T .

Let R(m) be a square matrix whose initial value is set to a diagonal matrix
with the diagonal elements set to 10. The recursion formulas of the estimator’s
equations for class-k at sampling instant m are [13]:

γk(m) = [1 + ΦT
k (m)R(m − 1)Φk(m)]−1 (11)

Θk(m) = Θk(m − 1) + γk(m)R(m − 1)Φk(m)[�Pk(m)−
ΦT

k (m)Θk(m − 1)] (12)

R(m) = R(m − 1) − γk(m)R(m − 1)Φk(m)ΦT
k (m)R(m − 1). (13)

At sampling instant m, we substitute the current estimates Θk(m) (reckoned
by (12) ) into (9), the estimator ′′predicts′′ a value of the model output �P̂k(m).
The estimate error is �Pk(m) − �P̂k(m). The objective of the least squares
estimator is iteratively update the parameter estimates at each sampling instant
so as to minimize

∑
0≤i≤m(�Pk(m) − �P̂k(m))2.

Our experimental results (Sect. 5) establish a second order difference equation
of class-k to approximate the input-output relation of the dynamic open-loop
model,

�Pk(m) = ak,1�Pk(m−1)+ak,2�Pk(m−2)+bk,1�Tk(m−1)+bk,2�Tk(m−2).
(14)

4.3 The Closed-Loop Feedback Design

In this section, we obtain the transfer function of the closed-loop system model to
analyze the system dynamic. First, we convert the open-loop controlled system
model for class-k in (14) to a transfer function Gk,o(z) in z-domain:
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Fig. 1. New call power threshold of class-k feedback control loop

Gk,o(z) =
�Pk(z)
�Tk(z)

=
bk,1z + bk,2

z2 − ak,1z − ak,2
. (15)

Second, the transfer function of the class-k P controller in z-domain is also given
by

Dk(z) = Ck,P . (16)

Thus, given the open-loop model and the controller model, we achieve the trans-
fer function Gk,c(z) of the closed-loop model:

Gk,c(z) =
Dk(z)Gk,o(z)

1 + Dk(z)Gk,o(z)
=

Ck,P (bk,1z + bk,2)
z2 + (bk,1Ck,P − ak,1)z + (bk,2Ck,P − ak,2)

.

(17)
In summary, we present the block diagram of the adaptive new call power thresh-
old of class-k feedback control system in Fig.1.

4.4 Performance Specs

To design adaptive systems, it is necessary to devise specifications for the adap-
tive process itself. The following metrics [10] of a closed-loop system are used to
describe the quality of adaptation:

• Stability: BIBO (bounded-input bounded-output) stability, which means
that the system output is always bounded for bounded references, is satisfied
to avoid uncontrollable performance degradation in a system. In the context
of our system, this means stability is a necessary condition to prevent the
controlled variables �P1 from severe deviations with reference values 0. For
example, although P1,b and P1,h exceed some limit values to make the link
availability low, the controlled variable �P1 unexpectedly reaches the set
point. To satisfy the stability, it avoids the situation happening.

• Setting time Ts: Ts is the time it takes the output to converge to within
2% of the reference and enter steady state. It represents the efficiency of the
controller. We assume that our system requires the settling time Ts < 10sec.

• Steady state error: For a closed-loop system, the steady state error rep-
resents the accuracy of the basic controller in achieving the desired perfor-
mance. And zero steady state error means our closed-loop controller can
bring performance parameters to their set points in steady state with zero
error.
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5 System Identification Experiment

We first conduct simulation studies for a network with single class of service
(e.g., voice). And the value of threshold T1 (assumed that k=1 denotes voice
class) changes in the range of 0.75 · 10−14W to 1.0 · 10−14W as the parameters
used in [8]. We use the System Identification Toolbox of MATLAB to run the
system identification experiments to respectively estimate a first order, a second
order, a third order and a forth order model. Figure 2 demonstrates that the
estimated first order model has larger prediction error than the second order
model, while an estimated third/forth model does not tangibly improve the
modeling accuracy. Hence the second order model is chosen as the best comprise
between accuracy and complexity. The corresponding estimation parameters are
(a1,1, a1,2, b1,1, b1,2) = (0.6209, −0.06977, 3.813e010, −2.645e007).
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Fig. 2. System Identification Results of voice class

We can conduct estimation for cellular network with two or more than classes
of services using the same way, for each class has a completely dependent con-
troller and model with only relatively different network parameters (see [8]).
Similarly, the following turning process of the controller for voice class also gives
a demonstration.

6 Control Tuning and Performance Analysis

According to control theory, the performance profile of a system depends on the
poles of its closed-loop transfer function. We can place the pole at the desired
location by choosing the right vale for the control parameter C1,P (voice class)
to achieve desired performance spec.
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Fig. 3. Root Locus of the Closed-Loop Model

The Root Locus is a graphical technique that plots the traces of poles of
a closed-loop system on the z−plane (or s−plane) as its controller parameters
change. We use the Root Locus tool of MATLAB to tune the control parameter
C1,P so that the performance specs can be satisfied. For the closed-loop model
(17)(based on the estimated model parameters above), the traces of its closed-
loop poles are illustrated on the z−plane in Fig.3. The closed-loop poles are
placed at

l1 = 0.4721, l2 = 0.1478 (18)
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by setting the controller parameter to

C1,P = 2.7097e − 014. (19)

Hence, our closed-loop system obtains the following performance profile:

• Stability: The closed-loop system with the power threshold controller(based
on the parameters in (19)) guarantees BIBO stability because the real roots
of all the closed-loop poles are in the unit circle, i.e. |lj| < 1(j = 1, 2) (see
(18) and Fig.3).

• Setting time Ts: From Fig.4, we observe that the controller achieves a
settling time of 6sec, lower than the required settling time (10sec).

• Steady state error: In our design, the controller achieves zero steady state
error, i.e. Es ≈ 0 (see Fig.4). This means the closed-loop system can guar-
antee the desired performance in steady state.

In brief, the performance specs of our closed-loop system are proved to be sat-
isfied. It demonstrates our adaptive architecture achieves robust QoS guarantee
even when the environment varies considerably.

7 Conclusion

We have developed an novel adaptive new call power threshold adjustment al-
gorithm based on feedback control theory. We have shown that the algorithm
is stable and meets desired network performance. The algorithm is based both
on a novel analytical model and employing standard feedback control design
techniques using that model. This would be a new paradigm for adaptive QoS
control in uncertain environments.
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Abstract. We determine the gain that can be achieved by incorporat-
ing movement prediction information in the session admission control
process in mobile cellular networks. The gain is obtained by evaluat-
ing the performance of optimal policies achieved with and without the
predictive information, while taking into account possible prediction er-
rors. We evaluate the impact of predicting only incoming handovers,
only outgoing or both types together. The prediction agent is able to de-
termine the handover instants both stochastically and deterministically.
Two different approaches to compute the optimal admission policy were
studied: dynamic programming and reinforcement learning. Numerical
results show significant performance gains when the predictive informa-
tion is used in the admission process, and that higher gains are obtained
when deterministic handover instants can be determined.

1 Introduction

Session Admission Control (SAC) is a key aspect in the design and operation of
mobile cellular networks that provide QoS guarantees. Terminal mobility makes
it very difficult to guarantee that the resources available at the time of session
setup will be available in the cells visited during the session lifetime, unless a
SAC policy is exerted. The design of the SAC system must take into account
not only packet level issues (like delay, jitter or losses) but also session level
issues (like loss probabilities of both session setup and handover requests). This
paper explores the second type of issues from a novel optimization approach
that exploits the availability of movement prediction information. To the best
of our knowledge, applying optimization techniques to this type of problem has
not been sufficiently explored. The results provided define theoretical limits for
the gains that can be expected if handover prediction is used, which could not
be established by deploying heuristic SAC approaches.

In systems that do not have predictive information available, both heuristic
and optimization approaches have been proposed to improve the performance of
the SAC at the session level. A optimization approach without using predictive
information has been studied in [1,2,3,4]. In systems that have predictive infor-
mation available, most of the proposed approaches to improve performance are
heuristic, see for example [5,6] and references therein.

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 35–46, 2005.
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Our work has been motivated in part by the study in [5]. Briefly, the authors
propose a sophisticated movement prediction system and a SAC scheme that
taking advantage of movement prediction information is able to improve system
performance. One of the novelties of the proposal is that the SAC scheme takes
into consideration not only incoming handovers to a cell but also the outgoing
ones. The authors justify it by arguing that considering only the incoming ones
would led to reserve more resources than required, given that during the time
elapsed since the incoming handover is predicted and resources are reserved
until it effectively occurs, outgoing handovers might have provided additional
free resources, making the reservation unnecessary.

This paper can be considered an extension of the work presented in [7],
incorporating new contributions. One of them is the comparative performance
evaluation of incorporating different types of predictive information to the SAC
optimization process, like only incoming, only outgoing and both types of han-
dovers together. In [7] only the incoming handover prediction was studied.
Another contribution is the evaluation of the impact that predicting determinis-
tically the future handover instants have on the system performance. In [7] only
stochastic prediction was modeled.

In a previous study [7] we considered a scenario with several service types
and no qualitative differences were found between single and multiservice cases.
On the other hand, the higher complexity of multiservice scenarios could hide
the insight into the performance implications of using handover prediction in-
formation, which is the focus of this paper.

The rest of the paper is structured as follows. In Section 2 we describe the
models of the system and the two prediction agents deployed. The two optimiza-
tion approaches are presented in Section 3. A numerical evaluation comparing
the performance obtained when using different types of information and when
handovers instants are deterministically or stochastically predicted is provided
in Section 4. Finally, a summary of the paper and some concluding remarks are
given in Section 5.

2 Model Description

We consider a single cell system and its neighborhood, where the cell has a total
of C resource units, being the physical meaning of a unit of resources dependent
on the specific technological implementation of the radio interface. Only one
service is offered but new and handover session arrivals are distinguished, making
a total of two arrival types.

For mathematical tractability we make the common assumptions. New and
handover sessions arrive according to a Poisson process with rates λn and λh

respectively. The duration of a session and the cell residence time are exponen-
tially distributed with rates µs and µr respectively, hence the resource holding
time in a cell is also exponentially distributed with rate µ = µs + µr. Without
loss of generality, we will assume that each session consumes one unit of resource
and that only one session is active per MT.
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We used a model of the prediction agent, given that the focus of our study
was not the design of it.

2.1 Prediction Agent for Incoming Handovers

An active MT entering the cell neighborhood is labeled by the prediction agent
for incoming handovers (IPA) as “probably producing a handover” (H) or the
opposite (NH), according to some of its characteristics (position, trajectory, ve-
locity, historic profile,...) and/or some other information (road map, hour of the
day,...). After an exponentially distributed time, the actual destiny of the MT
becomes definitive and either a handover into the cell occurs or not (for instance
because the session ends or the MT moves to another cell) as shown in Fig. 1(a).
The SAC system is aware of the number of MTs labeled as H at any time.

The model of the classifier is shown in Fig. 1(b) where the square (with a
surface equal to one) represents the population of active MTs to be classified.
The shaded area represents the fraction of MTs (SH) that will ultimately move
into the cell, while the white area represents the rest of active MTs. Notice
that part of the MTs that will move into the cell can finish their active sessions
before doing so. The classifier sets a threshold (represented by a vertical dashed
line) to discriminate between those MTs that will likely produce a handover
and those that will not. The fraction of MTs falling on the left side of the
threshold (ŜH) are labeled as H and those on the right side as NH. There exists
an uncertainty zone, of width U , which produces classification errors: the white
area on the left of the threshold (Ŝe

H) and the shaded area on the right of
the threshold (Ŝe

NH). The parameter x represents the relative position of the
classifier threshold within the uncertainty zone. Although for simplicity we use
a linear model for the uncertainty zone it would be rather straightforward to
consider a different model.

As shown in Fig. 1(a), the model of the IPA is characterized by three pa-
rameters: the average sojourn time of the MT in the predicted stage µ−1

p , the
probability p of producing a handover if labeled as H and the probability q
of producing a handover if labeled as NH. Note that 1 − p and q model the

(a) Basic operation of the IPA

a bU

x

1

1

(b) Basic parame-
ters of the classi-
fier

Fig. 1. IPA and classifier models
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false-positive and non-detection probabilities and in general q �= 1− p. It can be
shown that

1 − p =
Ŝe

H

ŜH

=
x2

(U(2SH − U + 2x))
; q =

Ŝe
NH

(1 − ŜH)
=

(U − x)2

(U(2 − 2SH + U − 2x))
(1)

2.2 Prediction Agent for Outgoing Handovers

The model of the prediction agent for outgoing handovers (OPA) is shown in
Fig. 2. The OPA labels active sessions in the cell as H if they will produce a
handover or as NH otherwise. The classification is performed for both handover
sessions that enter the cell and new sessions that initiate in the cell, and are
carried out by a classifier which model is the same as the one used in the IPA.
The time elapsed since the session is labeled until the actual destiny of the MT
becomes definitive is the cell residence time that, as defined, is exponentially
distributed with rate µr. The fraction of sessions that effectively execute an out-
going handover is given by SH = µr/(µs +µr). The OPA model is characterized
by only two parameters 1 − p and q, which meaning is the same as in the IPA
model. Note that 1 − p and q can be related to the classifier parameters by the
expressions in (1).

3 Optimizing the SAC Policy

We formulate the optimization problem as an infinite-horizon finite-state
Markov decision process under the average cost criterion, which is more ap-
propriate for the problem under study than other discounted cost approaches.
When the system starts at state x and follows policy π then the average ex-
pected cost rate over time t, as t → ∞, is denoted by γπ(x) and defined as:
γπ(x) = limt→∞ 1

t E [wπ(x, t)], where wπ(x, t) is a random variable that ex-
presses the total cost incurred in the interval [0, t] . For the systems we are
considering, it is not difficult to see that for every deterministic stationary pol-
icy the embedded Markov chain has a unichain transition probability matrix, and
therefore the average expected cost rate does not vary with the initial state [8].
We call it the “cost” of the policy π, denote it by γπ and consider the problem
of finding the policy π∗ that minimizes γπ, which we name the optimal policy.
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In our model the cost structure is chosen so that the average expected cost
represents a weighted sum of the loss rates, i.e. γπ = ωnPnλn + ωhPhλh, where
ωn (ωh) is the cost incurred when the loss of a new (handover) request occurs and
Pn (Ph ) is the loss probability of new (handover) requests. In general, ωn < ωh

since the loss of a handover request is less desirable than the loss of a new session
setup request.

Two different optimization approaches have been used to find the optimal
SAC policy: a dynamic programming (DP) approach and an automatic learning
approach based on the theory of Reinforcement Learning (RL) [9]. DP gives
an exact solution and allows to evaluate the theoretical limits of incorporating
handover prediction in the SAC system, whereas RL tackles more efficiently the
curse of dimensionality. In both approaches handover sessions have priority over
new sessions and they are accepted as long as resources are available.

3.1 Dynamic Programming

We apply DP to the scenario that only considers the incoming handovers, in
which case the system state space is S := {x = (i, j) : 0 ≤ i ≤ C; 0 ≤ j ≤ Cp},
where i is the number of active sessions in the cell , j is the number of MTs
labeled as H in the cell neighborhood and Cp is the maximum number of MT
that can be labeled as H at a given time. We use a large value for Cp so that it has
no practical impact in our results. At each state (i, j), i < C, the set of possible
actions is defined by A := {a : a = 0, 1}, being a = 0 the action that rejects
an incoming new session and a = 1 the action that accepts an incoming new
session. The system can be described as a continuous-time Markov chain which
state transition diagram is shown in Fig. 3, where λ′

h = qλ(1− ŜH)µp/(µp + µs)
denotes the average arrival rate of unpredicted handovers. It is converted to
a discrete time Markov chain (DTMC) by applying uniformization. It can be
shown that Γ = Cp(µp + µs) + C(µr + µs) + λ + λn is an uniform upper-bound

Fig. 3. State transition diagram
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for the outgoing rate of all the states, being λ the input rate to the classifier.
If rxy(a) denotes the transition rate from state x to state y when action a is
taken at state x, then the transition probabilities of the resulting DTMC are
given by pxy(a) = rxy(a)/Γ (y �=x) and pxx(a) = 1 −

∑
y∈S pxy(a). We define

the incurred cost rate at state x when action a is selected by c(x, a), which can
take any of the following values: 0 (i < C, a = 1), ωnλn (i < C, a = 0) or
ωnλn + ωh(λ′

h + jpµp) (i = C, a = 0).
If we denote by h(x) the relative cost rate of state x under policy π, then we

can write
h(x) = c(x, π(x)) − γπ +

∑

y

pxy(π(x))h(y) ∀x (2)

from which we can obtain the average cost and the relative costs h(x) up to an
undetermined constant. Thus we arbitrarily set h(0, 0) = 0 and then solve the
linear system of equations (2) to obtain γπ and h(x), ∀x. Having obtained the
average and relative costs under policy π an improved policy π′ can be calculated
as

π′(x) = argmin
a=0,1

{
c(x, a) − γπ +

∑

y

pxy(a)h(y)
}

so that the following relation holds γπ′ ≤ γπ. Moreover, if the equality holds
then π′ = π = π∗, where π∗ denotes the optimal policy, i.e. γπ∗ ≤ γπ ∀π.

We repeat iteratively the solution of system (2) and the policy improvement
until we obtain a policy which does not change after improvement. This process
is called Policy Iteration [8, Section 8.6] and it leads to the average optimal
policy in a finite — and typically small — number of iterations.

3.2 Reinforcement Learning

We formulate the optimization problem as an infinite-horizon finite-state semi-
Markov decision process (SMDP) under the average cost criterion. The decision
epochs correspond only to the time instants at which new session arrivals occur,
given no decisions are taken for handover arrivals. Only arrival events are relevant
to the optimization process because no actions are taken at session departures.
The state space for the scenario that only considers the incoming handovers
is defined as S := {x = (x0, xin) : x0 ≤ C; xin ≤ Cp}, where x0 and xin

represent, respectively, the number of resource units occupied by sessions in
the cell and by sessions in the neighborhood which are labeled as H. The state
space for the scenario that only considers the outgoing handovers is defined as
S := {x = (x0, xout) : x0, xout ≤ C}, where xout represents the number of
resource units occupied by sessions in the cell labeled as H. The state space for
the scenario that considers both the incoming and outgoing handovers is defined
as S := {x = (x0, xin, xout) : x0, xout ≤ C; xin ≤ Cp}. At each decision epoch
the system has to select an action from the set A := {0, 1}.

The cost structure is defined as follows. At any decision epoch, the cost
incurred by accepting a new session request is zero and by rejecting it is ωn.
Further accrual of cost occurs when the system has to reject handover requests
between two decision epochs, incurring a cost of ωh per rejection.
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The Bellman optimality recurrence equations for a SMDP under the average
cost criterion can be written as

h∗(x, a) = min
a∈Ax

{w(x, a) − γ∗τ(x, a) +
∑

x∈S

pxy(a) min
a′∈Ay

h∗(y, a′)}

where h∗(x, a) is the average expected relative cost of taking the optimal action
a in state x and then continuing indefinitely by choosing actions optimally,
w(x, a) is the average cost of taking action a in state x, τ(x, a) is the average
sojourn time in state x under action a and pxy(a) is the probability of moving
from state x to state y under action a = π(x). The greedy policy π∗ defined
by selecting actions that minimize the right-hand side of the above equation is
gain-optimal [10].

In systems where the number of states can be large, RL tackles more effi-
ciently the curse of dimensionality and offers the important advantage of being a
model-free method, i.e. transition probabilities and average costs are not needed
in advance. We deploy the SMART algorithm [10], which estimates h∗(x, a)
by simulation using a temporal difference method (TD(0)). If at the (m − 1)th

decision epoch the system is in state x, action a is taken and the system is
found in state y at the mth decision epoch then we update the relative state-
action values as follows: hnew(x, a) = (1 − αm)hold(x, a) + αm{wm(x, a, y) −
γmτm(x, a, y) + mina′∈Ay hold(y, a′)}, where wm(x, a, y) is the actual cumula-
tive cost incurred between the two successive decision epochs, τm(x, a, y) is the
actual sojourn time between the decision epochs, αm is the learning rate para-
meter at the mth decision epoch and γm is the average cost rate estimated as:
γm =

∑m
k=1 wk

(
x(k), a(k), y(k)

)
/

∑m
k=1 τk

(
x(k), a(k), y(k)

)
.

4 Numerical Evaluation

We evaluated the performance gain when introducing prediction by the ratio
γπ

wp/γπ
p , where γπ

p (γπ
wp) is the average expected cost rate of a policy that is

optimal in a system with (without) prediction. We assume a circular-shaped cell
of radio r and a holed-disk-shaped neighborhood with inner (outer) radio 1.0r
(1.5r).

The values of the parameters that define the scenario are: C = 10 and
Cp = 60, Nh = µr/µs = 1, µr/µp = 0.5, λn = 2, µ = µs + µr = 1, SH = 0.4,
x = U/2, wn = 1, and wh = 20. The value of the input rate to the PA λ is chosen
so that the system is in statistical equilibrium, i.e. the rate at which handover
sessions enter the cell is equal to the rate at which handover sessions exit the
cell. It can be easily shown that for our scenario λ = (1 − Pn)(1 − Pft)λn(Nh +
µr/µp)(1/SH), where Pft = Ph/(Ph + µs/µr) is the probability of forced termi-
nation. Note that in our numerical experiments the values of the arrival rates
are chosen to achieve realistic operating values for Pn(≈ 10−2) and Pft(≈ 10−3).
For such values, we make the approximation λ ≈ 0.989λn(Nh + µr/µp)(1/SH).

For the RL simulations, the ratio of arrival rates of new sessions to the cell
neighborhood (ng) and to the cell (nc) is made equal to the ratio of their surfaces,
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λng = 1.25λnc. The ratio of handover arrival rates to the cell neighborhood from
the outside of the system (ho) and from the cell (hc) is made equal to ratio
of their perimeters, λho = 1.5λhc. Using the flow equilibrium property, we can
write λhc = (1−Pn)(1−Pft)(µr/µs)λnc ≈ 0.989(µr/µs)λnc. With regard to the
RL algorithm, we use a constant learning rate αm = 0.01 but the exploration
rate pm is decayed to zero by using the following rule pm = p0/(1 + u), where
u = m2/(ϕ + m). We used ϕ = 1.0 · 1011 and p0 = 0.1. The exploration of the
state space is a common RL technique used to accept non-improving solutions
in order to avoid being trapped at local minima.

Figure 4 shows the gain when introducing prediction for different values of the
uncertainty U . When using RL, for each value of U we run 10 simulations with
different seeds and display the averages. As observed, using incoming handover
prediction induces a gain and that gain decreases as the prediction uncertainty
(U) increases.
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Fig. 4. Performance gain when using stochastic handover prediction

From Fig. 4 it is clear that the knowledge of the number of resources that will
become available is not relevant for the determination of optimum SAC policies,
being even independent of the degree of uncertainty. It can also be observed that
the optimization algorithm founds slightly worse solutions when using informa-
tion related to the outgoing handovers (γπ

wp/γπ
p < 1). This is probably due to the

difficulty that the algorithm has to find good solutions in a bigger space state.
This observation seems to be corroborated when comparing the results obtained
using only the incoming handover information and using both the incoming and
outgoing handover information together. As shown, the solutions found in the
second case are slightly worse than the ones found in the first one.
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4.1 Deterministic Prediction

The prediction agents described in Sections 2.1 and 2.2 predict the time instants
at which handovers will occur only stochastically. In this section we evaluate the
impact on performance that more precise knowledge of the future handover time
instants have. Intuitively, it seems obvious that handovers taking place in a near
future would be more relevant for the SAC process than those occurring in an
undetermined far future. More precisely, in this section both the IPA and OPA
operate as before but they label the sessions T time units before handovers take
place, i.e. the component xin (xout) of the different state spaces represent the
number of incoming (outgoing) handovers that will take place in less than T
time units. A similar approach is used in [5], where authors predict the incoming
and outgoing handovers that will take place in a time window of fixed size.

For the performance evaluation, the same scenarios, parameters and method-
ology described before in this same Section where used, except that we set the
uncertainty to a constant value U = 0.2, which we consider it might be a prac-
tical value. Figure 5 shows the variation of the gain for different values of T . As
observed, there exists an optimum value for T , which is close to the mean time
between call arrivals (λ−1), although it will probably depend on other system
parameters as well. As T goes beyond its optimum value, the gain decreases,
probably because the temporal information becomes less significant for the SAC
decision process. As expected, when T → ∞ the gain is identical to the one in
the stochastic prediction case because the labeling of sessions occur at the same
time instants, i.e. when handover sessions enter the cell or new sessions are initi-
ated in the cell. When T is lower than its optimum value the gain also decreases,
probably because the system has not enough time to react. When T = 0 the
gain is null because there is no prediction at all.
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Figure 5 shows that the information provided by the OPA is again not rel-
evant for the optimization process. For values of T close to its optimum the
gain is similar when using incoming handover prediction or incoming and outgo-
ing prediction together, and it is significantly higher than when stochastic time
prediction is used.

In an earlier version of the IPA we were providing the optimization process
with state information of the neighboring cells and obtained that the gain was
not significant, possibly because the information was not sufficiently specific. The
authors in [11] reached the same conclusion but using a genetic algorithm to find
near-optimal policies. In the version described in this paper, we are providing the
optimization process with state information of a sufficiently close neighborhood,
obtaining significant gains. For the design of the OPA we were faced with the
same dilemma but in this case we decided not to use more specific information.
Defining a holed-disk-shaped neighborhood with outer (inner) radio r (< r)
for the outgoing handovers and an exponentially distributed sojourn time in it,
would had open the possibility of having terminals that could go in and out of this
area, making the cell residence time not exponential. This would had made the
models with the IPA and with the OPA not comparable. Besides, providing the
optimization process with more specific information of the outgoing handovers
does not help to improve the performance either, as observed in Fig. 5.

Finally it is worth noting that the main challenge in the design of efficient
bandwidth reservation techniques for mobile cellular networks is to balance two
conflicting requirements: reserving enough resources to achieve a low forced ter-
mination probability and keeping the resource utilization high by not blocking
too many new setup requests. Figure 6, which shows the utilization gain for
different values of U, justifies the efficiency of our optimization approach. It
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has also been verified that the resource utilization obtained when deterministic
time prediction is deployed is identical to the utilization achieved when the SAC
policy is optimized without using predictive information.

As a conclusion, it looks clear that when using optimization techniques to
determine the optimum policy, the information related to outgoing handovers
is not relevant. This result would seem to contradict the conclusions in [5], but
there the predictive information is integrated in the reservation scheme by means
of heuristics and therefore their approximation and ours are not comparable.

5 Conclusions

In this paper we evaluate the performance gain that can be expected when
the SAC optimization process is provided with information related to incoming,
outgoing and incoming and outgoing handovers together, in a mobile cellular
network scenario. The prediction information is provided by two types of pre-
diction agents that label active mobile terminals in the cell or its neighborhood
which will probably execute a handover. The prediction agents also provide in-
formation about the future time instants at which handovers will occur, being
this information either stochastic or deterministic. The optimization problem
is formulated as a Markov or semi-Markov decision process, for which different
solving methods can be used. In this case we deployed dynamic programming
and reinforcement learning. A general model of the prediction agents has been
considered and as such it cannot be used to obtain concrete results for specific
systems nor evaluate the added complexity of deploying a particular prediction
method in operational systems. Nevertheless, the generality of the prediction
model together with the optimization-based approach permit to obtain bounds
for the gain of specific prediction schemes used in conjunction with SAC.

Numerical results show that the information related to the incoming han-
dovers is more relevant than the one related to the outgoing handovers in the
optimization framework deployed. Additional performance gain can be obtained
when more specific information is provided about the handover time instants,
i.e. when their prediction is deterministic instead of stochastic. The gain ob-
tained has been as high as 25% in the studied scenario even when the prediction
uncertainty is 20%.

In a future work we will study reinforcement learning algorithms different
from SMART, which hopefully will be able to find better solutions in less time,
even with more complex state spaces. Another aspect that deserves a closer
study is the identification of the parameters that affect the optimum value of T
and the study of its sensitivity.
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C05-01, and by the Universidad Politécnica de Valencia under “Programa de
Incentivo a la Investigación”.



46 J.M. Gimenez-Guzman, J. Martinez-Bauset, and V. Pla

References

1. R. Ramjee, R. Nagarajan, and D. Towsley, “On optimal call admission control in
cellular networks,” Wireless Networks Journal (WINET), vol. 3, no. 1, pp. 29–41,
1997.

2. N. Bartolini, “Handoff and optimal channel assignment in wireless networks,” Mo-
bile Networks and Applications (MONET), vol. 6, no. 6, pp. 511–524, 2001.

3. N. Bartolini and I. Chlamtac, “Call admission control in wireless multimedia net-
works,” in Proceedings of IEEE PIMRC, 2002.

4. V. Pla and V. Casares-Giner, “Optimal admission control policies in multiservice
cellular networks,” in Proceedings of the International Network Optimization Con-
ference (INOC), 2003, pp. 466–471.

5. W.-S. Soh and H. S. Kim, “Dynamic bandwidth reservation in cellular networks us-
ing road topology based mobility prediction,” in Proceedings of IEEE INFOCOM,
2004.

6. Roland Zander and Johan M Karlsson, “Predictive and Adaptive Resource Reserva-
tion (PARR) for Cellular Networks,” International Journal of Wireless Information
Networks, vol. 11, no. 3, pp. 161-171, 2004.
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Abstract. We propose a novel adaptive reservation scheme designed
to operate in association with the well-known Multiple Guard Channel
(MGC) admission control policy. The scheme adjusts the MGC configu-
ration parameters by continuously tracking the Quality of Service (QoS)
perceived by users, adapting to any mix of aggregated traffic and en-
forcing a differentiated treatment among services during underload and
overload episodes. The performance evaluation study confirms that the
QoS objective is met with an excellent precision and that it converges
rapidly to new operating conditions. These features along with its sim-
plicity make our scheme superior to previous proposals and justify that
it can satisfactorily deal with the non-stationary nature of an operating
network.

1 Introduction

Session Admission Control (SAC) is a key mechanism in the design and oper-
ation of multiservice mobile cellular networks that guarantee a certain degree
of Quality of Service (QoS). The mobility of terminals make it very difficult to
insure that the resources available at session setup will also be available along
the session lifetime, as the terminal moves from one cell to another. The design
of SAC policies must take into consideration not only packet related parame-
ters like maximum delay, jitter or losses, but also session related parameters like
setup request blocking probabilities and forced termination probabilities.

For stationary multiservice scenarios, different SAC policies have been evalu-
ated in [1], where it was found that trunk reservation policies like Multiple Guard
Channel (MGC) and Multiple Fractional Guard Channel (MFGC) outperform
those policies which stationary state probability distributions have a product-
form solution. More precisely, it was found in [1] that for the scenarios studied
the performance of the MFGC policy is very close to the performance of the
optimal policy and that the performance of both the MGC and MFGC poli-
cies tend to the optimal as the number of resources increase beyond a few tens.

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 47–58, 2005.
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In [1] the performance is evaluated by obtaining the maximum aggregated call
rate that can be offered to the system, which we call the system capacity, while
guaranteeing a given QoS objective. The QoS objective is defined in terms of
upper bound for the blocking probabilities of both new session and handover re-
quests. It was also found in [1] that the performance of trunk reservation policies
is quite sensitive to errors in the setting of their configuration parameters, defin-
ing their values the action (accept/reject) that must be taken in each system
state when a new session or handover request arrives.

For the class of SAC policies considered in [1] the system capacity is a function
of two parameter sets: those that describe the system as a Markov process and
those that specify the QoS objective. Two approaches are commonly proposed to
design a SAC policy. First, consider the parameters of the first set as stationary
and therefore design a static SAC policy for the worst scenario. Second, consider
them as non-stationary and either estimate them periodically or use historical
information of traffic patterns.

In this paper we study a novel adaptive strategy that operates in coordination
with the MGC policy. Although for simplicity we only provide implementations
for the scheme when operating with the MGC policy, it can be readily extended
to operate with the MFGC policy. Our scheme adapts the configuration of the
MGC policy according to the QoS perceived by users. The main advantage of
our adaptive scheme is its ability to adapt to changes in the traffic profile and
enforce a differentiated treatment among services during underload and overload
episodes. In the latter case, this differentiated treatment guarantees that higher
priority services will be able to meet their QoS objective possibly at the expense
of lower priority services.

Recently, different SAC adaptive schemes have been proposed for mobile cel-
lular networks. In these proposals the configuration of the SAC policy is adapted
periodically according to estimates of traffic or QoS parameters. Two relevant
examples of this approach in a single service scenario are [2] and [3]. A four pa-
rameter algorithm based on estimates of the blocking probability perceived by
handover requests is proposed in [2] to adjust the number of guard channels. A
two hour period is defined during which the system accumulates information to
compute the estimates. This period is too long to capture the dynamics of op-
erating mobile cellular networks. Besides, the value of the parameters proposed
in [2] do not work properly when some traffic profiles are offered [3], (i.e. QoS
objectives are not met). A two parameter probability-based adaptive algorithm,
somewhat similar to that of Random Early Detection (RED), is proposed in [3]
to overcome these shortcomings. Its main advantage is that it reduces the new
requests blocking probability, once the steady state has been reached, and there-
fore higher resource utilization is achieved. Nevertheless, its convergence period
is still of the order of hours. The scheme we propose is also probability-based
like in [3] but it has a considerably lower convergence period and can be applied
to single service and multiservice scenarios.

Adaptive SAC mechanisms have also been studied, for example in [4,5,6],
both in single service and multiservice scenarios, but in a context which is
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somewhat different to the one of this paper. There, the adjustment of the SAC
policy configuration is based on estimates of the handover arrival rates derived
from the current number of ongoing calls in neighboring cells and mobility pat-
terns. It is expected that the performance of our scheme would improve when
provided with such predictive information but this is left for further study.

Our SAC adaptive scheme differs from previous proposals in: 1) it does not
rely on measurement intervals to estimate the value of system parameters but
tracks the QoS perceived by users and performs a continuous adaptation of
the configuration parameters of the SAC policy; 2) the possibility of identifying
several arrival streams as protected (with an operator defined order of priorities)
and one as best-effort, being it useful to concentrate on it the penalty that
unavoidably occurs during overloads; and 3) the high precision in the fulfillment
of the QoS objective.

The remaining of the paper is structured as follows. Section 2 describes the
model of the system and defines the relevant SAC policies. Section 3 illustrates
the fundamentals of the adaptive scheme, introducing the policy adjustment
strategy and how multiple services are handled. Section 4 describes the detailed
operation of the scheme. Section 5 presents the performance evaluation of the
scheme in different scenarios, both under stationary and non-stationary traffic
conditions. Finally, Section 6 concludes the paper.

2 System Model and Relevant SAC Policies

We consider the homogeneous case where all cells are statistically identical and
independent. Consequently the global performance of the system can be ana-
lyzed focusing on a single cell. Nevertheless, the proposed scheme could also be
deployed in non-homogeneous scenarios. In each cell a set of R different classes
of users contend for C resource units, where the meaning of a unit of resource
depends on the specific implementation of the radio interface. For each service,
new and handover arrival requests are distinguished, which defines 2R arrival
streams.

Abusing from the Poisson process definition, we say that for any class r,
1 ≤ r ≤ R, new requests arrive according to a Poisson process with time-varying
rate λn

r (t) and request cr resource units per session. The duration of a service
r session is exponentially distributed with rate µs

r. The cell residence (dwell)
time of a service r session is exponentially distributed with rate µd

r . Hence, the
resource holding time for a service r session in a cell is exponentially distributed
with rate µr = µs

r + µd
r . We consider that handover requests arrive according to

a Poisson process with time-varying rate λh
r (t). Although our scheme does not

require any relationship between λh
r (t) and λn

r (t), for simplicity we will suppose
that λh

r (t) it is a known fraction of λn
r (t). We use exponential random variables

for two reasons. First, for simplicity. Second, although it has been shown that
the random variables of interest are not exponential, deploying them allows to
obtain values of the performance parameters of interest which are good approx-
imations. Besides, the operation of the proposed scheme is independent of the
distribution of the random variables.
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Table 1. Definition of the scenarios under study

A B C D E
c1 1 1 1 1 1
c2 2 4 2 2 2
f1 0.8 0.8 0.2 0.8 0.8
f2 0.2 0.2 0.8 0.2 0.2
Bn

1 % 5 5 5 1 1
Bn

2 % 1 1 1 2 1
A,B,C,D,E

Bh
r % 0.1Bn

r

λn
r frλ

λh
r 0.5λn

r

µ1 1
µ2 3

We denote by Pi, 1 ≤ i ≤ 2R, the perceived blocking probabilities for each
of the 2R arrival streams, by Pn

r = Pi the blocking probabilities for new re-
quests and by P h

r = PR+i the handover blocking probabilities. The QoS objec-
tive is expressed as upper bounds for the blocking probabilities, denoting by Bn

r

(Bh
r ) the bound for new (handover) requests. Let the system state vector be

n ≡ (n1, n2, . . . , n2R−1, n2R), where ni is the number of sessions in progress in
the cell initiated as arrival stream i requests. We denote by c(n) =

∑2R
i=1 nici

the number of busy resource units in state n.
The definition of the SAC policies of interest is as follows: 1) Complete-

Sharing (CS). A request is admitted provided there are enough free resource units
available in the system; 2) Multiple Guard Channel (MGC). One parameter is
associated with each arrival stream i, li ∈ N. When an arrival of stream i happens
in state n, it is accepted if c(n) + ci ≤ li and blocked otherwise. Therefore, li is
the amount of resources that stream i has access to and increasing (decreasing)
it reduces (augments) Pi.

The performance evaluation of the adaptive scheme is carried out for five
different scenarios (A, B, C, D and E) that are defined in Table 1, being the
QoS parameters Bi expressed as percentage values. The parameters in Table 1
have been selected to explore possible trends in the numerical results, i.e., taking
scenario A as a reference, scenario B represents the case where the ratio c1/c2 is
smaller, scenario C where f1/f2 is smaller, scenario D where B1/B2 is smaller
and scenario E where B1 and B2 are equal. Note that the aggregated arrival rate
of new requests is defined as λ =

∑R
r=1 λn

r , where λn
r = fiλ. The system capacity

is the maximum λ (λmax) that can be offered to the system while meeting the
QoS objective.

3 Fundamentals of the Adaptive Scheme

Most of the proposed adaptive schemes deploy a reservation strategy based
on guard channels, increasing its number when the QoS objective is not met.
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The extension of this heuristic to a multiservice scenario would consider that
adjusting the configuration parameter li only affects the QoS perceived by si

(Pi) but has no effect on the QoS perceived by the other arrival streams. As an
example, Fig. 1 shows the dependency of P n

1 and P h
2 with ln1 and lh2 , respectively,

while the other configuration parameters are kept constant at their optimum
values. It has been obtained in scenario A with C = 10 resource units, when
deploying the MGC policy and when offering an arrival rate equal to the system
capacity. As shown, the correctness of the heuristic is not justified (observe P h

2 )
although it might work in some cases (observe Pn

1 ).
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Fig. 1. Dependency of the blocking probability with the configuration parameters

Our scheme has been designed to handle this difficulty and to fulfill two
key requirements that have an impact on its performance: one is to achieve a
convergence period as short as possible and the other is to enforce a certain re-
sponse during underload or overload episodes. For these purposes we classify the
different arrival streams into two generic categories: i) those that the operator
identifies as “protected” because they must meet specific QoS objectives; ii) one
Best-Effort Stream (BES), with no specific QoS objective.

Additionally, the operator can define priorities at its convenience in order
to protect more effectively some streams than other, i.e. handover requests.
If we denote the generic stream i by si, 1 ≤ i ≤ 2R, and we assume that
the order of priorities required by the operator for the different streams is
s∗ = (sπ1 , sπ2 , . . . , sπ2R), then the vector π∗ = (π1, . . . , πi, . . . , π2R), πi ∈ N, 1 ≤
πi ≤ 2R, is called the “prioritization order”, being sπ1 the Highest-Priority
Stream (HPS) and sπ2R the Lowest-Priority Stream (LPS). We study two im-
plementations, one in which the LPS is treated as a protected stream and one
in which the LSP is the BES. For clarity in some cases we will denote by sn

r

(sh
r ) the arrival stream associated to new (handover) requests. In relation to the

parameters that define the configuration of the MGC policy, we will denote by
lnr (lhr ) the configuration parameter associated to the arrival stream sn

r (sh
r ) and

by li the one associated to si.
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Fig. 2. Conceptual operation of the adaptive reservation scheme

3.1 Probabilistic Setting of the Configuration Parameters

A common characteristic of previous schemes like those in [2,3] and [4,5,6] is that
they require a time window (update period) at the end of which some estimates
are produced. The design of this update period must trade-off the time required
to adapt to new conditions for the precision of estimates. The adaptive scheme
we propose overcomes this limitation. The scheme tracks the QoS perceived by
each arrival stream and performs a continuous adaptation of the configuration
parameters of the SAC policy.

Let us assume that arrival processes are stationary and the system is in steady
state. If the QoS objective for si can be expressed as Bi = bi/oi, where bi, oi ∈ N,
then it is expected that when Pi = Bi the stream i will experience, in average,
bi rejected requests and oi − bi admitted requests, out of oi offered requests.
It seems intuitive to think that the adaptive scheme should not change the
configuration parameters of those arrival streams meeting their QoS objective.
Therefore, assuming integer values for the configuration parameters, like those
of the MGC policy, we propose to perform a probabilistic adjustment each time
a request is processed, i.e. each time the system takes an admission or rejection
decision, by adding +1 or −1 to li, when it effectively occurs.

Figure 2 shows the general operation of the proposed scheme. As seen, when
a stream i request arrives, the SAC decides upon its admission or rejection and
this decision is used by the adaptive scheme to adjust the configuration of the
SAC policy.

4 Operation of the SAC Adaptive Scheme

Figure 3 shows the operation of the SAC subsystem and the adaptive scheme. In
our proposal, two arrival streams, the HPS and the BES, receive differentiated
treatment. On the one hand, a HPS request must be always admitted, if enough
free resources are available. On the other hand, no specific action is required to
adjust the QoS perceived by the BES, given that no QoS objective must be met.

As shown in Fig. 3(a), to admit an arrival stream i request it is first checked
that at least ci free resource units are available. Note that once this is verified,
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(a) Description of the SAC for arrival
stream i block in Fig. 2.

(b) Description of the Adaptive scheme
for arrival stream i block in Fig. 2.

Fig. 3. Operation of SAC policy and adaptive scheme

HPS requests are always admitted, while the rest of streams must also fulfill
the admission condition imposed by the MGC policy. In general, the adaptive
scheme is always operating (except for the BES), but meeting the QoS objective
of higher priority streams could require to disable the operation of the adaptive
schemes associated to lower priority streams, as explained below.

To be able to guarantee that the QoS objective is always met, particularly
during overloads episodes or changes in the load profile (i.e. new fi), the proba-
bilistic adjustment described in Section 3.1 requires additional mechanisms. Two
ways are possible to change the policy configuration when the QoS objective for
stream i is not met. The direct way is to increase the configuration parameter
li, but its maximum value is C, i.e. when li = C full access to the resources is
provided to stream i and setting li > C does not provide additional benefits. In
these cases, an indirect way to help stream i is to limit the access to resources
of lower priority streams by reducing their associated configuration parameters.

As shown in Fig. 4(b), upon a rejection the adaptive scheme uses first the
direct way and after exhausted it resorts to the indirect way, in which case the
adaptive schemes of the lower priority streams must be conveniently disabled.
Figure 4(a) shows the reverse procedure. Note that when stream πk is allowed
to access the resources, then the adaptive scheme of the πk−1 stream is enabled.
When the LPS is the BES then its adaptive scheme is never enabled. Note also
that we allow the values of the li parameters to go above C and below zero as a
means to remember past adjustments.

The scheme described in this paper is a generalization of the one proposed
in [8] because it incorporates two notable features. First, it provides the opera-
tor with full flexibility to define any prioritization order for the arrival streams
and for selecting one of the two implementations proposed. Second, the penalty
induced on the lower priority streams increases progressively to guarantee that
the QoS objective of the higher priority streams is met.
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(a) Adjustment algorithm after an admis-
sion decision.

(b) Adjustment algorithm after a rejection
decision.

Fig. 4. The adaptive algorithm

5 Performance Evaluation

The performance evaluation has been carried out using MöbiusTM [7], which is
a software tool that supports Stochastic Activity Networks (SANs). MöbiusTM
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allows to simulate the SANs that model the type of systems of interest in our
study, and under certain conditions, even to numerically solve the associated
continuous-time Markov chains.

For the five scenarios defined in Table 1, {A, B, C, D, E}, with C = 10
and with no adaptive scheme, the system capacity when deploying Complete
Sharing is {1.54, 0.37, 1.37, 1.74, 1.54}, while when deploying the MGC policy
is {1.89, 0.40, 1.52, 1.97, 1.74}. Refer to [1] for details on how to determine the
system capacity. For all scenarios defined in Table 1 we assume the following
prioritization order s∗ = (sh

2 , sh
1 , sn

2 , sn
1 ). We evaluate by simulation two imple-

mentations that differ in the treatment of the LPS (sn
1 ), one in which it is a

protected stream and one in which it is the BES.

5.1 Performance Under Stationary Traffic

Figure 5(a) and (b) show the ratio Pi/Bi for the four arrival streams in the five
scenarios considered and for the two implementations of the adaptive scheme.

(a) Implementing the LPS as a protected
stream

(b) Implementing the LPS as the BES

Fig. 5. Pi/Bi for a system with a stationary load equal to λmax
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(a) Implementing the LPS as a protected
stream.
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(b) Implementing the LPS as the BES.

Fig. 6. Pi as a function of (λ − λmax)/λmax in stationary conditions



56 D. Garcia-Roger et al.

In all cases, an aggregated calling rate equal to the system capacity (λmax)
is offered.

Figure 6 provides additional information on the variation of performance
for scenario C with C = 10 resource units. When the LPS is a protected
stream (Fig. 6(a)) it does not benefit from the capacity surplus during under-
load episodes and it is the first to be penalized during overload episodes. On the
other hand, when the LPS is the BES (Fig. 6(b)) it benefits during underload
episodes and, as before, it is the first to be penalized during overload episodes.
In both implementations, note that sn

2 is also penalized when keeping on pe-
nalizing the LPS would be ineffective. Note also that during underload episodes
Pi = Bi is held for protected streams and therefore the system is rejecting more
requests than required, but some streams (HPS and BES) benefit from this extra
capacity.

5.2 Performance Under Non-stationary Traffic

In this section we study the transient regime after a step-type traffic increase
from 0.66λmax to λmax is applied to the system in scenario A when the LPS is a
protected stream. Before the step increase is applied the system is in the steady
state regime.

Figure 7 shows the transient behavior of the blocking probabilities. As ob-
served, the convergence period is lower than 1000 s., which is 10 to 100 times
lower than in previous proposals [2,3]. Note that the convergence period will
be even shorter when the offered load is above the system capacity thanks to
the increase in the probabilistic-adjustment actions rate, which is an additional
advantage of the scheme. Additional mechanisms have been developed that al-
low to trade-off convergence speed for precision in the fulfillment of the QoS
objective, but will not be discussed due to paper length limitations.
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6 Conclusions

We developed a novel adaptive reservation scheme that operates in coordination
with the Multiple Guard Channel policy but that can be readily extended to
operate with the Multiple Fractional Guard Channel policy. Three relevant fea-
tures of our proposal are: its capability to handle multiple services, its ability to
continuously track and adjust the QoS perceived by users and its simplicity. We
provide two implementations of the scheme. First, when the LPS has a QoS ob-
jective defined, which obviously must be met when possible. Second, when the
LPS is treated as a best-effort stream and therefore obtains an unpredictable
QoS, which tends to be “good” during underload episodes but is “quite bad” as
soon as the system enters the overload region.

The performance evaluation shows that the QoS objective is met with an
excellent precision and that the convergence period, being around 1000 s., is 10
to 100 times shorter than in previous proposals. This confirms that our scheme
can handle satisfactorily the non-stationarity of a real network.

Future work will include the evaluation of the scheme when operating with
other SAC policies, for example those for which the stationary probability dis-
tribution has a product-form solution. Another interesting extension would be
to base the adjustment of the configuration parameters not only on the deci-
sions of the SAC subsystem but also on predictive information, like movement
prediction.
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Abstract. Recent trends in computing have been driving the demand for mobile 
multimedia applications, specifically distributed virtual environments (DVEs). 
These applications must deal with the variable resource availability of both 
connection and client device in order to achieve real-time event communication. 
Relevance-based event filtering is used to explore event stream adaptation in 
response to variable QoS. Results show that the performance gains from such 
adaptation are inconsistent due to the irregular nature of event communication. 
Increased reliability is proposed through dynamic consideration of the resource 
requirements of the various adapted event stream solutions. 

1   Introduction 

Recent trends in computing show increasing demand for mobile multimedia, 
specifically distributed virtual environments (DVEs) [1, 2]. Such multimedia 
applications take advantage of the mobility afforded by wireless networking and the 
pervasive nature of mobile devices. For example, in the Savannah Project [3] a DVE 
was used over mobile devices as part of an augmented reality game, to help educate 
children about lions and the savannah. For such virtual environments distributed over 
wireless networks, the tension between the real-time resource requirements and the 
inherent variable resource availability of both connection and client device must be 
managed by the server. Application layer adaptation of data has been suggested to 
overcome this resource variability with both general [4, 5] and event-based data 
communication [6]. This paper demonstrates how relevance-based event filtering as a 
method of data adaptation should take resource requirements of event type streams 
into consideration when adapting to the currently available device and connection 
resources. 

2   Background and Existing Approaches 

Real-time distributed applications in the wireless domain can be examined from two 
main viewpoints: communication and application [7]. The communication aspect 
deals with those issues pertaining to the transport of data across the network, while 
the application aspect deals with the encoding, decoding and use of data before and 
after transport.  

The main resource requirement made of the communication aspect by DVEs is that 
data be transported in real-time. This requires a high quality of service (QoS) 
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requested from the network (high data throughput, low latency etc.) and the client 
(processing power, storage etc.). The 3rd Generation Partnership Project (3GPP) 
provides traffic classes for resource reservation in the sub-IP layers, including the 
“conversational” class meant for real-time transport [8]. Resource reservation is also 
provided in the IP layer through IntServ and DiffServ – in [9] the authors suggest the 
use of aggregated flows as the best way to provide the necessary QoS for event 
communication. 

There are three main issues with the use of such reservation schemes in the mobile 
domain, however. Firstly, due to host mobility, QoS cannot be guaranteed for the life 
of the session due to connection handovers [10, 11]. Although delays incurred by 
handover can be reduced, e.g. [10], longer term disruptions can be caused if the new 
base station does not have the same resources as the old one, e.g. in the case of 
vertical handoffs [10-12]. Secondly, the resources set aside by a base station do not 
guarantee that the mobile node will be able to use them, since the QoS actually 
achieved is variable [12-15]. Trade-offs at the lower layers, in response to changing 
interference and fading, can reduce link throughput, resulting in lower bandwidth 
available to the application. Thirdly, there is no guarantee that traffic which crosses 
autonomous systems will have the same resources set aside as those at the edge, i.e. in 
the case of internetworking. Dynamic resource management is suggested in the 
network layer as a response to this resource variability [12].  

Feedback of all such resource variability must be provided to the application layer. 
In session description protocol over session initiation protocol (SDP/SIP) [16, 17] 
resources are negotiated between peers during session setup, and re-negotiated during 
session run-time should conditions change. This capability to renegotiate without 
restarting a session allows the application layer to adapt to the variable network 
conditions inherent to mobile and wireless networking. Nonetheless, under SDP all 
the resources of the session need to be renegotiated, and not just those which have 
changed. The authors of [18] highlight the long delay in session renegotiation 
following a vertical handover while using SDP/SIP, while in [19] the End-to-End 
Negotiation Protocol (E2ENP) is provided as an alternative to SDP, where only 
relevant resources are re-negotiated. 

The application layer must respond to variable network resource availability by 
changing the resource requirements of the pending traffic (i.e. events). All types of 
DVE contain client and server components [6], where the role of the server(s) is to 
maintain a consistent state of the virtual environment across all participating clients. 
In the mobile environment this role expands to take resource variability and 
connection heterogeneity into consideration. In [20] the authors suggest that the 
server deal with varying latencies through buffering real-time updates. This, however, 
doesn’t deal with other variations in resources e.g. bandwidth. Event filtering methods 
can be used to cut down on the amount of data transmitted to certain clients in 
distributed virtual environments. Criteria for what is dropped can be based on spatial 
location in the gaming world, i.e. only transmitting data to players whose immediate 
environment is affected [21]. Interest in events can also be specified by clients, 
allowing them to choose event types which are relevant to them [21-23]. Another 
method suggests dropping obsolete events [6] i.e. events are dropped because their 
effect on the environment is contained in the effects of subsequent events. Methods 
can also be combined: the use of a two-tiered server network involving a separation of 
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relevance-filtering and bandwidth adaptation is suggested in [24]. In general, these 
filtering techniques try to reduce the resource requirements (specifically bandwidth) 
of the data that is to be sent across the network to the connected nodes, while 
maintaining a state consistency which is adequate for user interaction.  

This paper demonstrates through simulation that event filtering based purely on 
location relevance does not take into consideration the effect that changing levels of 
activity in the virtual world can have on resource requirements. Adaptation which 
considers the resource requirements of the potential adapted event streams is 
proposed; the resources of the event stream are conditioned to match those resources 
which are available on the network and client. 

3   Simulation Architecture 

The aim of these simulations was to explore location-relevance filtering as a way to 
adapt event communication based on variable QoS. A two-player version of the 
classic arcade game Bomberman was chosen as an initial study of adaptive multipoint 
communication, as multiplayer games are typical of expected real-time mobile 
multimedia applications [1, 2]. Scalability testing and related issues are to be explored 
in future work. The rest of this section describes the current simulation test-bed, with 
particular emphasis given to the event communication model and the adaptation 
algorithm, in the context of the client/server architecture used.  

3.1   Test-Bed Architecture 

To understand the adaptation, it is important to understand the context of the game 
architecture. Virtual environments consist of a collection of virtual objects, as 
discussed in depth in [7]; Bomberman’s virtual environment, or game world, is a 2D 
maze which is filled with piles of dirt and rocks. The aim of the game is to manoeuvre 
one’s avatar around the dirt and rocks, laying bombs to clear paths through the dirt, 
with the ultimate goal of blowing up the other player’s avatar and being the last alive. 
These objects are based on SharedObjects, from [7], since replicas of each exist at 

Fig. 1. Event flow between arrival on and departure from the server 
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participating nodes. To maintain consistency between replicas, attribute changes are 
distributed between peers. This event processing is described in more detail later. 

A client/server architecture was chosen for this implementation, as it the basis for 
all DVEs [6]. The internal components of this architecture, based on the OSI 7 layer 
model, are shown in Fig. 1. The game world is located on the application level, and 
identical copies are created on both the server and the clients when a session begins, 
i.e. during session setup the server establishes the initial state of the game world, and 
communicates this to the clients via an XML-based protocol. This part of the 
communication does not have real-time constraints.  For the purposes of these 
simulations, adaptation is only performed on event messages leaving the server. 

The state of the virtual world is maintained consistent across participating nodes, 
via event communication. When a client-side user interacts with the game world, the 
event is sent to the session layer where it is converted into XML and passed to the 
network layer for transmission to the server. On the server, the XML is parsed in the 
session layer, and passed up to the application layer, where it is assimilated into the 
server-side copy of the virtual world. After the simulation is updated, the event is 
passed to the adaptor (discussed in Section 3.2). Based on the client’s simulated QoS 
obtained from the session layer, it is updated with events as is deemed necessary by 
the adaptor. Note that in the standard version of the game there is no adaptor. 

The software was created using a combination of “off-the-shelf” and new 
components. Both the server and client were written in Java (J2SE and J2ME, 
respectively) using the NetBeans IDE due to Java’s widespread use among mobile 
devices [25]. XML was used as the basis for the event communication protocol 
because of its suitability for use with an object-oriented model. The protocol also 
included basic session setup capabilities because of the lack of readily available 
support for SDP/SIP in J2ME. Existing Java TCP socket classes were used because of 
TCP’s standard use in industry and as a basis for future studies involving variants 
which are more suitable to wireless communications. 

3.2   Adaptation 

The adaptation used changes how a client’s copy of the game state is synchronised. 
This is based on the relevance of the events to be sent to the client, and the current 
QoS available to it, as in the algorithm outlined in figure 3. QoS availability was 
simulated and followed a sawtooth pattern, continuously cycling between poor and 
good service, in order to see how the adaptation functioned in response to varying 
QoS. QoS values ranged from 0 (i.e. minimum resources needed for gameplay) to 1 
(i.e. optimal resources requiring no adaptation), with increments of 0.1 between. 

This adaptation was based on the notion that events closer to an avatar are more 
relevant and should be given more priority in distribution (Figure 2) [21]. “Player 
movement” events were deemed to have absolute relevance, regardless of location, 
since knowledge of other players’ locations is needed in order to play the game 
properly; thus these are added to the clients’ queues without being adapted. Similarly, 
if a client has QoS of 1 all events are sent as it has enough resources to process this 
data. If the client’s simulated QoS is between 1 and 0, however, the events are 
checked for relevance, based on their location relative to the client’s avatar (figure 2 
explains the notion of relevance based on location). The zone of influence varies in 
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size with the client’s simulated QoS; in other words, with more resources available, 
the zone is bigger and more events are sent; whereas with fewer resources, the zone is 
reduced in size and more events are adapted. The basic size was varied in the 
simulations, as is explained further in the results section. It is important to note that 
since these are foundational simulations, the client event queues work purely on a 
first-come-first-served basis, and are not priority based.  Further work is also to be 
conducted into the upper and lower thresholds of available QoS. 

An adapted event is one whose message is incorporated into a simulation wide 
update message. Rather than sending multiple smaller event messages, those deemed 
less relevant by the algorithm discussed previously, are dropped. The server then 
sends an update message, i.e. the current game state as viewed by the server, after a 
certain time interval, which varies with the client’s QoS. Thus, during a period of low 
QoS, instead of receiving many smaller event messages, the client receives one or a 
few larger update messages.  

4   Results and Interpretation 

Both the minimum size for the zone of influence, and the update interval were varied 
in the simulations to test the adaptation in a two-player environment. Baseline results 
were obtained from a standard version of the game, for comparison with the adaptive 
versions. Results were also verified using similar methods to those described in  
[26, 27]. 

4.1   Methodology 

The simulations were carried out on a host platform; the J2ME Wireless Toolkit v2.2, 
using MIDP v.2.0 [25], emulated the mobile device environment for the client 
software on two Dell Optiplex GX270 (Pentium 4 CPU running at 3GHz, with 1GB 
of RAM) desktop computers connected via a 100 MBps switched Ethernet LAN. A 
third such machine ran the server software (using J2SE 1.4.2_04 [25]). 

Fig. 2. Location based relevance filtering 
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Events were logged as and when they arrived and departed on all three nodes, along 
with their size, which client they pertained to, the time of arrival or departure, and the 
simulated QoS of the client at that time (NB: QoS values were recorded server-side 
only, since this is where their simulation occurred). The results used for analysis were 
based on the events sent and received from the perspective of the server, since this is 
where the adaptation took place. These results were verified by comparison of the 
recorded and captured logs, as well as comparison of logs from each node.  

The two variables under scrutiny in these experiments were the basic size of the 
zone of influence, and the time interval between sending game state updates. Event 
streams, which are dependent on user activity, were controlled by being recorded and 
re-used under test conditions seen in table 1, including a standard game with no 
 

Table 1. Values used in the experiments 

Test Update Timer 
(ms; 0…System Max.) 

Zone of Influence (basic size and max. extension) 
(movement units; 0…√200(max. distance)) 

1 n/a (Standard version of game) 
2 1000 
3 2000 
4 3000 
5 4000 
6 5000 

4 

7 2 
8 3 
4 (not repeated) 4 
9 5 
10 

3000 

6 

Server-side simulation state updated 

Event received from Client 

IF Event has preset relevance { 
 Event posted on all Client queues 
} 
ELSE { 
 FOR EACH Client { 
  IF Client has QoS of 1 { 
   Event posted on this Client’s queue 
  } 
  ELSE IF Client has QoS between 0 and 1{ 
   Calculate size of zone of influence 
   IF Event occurs within zone of influence { 
    Event posted on this Client’s queue 
   } 
   ELSE IF Event occurs in the zone of zero influence { 
    Event not sent 
    Client put on timer for state update 
   } 
  } 
  ELSE IF Client has QoS of 0 { 
   Event not sent 
   Client put on timer for state update 
  } 

} 

Fig. 3. Algorithm used to adapt events 
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adaptation. These values were chosen to allow exploration of basic trends for future 
follow-up. Event logging, which was incorporated in the software, was validated by 
capturing the network traffic using Ethereal [28]. 

4.2   Results Analysis 

Performance was measured based on the comparison of results from the adaptive 
version of the game with those from the standard version and with the simulated 
client-connection QoS values. Following this, logs of events sent by clients and 
received by the server were used to compare the performance of the adaptation using 
identical data. 

Results for the standard version of the game (“Test 1” in figure 4) show almost 
identical traffic patterns for the two clients; there is no differentiation between clients. 
This is as expected, since without adaptation, all events are processed by the server 
and sent on to all clients, without distinction. The only significant difference between 
the two is seen at session start, which can be attributed to the simulation setup phase. 
This phase is not synchronised by event, so a difference is not unexpected, and does 
not affect the rest of the stream, which the server distributes on a per event basis, 
producing the similar streams as in the charts. 

Results from the adaptive versions of the game (Figure 5) show that the event 
streams sent to each client are distinct. Over time, the amount of data that is sent to 
each client changes, as is seen in the charts with the variations in gradient. Thus, 
differentiation between clients is possible with this technique. Comparison with the 
simulated QoS, however, shows no correlation. Re-using the event streams sent from 
the client to the server shows how the different test conditions affect the adapted 
event streams sent from the server. Figure 6 shows a sample chart of the event 
streams produced using the same data set, under the four test conditions representing 
the extremes of the two variables – Tests 2 and 6 for update interval, and Tests 7 and 
10 for zone of influence. Typical of the results, this chart shows that the zone of 
influence has a greater effect on the event streams than the update interval. Figure 7 
shows a summary of the results, based on the overall data rate. Again, these charts 
suggest that the zone of influence has a greater affect on the data rates than the update 
interval does. Successful adaptation, however, would show a correlation between low 
simulated QoS and low data rates, but this is not the case.  

Fig. 4. Event traffic without adaptation 

Event Traffic Sent from Server - Standard Game

0

5000

10000

0 10000 20000 30000 40000 50000

Session Time (ms)

C
u

m
u

la
tiv

e 
E

ve
n

t S
iz

e 
(b

yt
es

)

Client 100

Client 101



66 S. Workman et al. 

 

Because of the nature of the gameplay, the user follows the centre of activity 
around the game world. All events are initiated, directly or indirectly, by the users’ 
intervention in the environment; furthermore, the users’ avatars are likely to locate 
near each other, as the goal is to blow up the other’s avatar. As such, the amount of 
activity outside the zone of influence is somewhat limited. This explains why larger 
zones of influence do not produce average data rates which are much different to 
those of a standard game, as the vast majority of events fall inside the zone and are 
thus sent to the client. An eleventh test condition was added to the simulations 
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Fig. 5. Sample event traffic for adaptive game with simulated QoS 
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whereby the minimum size of the zone of influence and its maximum extension are 
no longer the same. In this test the variation in the size of the zone of influence is 
more closely tied to the QoS; where maximum QoS is available, the zone of influence 
covers the entire game world; when QoS is at a minimum, the zone of influence is 
reduced to the immediate vicinity of the player’s avatar.  

Overall, these results show better correlation with the simulated QoS than the 
previous test cases, but imperfections still remain. Figure 8 shows a sample chart of 
these results, showing a short session created by data set 6. This chart shows very 
similar traffic for the two clients for the first 13 seconds even though their QoS values 
are at opposite ranges of the scale, following the same pattern as seen in figure 5. 
Differences are clear between 13 and 16 seconds, but the event streams seem to return 
to similarity following this. 

Examining the data streams for the adapted games shows the amount of activity 
within the zone of influence. Since events are sent directly if they fall within the zone, 
a large number of standard events would indicate a lot of activity within the zone, 
especially if the QoS were low. Figure 9 shows the individual traffic streams created 
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by each event type on each client. These individual event type streams go together to 
form the overall event streams as seen in Figure 8, determining the shape of these 
overall streams. Analyzing the period between 13 and 16 seconds which was 
highlighted in the discussion on figure 8, shows that client 100, which has almost full 
QoS (see figure 6), receives no update (“MINE_UPD”) events; this is as expected, 
since the size of its zone of influence covers most of the game world. Client 101, 
however, receives two update events and standard events in this period, indicating 
activity both within and without its zone of influence; client 101’s zone of influence is 
quite small as its QoS is also quite small. In this situation, client 101 would have 
benefited from a quick update sent immediately, and not put on a timer, which would 
have demanded less bandwidth, rather than the series of smaller “EXPLODE” events 
and update events which demanded quite a lot. If this had been the case, client 101’s 
overall event stream would have had a smoother gradient at this time, rather than the 
larger jump. Figure 10 shows how this would look. 

This example suggests a lack of consideration for the QoS requirements of the 
various streams. In the present algorithm, the zone of influence shrinks and grows 
depending on the QoS available; the user receives high detail over time nearby in the 
virtual world, and varying accuracy in the middle and long distances. Rather than 
reducing the number of events sent to the client to lower the overall QoS requirement, 
it may be possible to use a different event message which has smaller QoS 
requirements, as just discussed. Potential results could mean lower QoS requirements 
for the overall stream, while maintaining a higher number of events. To achieve this 
demands knowledge of the QoS requirements of the different event types; this will 
require further experimentation in the future. 

Fig. 9. Event type streams for data set 6, test 11 
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5   Conclusion and Future Work 

This paper has presented an exploratory study of the use of data adaptation for the 
variable resource environment of wireless networking. Simulation suggests that in 
order for relevance-based adaptation to work optimally it must take the QoS 
requirements of the different event type streams into consideration. For DVEs, this 
means that there must be a method of describing events and event streams in terms of 
the resources they require, in order to provide a set of event stream solutions which 
have a range of QoS requirements. The decision of how best to adapt the basic event 
stream can then be based on such a set of solutions and the resources currently 
available. Issues involved in this continued work will examine how best to 
characterize QoS requirements using different metrics, as well as simulating the 
dynamic resource profile of wireless networking. Scalability and cost/efficiency 
analyses of the adaptation using different distribution architectures are also essential. 
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Abstract. A mobile network is a set of IP subnets connected to the Internet 
through one or more mobile routers. When a mobile router moves into or out of a 
subnet, it suffers from the same handover problems as a mobile node does in the 
Mobile IP. A seamless handover scheme with dual mobile routers is proposed for 
a large and fast moving network such as trains. Each of the dual mobile routers is 
located at each end of the moving network for space diversity, but they perform a 
handover as one logical mobile router. Since one of the two mobile routers can 
continuously receive packets from its home agent, the proposed scheme can pro-
vide no service disruption time resulting in no packet losses during handovers. 
Performance evaluation showed that the proposed scheme can provide excellent 
performance for realtime service, compared with existing schemes. 

1   Introduction 

Mobile communication has become more popular due to the increased availability of 
portable devices and advanced wireless technology. In addition, the need for broad-
band wireless Internet connectivity, even on fast moving vehicles such as trains, has 
increased [1][2].  

The IETF Working Group for network mobility (NEMO) is currently standardizing 
basic support protocol for moving networks [3]. The nodes residing in a moving net-
work are attached to a special gateway, so-called mobile router (MR), through which 
they can reach the Internet. As like a mobile node (MN) in the Mobile IPv6, if a mo-
bile router (MR) changes its location, then it registers its new care-of-address (CoA) 
at its home agent (HA) with a binding update (BU). Through the MR-HA bidirec-
tional tunnel, the nodes residing in a moving network can continuously send and re-
ceive packets without perceiving that the MR changed its point of attachment. 

Recently, various multihoming issues have been presented in the NEMO Working 
Group. The multihoming is necessary to provide constant access to the Internet and to 
enhance the overall connectivity of hosts and mobile networks [4][5]. This requires 
the use of several interfaces and technologies since the mobile network may be  
moving in distant geographical locations where different access technologies are 
provided. The additional benefits of the multihoming are fault tolerance/redundancy, 
load sharing, and policy routing. 

This paper proposes a seamless handover scheme with dual mobile routers for a 
large moving network such as trains. Each of dual MRs is located at each end of the 
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moving network for space diversity. One of the two MRs can continuously receive 
packets from its HA while the other is undergoing a handover. This can support a 
seamless handover providing with no service disruption or packet loss.  

The remainder of this paper is organized as follows: In Section II, we discuss about 
handover for mobile networks. In Section III, we introduce a seamless handover 
scheme with dual MRs, and then in Section IV we evaluate the performance of the 
proposed scheme. Finally, we make a conclusion in Section V. 

2   Handover for Mobile Networks  

The NEMO basic handover consists of two components, L2 handover and L3 hand-
over. The term L2 handover denotes network mobility that is handled by the MAC 
(medium access control) and its support for roaming at the link-layer level, while the 
L3 handover occurs at the IP (network) layer level. Usually, the L3 handover is not 
dependent on the L2 handover, although it must precede the L3 handover.  

Fig. 1 shows the components of handover latency in the NEMO basic operation. 
The L2 handover at the link layer involves channel scanning, authentication, and MR-
access router (AR) association. The total L2 handover latency is about 150 to 200 
msec. The L3 handover at the IP layer involves movement detection, new CoA con-
figuration, and binding updates, which lead to about a 2 to 3 second handover latency. 
The L3 handover latency can be reduced by link-layer triggering or pre-registration 
schemes [6]. However, this handover latency can cause a service disruption resulting in 
packet losses. 
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Fig. 1. Components of handover latency in the NEMO basic operation 

 
Fig. 2 shows the L3 handover procedure in the NEMO basic operation based on 

Mobile IPv6. While an MR stays in an AR’s coverage area, the MR receives periodic 
router advertisement messages from the AR. If the MR does not receive any messages 
from the AR during a predetermined time, it sends a router solicitation message to the 
AR to confirm its reachability. Nevertheless, if the AR does not respond, the MR 
detects its unreachability to that AR and sends router solicitation messages to new 
ARs for re-association. If a new AR replies with a neighbor advertisement message, 
the MR receives the prefix information from the AR and forms an association with 
the new AR by creating a CoA. Then, the MR sends a BU to its HA. After receiving 
the BU message, the HA replies with a binding ACK message and then can deliver 
data traffic from a correspondent node (CN) to the MR via the new AR.  
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Fig. 2. The L3 handover procedure in the NEMO basic operation 

3   Seamless Handover Scheme with Dual MRs 

This section propose a seamless handover scheme with dual MRs for a large and fast 
moving network such as trains. Each of dual MRs, which associate with the same HA, 
is located at each end of the moving network for space diversity. One of the two MRs 
can continuously receive packets from its HA while the other is undergoing a hand-
over. 

3.1   Handover Procedure 

The dual MRs, called as Head_MR and Tail_MR, are located respectively at each end 
of a train. Two MRs act as one logical MR, but the Tail_MR plays a major role in the 
L3 handover, thereby this gives the HA an illusion that only one MR exists in the 
mobile network. 

Fig. 3 shows the handover procedure of the proposed scheme. When both MRs 
stay in the Old_AR’s coverage area, the Tail_MR communicates through the 
Old_AR, while the Head_MR waits for an impending handover. 

 

1. Phase 1: As the mobile network moves, the Head_MR reaches New_AR’s 
coverage area prior to the Tail_MR and then performs a handover. After the 
Head_MR receives the prefix information from the New_AR and associates 
with the New_AR by creating a CoA, it sends a proxy BU message to its HA. 
The Proxy BU message contains the Head_MR’s new CoA and the Tail_MR’s 
home address (HoA), instead of the Head_MR’s. This makes the HA to be un-
der the illusion that the Tail_MR moves into the New_AR’s coverage area. 
The Tail_MR, however, actually continues to send and receive packets in the 
Old_AR’s coverage area, thus packet loss can be prevented. After receiving 
the proxy BU message, the HA updates the binding and delivers packets to the 
Head_MR through the New_AR. When the Head_MR receives a proxy BU 
ACK message from the HA, it enters into the data communication mode and 
sends a handover completion message to the Tail_MR. The Head_MR in the 
data communication mode can send and receive packets in the New_AR’s 
coverage area. 



74 H.-D. Park et al. 

 

2. Phase 2: When the Tail_MR stays in the Old_AR’s coverage area and the 
Head_MR stays in the New_AR’s coverage area respectively, the Head_MR 
can send and receive data packets through the New_AR, and the Tail_MR may 
receive data packets destined to the Old_AR. 

3.  Phase 3: If the Tail_MR receives a router advertisement message from the 
New_AR, it performs a handover. Unlike the Head_MR, the Tail_MR sends a 
general BU message including its own CoA and HoA through the New_AR. 
After receiving a BU ACK message, the Tail_MR can send and receive pack-
ets through the New_AR. 

4. Phase 4: When both MRs stay in New_AR’s coverage area, the Tail_MR 
communicates with the New_AR, while the Head_MR waits for an impending 
handover. 

Fig. 3. Handover procedures of the proposed scheme (a) Phase 1, (b) Phase 2, (c) Phase 3, and 
(d) Phase 4 
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In the proposed scheme, the proxy BU and the proxy binding ACK messages are in-
troduced. The formats of these messages, however, are the same as those of the general 
BU and binding ACK messages in the Mobile IPv6. The only difference between the 
proxy BU message and the general BU message is about the content of the messages. 
That is, the Head_MR inserts the Tail_MR’s HoA into the Proxy BU message instead 
of its own HoA. Fig. 4 shows message flow diagram of the proposed scheme.  

Table 1 shows the binding information maintained in the HA. With the binding in-
formation in this table, two MRs act as one logical MR during handovers. 
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Fig. 4. Binding update messages for handover in the proposed scheme 

Table 1. Binding information in the HA 

           Binding 
Phases 

HoA CoA 

Phase 1 Tail_MR’s HoA Head_MR’s New_CoA 

Phase 2 Tail_MR’s HoA Head_MR’s New_CoA 

Phase 3 Tail_MR’s HoA Tail_MR’s New_CoA 

Phase 4 Tail_MR’s HoA Tail_MR’s New_CoA 

 
For outgoing packets to the Internet, the Tail_MR is configured as default router in 

the mobile network. When the Tail_MR can not communicate with the Old_AR, the 
Tail_MR will redirect or forward the received packets to the Head_MR. 

3.2   Condition for Application 

The proposed handover scheme exploits the difference between the handover execu-
tion time points of the Head_MR and the Tail_MR. In order to apply the proposed 
scheme for a moving network, the following condition should be satisfied:  

HOT
v

d >  (1) 

where d and v represent the distance between the two MRs and the speed of a moving 
network, respectively, and THO indicates the total handover latency during a handover.  
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Fig. 5 shows the relationship between the handover latency and the speed of a 
moving network for different distances between two MRs. The region under each 
curve indicates the range which satisfies the above condition (1). For example, an 
express train with 300 meters long, traveling at a speed of 300 km/hour, is large 
enough to apply the proposed handover scheme, even though the total handover la-
tency is assumed to be 3 seconds.  
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Fig. 5. The relationship between the handover latency and the speed of a moving network for 
different distances between two MRs 

4   Performance Evaluation 

This section compares the performance of the proposed handover scheme with the 
NEMO basic support protocol through analysis and simulation. Two critical perform-
ance criteria for realtime service are service disruption time and packet loss during 
handovers. 

4.1   Analytical Results 

Service Disruption Time. Service disruption time during a handover can be defined 
as the time between the reception of the last packet through the old AR until the first 
packet is received through the new AR. In this paper, we regard the service disruption 
 

Table 2. Parameter definitions 

Parameters Definition 

THO  Total handover latency 

TMD  Time required for movement detection 

TCoA-Conf  Time required for CoA configuration 

TBU  Time required for BU 

τ  Router advertisement interval 

RTTMR-AR  Round-trip time between MR and AR 

RTTAR-HA  Round-trip time between AR and HA 
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time as the total handover latency, THO. Table 2 shows the parameters for performance 
evaluation. 

As shown in Fig. 2, the total handover latency during a handover in the NEMO  
basic support protocol can be expressed as a sum of its components and signaling 
delays: 

THO   = TMD + TCoA-Conf + TBU 

                  = 2 τ + RTTMR-AR + RTTMR-HA                        

                   = 2 τ + 2RTTMR-AR + RTTAR-HA 

(2) 

where the delays for encapsulation, decapsulation, and the new CoA creation are not 
taken into consideration. Generally, the L3 movement detection delay, TMD, includes 
the L2 handover latency. 

Each of dual MRs in the proposed scheme suffers from the same disruption in ser-
vice during a handover as an MR does in the NEMO basic operation. However, in the 
proposed scheme, handovers of the Head_MR and the Tail_MR alternate each other, 
thereby the total service disruption time will be zero. Fig. 6 illustrates that one of the 
two MRs can continuously receive packets from its HA while the other is being en-
gaged in a handover.  

time
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Fig. 6. Handover relationship between dual MRs 
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Fig. 7. Comparison of the service disruption time 



78 H.-D. Park et al. 

 

Fig. 7 compares the service disruption time between the proposed scheme and the 
NEMO basic support protocol. We assume that the router advertisement interval is 1 
second, the radius of AR cell coverage is 1 km, and RTTMR-AR is 10 msec. As shown in 
this figure, the service disruption time of the NEMO basic is about 2 to 2.5 seconds, 
while the service disruption time of the proposed scheme is zero. This means that the 
proposed scheme can support a seamless network mobility for realtime service. 

Packet Loss Ratio. Since packet loss does not occur during the time when the CN 
traffic travels from the HA to an MR after the completion of the BU, the packet loss 
period during a handover can be expressed as THO - 0.5RTTMR-HA. Hence, using (2), the 
packet loss period can be given by: 

Tloss = 2 τ+ 1.5RTTMR-AR + 0.5RTTAR-HA (3) 

Also, the packet loss amount can be expressed as a product of the packet loss pe-
riod and the bandwidth of the Internet link: 

BWTL loss *=  (4) 

where L represents the packet loss amount, and BW  represents the bandwidth of the 
Internet link. In the case of the proposed scheme, there is no packet loss during a 
handover because Tloss is zero. 

Packet loss ratio (
lossρ ) is defined as the ratio of the number of lost packets during 

a handover to the total numbers of transmission packets in a cell. This can be also 
expressed as: 

(%)100×=
cell

loss
loss T

Tρ  (5) 

where Tcell is the time it takes an MR to pass through a cell. 
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Fig. 8. Comparison of packet loss ratio 
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Fig. 8 shows the packet loss ratio according to the speed of a moving network. In 
this figure, RTTAR-HA is assumed to be 100 msec. As shown in this figure, the packet 
loss ratio of the NEMO basic is proportional to the speed of a moving network, while 
the packet loss ratio of the proposed scheme will be zero regardless of the speed of 
the moving network. 

4.2   Simulation Results 

We compare the TCP/UDP goodput of the proposed scheme with those of the NEMO 
basic by simulation using NS-2. 

Simulation Model. Fig. 9 shows the network model for simulation. We assume that 
the coverage area of an AR is 250 meters in radius, and the ARs are 400 meters apart 
each other. Therefore, there is 100 meters overlapping area between the adjacent ARs. 
The router advertisement interval is assumed to be 1 second. In our simulation we 
consider the IEEE 802.11b as the wireless LAN. The link characteristics, (the delay 
and the bandwidth), are shown beside each link in the Fig. 9. With regard to the MR, 
we only consider a linear movement pattern where the MR moves linearly from one 
AR to another at a constant speed. Also, the distance between the dual MRs is as-
sumed to be 200 meters. 

We have simulated for two traffic types: UDP and TCP. For UDP, the 512-byte 
packets were sent repeatedly at a constant rate of 20 packets per second from the CN 
to a mobile network node (MNN) residing in the train. For TCP, FTP traffic was gen-
erated with a full window.  
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HA

25ms/10Mbps

Tail_MR Head_MRTail_MR Head_MR

IN
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Fig. 9. Network model for simulation 

Goodput. Fig. 10 and 11 compare the UDP and the TCP goodput behaviors between 
the proposed scheme and the NEMO basic, respectively. From these two figures, we 
note that the proposed scheme can provide a higher goodput in both cases of the UDP 
and the TCP, because the proposed scheme has no service disruption during hand-
overs. 
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(a) NEMO basic                                           (b) Dual MR 

Fig. 10. Comparison of the UDP goodput behaviors at the speed of 20 m/sec 
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Fig. 11. Comparison of the TCP goodput behaviors at the speed of 20 m/sec 

5   Conclusion 

This paper proposed a seamless handover scheme with dual MRs for a large and fast 
moving network such as trains. Each of the dual MRs is located at each end of a mo-
bile network for space diversity. One of the two MRs can continuously receive pack-
ets from its HA while the other is undergoing a handover. Therefore, the proposed 
scheme can provide no service disruption and no packet loss during handovers, which 
is very useful for realtime service. Performance evaluation showed that the proposed 
scheme can provide excellent performance for realtime service, compared with the 
NEMO basic support protocol. 

The additional advantages of the proposed scheme are as follows: no modification 
requirements for existing network entities except MRs, support for load balancing and 
fault tolerance in special cases, and applicability to non-overlapping networks as well 
as overlapping networks. However, the proposed scheme has some overhead in com-
parison with NEMO basic support. The overhead involves the cost to maintain dual 
MRs with additional signaling messages. 
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Abstract. A Service-specific Overlay Network (SSON) is a virtualization con-
cept proposed for customized media delivery in the Ambient Networks archi-
tecture [1]. The service specific media delivery network has to be constructed 
dynamically without prior knowledge of the underlying physical network. This 
process must consider unique properties, such as routing the media flow 
through strategic locations that provide special media processing capabilities 
(for example, media transcoding, caching and synchronization) inside the net-
work. In today's dynamic and mobile network environments establishing an op-
timal SSON with a reasonable time and message/traffic complexity is challeng-
ing. This paper proposes a pattern-based methodology to establish the SSONs. 
This scheme enables setting up SSONs on demand without prior knowledge of 
the network topology and where the media processing capabilities are located in 
the underlying network. A new pattern referred to as path-directed search pat-
tern is devised and applied to search for potential overlay nodes and to config-
ure their media processing functions accordingly. The scheme is implemented 
on a pattern simulation tool and the result shows that SSONs of high quality can 
be built with a reasonable time and message/traffic complexity. 

1   Introduction 

A Service-Specific Overlay Network (SSON) is an overlay network solution  
developed for media delivery in particular. Media delivery in mobile networks has 
some additional challenges, since the nodes are not fixed, the topology is not stable, 
and processing of media data within the network makes sense as bandwidth on the 
wireless links is still limited and expensive. 

Establishing service-specific overlay networks involves discovering network-side 
nodes that support the required media processing capabilities, deciding which nodes 
should be included in the overlay network and finally configuring the overlay nodes. 
Traditionally the list of nodes and their processing capabilities (services) are stored in 
a registry, which is queried during the overlay network setup to selected suitable 
nodes. However, the use of a registry for this information has serious limitations. One 
problem is that in dynamic networks, keeping an up-to-date registry is difficult and 
costly. Nodes with special services can join and leave the network with a high  
frequency.  

Even if it was possible to keep an up-to-date registry of special service nodes, scal-
ability will be a problem in big networks. The single point of failure that will be intro-
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duced by the registry and the administrative overhead are also problems worth men-
tioning. Automated node selection and configuration are also difficult tasks when es-
tablishing service-specific overlay networks across dynamic network infrastructures.  

The objective of this work is to develop a concept and implementation of a provi-
sioning and maintenance system for service-specific overlay networks. In this system, 
any node will be able to initiate a service discovery process, perform selection, and 
initiate configuration of the selected nodes. The proposed solution is a decentralized 
network management system that is based on a pattern-based paradigm [2]. By using 
patterns, the service discovery (i.e. the search for potential overlay nodes with the re-
quired media processing capabilities) and configuration of the selected overlay nodes 
is decentralized. 

The problem is formulated as follows: Given any source node and a set of destina-
tions, the system must setup an appropriate SSON based on an overlay network speci-
fication. The specification will state the number and type of media processing func-
tions required between the source and each destination node as well as the preferred 
position of the functions with respect to the source and destination. The service pro-
vided by a node is referred to as a function. In this work we mainly focus on media 
processing functions like caching, transcoding, and synchronization. However, the 
setup and maintenance system works also for any other type of overlay network. 

The paper is organized as follows: first we give some background on the overall 
SMART architecture for overlay networks and the pattern-based management para-
digm; second, the related work section studies various related overlay deployment 
systems. Then, the overlay provisioning system is described, and its scalability prop-
erties are evaluated through simulation. Finally, the paper discusses the results and 
concludes. 

2   Background 

2.1   SMART Architecture for Mobile Overlays  

In today’s Internet technologies, there is no common control layer which controls and 
manages the different resources and technologies of heterogeneous networks. The 
Ambient Networks architecture [1] defines the Ambient Control Space (ACS), which 
is a common control layer to all resources and technologies in networks. One function 
of the ACS is Media Delivery. The Smart Multimedia Routing and Transport Archi-
tecture (SMART) [14] aspires for guiding media flow through specialized network 
nodes to make use of their ability to cache, transcoded or synchronize multimedia 
data as appropriate. To achieve this functionality, SMART makes use of overlay net-
works. It defines the Overlay Control Space (OCS), which will take care of selecting 
the necessary media processing nodes and establishing an end-to- end overlay net-
work for media delivery. This overlay network is referred as Service Specific Overlay 
Network (SSON). Fig. 1 below shows the draft architecture for SMART [14], and how 
the service-specific overlay networks are used. 

Some of the nodes in the physical network support special services which are used 
to enhance media delivery. These nodes are referred to as Media Ports (MP). The 
source of the media flow is referred as a Media Server (MS) and the receivers are re-
ferred as Media Clients (MC).  
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The SSON is an overlay network whose nodes are the Media Server, Media Ports 
and Media Clients. Specifically for mobile environments, certain network side multi-
media processing functionality is helpful to get the best possible service to the mobile 
terminal. This paper proposes a scheme for dynamically establishing the media deliv-
ery SSONs by using a pattern-based network management paradigm [2].  

2.2   Pattern-Based Management 

Pattern-based management [2] is an approach to distributed management that aims at 
overcoming the limitations of centralized management. Its goal is to build scalable, 
robust and adaptable management systems.  

Pattern-based applications map network-wide operations into local operations that 
will be performed by managed nodes. These operations are distributed using commu-
nications patterns, which create an execution graph. In the case of monitoring tasks, 
local operations typically include the collection of statistics and the incremental ag-
gregation of the collected data. This aggregation is done in a parallel, asynchronous 
fashion across the network, whereby all nodes contribute to the computation. From 
the perspective of a network manager, a pattern provides the means to “diffuse” or 
spread the computational process over a large set of nodes. 

 
  OCS: Overlay Control Space   MS: MediaServer 
  OCI: Overlay Control Interface   MP: MediaPort 
  OSL: Overlay Support Layer   MC: MediaClient 

Fig. 1. The SMART SSON Architecture 

The main benefits of pattern-based management are that it (i) separates the seman-
tics of the task from the details of the distributed execution, (ii) enables building scal-
able management systems, (iii) facilitates management in dynamic environments, and 
(iv) does not require “a priori” knowledge of the network topology. Specifically the 
properties (iii) and (iv) are of major importance for mobile networks. 

Previous work on pattern-based management [13] has identified a particularly use-
ful pattern called the echo pattern. The defining characteristic of the echo pattern is its 
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two-phase operation. In the expansion phase, the flow of control emanates from a 
node attached to the management station. A spanning tree is created to contact all 
managed nodes and request them to perform local management operations. After exe-
cuting the local operation, the contraction phase starts. During this second phase, each 
node sends the result of the operations to its parent in the tree. The parent aggregates 
its result with its children’s and forwards the aggregate to its parent.  The global op-
eration terminates when the root of the tree has received and aggregated the results 
from all its children. 

The echo pattern dynamically adapts to changes in the network topology. It does 
not require global network information and thus scales well in very large networks 
like the Internet. Its time complexity increases linearly with the network diameter. 
The work presented in this paper improves the state-of-the-art of pattern-based man-
agement by proposing new patterns suitable for advanced overlay-network-
management. 

3   Related Work 

Various structured peer-to-peer overlay network establishment schemes have been 
proposed recently. Also, several research activities have studied topology aware over-
lay construction. The overlay network proposed in this paper is different from the 
above networks in the way potential overlay node are discovered and the network 
graph is constructed. The network graph construction scheme is not the focus of this 
paper. 

Touch et al. [8] define a Virtual Internet as a network of IP-tunneled links inter-
connecting virtual routers and virtual hosts providing full Internet capabilities at a vir-
tual layer. One implementation of the Virtual Internet concept is the X-Bone [10].  

Moreover, Bossardt et al. [9] have proposed a pattern based service deployment 
scheme for active networks, and Brunner et al. [15] have proposed a Virtual Active 
Network concept for dynamic service deployment, where the overlay setup is per-
formed by a centralized management system in an operator environment. 

The MBone [11] is a network layer overlay network running on top of the Internet. 
It is composed of networks that support multicasting. The purpose of this overlay 
network is to support audio/video multicasting. 

Tapestry [4], Pastry [5], CAN (Content Addressable Network) [6] and Chord [7]: 
Although their implementation varies, these four application layer overlays pursue the 
same goal, namely to implement a Distributed Hash Table (DHT). The overlay is 
viewed as a distributed database. Because nodes are interconnected in a well defined 
manner the DHT based overlays are sometimes referred to as structured overlays.  

4   Set-Up and Maintenance of Overlay Networks for Multimedia 
Services in Mobile Environments 

The setup and maintenance of overlay networks is typically not seen a big problem in 
fixed networks. However, in mobile and wireless network environments, topologies 
and network characteristics dynamically change all the time, making the setup and 
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maintenance a tricky problem. Additionally, the concept of overlay networks is a 
means of implementing service-specific routing, caching, and adaptation functional-
ity. The service-specific overlay networks are tailored towards the specific require-
ments of a media delivery service, and with it, the topology of the overlay network is 
also dependent on the service running within an overlay network.  

In the following, we assume a specific type of overlay for the transport of multi-
media data as described above in the SMART Architecture [14]. We assume that mul-
timedia processing engines are specialized network elements (potentially running on 
dedicated hardware). The multimedia flows must be forced to pass through those 
nodes, potentially in a certain order, to improve the end-to-end media service. So, 
only a relatively small set of nodes in the network is capable of running these expen-
sive multimedia processing functions. We call those nodes the potential overlay 
nodes. 

The proposed system consists of the following functions: (1) detecting potential 
overlay nodes, (2) selecting suitable nodes, (3) setting up the overlay network, (4) 
adding client nodes to the overlay network, and (5) maintaining the overlay in order to 
adapt to the changing network context, and user or service requirements. 

Even though we implemented all the functions based on the pattern-based ap-
proach, only the detection of potential overlay nodes and the clients joining an over-
lay are in the focus of this paper. The selection of suitable nodes is a matter of an op-
timization algorithm for service-specific requirements, such as using the cheapest 
overlay network, the overlay with the least number of hops, or an overlay network 
that is load-balanced, etc. The setup of the overlay is straight forward, once the nodes 
are known; they only need to be configured accordingly. The addressing and routing 
within the overlay are an orthogonal problem. 

Concerning the detection of potential overlay nodes, we assume overlay nodes 
storing the required overlay node parameters locally in a standard format. For in-
stance, a node stores the set of functions it can perform, for how many media flows 
this node can perform each function, and the cost for each function. (These are the 
primary parameters, depending on the service and future capabilities further parame-
ters might be of relevance.)  

Detecting potential overlay nodes involves probing each node for the required 
functionalities for the multimedia service, the available resources, and the cost. This 
means only nodes capable of hosting a virtual node with a certain function are found 
in that process. There are various ways to perform this search. Using a directory based 
approach, the node capabilities and resources would register with a well-known direc-
tory service. Clients/nodes that want to find a suitable resource or function will then 
query the directory service. The downside of this approach is that it is expensive to 
keep the directory up-to-date in the case of highly dynamic and/or mobile environ-
ments. For example, when the availability or other necessary information about a re-
source or function changes frequently, or when the node providing the service is mo-
bile, the update messages needed to keep the directory service up-to-date would in-
creases rapidly. Moreover, such directory-based services are typically not able to take 
the topological location of a resource or service into account, which prevents selecting 
resources based on the proximity of the end-to-end communication path. 
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We show that the pattern-based paradigm is a nice tool for discovering network-
side functions/resources. A pattern will determine which nodes should be probed. The 
pattern will also initiate the probing process as well as the gathering of information. 
Different patterns can be used for this purpose. The most basic one is the echo pattern 
(see the section above for a detailed description). The echo pattern starts from the re-
questing node and then expands towards the leaves (or any defined boundary) of the 
network. On the way back, when the pattern contracts towards the initiating node, it 
aggregates the results of the discovery. This serves the purpose of both detection of 
the network topology as well as discovery of potential overlay nodes. But, irrespec-
tive of the number of destination nodes in the overlay network, the echo pattern will 
flood the probing request throughout the whole network. A Time-to-Live (TTL) can 
be used for the flooding in case only local resources/services are of interest. 

A more suitable pattern is the path-directed search pattern proposed here. The basic 
idea of this pattern is to limit the scope of the search to a configurable area along the 
end-to-end path between the communicating peers. The search pattern uses a parame-
ter that defines the "distance" (e.g. in number of hops, delay, or any other measure, 
etc.) from the routing path that should be searched. This distance is also referred to as 
‘sideway expansion’. Depending on the type of resource or function that is searched, 
this parameter can be changed.  

Our pattern assumes to know the source of a multimedia service and a number of 
destinations, or regions where one or more receivers of the multimedia services are 
located. The path-directed search pattern starts from the source node and expands 
along the end-to-end routing path towards the destination nodes with a sideway ex-
pansion of a given distance (e.g. based on the number of hops, delay, etc.). After visit-
ing the nodes defined by the pattern scope, the pattern contracts towards the source 
node gathering the requested information (depending on the resources/service we are 
looking for). The sideway expansion parameter of the pattern controls the scope of the 
search and thus limits the number of nodes probed during the detection. Above all, it 
allows the discovery of network-side resources along a close approximation of the 
routing path. 

Fig. 2 shows a simple logical sequence of the pattern execution with sideway ex-
pansion of 1 hop on a small grid network. The pattern starts on the start node (Src). 
The state when the start node has sent an explorer to the next hop is called initializa-
tion state. Every hop along the routing path towards the destination (Dest) sends ex-
plorers to the next hop as well as sideways to all neighboring nodes (because the side-
way expansion is greater than zero).  The sideway expansion limits the reach of the 
explorers that are sent sideways. When the pattern reaches its sideway limit, it will 
start the contraction phase (back to the parent node along the routing path that started 
the sideway expansion). Nodes that have completed the pattern, but do not fulfill the 
requirements are colored blue (dark). Two of the nodes in the example are potential 
overlay nodes (PONs); this is indicated with the color pink (less dark). When parent 
nodes receive the results of their child nodes (contraction), they will start aggregating 
the information. Nodes in this state are shown with the color yellow (light gray). Fi-
nally, when the destination node (Dest) is reached, the pattern starts contraction from 
the destination towards the source. 
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Fig. 2. Path-directed Search Pattern Execution 

Fig. 3 depicts a scenario that illustrates the path-directed search scenario in a larger 
setting (as shown in the SIMPSON pattern simulator). The source node is node 110 
and the destination nodes are nodes 209, 200, 11 and 20. The tested nodes are colored 
(dark). The potential overlay nodes are colored pink (light gray). The path-directed 
pattern assumes that the path from source towards the destination is known (according 
to traditional IP routing on all the nodes), but the multimedia processing functions are 
not necessarily directly on the path – they can be located anywhere ‘along’ the path. 
The path-directed search pattern is ideal to find appropriate network func-
tions/resources (i.e. potential overlay nodes) along the end-to-end routing path from 
the source to the destination on-demand. I.e. whenever a particular network func-
tion/resource is required, the path-directed search pattern can be used to discover such 
functionality/resources. 

The access of a new client to a given overlay for the first time is another problem, 
where patterns can help to reduce the amount of messages. Again, the echo pattern 
can be used with a certain diameter to search overlay nodes within a certain region 
around the client’s network location. The path-directed search is helpful if the client 
knows the source, for example, the URL/DNS name of the source. In that case, the 
client can start searching towards the source with side way expansion in order to find 
another overlay node which might not be on the path, but nearby. If it finds an overlay 
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of the desired type, a virtual link can be established and the client is then attached to 
the overlay. However, the point of attachment and the service received at the attach-
ment point might be suboptimal. Therefore, the overlay topology and services should 
be regularly reconsidered. Overlay adaptation might also be triggered by the addition 
of a new client, but there we need to take into account the number of clients poten-
tially attaching per time unit in order to find a scalable solution. This implies that the 
parameters are service specific and depend on the purpose and scale of the overlay 
network. 

 

Fig. 3. The path-directed search pattern with sideway expansion of 1 hop 

5   Evaluation of the Path Directed Search Pattern 

The efficiency of the proposed pattern based scheme for the setup and adaptation of 
service-specific overlay networks are evaluated using the SIMple Pattern Simulator 
fOr Networks (SIMPSON) [3]. SIMPSON is a discrete event simulator used for im-
plementing, testing, and evaluating pattern based systems.  

Grid topologies with a node degree of 4 (except the nodes at the edges of the net-
work) were used in the simulations. The protocol and operating system delay, propa-
gation delay per hop, processing time on the nodes, and message size were taken to be 
4ms, 5ms, 0.5s and 1024 bytes respectively. These values are justified to be reason-
able estimates for the Internet in [12]. The link speed was taken as 10Mbs. 

5.1   Single Destination 

A set of simulations have been performed to observe the message complexity and the 
total number of nodes visited in a single destination scenario. The parameters used in 
the simulation were as follows: The simulation was done in the grid topology for dif-
ferent radiuses starting from radius = 5 hops to radius = 35 hops where the radius is 
the number of hops from the center of the grid topology to a corner. The number of 
nodes is given as (r) 2  + (r+1)2   where r is the radius of the grid. 
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For each sideway value, the simulation was run 100 times with the middle node as 
the source and a randomly chosen node as a destination for each pass. The results of 
this simulation are illustrated below. Larger sideway expansion values were not used 
for smaller radiuses because they would visit all the nodes.  

The percentage of visited nodes is computed out of the total number of nodes. The 
message complexity is plotted as compared to a pattern which will make a full search, 
i.e., probe all nodes. The echo pattern was used for the full search. 

Both graphs show that the path-directed search pattern uses around 1 to 10 percent 
of the number of messages and visits only about 1-10 percent of the nodes. The im-
pact of this enhancement for the quality of the overlay, by not visiting all the nodes, is 
shown below. 
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Fig. 4. Single Destination: (a) Percentage of Nodes Visited; (b) Percentage of Messages Used 
Compared to Full Search  

5.2   Multiple Destinations 

This simulation was performed to study the behavior of the pattern in a multi destina-
tion scenario. Again a grid topology with radius of 30 hops (1861 nodes) was used 
and the number of destinations was varied from 5 to 25 in steps of 5. For each number 
of destinations, 100 sets of randomly selected destination positions were used and for 
each position the simulation was run for sideway expansions of 0 to 5 inclusive. The 
results of the simulation are shown below. 
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Fig. 5. Multiple Destinations: Percent of Visited Nodes 
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5.3   Quality of the Service Specific Overlay Network 

This set of simulations has been performed in order to evaluate the performance of the 
pattern for service-specific overlay network construction. When selecting overlay 
nodes, we consider the price of using the required function on that node and the dis-
tance of that node from the source and/or the destination. As described earlier the re-
quirement specifies the type and number of functions needed in the path from source-
to-destination as well as their preferred position (as near-to-source, middle, near-to-
destination). The optimization is performed by using a weighted cost function. The 
following cost function was used in the simulations: 

;)max()max(

)25.025.05.05.0(5.0

distprice

distmeddistmeddistdestdistsrcpriceCost destsrcdestsrc

×
××+××+××+××+×=  

whereby src = 0.9, dest = 0.1, med = 0, when the requirement is ‘near-to-source’;  
src = 0.1, dest = 0.9, med = 0, when the requirement is ‘near-to-destination’; and  
src = 0, dest = 0, med = 0.25, when the requirement is ‘in-the-middle’.  
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Fig. 6. Multiple Destinations: Percent of Messages Used Compared to Full Search 

To make the result of this cost function meaningful, the distance is linked with the 
price. We assume that traversing the maximum distance will cost us as much as pay-
ing the maximum price. The maximum distance max(dist) is the maximum of the 
maximum distance from the source and the maximum distance from the destination of 
potential overlay nodes. It is computed after the pattern completed the search.  The 
price of each function ranges from 1 to 100 price units. 

The above cost function gives the cost of each detected potential overlay node and 
the nodes with the least cost will be selected for each function. As a measure of per-
formance, in constructing a service-specific overlay network using patterns, the qual-
ity of an overlay node is defined as follows: Quality = max(price)/Cost. Because we 
have set the maximum price to be 100, our formula reduces to Quality = 100/Cost. 

The cost is a superposition of the price of using the node and the node’s distance 
from the source and destination computed with weight based on the requirement. If a 
node has smaller cost then it will have higher quality. Also we define the quality of an 
overlay network as the average of the quality of its overlay nodes. We will later use 
this definition to interpret the result of the simulation. The following overlay specifi-
cation was used in the simulation: 
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An overlay network of the least price with one transcoder (f1) preferably 
near to the source, two cache machines (f2) preferably in the middle and 
another transcoder (f3) preferably near to the destination. 

A grid topology of radius 30 hops (1861 nodes) was used. The source node was the 
center node and the destinations were the 4 corner nodes. The potential overlay node 
density was varied from 25 nodes to 200 nodes in steps of 25. For each density, a ran-
dom placement with randomly chosen prices for each node was generated. Then the 
placement was randomly shuffled 100 times and for each placement the simulation 
was run for the sideway values of 0 to 5 inclusive.  

The simulation was also run for sideway value of 31 to determine the quality for 
full coverage In this case only the cost of the selected nodes was registered. The other 
parameters are taken from a simulation of the echo pattern for the same radius. Except 
for technical simplicity for batch processing, the number of potential nodes detected 
in this case is the same as running the echo pattern and it could have been done that 
way also.  

The quality of the overlay network constructed using the path directed pattern as 
compared to the one constructed using a full search is plotted below.  The quantities 
used for full search, for comparison, are obtained by using the echo pattern to probe 
all nodes in search for potential overlay nodes. The quantities shown are hence the 
best that can be achieved both number of message and time complexity wise as far as 
full coverage is concerned. This is because the echo pattern is the efficient way both 
message and time complexity wise for full coverage [2]. The plot of the quality of the 
service-specific overlay network is shown below in Fig. 7. 
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Fig. 7. Quality of SSONs 

6   Discussion 

The evaluation of the path-directed search pattern with respect to the number of nodes 
visited, as well as the message and time complexity gives an insight of the perform-
ance of the path-directed search pattern. We measured the percentage of the number 
of nodes visited in the single-destination pattern as compared to a pattern, which 
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makes a full search. The regressions of the curves show that the percentages of the 
number of nodes are proportional to the inverse of the radius of the network with a 
correlation coefficient of greater than 0.99. This evaluation depicts one of the main 
advantages of the path-directed pattern. Because the search is made only along the 
end-to-end routing path, the number of visited nodes does not considerably increase 
with the size of the network. 

It is worth noting that the perfect inverse relation is in part accounted to the charac-
teristics of the simulated networks. The number of nodes in the grid network is (r) 2  + 
(r+1)2   where r is the radius of the network, and in a pattern which makes a full 
search, all the nodes will be visited. Hence the number of visited nodes in a full 
search is O(r2). 

On the other hand, for a specified sideway expansion value, the number of nodes 
visited in the path-directed pattern is only directly proportional to the radius of the 
network, i.e., O(r). The percentage of number of nodes visited in the single destina-
tion pattern as compared to a pattern which will make a full search will then be in-
versely proportional to the radius of the network. 

The message complexity has the same property as the number of visited nodes. Be-
cause the message is generated by each visited node, the lesser the number of nodes 
visited the lesser the number of messages exchanged.  

The time complexity of the pattern (not shown in a graph) increases linearly with 
the radius of the network. The time complexity increases only slightly with the in-
crease in sideway expansion. This behavior is due to the parallel processing nature of 
the pattern. It has been proved analytically, in [12], that the echo pattern has a time 
complexity which is directly proportional to the radius of the network. Time-
complexity-wise, the path-directed search pattern obeys the same rule.  

The multiple-destinations pattern evaluation shows that using higher sideway ex-
pansion values results in a considerably higher number of visited nodes. For instance, 
when the number of destinations is greater than 20, more than half of the nodes in the 
network will be visited for sideway expansions of greater than 4 hops. 

The quality of the service-specific overlay network with respect to the stretch in-
troduced by the overlay and the price incurred are studied in a multiple destination 
scenario. The result shows that even with densities of potential overlay nodes as small 
as 1%, the quality of the network constructed using the pattern-based system can be 
more than 50% of the quality achievable if the overlay was constructed based on full 
information about the network.  

The quality with larger densities of potential overlay nodes is comparable with the 
maximum possible quality. For instance, with 95% confidence, the average quality 
achieved with a sideway expansion of 2 hops and a potential overlay node density of 
greater than 7% is greater than 80%. The average quality will be even greater than 
90% for this density with sideway expansion greater than 2 hops. 

However, choosing the sideway expansion without prior knowledge of the density 
is not possible, but can be learnt while using the pattern several times from the same 
location (source). Given a certain estimated density, and an optimality goal, the  
algorithm can derive an approximation for the sideway expansion using the numbers 
in Fig. 7. Note that the numbers are based on a certain topology and might not be eas-
ily extendable to any topology. 
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The issue of load balancing has not been further studied in this paper, but the 
choice of overlay nodes given a set of potential overlay nodes is an algorithm, where 
the load could be taken into account. So far we take only the availability of the re-
source and the price into account. Additionally, we can model the load by a flexible 
load-based pricing model on the nodes, and then our algorithm would immediately 
converge to a load balanced network. 

7   Conclusion 

The analysis of the pattern–based management approach and the evaluation of the 
path-directed search pattern in particular show that one can construct a service-
specific overlay network of high quality on demand, with only a small traffic/message 
overhead. Its ability to construct the overlay network without prior knowledge of the 
existing physical network topology and the available network functions/resources 
makes the pattern-based approach most valuable. 

There are still some issues to be addressed in using the path-directed pattern for 
service-specific overlay network construction. One open issue is security in the 
search, configuration, and reconfiguration process. Introducing authentication and au-
thorization mechanisms is important to prevent an unauthorized node from initiating a 
search pattern, sending false configuration information, or requesting a false recon-
figuration.  

Additional further work includes the use of the approach across administrative 
boundaries, the porting of the pattern to a real pattern system like Weaver [13], and 
studying the possibility to run the optimization algorithm decentralized including ap-
propriate management patterns. 
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Abstract. Multimedia applications, such as videoconferences, require an  
efficient management of the Quality of Service (QoS) and consist of a great 
number of participants which requires the use of multicast routing protocol. 
Unlike unicast protocol, multicast protocol handles a great number of users 
while minimizing both network overhead and bandwidth consumption. How-
ever, combining multicast routing and QoS guarantee is a hard challenging task, 
known as the delay and delay variation multicast problem. This problem is  
considered as an NP-complete problem, and is resolved only by heuristic  
solutions. In this paper, we propose a scalable multicast algorithm that tackle 
the delay and delay variation by exploiting the Hierarchic Tree construction 
concepts. In fact, the proposal algorithm guarantees QoS by: (i) reducing the 
network charge; (ii) decreasing the multicast delay variation. We compare the 
performance of our algorithm against the DDVCA (Delay and Delay Variation 
Constraint Algorithm) scheme and demonstrate lower multicast delay variation 
and efficient bandwidth utilization while maintaining lower time complexity.  

1   Introduction 

The demand for multimedia that combines audio, video and data streams over a network is 
quickly increasing. Among the most popular real-time interactive applications, videocon-
ferences and games require a considerable amount of bandwidth and a great number of 
participants. In this context multicast is regarded as a promising solution for group mul-
timedia applications. In fact, multicast is a bandwidth-conserving technology that 
reduces traffic by simultaneously delivering a single stream of information to thou-
sands of corporate recipients or groups. Multicast delivers source traffic to multiple 
receivers without adding any additional burden on the source or the receivers while 
using the least network bandwidth of any competing technology. Multicast packets 
are replicated in the network through routers enabled with multicast protocol and 
other supporting multicast protocols resulting in the most efficient delivery of data to 
multiple receivers possible. All alternatives require the source to send more than one 
copy of the data. Some even require the source to send an individual copy to each 
receiver. If there are thousands of receivers, even low-bandwidth applications benefit 
from using multicast. High-bandwidth applications, such as H.264 video, may require 
a large portion of the available network bandwidth for a single stream [1]. In these 
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applications, the only way to send to more than one receiver simultaneously is by 
using multicast. Several protocols were proposed in the literature [2], [3], [4], [5] 
aiming to propose a multicast protocol. However, the majority of them are not scal-
able, which means not adaptable to the networks of great dimension like Internet. By 
limiting the deployment of these protocols, the Internet is becoming the unavoidable 
network. Furthermore, these protocols work as best effort protocols [6], so they can-
not handle sensitive traffics such as video conference and real time game. Indeed, 
these applications require that all the destination nodes must receive the same data 
simultaneously; otherwise the communication may lose the feeling of an interactive 
face-to-face discussion. Thus it is important to sustain good QoS support while pro-
posing a scalable multicast protocol. This constraint is related to the multicast Delay 
and delay-Bounded Multicast Tree (DVBMT) problem [7]. Although this problem is 
considered as NP-complete hard problem, there are some heuristics that are proposed 
as a possible solution [7], [8].   

In this paper we tackle the DVBMT problem by proposing a novel scalable multi-
cast algorithm, which produces multicast tree while maintaining a good sustained 
QoS. The main idea is to combine a hierarchic tree construction with efficient multi-
cast grouping concepts. Firstly, like [9], we decompose the multicast group into local 
groups based on delay constraint and user’s station capacity. This allows us to have 
several groups with a reduced intra group delays. Afterwards, we select a server that 
minimizes the delay variation with the others selected nodes from each group. From 
the server’s set obtained, we choose a core nodes or rendezvous points. Finally, we 
use both the hierarchical trees and the core nodes to connect these multicast group 
members. Thus, we solve the DVBMT problem by decomposing the problem into two 
parts: (i) end to end delays which is solved by constructing local group with minimum 
delays; (ii) multicast delay variation solved by joining the hierarchic tree construction 
with the core nodes concepts.  

The rest of the paper is organized as follows: In section 2, we give an overview of 
QoS and multicast protocols. Section 3 presents details of the proposed algorithm. 
Then, in section 4, we evaluate the proposed scheme by simulation model. Section 5 
concludes this paper. 

2   Multicast and QoS Overview 

Algorithms for the tree construction in multicast protocols can be categorized as fol-
lows: Source-Based Algorithms (SBA) and Core-Based Algorithms (CBA) [10].  

SBA constructs a specific tree where the tree’s root is the source node and the 
leaves are the multicast group’s components. SBA is currently used as the tree con-
struction algorithm for Distance Vector Multicast Routing Protocol (DVMRP) [2], 
Protocol Independent Multicast Dense Mode (PIM-DM) [3], and Multicast Open 
Shortest Path First (MOSPF) [4].  

CBA is used in the context of many-to-many multicasts. Actually, the core-based 
algorithm selects a core node as multicast tree’s root. Afterwards, a tree rooted at the 
core node is constructed to span all members in the multicast group. Therefore it is 
very important to select the best core node as much as possible. Thus messages gener-
ated at the source are sent to the core node, and they are distributed to destinations 
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through this core node. Multicast protocols using CBA as a tree construction algo-
rithm include Protocol Independent Multicast Sparse Mode (PIM-SM) [5] and the 
Core-Based Tree (CBT) protocol [11]. The core-based algorithms are highly suitable 
for sparse groups and scalable for large networks. They provide excellent bandwidth 
conservation for receivers. 

In addition to the need of scalability, group based multimedia applications also de-
mand stringent QoS requirements such as bounded end-to-end delay, multicast delay 
variation and the efficient use of the bandwidth. The multicast end-to-end delay 
stands for an upper bound of all end-to-end delays associated with the paths from the 
source node to each of the destination nodes. The purpose of setting this parameter is 
to limit the time for message transmissions in the network. If the end-to-end delay 
exceeds the upper bound, the message will be counted useless. The multicast delay 
variation is the difference of the maximum end-to-end delay and the minimum end-to-
end delay among the paths from the source node to all the destination nodes has to be 
kept within. Enabling this parameter allows all the destination nodes to receive the 
same data simultaneously as much as possible. The issue first defined and discussed 
in [7] is to minimize multicast delay variation under multicast end-to-end delay con-
straint. In fact, the authors tackle the DVBMT problem by proposing a heuristic solu-
tion called Delay Variation Multicast Algorithm (DVMA). DVMA constructs at first 
the tree by considering only the end-to-end delay constraints. Afterwards, the tree is 
enhanced by considering the multicast delay variation constraint. At the end, 
DVMA’s algorithm returns a feasible tree, which minimizes the end-to-end delays 
and optimizes the multicast delay variation. Nevertheless, the main weakness of 
DVMA is time complexity. Actually, DVMA exhibits a high time complexity about 
O(plmn4), where in the worst case, the maximum value that p and l can take is equal 
to the maximum number of paths of the tree, m is the size of the multicast group M, 
and n is the number of nodes in the network. Accordingly, this time complexity does 
not fit in modern high-speed computer network environment.  Delay and Delay Varia-
tion Constraint Algorithm (DDVCA) presented in [8] aims to solve the DVBMT 
problem by proposing another heuristic solution with lower time complexity than 
DVMA. DDVCA’s algorithm is based on the Core Based Tree (CBT). In fact the 
authors propose to build the multicast tree around one core node, which is selected as 
the node with the minimum delay variation with all the others nodes present in the 
multicast group. Thus it has been shown that DDVCA outperforms DVMA in terms 
of the multicast delay variation of the constructed tree. Furthermore, DDVCA shows 
lower time complexity than DVMA, which is equal to O(mn2). Nonetheless, if we 
consider the network utilization, we see that DDVCA exhibits high network charge 
around the core node. In fact, all the multicast session’s packets transit through the 
core node, which leads to network congestion in the neighboring of the core node. 
Furthermore, when packets arrive to the core node from the sender, this last one re-
sends these packets to the leaves using a unicast routing protocol. Therefore, DDVCA 
looses the benefits of using a multicast routing protocol.  

To overcome these limitations, we propose an algorithm which allows efficient 
communication between the multicast group’s members by supporting QoS con-
straints. The proposed algorithm solves the DVBMT problem by constructing a hier-
archical tree based on delay and multicast delay variation. Firstly, we decompose the 
multicast members into a disjoint local groups based on their localization and their 
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response to application QoS requirement. Thus we obtain local groups with minimum 
intra-group delay. Afterwards, from each group a server is selected, where the server 
is the node that minimizes the multicast delay variation with the others group’s node. 
At this point we have the first level of the hierarchical tree. Secondly, we select a core 
node from the server sets, and this core node is the server which minimizes the multi-
cast delay variation with the others selected server. Here we are able to construct the 
second level of the hierarchical tree. In fact, based on this core node we build the 
autonomous domain (AD). The first AD contains a set of groups, where the delay 
from the core node to each group’s server is less than a predefined threshold. From 
the server sets that not belong to the first AD, we elect another core node. This second 
core node is the server that minimizes the delay with the first core node. Through this 
second core node we create another AD. Thus we redo the procedure of AD creation 
until we incorporate all the local groups into different AD. At the end, we construct a 
hierarchical tree with core-based algorithms. However, unlike DDVCA where the tree 
construction is based only on one core node, we extend this construction of the tree on 
several core nodes. This allows us to share out the network charge around different 
core node, leading to minimize the bandwidth consumption. Further we limit the use 
of the unicast mechanism only at the intra local group communications. 

3   Description of the Proposed Algorithm 

To illustrate the proposed algorithm, we will use directed graph ( )EVG ,=  to denote a 
network, where V is a set of nodes or routers and E is a set of directed links, respec-
tively. Each link ( ) Eji ∈,  is associated with delay ijd . The delay of a link is the sum 
of the perceived queuing delay, transmission delay, and propagation delay over that 
link. Here we note a path as sequence of nodes vkjiu ,,...,,, , where 
( ) ( ) ( ) Evkjiiu ∈,,...,,,, . Let ( ) ( ) ( ) ( ){ }vkjiiuvuP ,,...,,,,, =  denotes the path from node 
u to node v, so a simple path is a path where all its elements are distinct. At this point 
a multicast group GM ⊆  is constituted by m processes (participants) distributed geo-
graphically on the Internet network. Moreover, these processes participate at the same 
multimedia application such as videoconferencing. Note that, communication be-
tween two processes mi and mj can take different path. 

3.1   Local Groups’ Construction 

Considering the high number of participants in multicast group M, it appears essential 
to divide them into local groups according to their concentration in the various areas 
of the Internet. This decomposition allows to: (i) efficiently use the bandwidth; (ii) 
reduce the consumption of resources; (iii) optimize the delay; (iiii) ensure communi-
cations between processes. 

At first we begin by constructing the neighboring sets NSi for each process mi  
according to two conditions: the round-trip delay and packets Time to Live (TTL). 
Actually, each mi sends a request packet along its multicast groups by using the  
Internet Protocol (IP) multicast addresses. In the current IP multicast architecture, a 
globally unique class D is allocated to each group to identify the set of destination 
hosts belonging to the group. Through the responses obtained from the multicast 
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group, mi selects the process mj to include into the NSi by checking if the TTLij from 
mi to mj (decremented hop by hop) is not null and the Round-Trip Delay RTDij be-
tween mi and mj is less than a given threshold of delay SupD (1). In other word, the 
path from mi to mj is the shortest in terms of delay. According to this selection, we 
divide the multicast group onto a set of NSi with low intra-communication delays.  

{ }0&&/ fp ijijji TTLSupDRTDMmNS ∈=                                        (1)       

 

 

Fig. 1. Construction of local groups 

At this point, each mi has its own NSi. However, this is insufficient if we consider 
the different process’ capacities in terms of media unit processing time and the gener-
ated rate of media units, noted mpti and σi, respectively. In this context we must refine 
the NSi in order to take the process’s capacities into account. To this end, each mi 
carries out evaluations on its capabilities of processing and buffering of media units, 
in order to choose the mj which will constitute its new enhanced NSi. Here we note 
this enhanced NSi, by the transit group TGi. Thus each mi elects the mj process that 
composes its transit group according to both (2) and (3). In fact these two constraints 
allow that mi selects the other process in respect to its capabilities to handle data flow 
coming from its neighbors. Thus a process mi must be able to: (i) process all media 
units generated in the same time by its neighbors in a time duration not exceeding the 
time allocated to the processing of media units; (ii) store all media units coming on 
different paths between mi and its neighboring processes.  
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Where Bi represents the maximum buffer space available at the process mi, and Bij 
denotes the buffer size at mi and Cij is the path between mi and mj. Therefore, since mi 
founds that neither (2) nor (3) are feasible when adding another mj to the TGi, the 
process stops and the TGi is finalized.  

 Shortest path 
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Once transit groups are built, each process knows the members of its own set and the 
paths that connect it to them. However, some processes can belong to several transit 
groups at the same time. To solve this problem, a mechanism must take place to re-
move useless connections. Each process must broadcast its transit group to its 
neighbors. Once these packets are received, each receiver mi selects the maximum of 
the processes existing simultaneously in these groups of transit ( I

iTGj ji TGLG ∈= ). 
If a process belongs to several local groups, then this process is placed into the small-
est LGi in size. This allows to equally balancing the process number in these groups. 

Thus, the multicast group M is divided into local sub-groups (Figure 1). Each  
element of M belongs to only one local group. After that a local server and a  
secondary server are elected to represent each local group. In other terms, a process  
 

 
Let G=(V, E) a computer network and  M={m1, m2, …, mm}  a set of participants in group 
multicast M.  
Begin 

1. for each process Mmi ∈ do  //construct a neighboring set NSi of  mi 

2.  { }0&&/ fp ijijji TTLSupDRTDMmNS ∈=  

3. end of for each Mmi ∈ loop 

4. for each process Mmi ∈ do  //construct a transit group TGi of  mi 

5.   0,0 == Bσ  //σ and B are temporaries variables  

6.   for each process ij NSm ∈ do   

7.    ijj BBB +=+= ,σσσ  

8.     if 1* pimptσ  and iBB p  then { }jii mTGTG U=  

9.   end of for each ij NSm ∈  loop 

10. end of for each Mmi ∈ loop 

11. for each process Mmi ∈ do  // construction of local groups  

12.   I
iTGj ji TGLG ∈=  

13. end of for each Mmi ∈ loop 

14. for each local group LGi do  // election of local servers 
15.   elect local server Si and secondary server SSi  
16.  { }iSUΓ=Γ and k=k+1 

17. end of for each local group LGi loop 
18. for each local server Γ∈iS do 

19.   for each ij LGm ∈  do 

20.     Si joins mj by the path which has a minimum round-trip delay. 
21.   end of for each ij LGm ∈  Loop 

22. end of for each local server Γ∈iS  

End of the algorithm 

Fig. 2. Algorithm of local groups’ construction 
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communicates with the other participants of the multicast group only through the 
server of its local group. The local and secondary servers are the processes that  
minimize the multicast delays with the others process, meanwhile these servers must 
have the maximum processing capacity. Note that, the principal role of the secondary 
server is to replace the local server if this last leaves the multicast group or it crashes 
(break down). For completeness, we draw in Figure 2 the local group algorithm  
construction. 

3.2   Multicast Tree Construction Between Servers 

Let us consider k local groups are built and each group has its local server (Figure 1). 
Here Г= {S1, S2, ..., Sk} is the set of these local servers distributed in different networks. 
It is important to note that the number of these servers can be very high and several 
sources can belong to the same multicast group. Accordingly, it is necessary to build a 
multicast tree which links these servers while reducing the multicast group’s partici-
pants. In this context, like DDVCA, we propose the use of core-based tree. However, 
we based the tree construction on several core nodes instead of one, aiming to avoid 
congestion problem. These core nodes are selected from Г, by considering the servers 
which minimize the multicast delay variation with the others Г’s servers.  

Table 1. Packets and data structures employed 

Type Arguments function 
INIT adrSi: address of the local server Si 

TTL: Time to Live 
adrM: address of the group multicast 

initialization 
packet 

ACK adrSj: address of the sender Sj 
adrSi: address of the receiver Si 

acknowledgement 
packet 

SUCC adrSi: address of the new indicated core node  Si 
adrCNj: address of the core node predecessor of Si 
$: set of local servers which do not yet belong to any autono-
mous domains of core nodes already created 
MAT: matrix allowing to store the minimum delay between 
the elements of $ and core nodes in the multicast tree  

 
successor packet  

Initially, each local server broadcasts hop by hop an initialization packet INIT (Ta-
ble1) at the multicast group M address. All members of M that are not servers delete 
the received packet, while the other nodes (server Si) carry out the following 
operation: 

- Response to the sender server Sj with an acknowledge packet ACK. 

- Compute the minimum delay ( )ji SSd ,min  between it and Sj by using Dijkstra’s 

algorithm [12]. 

- Memorize the address of Sj and the value of delay ( )ji SSd ,min . 

Finally, each server Si calculates its multicast delay variation through: 

( ) ( ){ }kjSSSSdSSd kjkijiSi
≠Γ∈∀−= ,,/,,max minminδ   (4) 
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From this point each server exchanges the multicast delays variations values with 
the other local servers. Thus the server that minimizes the multicast delay variation 
will be elected as the first core node and noted CN1 ( { }Γ∈= iSCN S

i
/min

1
δδ ).   

Afterwards, the first core node CN1 builds its Autonomous Domain AD1 by select-
ing all local servers of Г that are accessible through a delay time lower than a given 
threshold of delay D (the threshold D is selected by taking account of the network 
extent). These allow us to build an Autonomous Domain with a minimum intra-delay 
communications. 

 

 

 

Fig. 3.  Hierarchical structure of multicast group 

Table 2. Delays between core nodes and servers of $ 

 Si Sj … 

CN1 ),( 1min iSCNd  ),( 1min jSCNd  

CN2 ),( 2min iSCNd  ),(min ik SCNd  

…   

 

Here, all the other servers that are not in CN1’s domain will be stored in $ such as 
AD1: $ = Г \ AD1. Then, CN1 stores the minimum delay between it and all servers of $ 
in the matrix MAT (Table 2). After that CN1’s AD is built, and CN1 gives the relay to 
another server in order to build the next AD. This is made by sending a SUCC packet 
to the nearest server Si belonging to $. In other words, Si is the server which mini-
mizes the delay with CN1 ( ),( 1min iSCNd ). Finally, CN1 joins the members of its 
autonomous domain AD1 via the shortest path tree while the root is CN1. 

Autonomous 
domains

CN1

CN2 

CN3

CN4

CN5

Core nodes 

Processes 
Local group 
Source 
Local servers 
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Meanwhile, when a local server Si receives a SUCC packet from CN1, this means 
that Si is promoted as new core node noted CN2. Accordingly Si carries out the follow-
ing operations: 

- Select all servers of $ (the set of servers which are not in the domain of CN1) hav-
ing a delay smaller or equal to the threshold D and put them into its autonomous 
domain AD2: ( ){ }DSCNdSAD ii p,/$ 2min2 ∈= . 

- Remove from $ the selected servers: $= $\AD2. 
- Remove the columns of the matrix MAT corresponding to the elements of its do-

main. 
- Add a line into MAT to store the minimum delay between it and all servers of $: 

which do not belong to any domain. 
- Search the smallest value of delays in MAT and take the pair (CNp, Sq) corre-

sponding to this value. In other terms, CN2 selects the server Sq which minimizes 
the delay with already created core nodes (CN1 or CN2). 

- Send a SUCC packet to the new core node Sq noted CN3. 

Finally, CN2 joins its domain members and the predecessor core node CN1 via the 
shortest path tree where the root is CN2. Once the new core node CN3 receives the  
 

Let Г= {S1, S2, ..., Sk} be a set of elected local servers. 
Begin 

1. for each local server Γ∈iS do 

2.   ),(min ji SSd = the minimum delay between iS  and jS , where Γ∈jS (the    

           minimum delay is computed by Dijikstra’ Algorithm) 
3. end of for each local server Γ∈iS loop 

4. for each local server Γ∈iS do      //calculate the multicast delay variation of iS  

5. ( ) ( ){ }kjSSSSdSSd kjkijiSi
≠Γ∈∀−= ,,/,,max minminδ  

6. end of for each local server Γ∈iS loop 

7. NewCN  iS , where  { }Γ∈= jSS S
ji

/min δδ     // the server which has a mini-

mal multicast delay variation represents the first core node 
8. $  Г, Predecessor  NewCN and SetCN  Ø 
9. while $ ≠ Ø do 
10.   CNi  NewCN, SetCN  SetCN U {CNi}, Pred(CNi)  Predecessor 
11.   ( ){ }DSCNdSAD jiji p,/ minΓ∈=    //CNi builds its autonomous domain 

12.   CNi joins member of its domain ADi and its predecessor Pred(CNi) by   
          the shortest path tree which root is CNi 
13.   $  $ \ ADi, removes ADi from columns of MAT and adds line corresponding to    
         { }$/),(min ∈iii SSCNd  in  MAT  

14.   NewCN  Sq and Predecessor  CNp, where   

          ( ) { }SetCNCNSSCNMATSCNd jkkjqp ∈∈= $,/),(min,min  

15. end of while loop 
End of the algorithm 

Fig. 4. Algorithm for multicast tree construction between local servers 
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packet SUCC, it makes the same thing as CN2. Note that the AD building process is 
ended when $ is empty or in other words, until all servers are connected to the multi-
cast tree (Figure 3). For completeness we draw in Figure 4 the multicast tree construc-
tion algorithm. 

3.3   The Time Complexity of the Algorithm 

In order to determine the complexity of the proposed algorithm, we consider the fol-
lowing lemma: 

Lemma. The worst case complexity of the algorithm is O[(k+1)n2
 ], where k is the 

number of selected local servers and n is the number of nodes in the network. 

Proof. The proposed algorithm time complexity is the sum of the time complexity of 
building the local groups (Figure 2) and the time complexity of building the multicast 
tree between the servers (Figure 4). On the one hand, the time complexity of building 
the local groups is in the worst case O(m2), where m is the participants’ number in the 
group multicast M. In fact, the time complexity of constructing a neighbouring set NSi 
of process mi (Figure 2, line 2) is O(m). Given that our algorithm executes the loop 
from line 1 to line 3 once for each process mi belonging to M. ( Mmi ∈ ), the time 

complexity of lines 1-3, therefore, is O(m2). Here, the transit groups are constructed 
from line 4 to line 10, so during one iteration of the outer loop (4-10), the lines 7 and 
8 are executed at most m times ( mNSMm ii p,∈∀ ). Accordingly, the time com-

plexity of lines 4-10 is O(m2). Further the loop from line 11 to line 13 constructs local 
groups. Since the time O(m) is required at most in line 12 (|TGi| << m), then the time 
complexity of lines 11-13 is O(m2). From this point the number of iterations required 
to elect local and secondary servers for each local group LGi is |LGi|. If one consider 
that m= |LG1| + |LG2| + … + |LGk|, then the time complexity of lines 14-17 is O(m). 
Finally, the time complexity of loop from line 18 to line 22 is O(km). Since m is much 
higher than k (m>>k), then the time complexity of constructing local groups is 
3*O(m2) + O(km) + O(m)= O(m2). 

On the other hand, it is easily observed that the execution time of the multicast tree 
construction algorithm (Figure 4) is mainly spent on the loop between lines 1 and 3, 
namely on calculating the minimum delay between local servers. The time complexity 
of computing these minimum delays by Dijkstra’s Algorithm is O(n2) [12]. Given that 
the proposed algorithm executes the loop from line 1 to line 3 once for each local 
server, the time complexity of lines 1-3, therefore, is O(kn2), where k is the number of 
elected local servers. Line 4 through line 6 compute the multicast delay variation for 
each local server Γ∈iS , so if we consider that the time O(k) is required in line 5, 

then the time complexity of lines 4-6 is O(k2). The design of the local server which 
has a minimal multicast delay variation as a first core node is in line 7. Thus, the time 
complexity required for execute line 7 is O(k). Here, the loop from line 9 to line 15 
connects all the local servers to the multicast tree. Line 11 requires k iteration to con-
struct an autonomous domain ADi for each selected core node CNi. In line 12 the 
selected core node CNi joins members of its domain ADi and its core node predecessor 
Pred(CNi), within a number of iterations less than k (|ADi| + 1 <k). Further line 14 
selects the new core node from the set of servers which are not belonging to any cre-
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ated autonomous domain through k2 times. Thereby, since the loop between lines 9 
and 15 is executed at most k times, then overall time complexity of lines 9-15 is 
O(k3). Finally, the time complexity of constructing multicast tree between servers is 
O(kn2) + O(k2) + O(k) + O(k3) = O(kn2), because n is much higher than k (n>>k).  

At this point by considering that O(m2) + O(k n2) = O[(k+1)n2], because the num-
ber of destinations nodes m is lower than the number of nodes in the network n, the 
overall time complexity of the proposed algorithm is O[(k+1)n2]. Since k<<m, then 
our algorithm shows lower time complexity than DDVCA, which is equal to O(mn2). 

4   Simulations and Analysis 

In order to evaluate the advantages of the proposed scheme, we have constructed a set 
of simulation using ns-2 (Network Simulator) [13]. We compare the proposed algo-
rithm with DDVCA. The simulations focus on the protocols’ abilities to maintain low 
multicast delay variation while minimizing the bandwidth consumption. During the 
simulation, we deliberately change the network topology by changing the network’s 
size (500 and 1000 stations) in order to evaluate the ability of the proposed scheme to 
suit different network configuration. Further, the destination nodes in the multicast 
group represent 50% of the network size, while 10 source nodes are chosen randomly. 
Each run consists of 100 second, where each source generates 20 (media units/s). 
Note that the media unit size is 500 bytes. For completeness the scheduling of multi-
media flows’ diffusion is shown in Table 3. 
 

Table 3. Scheduling of diffusion multimedia stream 

Sources 1 2 3 4 5 6 7 8 9 10 
Begin (s) 0 10 20 30 40 50 60 70 80 90 
End (s) 100 100 100 100 100 100 100 100 100 100 

 

  

Fig. 5. Multicast delay variation’s average 
500 stations 

Fig. 6. Multicast delay variation’s average 
1000 stations 

 
Figures 5 and 6 represent the multicast delay variation average when using 500 

and 1000 stations, respectively. It’s clearly seen that our mechanism outperforms the 
DDVCA mechanism in both situations. This is expected as our algorithm constructs 
both the local group and the autonomous domain according to the multicast delay 



 Multicast Tree Construction with QoS Guaranties 107 

 

variation constraint. In contrast DDVCA takes this constraint into account only 
through the choice of the core node. Furthermore, it is important to note that our 
scheme’s gain in multicast delay variation over DDVCA is roughly 1 sec, which is 
very high if we consider the case where the flows represent a video-based session. In 
fact, this translates into a high jitter entailing devastating consequences on the per-
ceived video quality at the receiver. 

 

  

Fig. 7. Bandwidth consumption 500  stations Fig. 8. Bandwidth consumption 1000 stations 

 
Figures 7 and 8 show the bandwidth consumption of both the proposed scheme 

and DDVCA. Note that these graphs are obtained by computing periodically (10 s) 
the packets’ number generated by both the proposed scheme and DDVCA. Actually, 
DDVCA uses more bandwidth than the proposed scheme. This is caused by the fact 
that DDVCA avoids using the unicast packets only between the senders and the core 
node. In contrary, the proposed scheme uses the unicast packets only in the  
intra-local group communication. Indeed, the unicast packets increase the bandwidth 
consumption.  

Additionally, to see the influence of the multicast group’s size, we have increased 
the number of nodes in the network (1000 stations). As indicated, it is easy to notice 
that the proposed algorithm is always better than the DDVCA.  

5   Conclusion 

In this paper we have proposed a novel multicast tree construction in order to solve 
the so called delay and multicast delay variation problem. The proposed scheme of-
fers an improved ability to minimize the multicast delay variation as well as the 
bandwidth consumption while having a lower time complexity. 

Simulations have shown that the proposed mechanism achieves numerous per-
formance gains over the DDVCA. In addition to minimize the multicast delay varia-
tion, the proposed scheme improves efficiently the bandwidth utilization by minimiz-
ing the packets’ number in the network. Furthermore, the proposed algorithm exhibits 
a time complexity lower than DDVCA, O(mn2) and O[(k+1)n2] respectively (k<< m). 
Our future works will focus on the implementation of our algorithm in real network 
configuration. Furthermore, we will also extend our proposal with a QoS manage-
ment-based such as Diffserv. 
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Abstract. This paper proposes a semi-reliable multicast protocol that aims to 
increase the quality of video streams transmitted in large-scale systems without 
overloading the video source and the communications network. This protocol, 
which is based on the IP multicast protocol and the MPEG standard, evaluates 
the necessity of retransmitting lost packets taking into account the capacity of 
the corresponding MPEG frames to improve the quality of the video stream. 
The proposed protocol relies on the neighboring receivers for retransmitting lost 
packets, resulting in much faster recovery, which is vital in order to receive re-
transmitted packets in time to be exhibited. Besides, this strategy avoids over-
loading the video source, making it more scalable than the traditional approach 
of retransmitting from the source.  

1   Introduction 

Real-time multimedia applications have been widely developed in many platforms 
and topologies. Internet and intranet structures employ more and more integrated 
networking services, where applications with different characteristics are executed 
using the same communication infrastructure and service models. However, the ordi-
nary communication infrastructure is risky to the quality of multimedia content due to 
the implementation of transmission policies, routing algorithms, packet discard strate-
gies and due to the complexity of media data formats. Networking infrastructures 
need mechanisms to improve and guarantee the performance of these applications. 
Physical limitations - e.g. router overload caused by directing and retransmitting data-
grams - may lead to the loss of information required by real-time and multimedia 
applications, affecting negatively their behavior.  

Distributed multimedia applications have singular requirements that are not found 
in other kinds of distributed applications. In videoconferences through the Internet, 
for example, the communication support is the main cause of low performance. An 
audio/video stream requires data to be received at the right moment and can handle 
some data loss. If a packet arrives too late it does not contribute to the exhibition, 
meaning that, for the viewer, the effect would be the same as if the packet had never 
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arrived. An acceptable amount of data loss in the audio/video stream can be handled 
without causing a significant loss of quality noticeable for the viewer.  

In the literature, there is a substantial amount of work on best-effort multicast for 
distributed multimedia applications and reliable multicast for applications that de-
mand reliable message delivery (i.e. fault tolerant applications). Between those two 
approaches lie the semi-reliable multicast protocols, which represent a more recent 
category of group communication protocols that are still maturing [12; 9; 11; 13]. 
Semi-reliable multicast is a communication paradigm in which data are classified, 
usually by the application, before being transmitted, establishing different importance 
or priority levels for error recovery (retransmission). 

This paper presents a semi-reliable multicast protocol which was designed to be 
more efficient and scalable than reliable protocols. This protocol was designed to be 
used by distributed multimedia applications based on groups (i.e. digital video multi-
cast). Through simulations, it is shown that this protocol is more efficient for use in 
large scale networks. The protocol is specified for video streaming multicast applica-
tions which use encoders that provide some kind of frame hierarchy, such as the 
MPEG standard, allowing the establishment of priority levels for frame recovery.   

It is important to emphasize that the proposed protocol is not intended to be em-
ployed as a complete multicast protocol for media transfer. In this paper, we propose 
and study the impact of a data recovery technique that can be combined with other 
protocols found in the literature in order to provide semi-reliable media delivery. 

This paper presents in section 2 the main characteristics of the MPEG standard. 
Section 3 describes the concept of semi-reliable multicast. The proposed protocol is 
presented in section 4. In section 5, experimental data is shown. Section 6 presents 
related proposals and, finally, section 7 presents the final conclusions and perspec-
tives for future work. 

2   The MPEG Standard 

The most widely adopted standards for video compression belong to the MPEG  
(Motion Picture Experts Group) family [5]. There are different standards, such as 
MPEG-2, for example, which requires transfer rates from 3 Mbps to 100 Mbps. The 
MPEG-2 compression algorithm is based on pixel correlation and translational 
movement correlation between consecutive frames. It takes into account that the  
pictures in an image sequence are very similar, except for disjoints due to movement, 
so it is possible do code a frame through calculating the movement vector related to 
the previous frame [13]. The output stream consists of three types of frames: 

 I-frames (Intra-coded): complete images individually coded; 
 P-frames (Predictive): coded frames with prediction related to the previous 

frame; 
 B-frames (Bidirectional): differences between the previous and the next frames. 

 

I PB P BB B

 
Fig. 1. IPB-frame Relation 
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The I frames are inserted in the output stream at a specific rate, with P and B 
frames between them. The I frames do not depend on other frames to be decoded, but 
they are necessary on P and B frame decoding. P-frames are needed on B frame de-
coding and they are based on forward prediction using the previous frame as refer-
ence, which can be a P or I frame. The P frame has a past movement reference vector, 
used as reference to the previous frame in the same position of the present one. B 
frames are based on backward prediction using the previous and the following frames, 
which can be I or P type. B frames have a forward movement vector, used as refer-
ence the next frame on the same position of the present one. This coding method 
makes some frames more important than others. If an I frame is lost during transmis-
sion, it will not be possible to decode the B and P frames that arrive before the next I 
frame. The relation between frames in an MPEG stream is shown in Fig. 1. Each GOP 
(Group Of Pictures) contains one I frame. A GOP is a set of frames where each one 
has the picture header and its present data. The GOP sequence is an N-sized sequence 
of frames between two consecutive I frames. 

3   Semi-reliable Multicast 

Semi-reliable multicast is a communication abstraction where not every packet is 
necessarily retransmitted when requested; only the most important packets for the 
application are given higher priority to be recovered. It means that the reliable deliv-
ery for a given set of packets which will be sent in a receiver group is granted only to 
a subset (i.e., the packets with higher priority). Reliable delivery means that a multi-
cast packet has to be delivered to every correct receiver (agreement property [7]). This 
guarantee can be obtained through an error correction mechanism (i.e. packet re-
transmission). For other packets (with lower priority), transmission errors will only be 
corrected if the network conditions allow it. If the conditions are not favorable, the 
delivery is based on best-effort, where the agreement property can be infringed. 

Packets to be multicast can be classified according to a hierarchy, based on some 
application semantic [11] or some rule from the semi-reliable multicast protocol itself, 
establishing importance or priority levels for error correction (selective retransmission 
[12, 9]). Error correction is made according to this property and to network state pa-
rameters (i.e. traffic, congestion, delay, and so on).  

3.1   Semi-reliable Multicast for Distributed Multimedia Applications 

Multimedia information transmission has a fixed rate and frames have to be received 
and rendered in the receiver with a similar rate to keep the original meaning of the 
sequence. Thus, each unit of information sent must be received within a certain time 
bound. Besides, the data loss ratio (which includes data delivered after the moment it 
was supposed to be rendered) should also be kept within the boundaries defined by 
the application. So, the quality of service (QoS) issue includes finding the boundaries 
through the networks for transmission errors and jitter.   

A traditional reliable multicast tool is not appropriate for multimedia multicast for 
many reasons. The retransmission strategy with timeout achieves reliability through 
latency increase. Multimedia applications can tolerate errors due to lost and corrupted 
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packets as long as they are kept within an acceptable limit. Thus, a multimedia trans-
port protocol demands semi-reliable delivery where delay is more relevant than deliv-
ering every packet of the set. Other kinds of applications can use semi-reliable multi-
cast for performance improvement. In [11], the author describes distributed multi-
player games as an example where obsolete messages can be eliminated without dam-
aging the final result. 

4   The Proposed Protocol 

The proposed protocol uses the frame hierarchy defined in the MPEG standard for 
semi-reliable multicast through classifying MPEG frames and encapsulating them in 
UDP packets. Once having the frames classified, error correction (lost packets re-
transmission) can be made by the sender (source) or by the receivers, according to the 
lost frame type (I, P or B) and to some network parameters (traffic, reception rate, 
congestion, etc). The idea is that every I frame is reliably delivered and P and B 
frames, specially the first one, are retransmitted (if a loss occurs) depending on the 
conditions of the transmission environment. The proposed protocol is based on ideas 
from ReMIOP [4] and some concepts presented in [10]. 

In order to develop this protocol, the following assumptions were made:  

 The environment presents no guarantees for message delivery. 
 Neither the source nor the receivers know the members of the multicast group. 
 The source sends one frame (I, P or B) per packet. 
 Each packet carries information about: the sequence number of the frame it con-

tains, the type of frame it contains and the type of the last eight frames sent. 
 Both source and receivers are able to send messages to and receive messages 

from the multicast group. 

The algorithm presented next describes the procedure to receive and send messages 
using the proposed protocol. In this algorithm it is assumed that when the sender de-
tects a lost packet it is able to know what kind of MPEG frame it was carrying. 

4.1   Protocol Description 

Frames (packets) are multicast directly to the group, without previous knowledge of 
its members. Receivers put all received packets in a buffer and deliver them to the 
application (lines 5-8). In line 6 the receiver cancels any possible retransmission re-
quest for the received message. Then, receivers detect a packet loss (line 12) through 
the search for blanks in the sequence of received packets, which is expressed by a 
sequence number. When a loss is detected, the receiver evaluates if it is necessary to 
request retransmission through a NACK message (lines 13, 18 and 19). This evalua-
tion is based on application QoS needs and network parameters. Application QoS 
considers relevance of the lost frames for media reproduction in the receiver and the 
usability of the lost frame by the time the retransmitted packet arrives at the receiver. 
Network parameters consider packet loss rate, congestion and acceptable delay.   

If a lost frame is considered relevant (lines 16-19) retransmission is requested 
through a NACK message which is multicast to the group (line 21). If the is not rele-
vant, the receiver ignores the lost packet. Any process (sender or receiver) which 
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receives a NACK and has the requested frame, evaluates again the parameters (lines 
33 and 36) and, if that is the case, multicasts it again to the group (line 38). Note that 
this QoS parameter evaluation for selective retransmission is made just for packets 
containing P and B-frames. Lost packets containing I frames are always retransmitted 
(lines 13-15 and 30-32). 

1. //RECEIVER’S ALGORITHM 
2. WHEN receives(m) 
3.    IF m.type = DATA {if receives a data message} 
4.      frame = m.type_of_frame 
5.       IF search_buffer(m.sender, m) == NULL 
6.         cancels_booked(NACKm) {cancels NACK for m} 
7.         adds_to_buffer(m.sender, m) 
8.         delivers(m) {delivers the message} 
9.       ELSE 
10.        cancels_booked(m) {cancels m retransmission} 
11.      END-IF 
12.      IF there is a missing message {recovery} 
13.         IF frame == “I” 
14.            wait(random(Tnack)) 
15.              multicast(NACKm) 
16.   ELSE IF still_relevant(frame) 
17.     loss_rate = get_loss_rate() 
18.            IF (frame == “P” AND loss_rate < 40%) OR 
19.               (frame == “B” AND loss_rate < 20%) 
20.                wait(random(Tnack)) 
21.                 multicast(NACKm) 
22.      END-IF  
23.  END-IF  
24.       END-IF 
25.   ELSE IF m.type == NACK {retransmission request} 
26.      FOR EVERY mn ∈ m.nacked 
27.         cancels_booked(NACKmn) {cancels NACK for mn} 
28.         mT = search_buffer(m.sender, mn) 
29.         IF mT ≠ NULL  
30.            IF mT.frame == “I” 
31.               wait(random(Trepair)) 
32.               multicast(mT) 
33.             ELSE 
34.                loss_rate = get_loss_rate() 
35.               IF(frame ==“P” AND loss_rate< 40%) OR 
36.                  (frame ==“B” AND loss_rate< 20%) 
37.                  wait(random(Trepair)) 
38.                  multicast(mT) 
39.           END-IF  
40.             END-IF  
41.          END-IF 
42.       END-FOR  
43.    END-IF  
44. END-WHEN 

4.2   Retransmissions 

The proposed protocol is based on the principle of retransmission made by the re-
ceiver, where the receivers share the responsibility of helping their peers to recover 
their losses [6]. To analyze the decision parameters, it was defined that the maximum 
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loss rate to require retransmission or to retransmit packets is 20% for packets contain-
ing B-frames and 40% for packets containing P-frames (lines 8-19 and 35-36). 

The loss rate at each receiver is calculated based on a sample sequence − a window 
with the N last multicast packets. The protocol counts, for every window, the number of 
missing packets based on the sequence numbers. So, the get_loss_rate function (lines 17 
and 34) calculates de percentage of lost packets for every N multicast packets.  

The frame relevance is verified by the still_relevant function (line 16), which 
checks if the missing frame is still valid, i.e., if the moment for the packet to be shown 
by the application has not passed yet. 

To avoid NACK or retransmission explosions the protocol employs a wait function 
that interrupts the execution during a random interval (whose superior limits are 
Tnack and Trepair respectively). When a receiver Ri is about to send a NACK, it 
waits for a random time Tnack (lines 14 and 20). If during this period Ri receives a 
NACK from another receiver Rj requesting the same packet, Ri cancels its NACK 
(line 27). In a similar way, when Ri receives a NACK and has the requested packet, it 
waits for a random time Trepair before multicasting this packet (lines 32 and 38). But 
if within this period Ri receives the requested packet, Ri cancels the retransmission 
(line 10). 

4.3   Exhibition Buffer and Retransmission Buffer 

An important issue related to the implementation of the proposed protocol is the exhi-
bition buffer management in the receiver to deal appropriately with indirect losses, i.e. 
the discard of B and P frames that occurs due to the loss of an I-frame. Two classes 
were created to store received packets: WaitElement and WaitWindow. The 
WaitElement class represents a set of received packets where the first one contains an 
I-frame - i.e. a GOP - preceded by two control fields: the I-frame sequence number of 
that set and a flag that indicates if the I-frame is in the auxiliary buffer that stores the 
packets of that set. Fig. 2 illustrates this class. 

The WaitWindow class represents a buffer that stores WaitElement objects. Packets 
that get to the receiver are put in the corresponding WaitElement, according to their 
sequence numbers. WaitElement objects are stored in the WaitWindow of the receiver, 
ordered by the sequence number of the corresponding I-Frame. Fig. 3 shows an exam-
ple of WaitWindow object for a given frame sequence with some missing frames. 

For each received packet containing an I-frame, a new instance of WaitElement is 
created and added to the WaitWindow object in the correct position, according to its 
sequence number. For packets containing P or B-frames, the WaitWindow object is 
searched for the WaitElement containing the I-frame that precedes the present frame. 
When it is found, the packet is added to the auxiliary buffer in the right position. 

If the loss of a packet containing an I-frame is detected, an instance of WaitEle-
ment is created with the sequence number of the missing packet and then its flag is set 
to false, indicating that the I-frame is not inside the auxiliary buffer. Thus, if it comes 
 

 

Fig. 2. WaitElement Class 
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Fig. 3. WaitWindow Object 

the time to show that set of frames before the I-frame arrives, the whole set is dis-
carded and the next set containing an I-frame goes to the exhibition buffer. 

This algorithm allows that by the time the frames are sent to the exhibition buffer 
they have already been reordered and that discards have been made. Retransmission 
also takes place employing the frames kept in the WaitWindow object, occurring until 
the time the frames are sent to the application for being rendered. Using this structure, 
each receiver must have one entity to take care of the frame sending to the applica-
tion. This is done by passing the frames from the WaitWindow to the exhibition 
buffer, which will be read by the application.  

Each receiver has a retransmission buffer that stores the last received packets 
(frames). The packets in the exhibition buffer are also used by the receiver to answer 
retransmission requests (NACKs). This buffer has limited size and older packets are 
discarded when the limit is achieved by the FIFO (First In First Out) method. 

5   Simulations and Results 

In order to evaluate the proposed protocol, we have simulated its behavior using the 
Simmcast [3] network simulator. In these testes, comparisons were made between the 
proposed protocol, an ordinary multicast protocol, a NACK-sending multicast proto-
col and a reliable multicast protocol in terms of error correction, recovering time, 
receiver overload and video quality factor [10]. The topology adopted for the simula-
tions, which was chosen with the intent of showing the adequacy of the proposed 
protocol for large scale networks, is illustrated by Fig. 4. 

Simulations were performed using the same conditions for all four protocols. The 
adopted parameters are (section 4.2): N=50, Trepair = Tnack = 200ms. 

In terms of lost packets recovery, the proposed protocol has presented an average 
of 81.7% of recovery against 2% of the multicast with NACK (simple retransmission) 
and 89% of the reliable multicast. The best performance from the proposed protocol 
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and the reliable multicast can be credited, among other features, to the receiver-based 
retransmission. The reliable multicast has achieved a better rate because it tries to 
recover every single packet, no matter the temporal relevance of the packet for the 
application. The recovering averages for each type of frame are shown in Table 1. 

It is convenient to compare the performance of the proposed protocol with the per-
formance of the reliable multicast protocol in terms of discards. The results are shown 
in Table 2. Based on these figures, it is possible to notice that the reliable multicast 
protocol recovers more frames than the proposed protocol but great part of recovered 
data is discarded. It means that the proposed protocol is more efficient, once the re-
covered packets are more often useful to the application by the time they arrive. 

   

Fig. 4. Topology used in simulations 

Table 1. Recovery per frame type 

% of recovered frames  
 I P B 
Proposed Protocol 81.7 82.9 61.7 
Multicast with NACK  1.0 2.1 3.4 
Reliable Multicast 97.0 100.0 71.0 
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Table 2. Discards 

% of discarded frames  
I P B 

Proposed Protocol 45,4 33,0 24,8 
Reliable Multicast 78,0 50,6 48,1 

Another important result observed in the simulation is that the majority (93%) of 
recovered packets for the proposed protocol come from other receivers, instead of the 
source. This causes an improved performance in recovering time. For the topology 
shown in Fig. 4, the proposed protocol had an average recovery time of 95ms against 
140ms of the reliable multicast and 962ms of the simple retransmission multicast. 

A very satisfactory result obtained with the proposed protocol was the NACK sup-
pression: an average of 39% of the NACKs were suppressed. The results show that 
the rate increases when the receiver is more distant from the source, as shown in 
Fig.5. This happens because the receivers that are closer to the source detect the 
losses more quickly and send their NACKs before the more distant receivers.  

The reception rate obtained by the proposed protocol is shown is Fig.6. This fea-
ture varies according to the distance from the source. 
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Fig. 5. Suppressed NACKs vs. distance from the source 
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Fig. 6. Reception rate 
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Another parameter used in the evaluation was the Video Quality Factor (q), de-
fined in [10]. This parameter consists in a metric based on the GOP structure to 
evaluate video quality. The formula, showed in equations 1 and 2, takes into account 
direct and indirect losses. Direct losses are the ones caused by losing the frame itself. 
Indirect losses are caused by the loss of another frame; for example, a P or B frame 
which cannot be exhibited because there is an I frame missing. It is important to high-
light that this metric claims to evaluate video flow information transport, not video 
quality from the point of view of the observer. 

 10, ≤≤
∗+∗+∗

∗+∗+∗
= q

NaNaNa

xaxaxa
q

TBBTPPTII

BBPPII
 (1) 

where: 
 j: Represents the frame type (I, P or B) 

 xj: Represents the number of  j-frames received and exhibited 
 NTj: Represents the total number of j-frames in a GOP 
 aj: Represents the relative coefficient (j-frames in the GOP) 

and 
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N
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where 
   NIj:  Represents direct and indirect losses caused by the loss of the j-frame. 

The proposed protocol, as shown in Fig.7, has presented a better performance com-
pared to all the other tested protocols, despite not recovering as many frames as the 
reliable multicast protocol. This result was obtained due to the selective discard of 
packets containing less relevant frames. 
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Fig. 7. q Factor vs. distance from the source 

6   Related Work 

It is possible to find in the technical literature papers proposing a few semi-reliable 
multicast protocols. The WAIT protocol [9], for example, is designed to adjust itself 
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to different quality requirements of a multimedia session and to reduce the network 
load, providing an improved quality of service for applications exchanging data 
through the Internet without relying on routers to do so. The problem with this ap-
proach is that, in order to form a group, the receivers must have information about the 
topology of the network, which reduces the scalability of the protocol. 

SRP [12] (Selective Retransmission Protocol) uses a specific decision algorithm 
for each application to determine if a retransmission request for a lost packet should 
be answered or not, adjusting the loss and latency levels according to the application. 
Just a percentage of the lost data is retransmitted. The amount of retransmission de-
pends on QoS factors including total losses, latency RTT (round trip time), network 
congestion and quality required by the user. 

An approach based on semantically reliable multicast protocols is presented in 
[11]. The proposed model for a reliable multicast protocol eliminates obsolete mes-
sages to sustain a higher throughput. The idea is that message obsolescence is only 
used to avoid network congestion. When the buffer occupancy gets beyond the estab-
lished limit, the protocol searches for obsolete messages in the buffer and purges 
them. When the buffer occupancy gets back to normal, the protocol gets reliable 
again. Both source and receiver can purge obsolete messages from their local buffers. 
The results show that this protocol can improve the throughput stability even with 
limited performance receivers. 

PRTP (Partially Reliable Transport Protocol) [13] presents a partially reliable ser-
vice that does not insist on recovering every error. Instead, it recovers part of lost data 
and improves packet delivery, allowing applications to exchange a controlled amount 
of loss for better throughput. This implies that the application itself must define a 
minimum reliability. When the parameter level of reliability is above the limit, the 
receiver does not ask for retransmission and sends a positive ACK. If a packet is lost, 
the receiver checks if the reliability level is above the limit. If it is, the receiver sends 
an ACK.  

Yavatkar and Manoj have proposed a quasi-reliable multicast transport protocol for 
transmitting multimedia information in large scale [14]. The authors state that, due to 
the nature of multimedia communication, the protocol must use forward error correc-
tion to avoid delays inherent to flow-based and error control techniques.  

SRM (Scalable Reliable Multicast) [6] is a reliable multicast protocol in which the 
retransmission system of the proposed protocol is based. In this protocol, every time a 
loss is detected, a NACK is sent to the whole multicast group and any member having 
the packet can retransmit it. To avoid duplicated NACKs or packets, the node estab-
lishes a random time before sending them. If the node receives the packet or NACK it 
was about to send, it cancels the sending process. 

PRMP (Polling-based Reliable Multicast Protocol) [1] is a reliable multicast proto-
col with a source-based recovery mechanism. This protocol tries to solve the problem 
of limited scalability through an election-based mechanism that avoids implosion. 
Receivers are chosen in carefully planned moments in a way that, despite different 
RTT sets, the feedback packet rate at the source does not exceed source or network 
capacity. 

These protocols are complete solutions, with congestion and flow control mecha-
nisms. The proposed protocol is a simpler idea which experiments the concepts of 
receiver-based retransmission combined with selective discards. In a near future, we 
intend to provide a complete protocol with congestion and flow control mechanisms.  
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7   Conclusion 

This paper presented a protocol to improve video data delivery through the network. 
Based on MPEG standard and multicast technology, this protocol guarantees reliable 
delivery of all video frames or part of them. Its good performance is obtained by a 
receiver based retransmission method that uses selective discard of lost packets ac-
cording to the relevance of MPEG frames contained in them.  

In comparison to ordinary multicast and NACK sending multicast, it is possible to 
notice that the proposed protocol is more efficient in large scale networks and it has 
better results for receivers that are at a bigger distance from the source. 
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Abstract. New requirements of service-oriented fault management are analyzed 
and a framework MDFM (Multi-Domain Fault Manager) is proposed in this pa-
per to solve the service fault localization problem in multi-domain context. Dif-
ferent from current solutions, our approach decomposes SLS (Service Level 
Specification) based on network capability, and monitor service performance in 
each domain along the end-to-end path. As a result, MDFM can localize the ap-
proximate domain rapidly on which the root cause resides, therefore causative 
region is narrowed down and computation cost for fault analysis is reduced. 
Faults on both server and client sides are considered in MDFM. A prototype has 
been implemented to prove the feasibility and efficiency of our service fault 
management framework. 

1   Introduction and Motivation 

As Internet migrates gradually to a Service Oriented Architecture (SOA), Service 
Providers (SP) find out that Internet service has the potential to bring great profits. 
Thus various Internet services appear, such as Video on Demand, IP TV, VoIP and 
other multimedia services. In order to maintain regular customers and attract new 
users, it’s necessary for SPs to provide QoS (Quality of Service) for their services.  

Fault management is crucial for service QoS guarantee. Service unavailability or 
performance degradation may cause SLA violation. Therefore, SP desires for a ser-
vice fault management mechanism, which can perform fault localization and adopt 
countermeasures as quickly as possible to reduce the service down time and perform-
ance degradation period. 

In general, an Internet service scenario comprises three parts: server/server farm, 
client and the network. Consequently, service unavailability or performance degrada-
tion may be caused by the faults in the server side, client side or network. Service-
oriented fault management should take all these aspects into account, and justify who 
will be responsible for the service failure. 

Current Internet services are un-managed or managed by SPs in a non-standard and 
proprietary way [6]. The private service management can merely deal with the intra-
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net failures due to the lack of network related information. With regard to the network 
part, present network is divided into several domains (or Autonomous Systems, AS) 
and belongs to different Network Providers (NPs). End users reside in different geo-
graphical regions and most modern services may delegate parts of capabilities to other 
services distributed in the network. Therefore, service traffic may span several do-
mains. 

Multi-domain environment incurs a number of problems for fault management: 
Different NPs have proprietary network fault management systems without open 
interfaces for others to retrieve precise information. Thus a certain network element 
failure is only visible for the NP who governs the corresponding domain, though the 
failure may propagate to other domains and incur a number of alarms there. Intui-
tively, fault analysis should be performed in all domains to locate the root cause. 
However, such method is time-consuming. Before a fault analysis process is initiated, 
it is necessary to narrow down the causative region so as to shorten the time and im-
prove the accuracy of fault diagnosis. 

Therefore, it is necessary to build a universal fault management framework capable 
of end-to-end fault diagnosis for commercial operation of Internet services in multi-
domain context. 

Kong et al [6] suggested that the approaches taken in telecommunication industry 
offer a sound framework for defining Internet service management. However, there 
are still significant differences between service fault management and traditional 
network fault management: 

− Stable Scenario vs. Dynamic Scenario: Network fault management considers 
network elements, thus it has a relatively stable view of the network. However, 
services face the dynamic management scenarios. Due to the distribution of ser-
vice subscribers and the frequently changing routing information, different ser-
vices traverse dissimilar network nodes and links, thus have diverse network to-
pologies and management scenarios, which is also mentioned in [1]. 

− Whole View vs. Partial View: Network fault management has a whole view of 
all the failures in the network. While in service fault management, failures out-
side the end-to-end path of the service ought not to be observed by the service 
manager, even if they affect the service performance. 

− Different Alarm Types: Network element malfunction is the major alarm type in 
traditional network fault management. But in SOA, performance degradation is 
also a symptom which needs to initiate a fault diagnosis process. 

− Different Layers involved: In traditional network fault management, fault diag-
nosis is focused on lower layers (physical and data link layers). But the fault di-
agnosis in SOA reaches through to application layer. 

In order to fulfill the new requirements of service-oriented fault management, 
MDFM (Multi-Domain Fault Manager) is proposed in this paper, providing a sound 
framework for multi-domain service fault management. By SLS (Service Level Speci-
fication) decomposition and monitoring, causative region is narrowed down rapidly to 
a certain domain. In addition, MDFM takes both the end systems and the network into 
account. A prototype is implemented and proves that MDFM can locate the root cause 
quickly to prevent service performance from degradation. 
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The rest of the paper is organized as follows: Section 2 gives a brief overview of 
current research work related to service fault management. We elaborate on MDFM 
in section 3. The prototype of MDFM along with the experiment results is presented 
in section 4. The whole paper is concluded in section 5 with the future work. 

2   Related Work 

Most solutions from Industry focus on the service fault management inside SP’s intra-
net region. It may attribute to the absence of network related information. HP 
(Hewlett Packard) laboratory brought forward a series of solutions for Internet service 
fault management: Darst and Ramanathan [7] proposed a methodology and measure-
ment instrumentation for managing the end-to-end ISP service performance. Caswell 
and Ramanathan [8] proposed to use service model for Internet Service health man-
agement. Bayesian network is employed by Alexandre et al [9] to assess the overall 
health of the service and to detect anomalies. Besides HP, IBM releases his business 
service management product, Tivoli [10], which can perform event correlation across 
multiple environments to identify the root cause of the problem. These solutions con-
centrate on the service management of SP’s intranet, servers, applications and infra-
structure components. They are insufficient because they fall short of addressing the 
network impact on services. In practical situation, faults of network elements along 
the end to end path have a great impact on services’ performance. 

In academia, the focus is on service fault localization algorithms and methodology. 
Andreas and his partners propose service oriented event correlation in [5] and demon-
strate its importance in service fault management. However, reference [5] also merely 
focuses on intra-provider resource, and service fault management is performed within 
SP’s intranet region. 

Steinder and Sethi [2] point out that end-to-end service fault localization is a ne-
cessity for service management. In [3], a belief network is used as a probabilistic fault 
propagation model (FPM), and Bayesian reasoning technique is applied to perform 
fault localization. Steinder and Sethi extend their previous work in [4] and propose a 
distributed fault-localization technique to solve the end-to-end service fault localiza-
tion in multi-domain environment. By contrast with aforementioned solutions, net-
work faults are the major concern of [4] and no failures on the server side or the client 
side are considered. Furthermore, as pointed out by Steinder, accurate propagation 
patterns and relationships among network events are difficult to be obtained and 
maintained. Thus in [4], fault localization must be performed in all domains to find 
out the most likely hypothesis, which is time-consuming and inefficient in practical 
management system. 

3   Multi-domain Fault Manager – MDFM 

In the following we present our Multi-Domain Fault Manager (MDFM), which can 
fulfill the requirements of service fault management and solve the fault localization 
problem in multi-domain context. The framework of MDFM (Multi-Domain Fault 
Manager) is illustrated in Fig. 1, comprising Agents on both the server and the client 
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side, and Fault Analyzer corresponding to each domain (composed of Alarm Collec-
tor, SLS Monitor and Fault Diagnostic Toolkit). SLS Decomposer and Monitoring 
Task Generator depicted in Fig. 2 are outside the Fault Analyzer, yet provide funda-
mental support for service fault diagnosis, thus they are also regarded as important 
parts of MDFM. 

 

Fig. 1. MDFM Framework 

 

Fig. 2. SLS Decomposer 

MDFM is a portion of our QoS provisioning architecture, QoSJava [13], which can 
provide an end-to-end QoS for users in IP network with heterogeneous QoS mecha-
nisms and network devices. MDFM is responsible for finding out the root cause of 
service unavailability or performance degradation, and remedying the situation as 
quickly as possible to guarantee the QoS commitment. User’s QoS requirement is 
specified in an SLS (Service Level Specification), which is the technical part of SLA 
(Service Level Agreement). If the subscribed SLS is admitted, monitoring tasks are 
generated and network devices are configured. When a service failure is reported to 
Alarm Collector, Agents and Fault Analyzers of all domains along the end-to-end 



 MDFM: Multi-domain Fault Management for Internet Services 125 

 

path cooperate to find out the root cause. The capability of each component and the 
whole process of fault localization are described below. 

3.1   Agents on Server Side and Client Side 

Internet service is hosted in a server or server farm. Faults may occur in server side, 
including hardware malfunction, unavailable sub services, excess resource utilization 
resulted from huge amount of request attempts and so on. All these factors may cause 
service unavailability or performance degradation on the server side. In these cases, 
SP bears responsibility for SLA violation. 

Users use their computers to obtain services. Service provisioning on the client 
side needs proper functioning of all layers in the protocol stack. Thus Service per-
formance perceived by an end user is also affected by the performance of his com-
puter. When the user executes too many programs, which devour CPU and memory 
resource, the speed of the computer is lowered down, and the service performance 
may degrade subsequently. Sometimes the client side has a narrowband connection, 
but the user subscribes a broadband service. Yet the user may still complain to SP 
about the service, though actually he is accountable for it. 

Therefore, status of both sides needs to be monitored. Agents resided on both sides 
collect this information, including CPU usage, memory consumption, and number of 
open files or run state of a process or a thread. Status of the service can be gained by 
mapping processes and threads to applications [11]. Agent is an entity which reports 
service status about the server farm or client host. Our framework places no restric-
tion on agent’s implementation. In fact, SP can build up his own service management 
system for internal service fault management, and only needs to provide interfaces for 
our Fault Analyzer to collect the information of service status. Therefore, current 
solutions of HP, IBM and other enterprises can be integrated into MDFM. In our 
prototype, agent seems like a task manager of Windows with extended capabilities. 

3.2   SLS Decomposer 

When subscribing a service, user needs to sign a SLA with the SP. SLS is the techni-
cal part of SLA. User’s QoS requirements of Internet service is depicted in SLS in 
terms of technical parameters quantifying network capabilities. Modern Internet ser-
vice may delegate some capabilities to other services. In this case, service provision-
ing involves multiple SPs, which makes the situation complicated. In fact, the service 
which delegate capabilities can also be regarded as a service subscriber. Thus the 
scenario is divided into several sub-scenarios consisting of a single SP and a single 
customer. SLS is signed between each SP-customer pair. We focus on the sub-
scenario and call the end-to-end SLS as a global SLS, its formal definition is given by 
the following tuple: 

( , , , , , , , , )QoSReq SrcIP DesIP BW Class Delay LossRate Jitter StartTime EndTime
GlobalSLS QoSReq  

The parameters contained in the tuple can be extended as needed. At present, the 
following items are defined: Source IP Address ( SrcIP ), Destination IP Address 
( DesIP ), Bandwidth required ( BW ), Traffic class of the service ( Class ), End-to-end 
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delay ( Delay ), End-to-end packet loss rate ( LossRate ), End-to-end jitter ( Jitter ), the 
time when the contract begins to take effect ( StartTime ), and the time when the con-
tract begins to expire ( EndTime ). 

Global SLS may traverse several network domains with different capabilities. Thus 
we propose a PDB (Per-Domain Behavior) based SLS decomposition technique in 
[14]. PDB [12] is a term from Diffserv and is used here as a representation of network 
capability, such as delay, packet loss rate and jitter between edge-router pairs in a 
certain domain. PDB information can be obtained from monitoring statistics. Based 
on the PDB information, GlobalSLS is decomposed into several SLSs corresponding 
to each domain along the end-to-end path, which are called single domain SLS. For 
example, the end-to-end path crosses m domains, then GlobalSLS is decomposed 
into m single domain SLSs,  ( 1,2,... )iSLS QoSReq i m∈ = , in which iSLS  corresponds to 

domain i . 
If domain i  has sufficient resource, iSLS  will be admitted by domain i . 

GlobalSLS is admitted iff all iSLS  in the end-to-end path is admitted. Thus far, user’s 

QoS requirement is divided among network domains according to their network capa-
bilities and each domain is responsible for fulfilling its commitment. 

3.3   Monitoring Task Generator 

If a global SLS is admitted, Monitoring Task Generators (MTG) will generate corre-
sponding monitoring tasks for all single domain SLSs in the end-to-end path. Because 
different network domains may adopt heterogeneous QoS mechanisms and equipped 
with diverse network devices, which lead to different monitoring methods, MTG 
generates monitoring task for a domain according to its QoS mechanism. TaskGen is a 
function mapping a single domain SLS iSLS  to a monitoring task iT  to be performed 

in domain i . A monitoring task generation process for DiffServ domain is described 
as follows, and the parameters’ semantics are listed in Table 1: 

Table 1. Semantic of parameters 

Item Description 
Address The tuple represents the monitoring location 
SrcIP IP of Ingress router to be monitored 
SrcPort Port of Ingress router to be monitored 
DesIP IP of Egress router to be monitored 
DesPort Port of Egress router to be monitored 
Class Class of the service 
Gold Gold service, similar as EF traffic class in DiffServ 
Silver Silver service, similar as AF traffic class in DiffServ 
Bronze Bronze service, similar as BE traffic class in DiffServ 
MonTime The tuple represents monitoring task’s schedule 
StartTime Start time of the monitoring task 
EndTime End time of the monitoring task 
Interval Interval of collecting monitoring data 
Param The tuple represents monitoring task detail 
Throughput Throughput between Ingress router and Egress router 
Delay Packet delay between Ingress router and Egress router 
Jitter Packet jitter between Ingress router and Egress router 
LossRate Packet loss rate between Ingress router and Egress router 



 MDFM: Multi-domain Fault Management for Internet Services 127 

 

: i iTaskGen SLS T

( , , , )iT Address Class MonTime Param ( , , , )Address SrcIP SrcPort DesIP DesPort

| |Class Gold Silver Bronze ( , , )MonTime StartTime EndTime Interval
( , , , )Param Throughput Delay Jitter LossRate  

As presented in Fig. 2, SLS monitoring tasks will be deployed in SLS Monitors of 
all domains along the end-to-end path. SLS Monitor in a certain domain is responsible 
for measuring the performance of the SLS portion resided on that domain. 

3.4   SLS Monitor 

SLS Monitor in each domain monitors the single domain SLS admitted by that do-
main. Fig. 3 depicted the detail structure of SLS Monitor. Network Element Monitor 
employs the measurement approaches built on routers to surveil the network elements 
in the domain, such as Netflow and SAA provided by Cisco routers. Network Element 
Monitor stores the data in Monitoring Database. SLS Analyzer, comprising SLS Data 
Collector, SLS Data Aggregator and SLS Performance Checker, relies on these statis-
tics to assess the service performance and to determine if the SLS is violated. Since 
the edge router pair is specified in the single domain SLS, SLS Monitor depends on 
Routing Analyzer to find out the intra-domain edge-to-edge path for the managed 
service. In practical network, the route between domains is relatively stable, thus we 
assume that in SLS’s period of validity, the single domain SLS traverse the same edge 
router pairs. For example, single domain SLS iSLS  situated in domain i  has ingress 

edge router isrcER  and egress edge router idesER  for domain i . Routing Analyzer 

finds out the path for iSLS  in domain i , say 1 2( , , ,..., , )i i i i in ipath srcER R R R desER= . The 
SLS monitoring workflow and the analysis approach are anatomized in our previous 
work [15]. 

By SLS Monitor, the approximate causative domain can be localized rapidly. 
When an alarm is reported to the Alarm Collector indicating a failure happened to the 
managed service, the monitoring statistics of its related single domain SLSs provides 
the information about the probable root cause location. If the delay or loss rate be-
tween two edge routers in domain i  is abnormally high, and other SLS monitors re-
ports normal status, then the root cause occur in domain i  with a high probability. In 
our implementation, the Policy Server provides policies for the delay bound and the 
loss rate bound in several network load conditions. For instance, in the medium load 
condition, the delay bound and the loss rate bound are mdelay and mloss , the monitored 

delay and loss rate in domain i  is id and il . If a SLS traverse domain 1...i m=  and 

reports anomalies, the delay and loss rate in domain [1, ]i m∈ , 1i md delay ε− >  or 

2i ml loss ε− > , and the delay and loss rate of other domains are within the constraint, 

then the probability of root cause in domain i  is very high. 
Network Element Monitor may also report anomalies for SLS Monitor such as link 

failure, node failure or link utilization threshold is reached. In this case, SLS Monitor 
analyzes which services are affected by the failure and tries to take countermeasures 
to prevent the services’ performance from deteriorating. For instance, demand Net-
work Management System to initiate a traffic engineering process to change the rout-
ing of the service traffic. 
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Fig. 3. SLS Monitor 

3.5   Alarm Collector 

Alarm Collector (AC) is analogous to a complaint department. Service failure alarms 
are reported to AC indicating faults or congestion happened. Event correlation [5] is 
used to compress the number of alarms. Then the typical alarms are sent to Fault 
Diagnostic Toolkit and initiate a fault diagnosis process. In our prototype, alarms are 
classified into Performance Alarm (PA) and Network Element Alarm (NEA). Per-
formance Alarms are relevant to service performance, such as server is not reachable, 
server access is too slow, images of the movie cannot be recognized and etc. Network 
Element Alarms are similar to the alarms of traditional network management system 
indicating a certain network element failure is observed. Since NEAs have a great 
impact on service performance, they will be forwarded to SLS Monitor to determine 
which services are influenced and to take countermeasures, as is called Impact Analy-
sis in [5]. 

3.6   Fault Diagnostic Toolkit 

Fault Diagnostic Toolkit (FDT) starts a fault diagnosis process when alarms are re-
ported. As mentioned in section 2, service unavailability or performance degradation 
has several probable causes, from server side, client side or the network. Therefore, 
the fault diagnosis in FDT consists of the following steps: 

Server Side Analysis: Obtain the status of server or server farm from the Agent on 
the server side. If the server side is in a normal condition, go to client side analysis. 
Otherwise, inform the SP to cope with the service failure. 

Client Side Analysis: Get the service status information from the Agent on the client 
side. If user’s computer turns out to be highly occupied or other errors happen on the 
client side, the user should bear the responsibility. In this case, FDT will inform the 
user about the faults and guide him to retrieve services of good performance. If noth-
ing is abnormal on client side, go to network analysis. 
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Network Analysis: Analysis of this stage means that the root cause may happen in the 
network. FDT retrieves the Global SLS corresponding to the alarm, and delivers it to 
SLS Monitor. Cooperating with SLS Monitors in other domains along the end-to-end 
path, SLS Monitor retrieve monitoring data of each single domain SLS. FDT relies on 
these statistics to determine the approximate root cause position. If an abnormally high 
delay or packet loss rate is observed in the monitoring statistics of a certain single  
domain SLS, say iSLS , the root cause occur in domain i  with a high probability. Thus a 

fault analysis process is initiated in domain i . The network elements along the intra-
domain path of iSLS  in domain i , say 1 2( , , ,..., , )i i i i in ipath srcER R R R desER= , are likely to 

be out of order. Sometimes service failure is not caused by these network elements, but 
by fault propagation from other network portions. Current fault localization techniques 
can be employed to cope with this case. Thanks to SLS Monitor, the causative region is 
narrowed down quickly and the accuracy of fault localization is increased. 

Though in the initial phase FDT retrieves the Global SLS and the status of each 
domain in the e2e path, it consumes a little resource because the action only relates to 
information retrieval, and the fault localization algorithm, the most time-consuming 
part is not performed. Fault localization is started only after the causative domain in 
narrowed down. Moreover, each domain is monitored separately and the fault local-
ization is done in a few domains instead of the whole network, thus MDFM is scal-
able in large network. 

4   Implementation 

A prototype of MDFM is implemented in a National 863 project of China. As a vital 
part, MDFM is responsible for localizing the root cause and taking countermeasures 
rapidly when service failures or performance degradation happens, as a result the 
user-perceived service down-time is reduced and the service quality is guaranteed. 
The tesbed is presented in Fig. 4, consisting of five domains with heterogeneous QoS 
mechanisms and network devices of different vendors. More than 20 routers are de-
ployed in the testbed, and some of them are omitted in Fig. 4 to improve visibility. 
Fault Analyzer is deployed in each domain. 

When Video Conference (Netmeeting) service is ongoing, interface 172.16.12.0 is 
manually disabled and enabled several times to simulate a link malfunction. To pro-
duce a congestion situation and cause performance degradation, we use RouterTest 
instrument manufactured by Agilent and Iperf [16], an open source bandwidth man-
agement tool as traffic generators. Iperf injects packets in router 11.11.11.11 and 
congest link/interface 172.16.12.0. And Routertest generates 256kb UDP packets in 
the rate of 171.24Mb/s, flooding link 172.16.4.0. 

Fig. 5 presents Fault Analyzer’s front-end for network administrators to browse the 
alarms generated by service failures. Detail content of a Performance Alarm is given 
in Fig. 6, including the alarm type (PA/NEA), subtype (bandwidth_rate/ 
drop_rate/link_down/…), status (active/cleared/unknown), level (critical/major/minor 
/warning/ Information) and etc. Bandwidth Usage, CPU usage and packet loss rate of 
interface 172.16.4.0 in congestion situation is presented in Fig. 7.  The administrator 
doesn’t need to handle the alarms manually. Instead, FDT performs fault diagnosis 
automatically. 
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Fig. 4. Testbed 

      

 Fig. 5. Fault Analyzer (Alarms Browser)             Fig. 6. A Performance Alarm Example 

      

    Fig. 7. Interface Usage in Congestion            Fig. 8. Netmeeting SLS Monitoring Result 

Fig. 8 depicts the performance of Netmeeting service in Gold and Bronze aggre-
gate when congestion happens. Fault management is performed for Gold service but 
not for Bronze service. From top to bottom, the five diagrams illustrate delay, jitter, 
packet loss rate, goodput, and network element load. Before the background traffic is 
generated, their performances are almost the same. But after the traffic is injected to 



 MDFM: Multi-domain Fault Management for Internet Services 131 

 

the network, performance alarm of Gold service is reported to MDFM. Based on the 
SLS monitoring statistics, Fault Analyzer narrows down the causative regions 
to 100AS and 500AS , and finds out that the root cause is link congestion. Then Fault 
Analyzer takes immediate countermeasures, demanding the network management 
system to redirect the service traffic to non-congested links.  We can see from the 
curves that the performance of Gold Service is much better than that of Bronze Ser-
vice. In addition, the artificial interface malfunction will cause fluctuations in the 
curve of Bronze service (especially in packet loss rate), but the curve of Gold service 
is comparatively smooth.  

Experiments are also conducted for other services such as VoIP and VOD. The re-
sults are omitted here due to space constraint. On the whole, our fault analyzer can 
locate the root cause and take countermeasures quickly, as a result prevents service 
performance degradation when service failure occurs. 

5   Conclusion 

Due to the characteristics of Internet service, service fault management has new re-
quirements. We analyze the challenges and propose a multi-domain service fault 
management framework MDFM in this paper. By SLS decomposition and monitoring 
based on network capability, root cause analysis of the service failure is focused rap-
idly on a certain domain, solving the problem of uncertain fault propagation probabili-
ties among domains. In addition, our framework takes both the end systems and net-
work failures into account. A prototype of MDFM is implemented and proves the 
feasibility and efficiency of our fault management framework. 

Security is a necessity for commercial management system. In our future work, se-
curity mechanisms will be added to MDFM such as encryption, digital signature and 
access control to prevent illegal access of the Fault Analyzer. And Agents’ abilities 
will be extended to find out the end-systems’ failures. 
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Abstract. The quality of audio in IP telephony is significantly influ-
enced by the impact of packet loss rate, burstiness and distribution
on a specific audio compression technique. In this paper, we propose a
novel statistical-based on-line audio quality assessment framework, Au-
dio Genome, that can deduce the audio quality of an on-going Inter-
net audio for many different codecs under any network loss condition
at real-time. Our approach is superior to proposed learning-based tech-
niques in terms of computational speed and ease of deployment. Our
extensive evaluation experiments, that include large simulation scenar-
ios, show that our approach is accurate and viable for adaptive real-time
audio mechanisms. Finally, we show a deployment of Audio Genome as
an integral part of an adaptive rate control mechanism.

1 Introduction

Audio codecs have a diverse range of compression degrees and underlying tech-
nologies. The main factors that significantly influence the evaluation of audio
quality in IP telephony thus include codec type, loss rate, loss burst, inter-loss
gap, delay, and recency [1] [2] [4]. ITU specifies E-Model [5] to deduce relative
impairments to voice quality. However, it is a real challenge to establish a frame-
work that derives audio quality on-line considering all of these factors. Such a
framework can be highly beneficial for quality monitoring of an ongoing VoIP
communication, and can be part of adaptive multi-codec audio control mecha-
nisms that switch and mix codecs according to changing bandwidth and delay
conditions to maintain optimal quality.

Audio quality of any speech processing system is generally described in terms
of MOS (Mean Opinion Score) [10], the formal subjective measure of received
speech quality, which is a real number between 1 and 5, where 1 is bad and
5 is excellent. In contrast to subjective testing, objective testing schemes, such
as PESQ (Perceptual Evaluation of Speech Quality [12]) are automated and
repeatable speech testing schemes that take into account the subjective nature of
human perception. ITU-specified E-model [5][6][7][11] provides a computational
model to derive relative impairments to voice quality and to estimate subjective
MOS. But ITU provides no analytic methods that can directly measure the
impairment due to random loss conditions of bursts and inter-loss gaps.

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 133–144, 2005.
c© IFIP International Federation for Information Processing 2005
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The objective of Audio Genome is to provide a statistical framework that first
quantifies the effects of packet loss on various codecs by considering loss bursts,
inter-loss gaps and various loss rates. We establish the audio quality as a set of
functions that are derived from sufficient data generated from a large set of simu-
lation experiments considering various codecs and a wide range of loss scenarios.
Interpolation is used as the modelling technique to accurately characterize the
curves representing the audio quality for codecs under any loss scenario. The
resulting repository of quality information is used real-time that can assess the
expected audio quality for an ongoing communication. Audio Genome, being a
statistical approach, guarantees speed, accuracy and less overhead in terms of
computation and data storage.

Many researchers have attempted to establish audio quality prediction mod-
els based on packet loss [2][3][13], but their work is not as comprehensive and
complete as ours. Other researchers have used of neural networks [14][19] in order
to provide an ongoing quality based on a set of codecs under various loss rates
and distribution. Compared to these methods, our work is of lower complexity
and computational delay, that can be directly applied to adaptive multimedia
control mechanisms, and is also designed simple enough for easy deployment
in hand-held devices. We provide a model of such an application, where Audio
Genome is used to deduce the quality score for the current loss conditions in order
for an adaptive multi-codec audio mechanism to take proper rate control actions.

Subsequent sections are organized as follows. Section 2 contains the related
work. In section 3 we present the Audio Genome Approach. We describe the
evaluation and experiment results in section 4, an application of Audio Genome
in section 5, and conclusion and future work in section 6.

2 Related Work

ITU-specified E-model describes a computational model to derive relative im-
pairments to voice quality and to estimate subjective MOS. ITU provides the
measure of equipment impairment Ie for many codecs under no loss condition [11]
and a limited number of codecs under very limited loss condition scenarios [7].
In addition, ITU framework does not directly consider random loss conditions of
bursts and inter-loss gaps in measuring the impairment Ie. Ideally, we would like
to be able to express Ie values for various codecs in fully analytic form as a func-
tion of packet loss and burstiness. However, at this point not enough subjective
measurements and their specifics are available by ITU or in the literature.

Many authors have presented extensions to E-model. Cole and Rosenblath [3]
described a method for monitoring VoIP applications based upon E-model, where
they used curve fitting of ITU-published Ie values for selected codecs for various
loss percentages. However, since they pointed out that ITU does not show a
complete description of algorithms to generate loss data, they were unable to
provide a complete framework of codec quality assessment, as in the case of our
Audio Genome approach. In [13], the authors addressed the problem of predicting
the quality of telephone speech and classified quality prediction models based
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on E-Model. But they did not provide a comprehensive study of impairments
due to packet loss. VQMon [2] is a non-intrusive passive monitoring system for
VoIP using an extended E-model incorporating packet loss and recency effect. It
derives Ie values dynamically by solving the Markov model using probabilities of
loss from the observed loss. However, VQMon uses a limited ”burstiness” model
that, for example, does not distinguish between ”burst” situation when 3 packets
are lost consecutively vs. 3 packets are lost with a gap of 1 or more packets
in between each loss pair, these two scenarios producing completely different
quality results. A different approach has been taken by training a neural network
with MOS for a set of codecs under various loss rates and distribution [14][19].
This approach is less attractive to us because of complexity in training and
computational delay, which can be a problem in practical deployment of an
online quality assessment mechanism.

Audio Genome attempts to bridge this gap by providing a comprehensive
framework for on-line audio assessment that is easy to deploy and can be ex-
tended to many codecs. Watson and Sasse [20] have conducted extensive sub-
jective evaluation of audio quality under packet loss compensation in multime-
dia conference systems. We use PESQ instead, since subjective testing is time-
consuming, cumbersome, error-prone and non-repeatable.

3 The Audio Genome Approach

The Audio Genome approach can be described as follows.
o Generation of audio clips with packet loss scenarios: We choose a periodic

drop framework: we use a wide set of fixed inter-loss gaps (from 300 down to 2
packets) causing increasing degrees of packet loss, with a set of fixed loss burst
lengths (1-4 packets) for a large number of short audio clips (9-12 sec) made by
female and male voices. For a set of chosen codecs, we drop packets from audio
clips using the periodic drop framework.

o MOS evaluation and observations: Using PESQ, we compare ’pure’ and
’poisoned’ audio clips to deduce MOS scores under loss. We also observe the
characteristics and behavior of each codec under various packet loss conditions.

o Validation of collected data: We compare the results of representative clips
with subjective testing and show that what we get analytically is close to sub-
jective test MOS.

o Codec Quality Function Derivation: We deduce codec quality functions for
the collected data under loss using Interpolation.

o Online prediction of audio quality: We use interpolation functions deter-
mined in the previous step to deduce the MOS for the ongoing transmission. We
use weighted aggregation schemes that calculate MOS values for observed inter-
loss gaps and burst sizes, and produce a combined MOS for the session so far.

3.1 Audio Clip Generation with Loss Scenarios

Experiment Codec Set. We choose G.711, as the standard audio compression
technique or ’codec’, a waveform PCM-16 (16 bit Pulse Code Modulation) coder
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of bitrate 128kbs [8] with the best quality. In addition, we choose multiple codecs
of varied bitrates and underlying technology (Table 1) representing complex cod-
ing methods, such as Analysis By Synthesis (ABS) and Codebook Excited Linear
Prediction (CELP). Apart from these codecs, G.722.2 (AMR-WB) is a fairly new
Adaptive Multi-Rate Wideband codec with multiple bitrates [9] with not much
testing results available. We choose 6 out of 9 bitrates of G.722.2 to evaluate
how the different bitrates of the codec behave under degrees of packet loss in
relation to each other. We measure the audio quality of each codec under no loss
(Table 1 column 4) or the ’Pure’ MOS, to create a referee for our measurements.

Experiment Methodology. Fig. 1 depicts the packet loss simulation frame-
work. Each original PCM-16 audio clip is encoded and decoded with every codec
to create a ’pure’ image with no loss, and is compared with the original clip to
deduce the ’Pure’ MOS. To create the ’Poisoned’ clips, we drop packets during
encoding with each combination of gap and burst, and decode back to PCM-16.
In the Packet Loss Simulator we use a wide combination of fixed inter-loss gaps
from 300 down to 2 packets and a set of fixed loss burst lengths of 1, 2, 3 and
4 packets (the most occurring burst sizes as observed in the Internet [1]). We
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Codec
(Encode/
Decode)

G.721
G.729
etc.

PESQ

‘Pure’
enc/dec

clip

Packet
Loss

Simulator
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‘Poisoned’
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Fig. 1. Packet Loss Simulation Framework

Table 1. Audio Codecs used in Experiments

codec Underlying technology Bitrate kb/s Measured MOS
G.711 waveform PCM 16 kHz 128 4.5
G.721 waveform ADPCM 32 3.04
G.729 ABS CS-ACELP 8 3.646

G.723.1 ABS MP-MLQ 5.3 3.485
GSM FR 06.10 ABS RPE-LTP 13 2.721

G.722.2
mode (8) ACELP 23.85 3.469
mode (6) ACELP 19.85 3.392
mode (5) ACELP 18.25 3.326
mode (3) ACELP 14.25 3.1165
mode (1) ACELP 8.85 2.718
mode (0) ACELP 6.6 2.421
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achieve a wide range of loss rates from 0.3% to 66.7% for the sake of complete-
ness, though loss rates greater than 30% are too high for any meaningful result.
We choose fixed inter-loss gaps and burst sizes in order to measure the effect of
packet loss on each codec in a precise and controlled manner. We compare the
’Pure’ and the ’Poisoned’ images using PESQ to deduce the ’Poisoned’ MOS.
Since the ’Pure’ image is an encoded-decoded clip, the comparison produces a
quality score relative to the codec score under no loss. The absolute quality is
obtained by normalizing the relative quality with the ratio of measured codec
’Pure’ MOS (Table 1 column 4) and 4.5, the PCM MOS under no loss, as a
scaling factor in the Normalization process.

We choose a total of 24 short PCM-16 audio clips, created by sequentially
truncating 4 larger clips, about 1 minute each, spoken by 2 males and 2 females,
into 6 short segments of 9-12 seconds, as prescribed by PESQ [12]. The periodic
drop experiment is run using every clip for each codec, and the MOS for each
gap-burst combination is taken as the average of the MOS for all clips under the
same degree and distribution of loss. For each codec, the Data Collection step
produces four tables of data, one for each burst size, containing the MOS scores
for all possible gaps of 2 to 300 packets. For example, a part of the table for
G.722.2 burst size 1 is {(x, y)} = {..(13, 1.94), (17, 2.32), (25, 2.58), (33, 2.74)..},
where x is Inter-loss gap and y is the corresponding measured MOS.

3.2 MOS Evaluation and Observations

We observe that the quality patterns vary from codec to codec under similar
loss distribution scenarios. The codecs exhibit some inherent differences in their
quality degradation patterns. Fig. 2(a) and (b) and Fig. 3(a) show that the qual-
ity curves for bursts of 2, 3 and 4 are close to each other for G.721, G.723.1 and
GSM, at a lower level than burst of 1. Thus for these codecs, bursts of 2, 3 and
4 have comparable detrimental effects on quality. This is counter-intuitive, since
the common expectation may be that the quality degrades somewhat linearly
with increasing burst sizes. Fig. 3(b) shows that G.729, on the other hand, has
four distinct levels of quality degradation for 4 burst sizes. In Fig. 3(a) we see
that GSM in particular, reacts to bursts comparatively more than others, the
burst-of-1 curve being at a significantly higher level than other burst curves, but

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0 50 100 150 200 250 300 350

gap interval

M
O

S

burst of 1 burst of 2 burst of 3 burst of 4

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

0 50 100 150 200 250 300 350

gap interval

M
O

S

burst of 1 burst of 2 burst of 3 burst of 4

Fig. 2. Observed MOS (a) G.721, (b) G.723.1



138 L. Roychoudhuri and E.S. Al-Shaer

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0 50 100 150 200 250 300 350

gap interval

M
O

S

burst of 1 burst of 2 burst of 3 burst of 4

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0 50 100 150 200 250 300 350

gap interval

M
O

S

burst of 1 burst of 2 burst of 3 burst of 4

Fig. 3. Observed MOS (a) GSM, (b) G.729

1

1.5

2

2.5

3

3.5

4

0 50 100 150 200 250 300 350 400

gap interval

M
O

S

G.721
G.723.1
G.729
GSM

0

0.5

1

1.5

2

2.5

3

3.5

4

0 100 200 300

gap interval

M
O

S

G.723.1
G.721
G.729
GSM

Fig. 4. Comparison of codecs (a) single loss, (b) loss bursts of 4

still manages to maintain consistently better quality than other codecs under
all loss conditions. In Fig. 4(a), GSM performs as the best codec in high loss
range. G.729 starts well in high loss conditions (2.45 at gap 5, i.e. 20% loss),
but performs much worse than others under low loss. Fig. 4(b) shows that all
codecs perform worse under high loss bursts than single loss, especially G.729
deteriorates much worse in comparison to others.

For G.722.2, surprisingly, all bitrates show comparable, almost identical qual-
ity degradation patterns under all loss scenarios. In Fig. 5(a) we take the average
of all observations as the dataset for G.722.2 as a whole codec. This significantly
reduces the data that need to be stored for this codec, even though it can be
used with multiple bitrates.
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3.3 Codec Quality Function Derivation Using Interpolation

We use Newton’s General Interpolation Formula with Divided Difference (Eqn. 1)
[18] of degrees 1 and 2 to interpolate a MOS score from the scores for the pre-
ceding and the succeeding gaps, where x0 is the preceding gap, y0 is the corre-
sponding MOS, and x1, ..xn are the succeeding gaps.

y = y0 + (x − x0) ∗ δ(x0, x1) + (x − x0) ∗ (x − x1) ∗ δ(x0, x1, x2) + ...

+ (x − x0) ∗ (x − x1) ∗ ...(x − xn−1) ∗ δ(x0, x1, x2, ...xn)
+ (x − x0) ∗ (x − x1) ∗ ...(x − xn) ∗ δ(x, x0, x1, x2, ...xn) (1)

For example, the MOS for G.722.2 burst size 1 and inter-loss gap of 21 is
estimated to be 2.45, interpolating between the values at gap length 17 and
25 using Eqn. 1 of degree 2. In Figure 5(b) the Interpolation data of degree 2,
computed between each pair of data points from 2 to 300, fit the observed data
for G.722.2 burst-of-1 (Fig. 5(a)) fairly well.

3.4 On-line Prediction of Audio Quality

We use the interpolation audio quality functions determined in the previous step
to deduce the MOS for the ongoing transmission. The process can be described
in the following steps:

(i) Loss Pattern Identification: First, we monitor the loss for the session to
keep track of the loss distribution and degree of burstiness observed so far, in
terms of single, burst of 2, burst of 3, burst of ≥ 4, and inter-loss gaps preceding
loss bursts, in a series of (gap,burst) pairs. This will be input to determine the
quality (MOS) so far.

(ii) Real-time deduction of MOS : We use the packet loss pattern observed so
far to derive the individual MOS values for gaps and bursts using interpolation
functions, and combine them to deduce an aggregate MOS for evaluation of the
ongoing session so far.

To find the MOS for each individual (gap,burst) pair as follows, we use inter-
polation for each observed (gap, burst) combination, where we select the stored
codec table for the particular burst size, and interpolate the MOS values stored
for gaps preceding and succeeding the observed gap to derive the intermediate
MOS. We deduce the aggregate MOS score by combining the individual MOS
scores using weighted aggregation schemes described next.

Weighted Aggregation Schemes - We first attempt to deduce the aggregate
MOS by calculating the average of the individual (gap, burst) MOS values.
However, PESQ dampens the effects of individual segment disturbances, after
treating each occurrence of packet loss as a disturbance [12]. We mimic the damp-
ening by accentuating the effects of larger inter-loss gaps, as they are analogous
to lack of disturbance. We give higher importance to larger gaps to increase
their effects on the overall calculated quality. We increase the accentuation in a
weighted average scheme, where we give larger weights to better individual MOS
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values due to bigger gaps, by using a factor of the gap value as the weight. The
weighted average schemes avg and calc 1 are computed as follows:

avg = (
P∑

i=1

MOSi)/P calc 1 =
P∑

i=1

(gapi/10) ∗ MOSi

where P is the number of (gap,burst) pairs observed so far.
In order to evaluate the aggregation schemes and to derive a unified MOS

deduction scheme for each codec, we conducted random packet drop experiments
ranging in a wide degree of packet loss ratio (2% to 30%) and burst degree (single
burst to burst of 4). Fig. 6 is an example of a randomized test on G.729 for 12
clips with 9-12% loss per clip. It shows a comparison of MOS scores derived
using the aggregation schemes, compared with PESQ MOS. Since the goal is
to assess the quality degradation during transmission, our aim is to deduce the
aggregation scheme for each codec that will predict MOS closest to the PESQ
MOS under all loss circumstances. We see that PESQ MOS matches calc 1 closer
than avg in Fig. 6. We define the MOS deviation as the deviation between the
PESQ MOS and the predicted MOS to determine the measure of the prediction
accuracy, as follows:

MOSdev = (
M∑

i=1

(|MOS PESQi − MOS predi|))/M (2)
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where M is the set of clips in an experiment set. We calculate the error percentage
as MOSdev/4.5, since 4.5 is the best score possible.

Figure 7 depicts the similarities and the differences of the behavior of the
aggregation schemes on different codecs. Figs. 7(a) and (b) show the overall
comparison of the aggregation schemes for all codecs. For most of the codecs
calc 1 stands out to be the best, except for GSM and G.722.2 modes 0 and 1,
all 3 of which have avg as the preferred scheme. It is worth noting that the low
bitrate modes 0 and 1 of G.722.2 exhibit a behavior different from the rest of the
modes, even though all the modes were very close in quality under periodic loss
scheme at the Data Collection phase. Table 2 column 2 depicts the aggregation
schemes of highest accuracy for each codec under test. We use this set of schemes
in the Audio Genome framework for evaluation in the next section.

4 Evaluation Results

The purpose of the evaluation experiments is to assess the accuracy of the Audio
Genome framework under various ranges of packet loss scenarios. Fig 8 depicts
the experimental framework we use to evaluate the accuracy of Audio Genome. In
the Packet Loss Simulator we conducted sets of random packet drop experiments
ranging in a wide degree of packet loss ratio (2% to 40%) and burst degree
and distribution. We appended small audio clips spoken by the same person
in sequence to create incrementally larger 6 clips for each speaker and poisoned
them randomly in order to consider the recency factor [4] of disturbance in PESQ
scoring. For each of the 6 small clips as well as 6 extended clips for 4 speakers, 5
loss-degree groups, 3 testing schemes, i.e. a total of 720 clips per codec (a total
of 6480 clips), we performed the following: (i) Extract the sequence of (gap,
burst) pair data from each ”poisoned” clip, (ii) Evaluate MOS PESQ using
PESQ, (iii) Deduce MOS pred from Audio Genome, (iv) Evaluate the accuracy
by computing the MOS deviation MOSdev (eqn. 2) in Evaluation Module.

We calculated MOSdev for all experiment sets and computed the accuracy
of Genome under various loss degree and burstiness scenario. We observed that
Audio Genome shows good accuracy for the appended clips in particular, which
shows that it accommodates PESQ recency factor very well. We present the
aggregate and an overall accuracy result of Genome for each codec in Table 2.
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Fig. 8. Evaluation Experiment Framework
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Table 2. Test Codec Set: Genome Accuracy

Codec Overall Scheme MeanMOSdev Error % Std Dev
G.729 calc 1 0.11 2.4% 0.07
G.721 calc 1 0.17 3.8% 0.09
GSM avg 0.20 4.4% 0.11

G.722.2 0 avg 0.14 3.1% 0.12
G.722.2 1 avg 0.13 2.9% 0.12
G.722.2 3 calc 1 0.13 2.9% 0.12
G.722.2 5 calc 1 0.12 2.7% 0.10
G.722.2 6 calc 1 0.11 2.4% 0.12
G.722.2 8 calc 1 0.11 2.4% 0.09

Though the loss rate and degree is varied considerably over the experiments, the
mean MOS deviation of Audio Genome for every codec is observed to be in a low
range with low error percentage and standard deviation. Hence Audio Genome
shows high accuracy under a wide range of loss scenarios.

5 An Application of Audio Genome: A Rate-Quality
Optimization Mechanism

We present an example application, where Audio Genome is used to deduce the
quality score for the current loss conditions in order for an adaptive multi-codec
audio mechanism to take proper rate control actions. The objective of the Rate-
Quality Optimization problem is to derive a codec combination set that will
maximize the audio quality of the ongoing connection under the current con-
straints of available bandwidth, end-to-end delay and packet loss. The solution
of the optimization problem is a combination ratio of codecs and/or bitrates that
ensures the highest possible audio quality under current network conditions.

Problem Formulation. Maximize the audio quality under the constraint of avail-
able bandwidth and link delay.
Maximize z = c1x1 + c2x2 + . . . + cnxn

subject to
b1x1 + b2x2 + . . . + bnxn ≤ B d1x1 + d2x2 + . . . + dnxn ≤ D
c1x1 + c2x2 + . . . + cnxn ≤ 4.3 c1x1 + c2x2 + . . . + cnxn ≥ 3.5
x1 + x2 + . . . + xn = 1 xi ≥ 0, i = 1 . . . n
where
x1, x2, . . . xn = percentage of each codec (type+bitrate) in the transmission mix
c1, c2, . . . cn = MOS score for each codec under current loss
b1, b2, . . . bn = bit rate of each codec
d1, d2, . . . dn = (packet size in bytes)*(encode/decode delay for 1 byte)
B = available bandwidth, D = 400 - link OWD.

The rationale behind the constraints is as follows. Constraint of Available
Bandwidth:The total bandwidth consumption by the codecs, expressed as the
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sum of the products of bitrate and percentage of each codec, should not exceed
the available bandwidth. Constraint of Delay:The total codec delay, expressed
as the sum of products of encode/decode delay and percentage of each codec,
should not exceed the difference of the maximum allowable M2E delay (400ms)
and the link OWD. Constraint of Quality:The quality sum cannot exceed the
maximum quality value 4.3 (the MOS of G.711 under no loss), and should be
greater than or equal to 3.5 (lower bound of acceptable speech quality). The
objective function is the audio quality to be maximized, and is expressed in
terms of the sum of the product of codec percentage and the codec quality score
under current loss condition, as determined by Audio Genome.

6 Conclusion and Future Work

This paper presents a novel statistics-based real-time audio quality assessment
framework, Audio Genome, that can deduce the audio quality of an on-going
Internet audio for many different codecs under any network loss condition. We
first provide an extensive experimental framework with 5 codecs G.721, G.729,
G.723.1, GSM and 6 bitrate modes of G.722.2, where we quantify the effect
of packet loss on the audio quality objectively by considering a wide range of
loss bursts, inter-loss gaps and loss rates using interpolation as the modelling
technique. For an ongoing communication, we evaluate 2 aggregation schemes to
compare the predicted MOS with observed PESQ MOS. We derive a unified set
of aggregation schemes for the codecs under test as the Audio Genome Model.
We evaluate Audio Genome by conducting a set of extensive random loss exper-
iments with loss degrees ranging from 2% to 40% and a wide range of packet
burst distribution. For all codecs, under all loss scenarios, Audio Genome shows
good accuracy: 96%-98% in average and never less than 91%. Audio Genome,
being a statistical approach, guarantees speed, accuracy and less overhead in
terms of computation and data storage. The framework being well-defined and
repeatable, can be easily extended with any other codec. As an application, we
provide a model of an adaptive multi-codec audio control mechanism that uses
Audio Genome to perform rate control and maintain optimal quality.

As a future work, we plan to use multiple regression analysis for modelling
the audio quality-packet loss relationships. We also plan to implement an adap-
tive multi-codec audio control mechanism with Audio Genome as an integral
component. We intend to use Audio Genome to provide real-time feedback to
end-to-end Internet audio transport protocols in order to increase the reliability
and quality of the audio session.
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Abstract. The telecommunications landscape is undergoing a period of 
dramatic change. A near term next generation network (NGN) is emerging 
characterized by a rich set of services and a dynamic and competitive 
marketplace where innovation and time to market will be critical success 
factors. Changing consumer-provider relationships, competitive pressures and 
new e-commerce technologies will accelerate the use of real time payment and 
prepayment techniques. This will increase the demand for real-time processing 
of charging data. Powerful, new, charging support systems will be needed to 
enable real time charging of these new services. Policy based management 
appears to offer potential solutions. 

1   Introduction 

Current approaches to IP service charging systems development are an evolution of 
the traditional PSTN approach to charging. While these systems represent an advance 
on the state of the art they remain based on the “call data record”, (CDR), paradigm 
and will not provide the scalability and flexibility needed for NGN charging. A more 
radical approach is needed which pushes elements of the charging process, e.g. rating, 
down into the network layer and allows for a more distributed and scalable charging 
system.  The central theme of this paper is that the use of programmable networking 
technologies, specifically active networking and policy management, can provide a 
distributed charging system solution which meets the above demands.  

Section II examines the evolving NGN and identifies the key issues characterizing 
its growth and identifies the main challenges it poses for charging and billing systems. 
Section III reviews the current charging approaches taken in the industry today and 
identifies why they will not provide the solutions that are needed in the emerging 
NGN. Section IV introduces the PEACH (Policy Execution Environment for 
Accounting and Charging) charging system and describes the main features of the 
system. Chapter V describes the some examples of the usage of PEACH. Section VI 
surveys the state of the art. 

2   The Next Generation Network 

The flux in the telecom industry caused by the ongoing technological and marketplace 
evolution has given rise to a diverse and complex public communications network. 
Older technologies are gradually being replaced as and when market economics judge 
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Fig. 1. NGN Reference Network  

such updates to be viable. Newer technologies are continually being absorbed into the 
network. While the rate of change varies in different places, the network is 
nonetheless changing and .a next Generation Network (NGN) is emerging. 
Technology diversity, a service rich marketplace and fierce competition amongst a 
wide variety of service providers will characterize this network. The NGN will be 
complex in all respects.  Figure 1 below presents a reference model, after [1] that 
places the various aspects of the NGN in context. 

2.1   Networks and Services 

The NGN in reality consists of a network of networks. Access networks enable end-
users to gain entry to a service rich edge network. Access networks are based on 
technologies such as PSTN/ISDN, DSL, cable GSM , UMTS, wireless LAN based on 
802.11 and wireless MAN based on 802.16 The emerging wireless network is 
sometimes termed “fourth generation” (4G) or “Beyond 3G”, [2]. 

The network layer offers connectivity and routing services i.e. users can transfer 
information to, or between, addressable entities. The NGN network layer will be a 
multiservice network based on IP.  This means that the network will provide better 
service guarantees, or quality-of-service (QoS), to some traffic flows to meet the 
transmission needs of real-time traffic flows. In order to allow this model to scale it is 
necessary to maintain flow state only in edge networks and to allow the high speed 
core of the network to be state-free. 

The multiservice IP network serves as the platform for the provision of a large 
number of value added end-user services in the session and application layers. The 
HTTP like semantics of SIP (Session Initiation Protocol) means that the NGN concept 
of a session is much broader than the usual “telephony call” meaning of the word. 
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This allows the possibility to create a wide variety of session based services e.g. 
multiparty gaming while the inclusion of media, enabled by RTP (Real Time 
Transport Protocol), extends the service creation process even further to enable 
services based on a combination of media types. 

2.2   Service Marketplace 

As observed earlier each layer of the network offers services to layers above. The 
relationship between each layer is essentially client-server and the lower layers are in 
general unaware of the existence of upper layer services. One consequence of the 
layering of services and the diversity of network types is the emergence of a variety of 
service provider types. Examples include wireless ISP’s (WISP), mobile Virtual 
Network Operators (MVNO’s), who lease network capacity from large cellular 
operators and handle subscriber management and billing, and communication ASPs 
(CASP’s) offering enhanced communication services using enhanced service API’s. 
Competitive pressures will lead to specialisation and new business models based on 
wholesale and partnering relationship between service providers will emerge.  

3   Pricing and Billing 

A wide variety of pricing schemes is likely to be applied to multimedia services in the 
NGN. Competition will force service providers to differentiate themselves and they 
will want to experiment with different pricing models. Current approaches to pricing 
for Internet access are predominantly based around the flat rate model. In an 
examination of pricing models and cost structures for ISP’s, Leida, [3], notes that 
service providers lose money for the provision of basic access with flat rate charging 
and that these losses are exacerbated when providing multimedia services. He 
concludes that some form of usage based pricing may be needed to recover costs and 
make profits.   

Current approaches to usage-based charging are based heavily based on the 
processing of ‘call detail records’ (CDR), i.e.. records of usage generated by the 
network. In legacy approaches to billing these records are normally extracted from the 
network for processing in a billing centre. There, the CDRs are ‘rated’ to determine 
the charge to be associated with the users network session. Invoices are then prepared 
and dispatched for payment. These approaches are evolving in modern networks in a 
number of ways. Firstly the volume of CDR’s is growing greatly as networks become 
more complex and more distributed in nature e.g. it is estimated that GPRS networks 
may generate up to forty times as much charging data as GSM networks, [4]. 
Secondly the complexity of services e.g. IP based QoS, will demand that billing 
systems become real time based and that some services become rated in real time in 
order to avoid fraud. Thirdly there is a continued movement toward the use of prepaid 
billing, a trend that is anticipated to increase as e-commerce technologies enable more 
dynamic business models.  

These trends are placing new demands on charging and billing systems and leading 
toward an ‘unbundling’ of billing systems. Mediation systems are becoming more 
widespread and more complex in term of functionality as aggregation and correlation 
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of multiple charging records becomes necessary to gain a view over a single user 
session. Rating engines are being extracted from the billing systems and deployed 
nearer the network, in some cases as adjuncts to the mediation systems. At the cutting 
edge specialized hardware engines are being deployed in layer 4-7 stateful inspection 
switches to rate IP encapsulated traffic, [5]. In the NGN a number of factors will drive 
the evolution of charging systems including 

• The need to be able to rapidly create and deploy new pricing models 
• The need to process charging data in real time 
• The need to deal with very large amounts of charging data 
• The need to be adaptable to new services and network elements 

While current trends in charging system architecture are encouraging we do not 
believe that these approaches will provide the solutions needed. Today’s systems are 
too tightly bound to the use of CDR’s and we believe that over the longer term this 
will prove untenable. Neither will prepaid architectures scale in their current form as 
the billing system must maintain state for every session and this gives rise to large 
volume of traffic in a multimedia, multi-layered service network. 

To overcome these limitations we propose a distributed charging system in which 
some elements of the charging /billing system are pushed into the network layer. In 
particular we propose that the rating engine be collocated with the data metering 
function. This will greatly reduce the amount of charging data that will need to be 
moved around the network and will remove the need for CDR’s altogether in most 
cases. This represents a new architectural approach to provide the flexibility and 
scalability for real-time charging of complex network services. Rather than bringing 
the data to the processing logic we are bringing the processing logic to the data.  

4   Charging Framework 

The framework described here is called PEACH (Policy Execution Environment for 
Accounting and Charging) and is based on complementary fields of programmable 
networking research viz. active networking and policy based management.  

Active networks are intended to allow programmability at the packet level, [6]. In 
addition to data, packets traversing an IP network may carry programs that can be 
executed in active node “execution environments”, (EE), thereby introducing new 
features or services into a network. An EE provides the resources and support that 
agents need in order to execute, communicate and migrate through the network.  

Policy management is a general term that describes how the resources and services 
of the network are allocated and managed in order to meet the strategic and business 
needs of the service provider. Policies formulate and express these goals in context 
specific terms e.g. security policies, QoS policies, routing policies, traffic 
management and indeed charging and accounting policies. A policy is defined as an 
aggregation of policy rules [7]. A policy rule is composed of a set of conditions and a 
set of actions. The use of rule based policies to manage and control has been spurred 
recently by the work on QoS policy management in the IETF [8].  
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The key features of PEACH include 

• An architecture for interactive session-based NGN charging.  
• A language and programming model for charging policy definition  
•  An execution environment for policy evaluation and communication 

4.1   Charging Reference Model 

PEACH defines a functional model for multi-layer charging based on well defined 
logical nodes. See Fig. 2. The model allows PEACH to cater for charging for any 
multimedia service session, whether in a single layer, or bundled across multiple 
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Fig. 2. Charging Reference Model 

Layers. The multi-layer aspect is a crucial feature of the reference model as it 
recognizes the reality of the evolving NGN as described in section II i.e. the model 
allows for separate pricing models to be applied at each network layer.  

The model is predicated on the notion of a session. For example a VoIP SIP 
session may use a number of different RTP media sessions and the lifetime of the SIP 
session may vary considerably from the RTP sessions. The user-session is represented 
in the model by the Service Session Logic (SSL) entity that controls the set-up and 
removal of the session. A Charging Session Agent handles the charging for the 
session. This is decomposed into the three sub-nodes viz. the charge coordination 
point (CCP), charge analysis point (CAP) and the charge execution point (CEP). The 
CCP interacts the with the service logic and coordinates all the charging entities 
involved in the session. The CAP decides which pricing model should be applied and 
where in the network charging should apply. The CEP applies the actual pricing 
model in real time i.e. rates the call in real time.  
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4.2   Policy Language 

PEACH provides a programming language, APPLE (Accounting Policy Programming 
Language), to define charging policies and charging agent task logic. APPLE 
provides two constructs to encapsulate program content. A Rule defines a specific 
policy for a particular charging situation. A Module defines active task logic for 
charging agents. It encapsulates state and co-ordinates with other modules to provide 
dynamic charging services. The charging model functional entities introduced above, 
(viz. CAP, CCP and CCP), are implemented in APPLE as modules. Rules represent 
static polices and capture business goals and pricing models. They are not standalone 
executable elements and must be invoked from within a module though rules may 
invoke other rules. Typically a charging policy is implemented as a chain of rules 
where the primary, or root rule, is triggered from within a module. 

APPLE provides a form of service composition typical of programming network 
languages, [6], i.e. the languages provides hooks to incorporate service components 
which may be written in other languages into APPLE programs. APPLE distinguishes 
between policy parameters and policy components. Policy parameters are charging 
scheme data types while policy components are service components.  

APPLE is a procedural language and can be regarded as a scripting language i.e. it 
is an  interpreted language. As well as standard control flow statements (if, switch etc) 
APPLE provides statements for data manipulation, event handling and inter-node 
communication. Modules and rules place and retrieve data on a shared space and from 
external sources by means of the language statements 

inp( policy parameter1, ... policy_parameterN); 
outp(policy_parameter1, ...policy_parameterN); 

Rules invoke each other by means of the call statement:- 

call policy_rule; 

Modules exchange information between each other by means of the statements 

send(node-address, application, message, 
policy_parameter1… policy_parameterN); 
 
inputEvent{ event1 ->{}; ..eventN->{}); 

A message that is sent from node A is received as an event in node B. PEACH also 
provides support for code mobility: - 

move(dest_url, module_name);  
start(dest_url, module_name); 

APPLE separates the act of migrating a code module from the act of activating the 
module. This gives greater flexibility to the charging architecture as it allows different 
nodes to initiate each action.  APPLE also support the activation of user defined logic 
by means of:- 

action(policy_component.called_method, 
policy_parameter1..policy_parameterN); 
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Module AnalyseCharging {

// message receiver info.
application=” aChargingCoordinator”;
message=”chargeResults”;
ccpUrl=”bilbo.bagend.shire:39001/ccp”;

// do analysis
call IpQ_getEFcsch;

// get results and return info to caller
inp(chargingScheme);
send(ccpUrl, application, message,

chargingScheme);

// wait for next message and process
inputEvent{

close-> {
action(Logger.write, application);
exit(); // clean up and die

}
}

} //end module

R u le Ip Q _ ge tE F csch {

in p (o rig in F o rC h arg in g );

sw itc h (o rig in F o rC h a rg in g )
{

b e tw ee n (1 ,1 0 ) :
c h arg in g S ch e m e = #f la t_ ra te ;

b e tw ee n (1 1 ,2 0 ) :
c h a rg in g S ch e m e = # no _ c h a rg e ;

b e tw ee n (2 1 ,1 00 ) :
c h a rg in g S ch e m e = # E F _ tim e _v o lu m e ;

in (10 1 ,1 0 2 ,1 03 ,1 0 4 ):
c h a rg in g S ch e m e = # E F _ v o lu m e ;

g t 5 00 :
ch a rg in g S c h e m e = # n o _ c h a rg e ;

d e fau lt:
c h a rg in g S ch e m e = #f la t_ ra te ;

}

c a ll C h ec k T o D ;
m e te r= "ip Q o sM ete r" ;
o u tp (c h arg in g S c he m e ,m ete r);

} // e n d Ip Q _ A n a ly se E F

 

Fig. 3. APPLE Rule and Module example 

A simplified example of a module and an associated rule are shown below. In this 
example a Charge Analysis Point (CAP) node has received a message from a charge 
coordination point (CCP) requesting analysis for a service session (in this case for the 
use of a particular IP QoS i.e. Expedited Forwarding ) It invokes a rule to determine 
the type of charging to apply, returns this to the caller and then waits for any further 
messages. 

4.3   Context Support 

A context is a PEACH concept that defines a service category for which charging 
policies and modules may be specified. A PEACH node can support multiple 
simultaneous contexts. A context defines a family of policy parameters, policy rules 
and modules and policy (service) components. These elements are defined in an XML 
context configuration file. 

A simplifying assumption in PEACH is that it is necessary only to manipulate 
primitive data rather than structured data. There are no entities or relationships visible 
in APPLE rules or modules and thus an information model of charging domain 
entities is not needed.  The context mechanism enables the basic data type vocabulary 
to be defined and thereby removes the need for a complex object oriented schema.  

Policy components must be provided in order to retrieve policy parameter data 
from external sources.  Policy parameters may, in principle, be drawn from arbitrary 
sources and the PEACH context designer has complete freedom to extract data from 
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any suitable source. This in turn puts the onus on the context designer to provide the 
appropriate policy component. Each context has an associated policy protocol. The 
policy protocol is used to transfer data between nodes. Many contexts can use the 
same policy protocol. PEACH is designed to support different policy protocols. This 
is done in order to be able to adapt PEACH to multiple network technologies. The 
data objects in the policy protocol are referred to as protocol objects. Policy protocols 
must support delivery of the data to an agent or handler at the destination node.  

There are a number of directions in which future development of PEACH could 
occur. So far we have concentrated only on the language and policy evaluation. Since 
PEACH is liable to be used by marketing/commercial then a graphical “user friendly” 
toolset is needed to facilitate rapid creation of policies. APPLE is intended for 
deployment on network nodes but there is no conceptual reason why it could not be 
deployed on handsets. However a more efficient implementation of the language 
would be needed. This might entail a more efficient interpreter or the APPLE could 
be compiled to Java or other languages. Finally since there are a number of existing 
approaches to policy management it could be useful to examine if APPLE could be 
integrated into a broader policy context e.g. DEN-ng, [7]. 

PEACH is implemented as a prototype in JAVA. 

5   Application to Multimedia Services 

One of the main drivers in the design of PEACH has been the capability to enable 
charging for composite, or “bundled” end-user service i.e. services which may be 
composed of a number of network services, each of which may have different 
charging schemes1. Network multimedia services are typically bundled services e.g. 
SIP based VoIP. The use of PEACH to carry out charging of SIP based VoIP has been 
investigated - cf. Fig. 4 below: 

This is based on the use of the QSIP implementation of SIP, [9] and using the 
implementation of Diffserv on Linux, including the BBTP bandwidth broker 
infrastructure, [10]. Figure 4 show the interaction between the service session logic 
(SSL from Figure 2) in each layer i.e. QSIP server and bandwidth broker, and the 
PEACH charging nodes in each layer viz. charging control point (CCP), charging 
analysis point (CAP) and charging execution point, (CEP). The charging nodes have 
been deployed in a variety of configurations on different hosts during this case study. 
QSIP contains non-standard extension to SIP to enable reservation of network 
resources. Minor Modifications have been made to both BBTP and QSIP in order to 
integrate them with PEACH.  

The sequence of activities is : 

1. The QSIP server receives a request to set up a VoIP session and creates a CCP to 
handle the charging . The CCP in turn invokes the CAP to determine which type of 
charging to apply. In the case where real time charging is to apply the CAP 
instantiates a charging algorithm in the CEP. The CCP returns a “charging_origin” 
token to the QSIP server to be passed to the Diffserv charging via the bandwidth 
broker (BB). 

                                                           
1 Different service providers may indeed provide them. 
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2. The QSIP server then invokes the bandwidth broker to reserve resources in the 
network for the RTP session . The BB invokes creates a CCP and the charging 
process is repeated on the network layer. The token is passed to the charging 
analysis.  If real-time charging is to occur then a module is instantiated in the CEP. 

3. When all analysis is complete the VoIP session proceeds and charging is carried 
out in the CEP’s. The calculated costs are periodically output to a charge 
accumulation point (not shown) which could be any of a range of options from a 
display of charge to a real-time payment system. When the session terminates all 
agents are removed.  

Communication between the QSIP client and the PEACH entities is by means of a 
‘request-reply’ protocol called PRR (PEACH request/reply). PRR is also used for 
communication between the PEACH entities. PEACH is architected so that any 
request/reply protocol maybe used. 

Charging in each layer takes places independently of each other though the choice 
of charging scheme is influenced by the charging_origin token. Further the scenario 
above illustrates a fully distributed PEACH system which is unlikely to be the case in 
a deployed system for efficiency reasons. PEACH is designed to allow arbitrary 
distribution but does no mandate it. The architecture described above can be applied 
to many different types of NGN service and has been implemented also for transfer of 
MP3 files across a Diffserv network. 
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Fig. 4. QSIP VoIP charging 
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6   Related Work  

Travostino, [11] describes an “Active IP Accounting Co-processor Environment” 
(AIACE) which embeds a dedicated accounting processor in network nodes to 
perform real time processing of accounting data. Real time processing will allow, 
prepaid billing, fraud detection, per-flow accounting etc. AIACE allows accounting 
“plug-ins” to be dynamically loaded onto the coprocessor. Plug-ins represent specific 
accounting functions or applications and are akin to active applications in the active 
network architecture. As presented AIACE is primarily an architectural approach and 
no information is given on how policies are defined or how “plug-ins” are deployed 
and activated. It is thus difficult to gauge how flexible AIACE is for particular service 
scenarios. AIACE in its current form is therefore unlikely to provide the flexibility 
and support for a competitive NGN marketplace. 

Briscoe et al. [12], describe an approach to accounting based on “active tariffs”. 
This proposes to push all accounting and charging on to end-customers hosts. 
Charging is on a per packet basis and tariffs, which are active Java objects, are 
disseminated to end-users via multicast, a multicast group corresponding to a 
particular network service. PEACH is intended to provide a flexible, extensible and 
scalable solution to real time charging in a multi-provider NGN and while Briscoe is 
also concerned to provide flexibility, his major goal is to use the charging/pricing 
system for traffic management by means of dynamic pricing. PEACH is a more 
general and suitable solution for real-time  NGN service charging.  

Carle, [13], describes a billing architecture that is policy based at all levels and 
provides the architectural adaptability and policy flexibility to incorporate new 
technologies. However Carle’s work does not provide enough to meet real time 
charging needs. It is primarily a description of an architecture. No detail is given on 
how charging schemes can be created or modified.  

Bellavista et al., [14], describe a charging approach based on the use of mobile 
agents, specifically to meet the challenges brought about by mobility in the NGN. 
Their proposal  uses  a couple of mobile agents, a configuration agent (CA) and a 
gathering agent (GA). The CA moves with the user and has responsibility to 
configure charging related parameters but also to configure any service specific 
elements that may be needed e.g. media transcoders. When the session is finished a 
GA is sent along the path to collect charging data that are then transferred to the 
billing system so that charges may be calculated. This approach addresses only the 
issue of mobility and does not address the overall issues of charging in the NGN. 

Policy management is an active area of research and a number of approaches to 
policy specification and enforcement have been put forward. Perhaps the best known 
is Ponder, [15], DEN-Ng, [7] and the IETF QoS policy model ,[8].  

Ponder is a declarative language which can be used to specify a broad range of policy 
types. Ponder also offers facilities for policy grouping and policies can be compiled to 
standard computer languages such as Java by provision of a suitable compiler back-end. 
Although Ponder allows for formulation of a wide variety of policies it is not suitable 
for the problem of real time charging. Charging policies require data comparisons to be 
quickly and easily made, something Ponder is not designed for. Further Ponder was not 
designed to be stateful and though it can be event driven it does not naturally lend itself 
to a stateful event loop charging session controller.  
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DEN-ng is primarily an architectural approach to policy based network 
management to facilitate the definition and deployment of a range of related policies. 
DEN-ng defines a “policy continuum” which represents the communications network 
as a number of layers with more abstract layers at the upper levels, e.g. service layer, 
and more device specific layers at the bottom. DEN-ng recognizes the need for a 
variety  of formalisms to express policies.  In terms of the DEN-ng policy continuum 
APPLE is located at the system or network layer.. 

References 

1. Clavenna S. and Heywood P., “Optical Taxonomy”, lightreading.com. http://www. 
lightreading.com/document.asp?site=lightreading&doc_id=3780&page_number=1 

2. O’Mahony D. and Doyle L, “Beyond 3G: 4G IP-Based Mobile Networks” in  
Wireless IP: Building the Mobile Internet ed. Dixit S., Arctech House, Norwood, MA 
2003 Chap. 6 pp 71-86. 

3. Leida. B.A,” A Cost Model of Internet Service Providers: Implications for Internet 
Telephony and Yield Management”  , M. Sc. Massachusetts Institute of Technology, Feb 
1998. 

4. Sur A, “Technical Tutorial: Mediation Device Requirements for GPRS”, Billing World, 
vol. 7 no. 6 June 2001, pp 100-107 

5. “Encharge “, www.p-cube.com/products/encharge 
6. Calvert K.L. et al. “Directions in Active Network”.IEEE Network Oct. 1998 
7. Strassner J., “Policy Based Network Management- Solutions for the Next Generation”, ”, 

Morgan-Kaufmann, Amsterdam 2003 
8. Moore B.  et al., “Policy Core Information Model – Version 1 Specification”,  IETF RFC 

3060 Feb. 2001, www.ietf.org 
9. Salsano S. and Vetriani L., “QoS and Policy Control by means of COPS to support SIP 

based Applications” IEEE Network Mar/Apr 2002 
10. “Bandwidth Broker Transfer Protocol” Revision 0.3, British Columbia Institute of 

Technology, Group for Advanced Information Technology, Nov. 1998  
11. Travostino F., “Towards an Active IP Accounting Infrastructure”,.,  Proc. 3rd IEEE 

Conference on Open Architectures and Network Programming, OPENARCH 2000, Tel 
Aviv, Israel, March 2000 

12. Briscoe B. et al., “Lightweight Policing and Charging for Packet Networks,”. ,  Proc. 
IEEE 3rd Conference on Open Architectures and Network Programming, OPENARCH 
2000  Tel Aviv, Israel, March 2000 

13. Carle G. et al. “Policy Based Accounting”, IRTF Internet Draft  Feb 2002, <draft-irtf-
aaaarch-pol-acct-04.txt> 

14. Bellavista P, Corradi A and Vecchi S, “Mobile Agents for Usage-based Accounting in 
Wireless Ubiquitous Networks”, WOA2002 University of Milan-Bicocca, November 
2002.  

15. Sloman S. and Lupu E., “Security and Management Policy Specification”, IEEE Network 
March 2002 



 

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 156 – 167, 2005. 
© IFIP International Federation for Information Processing 2005 

Application-Level Middleware to Proactively Manage 
Handoff in Wireless Internet Multimedia 

Paolo Bellavista, Antonio Corradi, and Luca Foschini 

Dip. Elettronica, Informatica e Sistemistica, Università di Bologna, 
Viale Risorgimento 2, 40136 Bologna, Italy 

{pbellavista, acorradi, lfoschini}@deis.unibo.it 

Abstract. New deployment scenarios tend to consider the requirement of ses-
sion continuity for service provisioning, especially multimedia streaming, to 
limited heterogeneous portable devices roaming among wireless localities. In 
particular, multimedia streaming should not experience any interruption while 
clients roam in wired-wireless integrated networks based on the standard best-
effort Internet. The paper proposes an application-level middleware approach to 
proactively overcome Wi-Fi handoff and maintain multimedia session continu-
ity in the wireless Internet by exploiting mobile proxies running on the wired 
network. Mobile middleware proxies locally support resource-limited clients, 
avoid packet losses during handoffs, pre-fetch local buffers with multimedia 
contents before handoff occurrence, and possibly reconfigure/renegotiate ongo-
ing sessions after handoffs. Experimental results show that, notwithstanding the 
application-level implementation, mobile proxies can avoid streaming disconti-
nuities with good efficiency in wireless-wired integrated networks even if their 
pro-activity is based on simple and lightweight handoff prediction techniques. 

1   Introduction 

A more and more common deployment scenario is the Wireless Internet (WI), where 
wireless solutions enhance the accessibility to the traditional wired Internet and to its 
services via IEEE 802.11 Access Points (APs) that work as bridges between fixed 
hosts and wireless devices [1, 2]. The popularity of personal portable devices and the 
increasing availability of WI APs are suggesting the provisioning of distributed ser-
vices to a wide variety of mobile terminals, even with heterogeneous and limited 
resources. Even if device and network capabilities are growing, the development of 
WI applications is still a very challenging task, in particular when dealing with con-
tinuous services, i.e., applications that distribute time-continuous flows with Quality 
of Service (QoS) requirements, such as in the case of audio/video streaming [3].  

One of the most challenging issues in supporting WI continuous services is the 
avoidance of flow interruptions when clients roam from one wireless locality to an-
other, e.g., during handoffs between different AP coverage areas. We distinguish two 
types of datalink handoff: i) hard handoff, where the destination cell AP takes over 
from the origin cell AP reactively in a relay mode, by minimizing signaling overhead, 
but by increasing latency and packet losses; and ii) soft handoff that proactively acti-
vates the new data path to the destination AP before client disconnection from the 
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origin cell [4]. The Wi-Fi standard specification adopts hard handoff, thus complicat-
ing the development and deployment of continuous services [5]. 

All the above issues call for novel middlewares aimed at providing session conti-
nuity to multimedia services and capable of operating service management operations 
to fit the dynamic properties of deployment environments, in particular to overcome 
handoff-specific continuity issues. The paper proposes an innovative mobile middle-
ware integrated with an original lightweight mechanism for Wi-Fi handoff prediction. 
One of the paper core claims is the opportunity of working at the application level to 
dynamically handle handoffs in WI multimedia: only middleware infrastructures that 
can access application-level information (characteristics of exchanged multimedia 
flows, user preferences, installed software, …) can effectively take over client/server 
responsibility of application components and can perform the challenging operations 
of handoff handling on their behalf, thus facilitating the design and implementation of 
WI multimedia applications. In addition, we claim the suitability of middleware solu-
tions based on mobile proxies that work as intermediate entities to assist and support 
client devices in scarcity of resources: this architecture guideline permits to introduce 
proxies whenever in need over the service path, to flexibly handle and adapt multime-
dia flow delivery without leaving the whole management burden to client/server end-
nodes; mobile proxies can predict client handoff in advance and migrate to follow 
client movements, by exploiting pre-fetched data to sustain streaming until the com-
pletion of needed flow re-directions.  

The paper describes a proactive handoff management solution integrated with our 
Mobile agent-based Ubiquitous multimedia Middleware (MUM)1, an application-
level proxy-based infrastructure to support both streaming quality adaptation and 
session continuity, independently of WI client roaming [6]. On the one hand, MUM 
performs quality of service management by exploiting mobile middleware proxies 
dynamically distributed to intermediate nodes along the activated service paths be-
tween clients and servers. On the other hand, MUM provides session continuity by 
predicting client movements and by proactively activating service path reconfigura-
tion to accelerate application-level handoff. The paper also presents a thorough 
evaluation of the handoff management performance of the MUM middleware in a 
wide-scale simulated deployment environment, by taking into consideration the dif-
ferent handoff situations, i.e., micro/macro/global handoffs, as described in the fol-
lowing. The reported experimental results show that, notwithstanding the portable 
Java-based implementation, MUM prediction-based handoff management avoids 
streaming interruptions in most common deployment scenarios. 

2   Design Guidelines for Handoff Management Infrastructures 

We claim the need for application-level middlewares based on the introduction of 
mobile proxies to ease the design and implementation of WI continuous services by 
providing flexible solutions to crucial mobility issues, e.g., application-specific cach-
ing and filtering, QoS management, and interoperable session control (see also the 

                                                           
1  Additional information, experimental results, and the prototype code of the MUM middleware 

are available at http://lia.deis.unibo.it/Research/MUM/. 
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related work section) [7, 8]. Let us introduce some of the benefits that application-
level support solutions can provide with an example. Consider two users, Alice and 
Bob, who have subscribed for the same video broadcasting service to watch daily 
news while commuting by bus. The video broadcasting service is delivered through a 
4G network composed by Wi-Fi hotspots, deployed at the bus station and at bus stops, 
and by a UMTS infrastructure deployed over the traversed city districts. Bob accesses 
the service from his full-fledged laptop and has subscribed for gold quality, i.e., 
maximum resolution and best possible network QoS,  while Alice exploits a Personal 
Digital Assistant (PDA) and has subscribed for a bronze quality level (small frame 
size and no QoS guarantees at all). One day, Alice and Bob are sitting on the same 
bus when a vertical handoff between the Wi-Fi and the UMTS networks occurs due to 
the bus leaving the Wi-Fi enabled station: application-level middlewares can react to 
the discontinuity in available bandwidth by properly adapting provisioning depending 
on the differentiated profiles of Alice and Bob: Bob’s video frames should become 
smaller while he continues to access the broadcasting service; Alice should have her 
service downscaled to only-audio streaming.  

We claim that middlewares should relieve client/server application components 
from the above, possibly complex, handoff handling operations. Moreover, handoff 
management should be realized at the application layer since only this abstraction 
level offers the needed flexibility and expressiveness. Let us state that lower-layer 
handoff management solutions could neither take service-dependent decisions nor 
perform management operations selectively, e.g., only for WI multimedia.  

In addition, handoff management middlewares should be aware of the runtime 
characteristics of provisioning environments: for instance, Wi-Fi implements hard 
handoff, while other networks, as UMTS, implement soft handoff (during handoffs, 
UMTS clients can receive packets from both the old and the new AP); by focusing on 
Wi-Fi networks, handoff duration greatly depends on client card implementation [9]. 
The application level is the most suitable to provide middleware supports with full 
context awareness [10]. Moreover, handoff management can benefit from multimedia 
flow tailoring to fit provision-time changing characteristics of execution environ-
ments: when Alice and Bob roam from the Wi-Fi network to the UMTS one, the 
handoff management middleware should degrade the broadcast QoS to fit UMTS 
bandwidth. We claim that middleware components should mediate and manage ser-
vice adaptation: only an infrastructure at the application-level can properly exploit 
applicative protocols such as RealTime Protocol (RTP), Session Initiation Protocol 
(SIP), and RealTime Streaming Protocol (RTSP), to adjust service provisioning by 
acting as a mediator between clients and servers [7, 11].  

Moreover, we claim that handoff management should exploit the introduction of 
mobile proxies. The current Internet is already populated by several kinds of proxies 
(for caching, authentication, re-directing, …) and we claim that proxy-based architec-
tures will spread more and more in the future as the most suitable design choice in the 
WI era. The exploitation of intermediate proxies is an effective alternative to design-
ing and implementing fat clients/servers, specialized for peculiar characteristics of the 
provisioning environment. Proxy-based architectures can act as the middleware glue 
to extend client/server capabilities with new facilities, as in the addressed case of 
proactive handoff management, which should otherwise be replicated for each spe-
cific application, with higher development and deployment costs.  
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In particular, by focusing on WI multimedia, we claim the suitability of middle-
ware proxies running on nodes along the path between clients and servers, and of 
dynamically injecting the management logic necessary for handoff handling and con-
tinuous service adaptation. Proxy-based middleware solutions can enhance the tradi-
tional client-to-server interaction model by decoupling the two endpoints with the 
insertion of an active service path [6]. Active service paths show their effectiveness 
when there is the need for runtime reconfiguration of only limited path segments and 
for decentralizing management operations to intermediate nodes traversed by service 
flows, thus improving scalability [12, 13]. In open and dynamic scenarios, it is crucial 
to build active paths only where and when needed, depending on the location of client 
requests and on client mobility during service sessions. To this purpose we claim the 
need for innovative code mobility techniques to dynamically migrate, install, and 
discard middleware proxy components at provision time, thus avoiding unnecessary 
static pre-installation; mobile agents are an effective technology to enable the dy-
namic mobility of support components depending on application requirements [14]. 

By concentrating on WI multimedia streaming, mobile proxy-based solutions can 
also reduce client-to-server signaling when handoffs occur. Continuous services usu-
ally adopt connection-less protocols such as UDP, and manage data re-transmissions 
directly at the application level to react to high jitter and packet losses. In the fixed 
Internet, the deriving flow-control signaling is fairly limited and present only during 
network congestions/failures. On the contrary, Wi-Fi hard handoff causes relevant 
packet losses and is perceived as a network failure at the application level; in tradi-
tional multimedia systems, that may produce non-negligible client-to-server signaling 
and wrong perceptions of client situations at server side. For instance, Internet radios 
degrade the provided QoS level by switching to lower quality flows, while Video on 
Demand (VoD) services require client re-buffering after a handoff-driven congestion, 
thus interrupting flow visualization for the duration of client re-buffering. Middleware 
proxies located at wired network edges close to their served wireless clients can split 
the direct client/server connection and significantly reduce both signaling traffic on 
the service path and QoS degradation at client. It is crucial to have mobile proxies that 
can follow client roaming at provision time to maintain co-locality with their sup-
ported devices during service sessions.  

3   Proxy-Based Proactive Handoff Management 

The section first introduces the different handoff types managed by the MUM mid-
dleware, and then focuses on the architecture of the proactive session handoff facility. 

3.1   Handoff Types and Countermeasures for Multimedia Continuity 

The WI consists of several networks that usually cover a large geographical area, each 
of them consisting of several sub-networks. It is possible to distinguish three types of 
handoff: micro, macro, and global handoff [4].  

Micro handoff (intra-subnet handoff) relates to clients that roam between two dif-
ferent Wi-Fi cells without changing IP addresses, i.e., before and after handoff clients 
are attached to the same subnets. Nonetheless, given that Wi-Fi handoff is hard, micro 
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handoff may produce packet losses when clients switch from origin to target APs. In 
particular, it includes three main phases: handoff detection, target AP search, and AP 
re-association [15]. The last phase is the fastest (usually a few ms) and is almost con-
stant for different vendors [9]; the other two phases are longer and vendor-dependent, 
since IEEE 802.11 only specifies the mechanisms to implement them, by leaving 
unspecified their combination and durations. For instance, in a testbed composed by 
Cisco APs and Cisco/Orinoco Wi-Fi cards, different implementations of IEEE 
802.11b probing algorithm largely influence AP search duration (about 400ms for 
Cisco and 60ms for Orinoco cards) [9]; the handoff discovery phase, i.e., the client 
decision to start or not a new AP search, is the longest and less standardized process, 
and may last from 1000ms to 1600ms depending on card implementation [15]. There-
fore, the total micro handoff duration may even reach 2s, thus being incompatible 
with the jitter/packet loss requirements of usual WI continuous services. 

Macro handoff (intra-domain handoff) refers to clients that move between two Wi-
Fi cells attached to different IP subnets and includes network-layer handoff, i.e., client 
IP address change. In particular, macro handoff duration exceeds micro handoff of the 
time needed to get new IP addresses at target subnets. Widespread solutions for wired 
networks, such as Dynamic Host Configuration Protocol (DHCP), requires some 
seconds to complete address re-configuration and do not fit WI continuous services.  

Global handoff (inter-domain handoff), instead, regards mobile clients that roam 
between two Wi-Fi cells attached to different Internet domains. This requires not only 
address change, but also some additional time to perform authentication, authoriza-
tion, and accounting operations, usually necessary when entering a new access do-
main. Moreover, domain change could also require session re-configuration: for in-
stance, in the new domain there could be a new server, functionally equivalent to the 
one used in the origin domain, with better QoS and/or lower pricing.  

Client-side data buffering is a common solution in streaming over wired networks 
to smooth possible congestions and packet losses along client-to-server paths. None-
theless, we claim the unsuitability of traditional buffering, i.e., only pre-fetching 
chunks of multimedia flows at clients, to support multimedia continuity during Wi-Fi 
handoffs. In fact, macro and global handoffs require service path reconfiguration to 
redirect provisioned flows to new client addresses and service reconfiguration time 
can be long (client-to-server roundtrip time, redirection request processing time at 
server, …), thus imposing too heavy data buffering at clients. Moreover, if reconfigu-
ration time is longer than handoff, all data transmitted by the server to client old ad-
dresses are wasted and must be re-sent, while they could be locally moved from the 
last client location to the new one until data redirection is completed. In addition, 
even in the case that client-side buffers could store enough data to sustain streaming 
continuity, long disconnection periods (up to 2s) could produce misleading signaling 
to the server and QoS degradation. Finally, when providing WI live streaming, it is 
not possible to command server flow rewinding and, consequently, long handoff dura-
tions necessarily produce streaming gaps as long as the difference between Wi-Fi 
disconnection time and client-side buffer duration. In any case, let us point out that 
WI client-side buffers should be as limited as possible since most clients are expected 
to have limited memory/storage capabilities.  
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3.2   MUM Proxies for Proactive Handoff Management 

The architecture of the MUM infrastructure to dynamically activate intermediate 
nodes for quality control and adaptation of WI multimedia streaming has already been 
presented elsewhere [6]; in the following, the paper originally focuses on MUM pro-
active management of Wi-Fi micro, macro, and global handoff. MUM grants service 
continuity by performing proactive handoff management at the application level, with 
WI-multimedia-specific protocols that aim at minimizing server signaling and client 
requests for flow redirection. MUM provides a proxy-based middleware support for 
micro, macro, and global handoffs by splitting client-server direct interaction and 
managing handoff at intermediate nodes. In addition, MUM employs an original two-
level buffering technique to store data flows at both clients and proxies. Two-level 
buffering interacts with our lightweight Wi-Fi handoff prediction technique (Received 
Signal Strength Indication-Grey Model - RSSI-GM) that distinguishes which type of 
handoff is likely to occur with an appropriate advance time depending on the handoff 
type; the extensive presentation of our RSSI-GM solution is in [16]. MUM proxies 
interwork with lightweight MUM client stubs, which are the only middleware com-
ponents executing on client devices and in charge of transparently interfacing to even 
legacy multimedia players and of executing the RSSI-GM prediction algorithm.  
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Fig. 1. MUM Handoff Management Architecture 

In addition to client-side buffering, MUM originally proposes to exploit a second 
level of buffering proxies that use the storage resources of workstations on the wired 
network. Second-level buffers receive and store incoming flows during client discon-
nection, thus avoiding service interruptions, frame losses, and server re-transmissions. 
They are capable of promptly filling up client buffers at reconnection after handoff; 
they help in enabling streaming continuity also for clients with very limited memory 
resources; they interact with MUM handoff predictor to proactively increase their size 
only when handoffs are likely to occur. Besides, even in normal situations (far from 
handoffs) second-level buffers can improve visualization quality: they enable local 
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retransmissions to client-side buffers in the case of packet losses due to the fragile 
connectivity of last wireless hops. In addition, second-level buffers hosted on the 
wired network can widen the accessibility of multimedia services by alleviating 
power consumption on limited clients [17]. MUM devices also continue to host first-
level buffers with limited size, as commonly employed to improve user-perceived 
quality, by smoothing network jitter effects: client-side buffers are crucial to provide 
multimedia frames to local players in the time interval of client disconnection during 
handoffs.  

With a finer level of detail, MUM supports handoff management by activating a 
mobile proxy (the Handoff Agent – HA) at the Proxy Buffer (PB) node in the service 
path between client and server (see Figure 1). MUM automatically instantiates a new 
HA, implemented as a mobile agent, when a client starts a streaming session: once 
activated, HA performs proactive handoff operations and manages second-level buff-
ering for its client for the whole session duration, by executing in its proximity and 
migrating to follow it in the case of subnet/domain change.  
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Fig. 2. Micro (a), macro (b), and global (c) handoff procedures 

MUM micro handoff management starts when RSSI-GM foresees a client handoff. 
Triggered by handoff prediction notification (step 2 in Figure 2a), HA increases the 
size of its second-level buffer to store all data arriving from the server during micro 
handoff disconnection; second-level buffer size depends on micro handoff duration 
and, consequently, on several parameters related to client Wi-Fi card implementation. 
When the client is disconnected from its origin AP and not yet re-connected at the 
destination one, HA continues to buffer incoming streams as in normal conditions, 
while the player uses client-side buffered frames to sustain multimedia rendering. 
After reattachment at destination, the client stub notifies HA, thus causing the re-
transmission of lost frames (steps 3 and 4 in Figure 2a). Let us note that PB hosts HAs 
for all clients currently connected to the same subnet.  

Macro handoff extends micro handoff with client address change, as shown in  
Figure 2b. By following the design principles of Section 2.2, MUM locally manages 
service reconfiguration and distributes handoff management load by exploiting code 
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mobility. Local reconfiguration is made possible by introducing an indirection point 
(the Proxy Switch – PS) in the client-to-server service path: PS works as an applica-
tion-level router that forwards the multimedia flow to the HA current location. MUM 
micro and macro handoff management operations proceeds in the same way until 
handoff prediction. At the notification of a macro handoff, the old HA enlarges its 
second-level buffer, clones itself, sends its clone (new HA) with a copy of the current 
second-level buffer to the new PB (step 3 in Figure 2b), and continues filling up its 
buffer. Once attached to the new subnet and obtained a new IP address, the client stub 
triggers the retransmission of un-received multimedia frames due to temporary  
disconnection (step 4). As a consequence, the new HA starts refilling client buffer 
(step 5), commands PS to redirect the flow to itself (step 6), and asks the old HA for 
the multimedia data received after its migration (by indicating the last frame in the 
new second-level buffer, step 6’). After sending that data, the old HA terminates 
(steps 7’ and 8); the new HA, instead, reconstructs the flow by merging data from old 
HA and PS, and forwards the merged stream to the stub. Let us note that the protocol 
requires no PS-side buffering and produces no signaling/transmissions unless clients 
connect to new subnets. Finally, to avoid DHCP long latency, MUM adopts Dynamic 
Registration and Configuration Protocol for IP address re-assignment [18].  

If compared with macro handoff, the additional complexity of global handoff is the 
possibility and suitability of performing also non-local service path reconfiguration, 
possibly up to the server node. First of all, adding another indirection point would 
activate a new PS within the wired Internet core, while MUM aims at deploying its 
middleware components only at wired-wireless network edges. In addition, MUM has 
the goal of keeping separated different administration domains, to distribute proxy 
management responsibilities and to facilitate resource accounting. Global and macro 
handoffs proceed in the same way as far as the old HA sends its clone towards the 
new PB. Then, in global handoffs, while the new HA waits for its client, it immedi-
ately starts the server re-connection operations to reduce as much as possible recon-
figuration time (step 4 in Figure 2c). After client reattachment (step 4’), the new HA 
refills client buffer while it continues waiting for the flow from the server to merge it 
with second-level buffer data, as in the case of macro handoff. Let us note that global 
handoff only requires minimum management between the two domains: similarly to 
[19], the only system management operation needed is to set logical correspondences 
between APs in reciprocal visibility at domain boundaries and PB host names, to 
enable the correct migration of HAs to their destination nodes.  

4   Experimental Results 

To thoroughly evaluate the effectiveness of the MUM handoff management infra-
structure, it is necessary to test the MUM prototype in a wide-scale deployment sce-
nario, i.e., a WI testbed composed by several domains, several subnets, dozens of Wi-
Fi APs, and hundreds of served roaming clients. Such a large testbed is difficult to 
deploy and would require a large number of available mobile users to accomplish 
valuable experiments; therefore, as many other research proposals in the WI area, we 
have decided to exploit a simulator to feed the MUM prototype with realistic data 
about client roaming in a modeled wide-scale deployment scenario. Several wired-
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network simulators are available, from both academy and industry; some of them also 
include wireless network modeling but, to the best of our knowledge, none addresses 
the specific problems of simulating different Wi-Fi card behaviors during handoff and 
of feeding pluggable software prototypes with simulation-generated handoff data. 
Thus, we have decided to develop a simple simulator that models user mobility and 
traversed tracks, calculates the RSSI values of mobile clients, feeds the MUM predic-
tor with those values, and mimics physical/datalink/network-layer behaviors by tem-
porary interrupting streaming transmission during handoffs. The considered WI test-
bed consists of 2 Internet domains and 6 subnets with 48 Wi-Fi cells; a mix of 600 
wireless clients equipped with Cisco and Orinoco cards randomly move with variable 
speed between 0,6m/s and 1,5m/s; RSSI fluctuation has a 3dB standard deviation.  

MUM components are implemented in Java and exploit the portable SUN Java Me-
dia Framework (JMF) for RTP-based video streaming and RTCP-based monitoring; in 
the experiments, we have provisioned H263-encoded VoD flows (frame size=176x144 
pixels, and frame rate 8fps). Experimental results obtained in previous work have 
shown that HA migration and activation at new PBs takes less than 400ms; DRCP lasts 
about 100ms; macro handoff flow re-direction and merging require about 500ms; 
global handoff flow reconfiguration requires 340ms for PS interposition and 100ms for 
RTP streaming activation (with a JMF server); we assume 250ms as roundtrip time [6]. 
In other words, handoff duration is between 440ms and 1500ms for micro handoff, 
about 1900ms for macro handoff, and about 2300ms for global handoff. 

Among the different experimental results that can provide significant indications 
about middleware performance, the paper originally focuses on evaluating the impact 
of handoff prediction on proactive buffer management and, consequently, on the 
maintenance of streaming continuity. To this purpose, we have measured four primary 
performance indicators: Efficiency = (PHO/PH)*100, Error = (NPH/PH)*100, Effec-
tiveness = (SH/PHO)*100, and Continuity = (CV/SH)*100. Predicted Handoffs (PH) 
is the number of handoffs foreseen by MUM predictor; Predicted Handoffs Occurred 
(PHO) is the number of PH corresponding to actual handoffs in the simulated envi-
ronment; Non-Predicted Handoffs (NPH) is the number of actual handoffs occurred 
without an associated correct prediction; Successful Handoffs (SH) are PH occurred 
when the second-level buffer is correctly sized (for micro handoffs) or when new HA 
activation terminates before client re-attachment to target APs (for macro and global 
handoffs); and Continuous Visualizations (CV) represent how many times new HAs 
have completed merging operations before the termination of buffers from old PBs 
(this performance figure only applies to macro and global handoffs). 

As reported in Table 1, Efficiency and Error experimental results show that short-
term predictions are more challenging for the MUM middleware than long-term ones. 
That primarily depends on the characteristics of RSSI-GM prediction, which exploits 
past RSSI values to estimate future client position, and MUM stubs can maintain 
longer past RSSI sequences for global handoff prediction. Long-term predictions, 
however, have shown a higher standard deviation, i.e., the exact handoff time of 
global handoff is harder to predict. In general, Efficiency and Error are strictly related 
to required prediction advance time, while Effectiveness and Continuity mainly de-
pend on correct second-level buffer sizing and prediction standard deviation. For 
instance, when early predictions occur, clients re-attach before the completion of the 
MUM handoff procedure, thus decreasing Effectiveness and Continuity. 
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Table 1. Micro, macro, and global handoff performance indicators 

 Efficiency Error Effectiveness Continuity 
Micro 90 10 99 - 
Macro 93 8 98 99 
Global 99 3 97 95 

 
Micro handoff presents the worst Efficiency indicator, while Effectiveness is high, 

thus pointing out that MUM correctly dimensions second-level buffers in this case. 
Macro handoff limits useless HA migrations to 7% and achieves a good Error; Effec-
tiveness is still high, i.e., almost all HA activations terminate before client re-
attachment; Continuity is compromised only by sporadic late predictions. Finally, 
global handoff longer duration improves both Efficiency and Error; however, high 
standard deviation on predictions reduces Effectiveness and Continuity. Micro hand-
off Efficiency improvements are possible by anticipating handoff predictions and 
consequently paying an earlier second-level buffer enlargement, thus trading between 
Efficiency and storage overhead at proxies. Let us note that high standard deviation 
on predictions risks to produce cases of too late predictions, which also require sec-
ond-level buffer refresh (at new locations) to renew obsolete data (sent in the mean-
while to clients at old locations). To overcome the problem, in global and micro 
handoff predictions, MUM commands HAs to continuously refresh the current and 
new second-level buffers until clients re-attach; in addition, MUM refreshes the buff-
ers stored at new PBs until client re-attachments, and new HAs command PSs to for-
ward flows to both old and new second-level buffers. 

5   Related Work 

The distribution of both traditional and multimedia services over the WI is introduc-
ing novel significant challenges. By focusing on handoff management, several re-
search proposals have worked at the datalink and network layers of the OSI stack: 
[20] and [4] survey a number of micro, macro, and global mobility management pro-
posals that tend to minimize handoff delays and packet losses in the context of Mobile 
IP. These general-purpose approaches suffer from the portability limitations typical of 
solutions at datalink/network layers and address handoff issues uniformly for any 
service developed on top of them, thus making impossible differentiated strategies for 
different application domains.  

By concentrating on the few application-level approaches already available in the 
literature, [11] proposes to deploy a proxy-based infrastructure for service continuity 
in the specific case of macro handoffs by exploiting standard Linux tools to forward 
multimedia flows. More recently, the same researchers have enhanced their solution 
via SIP: the guideline is to employ multicast in a local domain and movement predic-
tion to reduce packet losses during SIP session re-directions [7]. Their solution does 
not require ad-hoc infrastructures at client domains; however, it needs complex net-
work management functionality, assumes a collaborative secure deployment envi-
ronment, and does not include original handoff prediction mechanisms.  
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Proxy Intelligent Modules for Adapting Traffic Efficiently (PRIMATE) proposes a 
proxy-based infrastructure to support micro, macro, and global handoff [8]. 
PRIMATE proxies are typically deployed at Wi-Fi APs, but can also install at border 
gateways connecting local networks to the rest of the Internet: similarly to MUM, 
they locally manage service reconfiguration without server intervention and predict 
client movements to adapt proxy-based buffering. However, PRIMATE prediction 
technique is centralized, scarcely scalable, and requires dedicated hardware; in  
addition, PRIMATE exploits kernel-level client modifications (data interceptors) that 
should be statically installed at each participant [21]. Another similar research  
proposal is [22], which describes a proxy-based mobile agent middleware for  
multimedia streaming: it proposes to employ proxies, called Virtual Servers, to assist 
roaming users but, differently from MUM, its proxies do not support proactive buffer 
movement and can be deployed only in intra-domain, ad-hoc, and statically installed 
network environments with specialized custom APs. 

6   Conclusions and On-Going Work 

Middleware proxies working over the fixed network on behalf of their resource-
constrained clients are demonstrating their suitability and effectiveness in the WI, 
especially when integrated with Wi-Fi handoff prediction. In particular, handoff pre-
diction can help in realizing novel proactive proxy-based infrastructures that perform 
adaptive second-level buffering to eliminate/smooth the different discontinuity issues 
intrinsic to micro, macro, and global handoffs. The MUM research work is showing 
that it is possible to preserve WI multimedia streaming continuity, even to limited 
client devices, by adopting an application-level middleware approach that is portable 
and dynamically deployable over the standard WI. 

The promising experimental results of the MUM prototype, both in the presented 
wide-scale simulated environment and in small WI deployment scenarios in our cam-
pus, are encouraging further research. In particular, we are extending our solution to 
support vertical handoff towards Bluetooth connectivity and to enforce different Ser-
vice Level Agreements when client roam to highly populated congested Wi-Fi cells. 
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Abstract. A voice over IP quality monitoring architecture based on the devel-
opment of the VQuality library is described. VQuality implements the E-model 
and its extensions for objective voice quality measurement. The library also 
supports generation of a customized voice quality CDR with extensions that 
permit transfer of call quality parameters measured over different instants of 
time, besides interacting with a RADIUS server for data collection. The frame-
work is exemplified in the context of the fone@RNP VoIP service and VoIP 
clients incorporating the new functionality are shown. 

1   Introduction 

Voice over IP communication systems have been proliferating and represent a viable 
technological solution for voice provisioning. Aligned with this tendency, the Brazil-
ian Education and Research Network (RNP) started to offer a VoIP service over its 
backbone. The service, named fone@RNP, is based on a heterogeneous (H.323 and 
SIP) VoIP architecture, which supports voice calls among institutional PBXs, call 
establishment with the public service telephony network (PSTN), and interaction with 
other international academic and research H.323 and SIP initiatives. 

The environment of a fone@RNP institution partner is composed of servers (H.323 
GnuGK [1] or SIP Proxy SER [2]) for VoIP client registration and location. Client 
authentication is done consulting an LDAP directory [3] via RADIUS [4] and call 
statistics accounting records are stored in an SQL database. An optional gateway can 
be used for interconnection with PBX, as shown in Fig. 1. Cisco routers and Asterisk 
[5] are used as PBX gateways, while Asterisk is also used as an H.323/SIP signaling 
gateway. Since E.164 addressing is directly supported by the H.323 architecture, SIP 
servers route E.164 calls to H.323 server, if the call is not destined to the local gate-
way, which means not destined to the institutional PBX or local PSTN. There is an 
extensive use of  IP clients, like Openphone for H.323 [6] and  X-Lite for SIP [7]. 

Voice call quality statistics represent valuable information for system performance 
management, helping to validate admission control schemes and changes in network 
QoS configuration, besides enabling faulty service behavior detection and establish-
ing parameters for monitoring user satisfaction. 
                                                           
∗ Partially supported by RNP Advanced VoIP Working Group. Paulo H. de A. Rodrigues is 
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Fig. 1. fone@RNP service architecture 

As shown in Fig. 1, accounting is performed with collection of call detailed records 
(CDR) generated by servers and gateways. However, only Cisco gateways give some 
call completion quality indication. Calls between clients (IP telephones or softphones) 
have no quality indication and the overall collected statistics are insufficient for pre-
cise system characterization. 

CESNET, the Czech education and research network, has also implemented a CDR 
accounting and monitoring structure using RADIUS and gateways [8]. In [9], the 
Enterprise Call Analysis System (ECAS) architecture is presented, also based on the 
analysis and collection of gateway CDRs. These and similar architectures suffer from 
the same limitation of not taking in account the quality of calls between VoIP clients. 

In [10], to monitor the call quality offered by a network, distributed SNMP agents 
periodically generate simulated calls and collect packet losses, delay and jitter. This 
solution does not address the collection of user calls statistics and the sampling proce-
dure may not reflect the real network impact on voice calls. In [11], as in many com-
mercial products [12,13,14], a passive monitoring solution is used. Probes able of 
capturing and analyzing voice flows are strategically placed in the network and gen-
erate quality reports. This active scheme is not always successful, because secure 
communication may block packet interpretation and analysis, or the point to point 
voice traffic nature may force packets to be routed away from the probes. 

An alternate solution is been pursued in the fone@RNP service, in order to enable 
a more extensive and trustable quality accounting. A library, called Voice Quality 
(VQuality lib), capable of voice quality evaluation and quality CDR (VQCDR) gen-
eration, was developed and is being incorporated to softphones. This library imple-
ments the E-model [15] and its extensions [16,17]. Due to the use of the extended E-
model, the generated voice quality indicators are extremely detailed and closer to 
human perception than those indicators generated by present VoIP gateways [18,19].  
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The remaining of this paper is organized as follows. In section 2, we describe the 
VQuality lib and corresponding VQCDR. In section 3, the architecture for CDR col-
lection is presented. Finally, conclusions and future work are presented in section 4. 

2   Voice Quality Library (VQuality Lib) 

One of the main efforts to support the deployment of fone@RNP has been the charac-
terization and evaluation of voice call quality. Our first step towards this goal was the 
creation of an environment based on a module called MOBVEM (Modified 
OpenH323 Based Voice Evaluation Module) [16]. MOBVEM uses a modified Open 
H323 library for obtaining voice call detailed log with all the parameters needed for 
computing the E-model [15] and its extensions [17].  

Although MOBVEM has all the necessary requirements for implementing a voice 
quality measurement tool, it was developed in Perl [20] and lacks the performance of 
a compiled language. Additionally, it does not offer an API to permit its integration to 
other software and is limited to H.323 signaling. Furthermore, MOBVEM needs to 
simultaneously analyze the logs generated by both ends of a call to estimate RTT, 
making real-time voice quality determination unfeasible, when one of the ends of a 
call is a client that does not use the modified OpenH323 library. 

To overcome MOBVEM limitations, VQuality library was developed. It is written 
in C++ and inherits the calculation of the extended E-model. Moreover, besides its 
superior performance, VQuality is flexible, extensible, portable, and its computation 
of received voice quality is independent of the other side of the call. 

VQuality was developed under the oriented object paradigm and conceived for 
easy addition of new evaluation models or VoIP signaling protocols. Portability is 
achieved with a standard C/C++, except for TCP sockets and threads, which are im-
plemented differently in each OS. We have implemented our own TCP sockets func-
tion, compatible with Windows and Unix systems. For thread handling, we use the 
Pthreads-win32 library [21], which allows code compilation based on Pthreads API, 
standard for Unix OS. The result is a code which is compilable in Linux, FreeBSD 
and Microsoft Windows, besides being portable to other architectures, if necessary. 

A major challenge was to modify OpenH323 to make it full compliant with RTP 
and fill in all required fields. Integration of VQuality with OpenH323 lib permitted 
the creation of H.323 clients with VQCDR capability (see section 3.4). 

3   Collection Architecture 

One of the most important features of VQuality is its ability to send Voice Quality 
Call Detailed Record (VQCDR). At call completion, the library computes the quality 
of the received voice media, processes identification parameters for the call and in-
volved terminals, and reports this information to a centralized entity, responsible for 
collecting CDRs. VQCDR is sent using TCP/port 80, by default. TCP assures reliable 
transfer and port 80 (HTTP) facilitates operation behind firewalls, which rarely block 
this port number. VQCDR format and attributes are shown in Table 1. 
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Table 1. VQCDR fields 

# Field 
Length 
(bytes) Description 

01 version 1 * VQCDR version. Present version is 1. 
02 signalingProtocol 1 * Assigned: 0(H323), 1(SIP), 2 (MGCP). 
03 IDSize 2 * ID field length in bytes. 

04 ID 0-65535 
Call identification. In H.323 represents ConfID, 
while in SIP is Call-ID. 

05 username 64 † User identification. 

06 model 1 * 
Assigned: 0 (ITU-T E-model), 1(ETSI Extended E-
model), 2 (UFRJ/UFAM Extended E-Model) 

07 codec 1 * 

Assigned: 0 (G.711), 1 (G.711 PLC), 2 (G.723.1 
5.3kbps),   3 (G.723.1 6.3 kbps), 4 (G.726 16 kbps), 
5(G.726 24 kbps), 6 (G.726 32 kbps), 7 (G.726 
40kbps), 8 (G.728 16 kbps), 9 (G.729), 10 (G.729A), 
11 (GSM FR (6.10)). 

08 frameSize 4 * Voice frame size in micro seconds. 
09 framesPerPacket 1 * Number of voice frames in IP packet. 

10 IdEndOfCall 2 * 
Delay Impairment (Id). Degradation indicator related 
to end to end delay and interactivity. Value times 
100. 

11 IeEndOfCall 2 * 
Equipment Impairment (Ie. Degradation indicator 
related to high compression codecs, network packet 
losses and jitter buffer discards. Value times 100. 

12 MOSEndOfCall 2 * 
Mean Opinion Score (MOS) at call completion. 
Represents perceived human quality. Value times 
100. 

13 gapLossDensity 2 * 
Loss density in isolated losses (gap). Value times 
100. 

14 burstLossDensity 2 * 
Loss density in bursty losses (burst). Value times 
100. 

15 discardRate 2 * 
Percentage of discarded packets in the jitter buffer. 
Value times 100. 

16 lossRate 2 * Percentage of loss packets. Value times 100. 

17 RfactorEndOfCall 2 * 
R factor at call completion (output from E-model). 
Value times 100. 

18 duration 4 * Call duration in seconds. 
19 avgNetDelay 4 * Network average delay in µ seconds. See note 1. 
20 avgJitterBufferDelay 4 * Jitter buffer average size in µ seconds. See note 2. 
21 avgJitter 4 * Average jitter in micro seconds. See note 3. 
22 codecDelay 4 * Coding and packetization delay in micro seconds. 
23 packetsReceived 4 * Total received packets. 
24 packetsLost 4 * Total lost packets. 
25 packetsDiscarded 4 * Total discarded packets in the jitter buffer. 

26 mediaSource 256 † Remote client address (IP or hostname), media 
sender. 
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27 mediaDestination 256 † Local client address (IP or hostname), media re-
ceiver. 

28 localAlias 64 † Id of client emitting VQCDR. E.164 number or URI. 
29 remoteAlias 64 † Id of remote IP client. E.164 number or URI. 
30 direction 1 * Identification of call origin: 0 (called), 1 (calling) 
31 appExtensionSize 1 * Length of appExtension in bytes. 0 if  field is absent. 
32 appExtension 0-255 † Application additional information. 
33 VQLogSize 2 * VQLog field length in bytes. 0 if field is absent. 

34 VQLog 
0-

65535‡ Detailed quality log in VQLog format See sec. 3.5. 

* Unsigned integer value (more significant byte first). ‡ Text file. 
† ASCII coded text with delimitator (hex 00). 

Note 1: Arithmetic average of the 16 last network delay calculations (netDelay).  
Note 2: Arithmetic average of the 16 last jitter buffer delay calculations. If the length 
of the jitter buffer is not dynamic, this value is constant. 
Note 3: Arithmetic average of the 16 last jitter variations in RTP format [22]. 

3.1   Voice Quality CDR Server (VQCDR Server) 

The VQCDR Server  is the central entity responsible for collecting VQCDRs, check-
ing its legitimacy and sending them for storage. Server interacts with a database or 
application to check if VQCDR was generated by a valid user/client. VQCDR server 
architecture is composed of three modules, as shown in Fig. 2. 

Collector
Module

Authenticator
Module

Storage
Module

VQCDR Server

 

Fig. 2. VQCDR Server Architecture 

Collector Module (CM): responsible for collecting and interpreting received 
VQCDR, and also responsible for activating the Authenticator Module (AM) and the 
Storage Module (SM). 

Authenticator Module (AM): responsible for VQCDR validation. VQCDR Server 
can operate with zero or more AMs. For test or controlled environments, a simple IP 
address access list can be used to authenticate the VQCDR sender. However, in pro-
duction environments, where a more sophisticated and flexible authentication proce-
dure is required due to scalability reasons, use of an AM is more appropriate. When 
operating with SIP and H.323, for example, it may be necessary to access a specific 
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AM for each signaling protocol. In this case, CM has to be capable of selecting the 
right AM. The VQCDR protocol field can be handy for this purpose. 

Storage Module (SM): responsible for storing the collected VQCDRs in a database. 
This database can be, for example, an SQL database or a RADIUS server. 

For the H.323 fone@RNP service, we have implemented a VQCDR Server with an 
AM specific for the GnuGK gatekeeper and an SM based on RADIUS. VQCDR gen-
eration in SIP clients have not been implemented yet. 

3.2   GnuGK Authenticator Module (GnuGK AM) 

GnuGK AM uses GnuGK [1] remote management port for validating VQCDR origi-
nator (see Fig. 3-A). This port implements a communication channel which allows 
checking registered users and accessing user information in the system, such as: user 
identification, registration IP address (public IP address used by the user during regis-
tration) and private IP address (present if user is behind a NAT box [23]). 

For the authentication procedure, AM checks username (user id) and mediaDesti-
nation (private IP address if user is behind a NAT box) fields in VQCDR and also the 
IP address of the packet received with CDR (registration IP address). In case user is 
behind a NAT box, VQCDR will be validated if and only if user identification, pri-
vate IP and registration IP addresses match a GnuGk user active record. 

 

Fig. 3. GnuGK AM (A) and RADIUS SM (B) 

3.3   RADIUS Storage Module (RADIUS SM) 

RADIUS accounting offers a standard attribute set which is not enough to detail a 
voice call. However, RADIUS allows reporting extra attributes, application depend-
ent, called VSAs (Vendor Specific Attributes). To use specific attributes, a Private 
Enterprise Number has to be solicited to IANA [24]. With this number, a ven-
dor/application can define a data dictionary which allows RADIUS to interpret spe-
cific attributes. UFRJ VSAs were assigned data dictionary number 21715 by IANA. 

SM interface with RADIUS (see Fig. 3-B) was implemented with use of the Radi-
usClient library [25], which is only available in Unix. In the future, this library will be 
modified to make it Windows compatible and allow running RADIUS SM on this OS. 
Our specific data dictionary is shown in Fig. 4. 
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# UFRJ Vendor Specific Attributes discardRate               15 integer ufrj 
VENDOR ufrj  21715 lossRate  16 integer ufrj 
# VQCDR attributes duration 18 integer ufrj 
signalingProtocol 1 string ufrj avgNetDelay 19 integer ufrj 
callStart                 2 string ufrj avgJitterBufferDelay 20 integer ufrj 
callStop                 3 string ufrj avgJitter 21 integer ufrj 
ID 4 string ufrj codecDelay 22 integer ufrj 
username 5 string ufrj packetsReceived 23 integer ufrj 
model  6 string ufrj packetsLost 24 integer ufrj 
codec 7 string ufrj packetsDiscarded 25 integer ufrj 
frameSize              8 integer ufrj mediaSource 26 string ufrj 
framesPerPacket    9 integer ufrj mediaDestination 27 string ufrj 
IdEndOfCall          10 integer ufrj localAlias 28 string ufrj 
IeEndOfCall          11 integer ufrj remoteAlias 29 string ufrj 
MOSEndOfCall     12 integer ufrj direction 30 string ufrj 
gapLossDensity     13 integer ufrj RFactorEndOfCall 31 integer ufrj 
burstLossDensity 14 integer ufrj     

1/2 2/2 

Fig. 4. VQCDR RADIUS data dictionary 

3.4   Modified H.323 Clients 

Using a modified OpenH323 library, for implementing a full compliant RTP, and 
VQuality lib, for voice quality evaluation and VQCDR generation, three clients based 
on open source implementations have been developed: VQOpenphone, from Open-
phone, a graphics Windows client, VQMeeting, from Gnome Meeting [26], a graphics 
Unix client and VQOhphone, from Ohphone, a textual multiplatform client (Windows 
and Unix). Fig. 5 shows a VQOpenphone and VQMeeting clients at the end of a call. 
In their status panel, MOS for the received call is displayed. 

 

Fig. 5. VQOpenphone and VQMeeting clients 
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3.5   Voice Quality Log (VQLog) 

VQCDR quality indicators offer a receiver perspective call quality summary, very 
adequate for a large VoIP system supporting hundreds or thousands of calls a day. 
However, this information does not allow an analysis of quality variation over time, 
which may be needed in tests or in more detailed and specific experiments. 

! Example of VQLog file 
G.711-uLaw-64k 1 20.00 40.00 
13:41:00.625 6 0 0.00 98.00 13 116 0.15 22.76 70.50 3.62 
13:41:01.547 3 0 0.00 98.00 18 116 0.15 23.62 69.60 3.58 
13:41:02.469 3 0 0.00 97.50 15 115 0.15 20.46 72.80 3.73 
13:41:03.375 5 0 0.00 97.50 18 115 0.15 20.37 72.80 3.73 
13:41:04.391 0 0 0.00 97.50 14 115 0.15 20.37 72.80 3.73 
13:41:05.391 0 0 0.00 97.00 15 114 0.15 20.37 72.80 3.73 
13:41:06.375 0 0 0.00 97.00 18 114 0.15 20.37 72.80 3.73 
13:41:07.365 0 0 0.00 97.00 18 114 0.15 20.37 72.80 3.73 
2 0.00 57.50 14.00 40.00 367 17 0 0.00 11.26 0.15 20.42 72.80 3.73 
0 D41F4102AAF118109FED0040A70 leandro 3377 3354 1 10.10.1.1 10.10.2.1 8 
 

Fig. 6. VQLog file example 

Need for more detailed measurements and motivation for sharing reports among 
different applications based on VQuality produced the VQLog format, which allows 
sending of extra information besides VQCDR indicators. To enable the timely analy-
sis of a call, a file with values of main quality variables at different instants of time is 
included and sent with VQCDR. 

A VQLog file is coded in ASCII and must have one or more codec identification 
lines, one or more quality indicators lines, one summary line and a call identification 
line, necessarily in this order. Each line is formed by fields separated by blank spaces. 
During a call, one or more codecs can be used, needing one line for each. Each quality 
indicators line is associated with an instant of time, forcing sending many lines to 
characterize quality changes over time. A VQLog file example is shown in Fig. 6. 

3.6   Voice Quality Plot (VQPlot) 

VQPlot is an application which reads and plots VQLog information. Together with a 
client that uses VQuality, like VQOpenphone or VQMeeting, it becomes a very pow-
erful analysis tool. At the end of a call, the user can run VQPlot. The application will 
automatically open the VQLog file and plot graphs showing the evolution of relevant 
parameters over time. These plots help to identify degradation factors for a call and its 
intensity. This analysis can help, for example, a technician give remote support to a 
user facing configuration problems with its network or personal computer. 

Fig. 7 and Fig. 8 illustrate VQPlot output for a call originated from a VQOpen-
phone running on a laptop with a 802.11b wireless lan connection. 
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Fig. 7. Call quality over time 

 

Fig. 8. Call statistics over time 
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3.7   Visualization Environment 

All CDRs, generated by a server, a gateway or IP client (VQCDR), are sent to a 
RADIUS server and stored in an SQL database. Soon after, CDRs that refer to the 
same call are consolidated in one single record. A Web based interface (Fig. 9)  
generates reports such as: call distribution over a day, number of calls over a day 
period, call quality along a day, number of simultaneous calls, among others. 

 

Fig. 9. Visualization Web environment for statistics reports 

4   Conclusions and Future Work 

In this paper, we presented a voice quality monitoring architecture which process 
voice quality CDRs (called VQCDR) generated by the VQuality library. VQuality 
implements objective voice quality evaluation based on the E-model and its exten-
sions. This library, written in standard C/C++, is portable and supports different VoIP 
signaling protocols. Besides generating its VQCDR and sending it via RADIUS, it 
has extensions for sending complementary information as a textual file. An applica-
tion called VQPlot is able to read this complementary information and plot graphs 
displaying parameter variation over time. Using VQuality and a modified OpenH323 
lib, three clients, VQOpenphone, VQMeeting and VQOhphone, capable of generating 
voice quality CDRs, were developed.  

One future step will seek the integration of VQuality lib into open source SIP client 
or in IP telephone under partnership with vendors. Another possible line of action 
would be the incorporation of VQuality to a simulation tool, as the Network Simulator 
[27], what could be helpful for the design and evaluation of complex VoIP systems. 

When using VQCDRs and full compliant RTCP reports, it is possible to determine 
delays in each direction of a call. From the statistics database, as a future work, we 
could derive information about traffic asymmetry in the underlying network. 

The lack of clients with the ability of measuring call quality should foster partner-
ships with vendors and providers, specially because of the increasing interest in VoIP 
and need for assuring and measuring user satisfaction. 
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Abstract. Providing Quality of Service(QoS) in distributed networks,
such as multimedia ad hoc wireless network, also requires well defined
scheduling schemes. However, due to the distributed nature of ad hoc net-
works, nodes may not be able to determine the next packet to transmit
as in the centralized networks. Thus, it is a non-trivial issue to provide
bounded delay guarantee, with fair share of resources. In this paper, we
implement a scheduling scheme named delay guaranteed fair queueing
(DGFQ) in a multimedia ad hoc wireless network with distributed man-
ner. According to the performance evaluation results, both average and
maximum delay could be controlled with varying service differentiation
coefficient. In summary our new scheme can manages the delay perfor-
mance of multimedia traffic in the distributed network environment.

Index terms: Fair queueing, Ad hoc network, Quality of Service (QoS),
Multimedia network.

1 Introduction

The multimedia ad hoc wireless network is quite an attractive issue since it of-
fers a flexible solution to enable delivery of multimedia services to mobile end
users without fixed backbone networks. As a distributed network technology,
it also required to provide a set of applications, e.g., both error-sensitive and
delay-sensitive applications, over the bandwidth-constrained wireless medium.
In practice, to implement those applications over the distributed networks afore-
mentioned, the issue of providing fair and delay bounded channel access among
multiple contending hosts over a scarce and shared wireless channel is essential.

Fair queueing has been a popular scheme to provide fair share of resources
among nodes according to their application requirements in both wireline and
packet cellular networking environments [1]-[6]. However, the problem of de-
signing fully distributed, scalable, and efficient fair scheduling algorithms in the
shared-channel ad hoc wireless network remains largely unaddressed. In essence,
the unique characteristics of ad hoc wireless networks such as location-specific
contention create spatial coupling effects among flows in the network graph, and
the fundamental notion of fairness may require non-local computation among
contending flows. Adding these features together, fair queueing in shared-channel
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multihop wireless environments is no longer a local property at each output link
and has to exhibit global behaviors; this has to be achieved through distributed
and localized decisions at each node.

In some related works the fair packet scheduling issues have addressed, in
particular, on the aforementioned problems in ad hoc wireless networks,[7]-[9].
The focus of [7], [8] has been the problem formulation and an appropriate ideal
centralized model for fair queueing in shared-channel multihop wireless networks.
They also proposed a distributed fair scheduling implementation scheme, which
merely approximate the centralized model. In [9], they devised distributed and
localized solutions such that local schedulers self-coordinate their local interac-
tions to achieve the desired global behavior. They also propose a suite of fully
distributed and localized fair scheduling models that use local flow information
and perform local computations only. Though the contributions stated above, [9]
mainly addressed on the fairness of the overall throughput performance for the
various usage scenarios without consideration of the QoS factors such as delay
performance especially for the multimedia ad hoc wireless networks.

In [10], they propose a new fair queueing scheme i.e., delay guaranteed
fair queueing (DGFQ), guaranteeing bounded delay for multimedia services.
DGFQ scheme is basically a generalized process sharing(GPS) based fair queue-
ing scheme with some modifications to guarantee bounded delay. In detail, the
service differentiation coefficient was introduced to apply additional weight fac-
tor for the delay guaranteed (DG) class over non-delay guaranteed (NG) class.
With this policy, DGFQ provides better delay performance for DG class at the
same fairness guarantee without serious increase of computational complexity.
However [10] has focused on the centralized network, rather than distributed one
e.g., ad hoc wireless networks.

In this paper we implement the delay guaranteed fair queueing (DGFQ)
in the multimedia ad hoc wireless network using the distributed fair queueing
protocol to verify the controllability and adaptability of DFGQ on the bounded
delay requirement in multimedia ad hoc wireless networks. Through the results
of performance evaluation, we can conclude that DGFQ also performs well to
control bounded delay in multimedia ad hoc wireless networks

The rest of the paper is organized as follows. Section 2 summarizes the delay
guaranteed fair queueing (DGFQ). Section 3 describes the network model for
ad hoc fair scheduling. In Section 4 we describe on distributed implementation
of delay guaranteed fair queueing (DGFQ) in the multimedia ad hoc wireless
network. Section 5 presents a simulation-based performance evaluation of the
implementation, and, finally in Section 6 we conclude our work.

2 Delay Guaranteed Fair Queueing (DGFQ)

In delay guaranteed fair queueing (DGFQ)[10], two tags i.e., a start tag and a
finish tag, are associated with each packet. Packets are scheduled in the increas-
ing order of the start tags of the packets. Furthermore, v(t) is defined as a virtual
time function which calculates the start tag of the packet in service at time t.



A Distributed Scheduling Scheme Providing QoS 181

Finally, in DGFQ scheme, there is a certain interval of time in which all flows
are scheduled at least once, we call it scheduling interval.

All flows are classified into a number of classes according to their delay bound
requirements. The simplest and basic classification is to make two classes, one for
delay guaranteed (DG) flows and the rest for non delay guaranteed (NG) flows. In
our scheme, we introduce the service differentiation coefficient, α (0 < α ≤ 1), to
handle each flow class differently. By varying α, we can customize delay bound for
individual flows i.e., adjust the relative service order of each flow in a scheduling
interval.

The complete algorithm is defined as follows.

1. On the arrival of pj
f , the jth packet of flow f , is stamped with start tag

S(pj
f ), computed as

S(pj
f ) = max{v[A(pj

f )], F (pj−1
f )} j ≥ 1 (1)

where A(pj
f ) is the arrival time of packet pj

f , v[·] is the virtual time function
for the given arrival time and F (pj

f ) is the finish tag of packet pj
f .

The finish tag of packet pj
f is defined as

F (pj
f ) = S(pj

f ) + αf

ljf
φf

(2)

where F (p0
f ) = 0, φf is the weight of flow f , ljf is the length of packet pj

f , and
αf (0 < αf ≤ 1) is the service differentiation coefficient for flow f . αf=1 for
NG class or appropriate value for DG class.

2. Initially the system virtual time is 0. During a busy period, the system virtual
time at time t, v(t), is defined to be equal to the start tag of the packet in
service at time t. At the end of a busy period, v(t) is set to the maximum
of finish tag assigned to any packets that have been serviced by then.

3. Packets are serviced in the increasing order of the start tags; ties are broken
arbitrarily.

3 System Model

3.1 Network Model

In this paper, we consider a packet-switched multihop wireless network in which
the wireless medium is shared among multiple contending users, i.e., a single
physical channel with capacity C is available for wireless transmissions. Trans-
missions are locally broadcast and only receivers within the transmission range
of a sender can receive its packets. Each link layer packet flow is a stream of
packets being transmitted from the source to the destination, where the source
and destination are neighboring nodes that are within transmission range of each
other. Two flows are contending with each other if either the sender or the re-
ceiver of one flow is within the transmission range of the sender or the receiver of
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the other flows [11]. We make three assumptions [11]-[13]: (a) a collision occurs
when a receiver is in the reception range of two simultaneously transmitting
nodes, thus unable to cleanly receive signal from either of them, (b) a node
cannot transmit and receive packets simultaneously, and (c) neighborhood is a
commutative property; hence, flow contention is also commutative.

In addition, we do not consider non-collision-related channel errors. For sim-
plicity of presentation, we only consider fixed packet size in this paper, which is
a realistic assumption in typical wireless networks.

3.2 Flow Contention Graph

To visualize the contending flows in the network, we introduce the flow con-
tention graph which precisely characterizes the spatial-domain, as well as the
time-domain contention relationship among transmitting flows. In a flow graph,
each vertex represents a backlogged flow, and an edge between two vertex de-
notes that those two flows are contending with each other. If two vertices are
not connected, spatial reuse is possible because those two flows can transmit
simultaneously.

As an example, Figure 1 shows the simple network consists of 8 nodes and 4
flows. The dashed lines in the node graph represents tow nodes are in the commu-
nication range. Each node in an ad hoc wireless network maintains information
for flows within one-hop neighborhood in the flow contention graph. In Figure 1,
one-hop neighborhood of flow F1 includes F2, F3. Therefore, for given flow f , it
is required to maintain flow information for flows that are within the transmis-
sion range of either f ’s sender or its receiver. However, for any given node, our
goal is to maintain flow information (e.g., service tags) for flows only within its
one-hop neighborhood in the node graph, even though one hop neighborhood in
a flow graph will translate to the two-hop neighborhood in the real node graph
in practice. This means that no node needs to be aware of flow information at
nodes that are more than one hop away in the node graph.
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Fig. 1. Node graph and flow graph in location dependent contention (a) Original node
topology graph (b) Flow graph
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4 Distributed Implementation of DGFQ in Ad Hoc
Wireless Networks

4.1 Basic Scheduling Operations

The detailed operations for distributed implementation of delay guaranteed fair
queueing (DGFQ) in multimedia ad hoc wireless network consist of the following
four parts:

– Local state maintenance: Each node n maintains a local table En, which
records each flow’s current service tag for all flows in its one-hop neighbor-
hood of the flow graph. Each table entry has the form of [f, Tf ], where Tf is
the current service tag of flow f , e.g., the most recent start tag of flow f .

– Tagging operations: Two tags, i.e., a start tag and a finish tag, are assigned
for each arriving packet, using DGFQ algorithm described in Section ??, for
each flow f in the local table.

– Scheduling loop: After the tagging operation, at the sender node n of a flow
f , the following procedure is performed, whenever the node n hears that the
channel is clear,
(a) if the flow f has the smallest service tag in the table En, of node n,

transmit the head-of-line packet of flow f immediately;
(b) otherwise, set the backoff timer Bf of flow f as

Bf =
∑

g∈S

I(Tg(t) < Tf(t)),

where g is a flow entry of table En and I(x) denotes the indicator func-
tion, i.e., I(x) = 1, if x > 0; I(x) = 0, otherwise. Consequently, the value
of Bf is equal to the number of flows in a table En which has smaller
service tag than flow f .

(c) if flow f ’s backoff timer expires, i.e., waits for Bf timeslots, and the
channel is idle, transmit the head-of-line packet of flow f .

Table 1. Table updates between transmission of flows 1 and 4 (assume packet trans-
mission time = 10)

Table for F1 Table for F2 Table for F3 Table for F4
Before F1: T1=1 F1: T1=1 F1: T1=1 F2: T2=2
F1 and F4 F2: T2=2 F2: T2=2 F2: T2=2 F3: T3=3
Transmit F3: T3=3 F3: T3=3 F3: T3=3 F4: T4=4

F4: T4=4 F4: T4=4
Backoff=0 Backoff=1 Backoff=2 Backoff=2

After F1: T1=11 F1: T1=11 F1: T1=11 F2: T2=2
F1 and F4 F2: T2=2 F2: T2=2 F2: T2=2 F3: T3=3
Transmit F3: T3=3 F3: T3=3 F3: T3=3 F4: T4=14

F4: T4=14 F4: T4=14
Backoff=2 Backoff=0 Backoff=1 Backoff=2
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– Table updates: whenever node n hears a new service tag T ′
g for any flow g on

its table En, it updates the table entry for flow g to [g, T ′
g]. Whenever node

n transmits a head-of-line packet for flow f , it updates flow f ’s service tag
in the table entry.

We provide an illustrative example to show how the algorithm works. In the
example, as shown in Figure 1, four flows are scheduled from the sender node
to its respective receiver node and the dotted line denotes the two nodes are
within the communication range. It is assumed that the initial virtual time V
= 0, and the initial service tags for the four flows are T1 = 1, T2 = 2, T3 = 3,
T4 = 4. The table maintained at each sender of the four flows and the backoff
calculation and table updates before and after transmission of flows 1 and 4 are
shown in Table 1. Flows F1 and F4 could transmit simultaneously because they
are not neighboring flows (see Figure 1). After the transmission of F1 and F4,
the service tags of two flows are increased by 10, the packet transmission time,
and subsequently, the backoff value of each flow table updated to the number of
other flows which have smaller service tag (T ) value.

4.2 Protocol Description

In the distributed implementation protocol, each data transmission follows a
basic sequence of RTS-CTS-DS-DATA-ACK handshake, and this message ex-
change is preceded by a backoff for certain number of timeslots. When a node
has a packet to transmit, it waits for an appropriate number of timeslots before
it initiates the RTS-CTS handshake. In particular, the node checks its local table
and sets a backoff timer for flow f to be the number of flows with tags smaller
than the tag of flow f . This way, the local minimum-tag flow backs off for zero
minislot and contends for the channel immediately. If the backoff timer of f ex-
pires without overhearing any ongoing transmission, it starts RTS carrying Bf ,
the backoff time of flow f according to the table, to initiate the handshake. If
the node overhears some ongoing transmission, it cancels its backoff timer and
defers until the ongoing transmission completes; In the meantime, it updates
its local table for the tag of the on-going neighboring transmitting flow. When
other nodes hear a RTS, they defer for one CTS transmission time to permit
the sender to receive a CTS reply. When a receiver receives a RTS, it checks
its local table. If Bf is greater than or equal to the backoff value for flow f in
the receiver’s local table, it responds with CTS. Otherwise, the receiver simply
drops RTS. This procedure is required for maintaining the table information at
both sender and receiver nodes. Once a sender receives the CTS, it transmits
DS. When hosts hear either a CTS or a DS message, they will defer until the
DATA-ACK transmission completes.

In order to propagate a flow’s service tag to all its one-hop neighbors in the
node graph and reduce the chance of information loss due to collisions during
this service tag information propagation, the tag Tf for flow f is attached in all
four packets RTS, CTS, DS and ACK, i.e., the old tag in RTS and CTS packets,
and updated tag in DS and ACK packet.
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5 Performance Evaluation

5.1 Simulation Environment

We use simulations to evaluate the performance of our distributed implemen-
tation of DGFQ in multimedia ad hoc wireless networks. The following is the
simulation environment used in this simulation.

The radio model is based on existing commercial wireless network with a
radio transmission range of 250 meters and channel capacity of 2Mbit/sec which
is typical capacity of current wireless mobile networks. Moreover, for the distrib-
uted implementation of DGFQ scheme, error free channel model is assumed to
concentrate our evaluation work on the key features of proposed scheme, i.e., the
controllability and adaptability of DGFQ scheme in distributed network environ-
ment such as multimedia ad hoc wireless networks to provide delay guaranteed
service.

As the traffic source model, we choose the modified MPEG video source,
described in [14]. Moreover, we assumed that all the sources have identical char-
acteristics. In this video flow model, there are three types of frame, i.e., I, B
and P frames. Each frame size is determined by a Lognormal distribution with a
specified mean and standard deviation. A video source generates 24 frames per
second.
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Fig. 2. Node graph of simulated multimedia ad hoc wireless network
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Fig. 3. Flow graph of simulated multimedia ad hoc wireless network

Further, we consider a wireless ad hoc network which includes 14 nodes trans-
mitting 10 flows. Figures 2 and 3 show the node graph and flow graph of simu-
lated network respectively. To testify the controllability of DGFQ for guaranteed
delay provision in distributed network environment, flow F4 is controlled with

Fig. 4. Total transmitted packets with varying the value of service differentiation co-
efficient (α)
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varying the value of α, the service differentiation coefficient, for the range of
0 < α ≤ 1, while other flows are assumed to have α value of 1. Finally, the
simulation results for flow F4 are compared with that of other contending flows
and overall average.

Each simulation is run for 1000 seconds, and we selected average delay, max-
imum delay and throughput as the performance measures as in [10]. Detailed
definitions and discussions for these measures are described in the following sec-
tion.

5.2 Results and Discussions

Throughput. We used throughput as a fairness measure, which is total trans-
mitted packets during the whole simulation duration, say, 1000 seconds. Figure
4 shows the throughput of flows with scattered points and their regression. Basi-
cally, as reported in [10], there is only a minor differences in throughput between
flows either controlled (F4) or not (all other flows). In Figure 4, the white circle
points and their regression line represents the average throughput of all flows
and the black circle points and their regression line shows the throughput of the
controlled flow (F4). Specifically, as shown in the figure, the difference is several
hundred packets over more than 263,000 packets. The number of transmitted
packets is inverse proportional to α, it is because α controls F4 with the share
of channel in some extend, and, subsequently, it affects to the throughput of con-
tending flows. It should also be noticed that it is possible to control individual
flow with varying α.

Fig. 5. Average delay with varying the value of service differentiation coefficient (α)
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Average Delay. In our work average delay is defined as the average time
interval between the arrival and departure of a packet for a certain time duration.
As shown in the Figure 5, the service differentiation coefficient α is the key
parameter to manage delay performance. In the figure, the white circle points
and their regression line represents the overall average delay, averaged for all
flows, and the black circle points and their regression line shows the average
delay of the controlled flow (F4). With varying α we can control the average
delay of flow F4. As shown in the figure, the control range of average delay could
be 1ms. On the other hand, contrary to the throughput case discussed above,
delay is proportional to α.

Maximum Delay. The maximum delay is another critical performance measure
for real time multimedia flows. We define maximum delay as the maximum
interval between the arrival and departure of a packet in the system in a certain
duration of time, say, simulation duration. We can get the results simultaneously
with average delay from the same simulation. As in the previous figures, in
Figure 6, the white circle points and their regression line represents the overall
maximum delay averaged for all flows, and the black circle points and their
regression line shows the maximum delay of the controlled flow (F4). From the
figure, the control range of maximum delay is about 10ms. We can conclude that
maximum delay could also be controlled with α, which means DGFQ controls
the maximum delay also in distributed networks.

Fig. 6. Maximum delay with varying the value of service differentiation coefficient (α)
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6 Conclusion

We implemented a delay guaranteed fair queueing(DGFQ) scheme, [10], dis-
tributively in the multimedia ad hoc wireless network environment. As far as
throughput is concerned, there is only a minor differences between flows either
controlled by service differentiation coefficient (α) or not. On the other hand,
for delay performance, according to the simulation results, both average delay
and maximum delay could be controlled by varying the value of α. In summary,
it is clear that DGFQ can control the delay performance of multimedia traffic
in the distributed network environment as well as centralized network.

We just consider about a limited network environment, i.e., stationary nodes
with error-free wireless channel, which is too idealistic to apply our work in the
practical systems. So, much more work should be done for the dynamic topology
variation by mobile nodes in error-prone wireless channel case as a future work.
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Abstract. The paper describes a management-oriented model for cost-
effective ‘data connectivity’ provisioning between the end-point entities
of networked multimedia applications. The ‘connectivity’ service provider
(SP) may maintain multiple policy-based protocol mechanisms that differ
in the bandwidth allocation strategies exercised on transport networks
and the extent of QoS guarantees enforced for application-level data
flows. The required QoS is prescribed through a service interface, with
the SP instantiating one of the policy modules with appropriate parame-
ters to meet the QoS requirements. The model allows dynamic switching
from one policy module to another, based on a cost associated with band-
width usage by the network infrastructure for a given QoS offering. The
management functions of SP monitor the changes and/or outages in net-
work bandwidth in a dynamic setting, and map them onto connectivity
costs incurred by the selected policy mechanism. To accommodate this
end-to-end connectivity management, the SP employs an extended form
of ’diffserv’-style traffic classification for flow aggregation purposes and
’intserv’-style resource control for bandwidth allocation purposes.

1 Introduction

The provisioning of end-to-end ’data connectivity’ may be viewed as a service of-
fered over the underlying network infrastructure. Thereupon, clients may build
higher level multimedia-oriented services: such as image downloads, real-time
video transport, and mining of time-sensitive data. The connectivity service
provider (SP) may set up end-to-end paths between data aggregation points
to carry the traffic — say, between New York and London. Individual clients
may then exchange high volume information over these data paths for sports,
business, and entertainment applications. The SP may possibly lease the band-
width from infrastructure networks (such as telecom companies) for providing
the session-level ’data connectivity’ between end-points.

In providing ’data connectivity’, the SP is faced with two conflicting goals: re-
ducing the bandwidth costs incurred on the network infrastructure for data flows
(to maximize the SP’s revenues) and allocating enough bandwidth to meet the
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Fig. 1. Bandwidth-controlled connectivity

QOS needs of application sessions (to satisfy the end-user’s utility). The SP
needs to implement policy mechanisms and management tools that allow bal-
ancing these goals. In this paper, we identify a model of connectivity management
that allows attaining the revenue and QoS objectives.

Figure 1 illustrates a session-level data path set up between two end-points
pe1 and pe2. Each segment in the path may be a native communication link
between the routers of an IP network or a TCP (or UDP) connection set up
between the nodes of an overlay network. Or, the entire path between pe1 and
pe2 may be a leased line with dedicated bandwidth. Regardless of the network
infrastructure, the end-system treats the data path between pe1 and pe2 as a
single object for the purpose of bandwidth management and admission control.

The SP may employ a control architecture based on data flows and path
guarantees to exercise end-to-end QOS control. It involves:

– Maintaining multiple diffserv-type data paths between the end-points with
parameterizable QoS differentiation between them;

– Admission control at the end-points with intserv-type bandwidth manage-
ment over the data paths.

The admission control function in an end-system aggregates a large number of
data flows with closely-similar QOS needs over a single path. The traffic corre-
lations that exist among such flows allows reaping the statistical multiplexing
gains in bandwidth. The path maintenance function in the end-system suitably
apportions the available infrastructure bandwidth between the various paths
that carry (aggregated) data flows with distinct QoS levels. This bandwidth
apportionment allows the SP to enforce per-flow QoS guarantees.
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Referring to Figure 1, the available bandwidth between pe1 and pe2 is 6
units. Out of this, 5 units are allocated to carry QoS-controlled data flows and
the surplus 1 unit is allocated to carry, say, ’best-effort’ traffic. The 5 units of
bandwidth may in turn be split across two data connections, say, 3 units along
Lx and 2 units along Ly to carry high resolution and low resolution video traffic
respectively. Here, the SP-level control is about deciding how to estimate the
bandwidth of 5 units needed for video traffic and how to split this bandwidth as
3 units and 2 units for Lx and Ly respectively.

The SP may use policy functions that prescribe how distinct the flow specs
characterizing various data connections are and what cost the per-flow band-
width usage on a data connection incurs. The SP may also dynamically switch
from one policy to another, based on how the costs of bandwidth usage vary as
the connection operating point changes (say, due to bandwidth outages in the
underlying path). Our model allows installing a repertoire of policy functions at
end-points and selecting a suitable policy to make the connectivity provision-
ing cost-optimal. The paper provides the functional mechanisms to realize the
policy switching while sustaining a user-transparent QoS control. These mecha-
nisms are based on our studies on different types multimedia data connections.
Overall, our connectivity model can be incorporated into the ‘telecommunica-
tions management’ framework (TMN) that has been standardized for network
services [1].

The paper is organized as follows. Section 2 describes a QOS-oriented view of
’data connectivity’ and how ’data connections’ are managed by the end-system
in our model. Section 3 identifies the end-point mechanisms and infrastructure
interfaces to support the model. Section 4 compares our approach with existing
methods of connectivity control. Section 5 concludes the paper.

2 Our Model of End-to-End Connectivity Management

A session-level connectivity is based on setting up one or more ‘data connections’
between a pair of peer end-points. The set of links that provide the physical con-
nectivity between end-points constitutes the ‘infrastructure’, and the available
link capacities in a path connecting the end-points constitute the ‘resource’. An
admission control protocol exercises the bandwidth to sustain a certain QoS of
data transfer over the connections.

In this section, we provide a management-oriented view of the end-to-end
mechanisms that exercise bandwidth allocation control.

2.1 Management-Oriented View of Connectivity Protocols

A ‘data connection’ is characterized by QoS attributes: such as the sustainable
rate of data flow, maximum allowed data loss, and end-to-end delay jitter on
data [2,3]. The client application prescribes this QoS to the ‘connectivity service’
provider (SP) when requesting the setup of a ‘data connection’. The internal
functions of a SP’s infrastructure that realize end-to-end data connectivity, such
as packet scheduling strategies, are however hidden from the application.
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A connectivity protocol P encapsulates the functionality to manage the end-
to-end admission of data traffic and the required provisioning of infrastructure
bandwidth. The QoS parameters q instantiate this functionality at run-time to
control the extent of bandwidth allocation. The bandwidth expended b may be
represented as: b = R(xP ), where xP is the protocol-internal state that reflects
the current operating point of the connection (such as queue sizes, window cred-
its, etc). For instance, R may depict a mathematical formula for ’link utilization’
achieved by a ’window-based data transfer’ protocol, expressed in terms of the
window sizes and link error rate. Such a functional representation allows a man-
agement module to maintain a handle on the bandwidth allocation exercised by
P on ’data connections’.

2.2 Connectivity-Level Objects for Management Control

The management control is exercised on two types of session-level objects: ‘data
flow’ and ‘data connection’. A ‘data flow’ is a sequence of packets transported
from the source to receiver entities, subject to a certain end-to-end QOS. A ‘data
connection’ is set up over the transport path between source and receiver entities,
with a prescribed amount of bandwidth allocation to carry a group of data flows
with a closely-similar QOS characteristics. See Figure 2. A ‘data connection’ is
the object granularity for bandwidth allocation purposes, whereas a ‘data flow’
is the object granularity for end-to-end admission control.

Given a bandwidth apportionment b(r) for a data flow r, the amount of
bandwidth usage

∑

∀r

b(r) incurred by a ‘data connection’ C can be transcribed
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on, say, the infrastructure-level tariffs incurred for bandwidth allocation1. The
SP attempts to multiplex many data flows on a single connection to reap the
gains arising from a statistical sharing of the bandwidth — and hence reduce
the costs. This revenue-oriented incentive forms the basis for a dynamic control
of connectivity mechanisms employed by the SP.

2.3 Application-Level Flow Specs

The connectivity protocol embodies a policy function F to map a data flow r
to the bandwidth needs b at network elements in a data path. In one form, r
may be given by a peak rate p, average rate A, loss tolerance limit ∆ (specified
as a fraction of the average rate in the range [0.0, 1.0]), delay tolerance limit D,
and auto-correlation parameter ζ of data traffic. Note that ζ ∈ (0.0, 1.0), with
ζ → 0.0+ indicating a totally random flow and ζ → 1.0− indicating a high degree
of statistical dependence of the current peak rate on past peak rates. F maps a
data flow r to bandwidth needs b such that F(r′) > F(r′′) for r′ > r′′. See [4]
for guidelines to prescribe the ‘>’ relation on flow types f .

Consider a data flow r of type f = (A, p, ζ, ∆,D) over a network element E,
where A < p and ∆ > 0. A policy function2 F may employ optimistic bandwidth
allocation on E by assuming that the peak rate of flow does not persist long
enough to backlog packets at the input queue of E to a level where more than
a fraction ∆ of the packets will miss their deadlines prescribed by D. Such an
allocation will have: [A−∆] < F(r) < p, with the actual allocation determined
by D, the duration of p relative to A (i.e, burstiness), ζ, and input queue length
of E. If F and F ′ depict optimistic policies such that F(r) > F ′(r) for some
r ∈ FLOW SPECS, then F(r′) > F ′(r′)|∀r′∈FLOW SPECS.

Note that the flow type f may be viewed as a ‘traffic class’ in the DiffServ
architecture. A connection C(f) is then a ‘DiffServ’ path to carry data flows
of type f . The apportionment of available bandwidth B on a network path
across the various connections sharing this path corresponds to a ‘proportional
differentiation’ in the scheduling of packets of these traffic classes [6].

2.4 Policy-Based Estimation of Bandwidth

F encapsulates a resource allocation policy realized at the end-points. Typically,
an allocation may be somewhat less than supporting the peak rate p in a sus-
tained manner, but more than the average rate A, with the constraint being
that the packet loss over the observation interval Tobs is less than ∆. An exam-
ple of allocation policy is to reserve 10% additional bandwidth relative to that
necessary to sustain the average rate A. Typically, the scheduler should visit the

1 The SP may possibly lease fiber-optic link-level connectivity between end-points
from telecom companies (such as AT&T), and then control bandwidth allocation on
this leased link to support session-level ’data connectivity’ for customers.

2 The (p, A, ∆, ζ) tuples may be viewed as prescribing distinct ‘virtual link classes’ (see
[5] in this context). The admission controller then maps an application-generated
data flow to one of these ‘virtual links’.
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packet queue of C for a portion ( b
CAP(E) − ∆) of Tobs, where b is the effective

bandwidth necessary for a no-loss transfer of packets over the link.
The resource encapsulation embodied in F allows different policy functions

to be installed at the management interface points of a ‘data connection’. Our
focus here is not on the accuracy in estimating the bandwidth needs itself, but
is on the signaling support for a reasonable estimate from the traffic-oriented
QoS parameters. It may be noted that the IntServ-style bandwidth allocation
embodied in our model is exercised only at the end-system3.

2.5 Revenue Incentives of Flow Aggregation

One or more data flows may be multiplexed over a single connection C. The
multiplexing may reap bandwidth gains due to statistical sharing of the band-
width allocated for C across these flows. Typically, the SP may multiplex flows
with similar QoS characteristics over C so that all packets of these flows get
the same level of scheduling. For instance, multiple MPEG-2 video streams may
require the same level of loss/delay tolerance [9], which makes the video packets
schedulable with a single-level priority scheme. Such an aggregation allows in-
corporating the gains arising from a statistical sharing of connection bandwidth
in the SP’s revenue-oriented decisions.

In ‘one-at-a-time’ floor-controlled voice conferencing, the voice data bursts
from various speakers may be spaced in time. This correlation in turn allows
keeping the bandwidth allocation on C to just sustain a 64 kbps data rate for
all the voice streams combined, that otherwise would be higher if allocations are
done separately for each voice stream.

Consider a system of sensors that collect data pertaining to a common exter-
nal phenomenon (e.g., multiple radars observing a plane flying over a terrain).
The data collected by various sensors may exhibit a high degree of correlation in
the traffic behaviors, since these data pertain to the same physical phenomenon.
A traffic shaper at end-points can spread out the peak rates of sensor data in a
controlled manner to achieve a steady but lower bandwidth consumption.

Thus, an aggregation of closely-similar data flows over C offers the potential
for statistical multiplexing gains. Higher the number of flows multiplexed over
C, more are the bandwidth gains. The gains however accrue at the expense of a
certain amount of packet loss.

As can be seen, a ’data connection’ offers the right granularity to enforce
bandwidth allocation policies by the SP. A management perspective of the end-
system mechanisms to control such ’connection’ objects is described next.

3 End-System Protocol Mechanisms

The infrastructure mechanisms are built around ‘packet scheduling’ over data
connections, weighted by their bandwidth allocations. The packet scheduler is
3 The IntServ-type and DiffServ-type of functional elements in our end-system model

are inspired by, but are different (both in context and scope) from, the IntServ and
DiffServ architectures proposed by IETF for use in the core network elements [7,8].
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Fig. 3. State maintained at end-point nodes

a canonical end-point element that interfaces between the connectivity protocol
P and the network infrastructure. There is however no per-flow state tracking
at the infrastructure level4.

3.1 State Information at End-Points

Aggregating multiple flows over a single connection C reduces the schedul-
ing overhead, relative to setting up a separate connection for each data flow.
Figure 3 illustrates the state information maintained at end-points to support
flow aggregation. The key pieces of state information include the QoS specs that
classifies the component flows, number of flows multiplexed, policy function to
map QoS specs to bandwidth needs, and available bandwidth on a connection.
Since this information is maintained at connection-level, the amount of per-flow
state is reduced by O(n), where n is the number of flows aggregated over C. The
only per-flow control activity incurred at the admission controller when flows
are admitted or removed is to adjust the number of flows n and re-estimate the
bandwidth needs using policy functions5.

4 We assume a FIFO based intra-connection scheduling across the component flows.
This ensures the scalability of end-point mechanisms by avoiding the need for per-
flow state-tracking.

5 Flow aggregation in our model is primarily for revenue-oriented bandwidth man-
agement purposes (besides achieving scalability of protocol-level implementations of
admission control). The per-flow guarantees experienced by end-to-end peer-entities
is a by-product of this paradigm shift in bandwidth management.
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To enable the aggregation of data flows, the session-level manager may as-
sign a unique label l(C) to bind the component flows together, whereupon the
admission controller can multiplex them over C. Here, l(C) is a session-level
index to the grouping of data flows that are carried over C. In the example of
sensor system, l(C) may be the id referring to the external phenomenon from
which the sensor data are collected. The session-level labeling of connections
can be part of, say, a MPLS-based routing [10] over the path set up through the
network.

3.2 Determination of Bandwidth Savings

A ’data connection’ shared across many closely-similar flows entails a lower per-
flow bandwidth allocation that is quantifiable, in comparison to a case of sharing
the underlying network path across many disparate flows. The bandwidth allo-
cation over a shared ’data connection’ satisfies weak additivity, indicated as:

F(ri)|i=1,2,···,n < F(r1 ⊕ r2 ⊕ · · · ⊕ rn) ≤ F(r1) + F(r2) + · · · + F(rn),

where F(ri) > Ai and ’⊕’ is the aggregation operator. This relation captures
the possible savings due to sharing of connection-level bandwidth across vari-
ous flows, with the actual gains determined by the cross-correlation parameter
associated with these flows. Such an end-point admission control procedure is
illustrated below:

admit flow(ri+1, q, C)|i=1,2,··· /* q: flow descriptor for connection C */
additional bandwidth X := F(r1 ⊕ · · · ⊕ ri ⊕ ri+1) − F(r1 ⊕ · · · ⊕ ri);
if (X < availbw(C)) /* enough bandwidth is available */

admit new flow ri+1;
availbw(C) := availbw(C) - X ;

else
reject new flow ri+1.

When there is no connection-level sharing, the inability to map the traffic
correlation onto the packet scheduling exercised on various data flows forces
the end-system to determine the bandwidth needs independently for each of

the flows. So, the total allocation is
n∑

i=1

F(ri). This in turn precludes bandwidth

savings that may otherwise be feasible due to a shared allocation driven by traffic
cross-correlation across the data flows.

In a general form, the per-flow bandwidth allocation may be given as:

Rbw(n) =
F(r1 ⊕ r2 ⊕ · · · ⊕ rn)

n
.

The monotonicity condition that depicts the bandwidth sharing is: Rbw(n) <
Rbw(n′) for n > n′. Figure 4 illustrates how a policy function F may
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capture these gains, so that it can be plugged in by the SP at appropriate control
points6.

3.3 Packet Delay and Loss Checks

Packet delay checks are made against flow-specific delay tolerances. However, a
‘connection’ is the object granularity seen at the scheduler level. The scheduler
may use the connection id (cid) carried in packets to index them into appropriate
queues and exercise packet scheduling therefrom. Since only flows with similar
characteristics are multiplexed over a connection, delay checks at connection-
level can provide information about packets meeting flow-specific delay tolerance
parameter D. The ‘delay comparison’ relation for a packet p is:

p.timestamp + D(p.cid) > current time + Ttx,

which qualifies p as meeting the deadline at receiver. Note that an excessively
delayed packet is deemed as a lost packet for end-to-end control purposes. The
tolerance parameters D and ∆ are passed on to the admission controller through
a signaling mechanism for use by the scheduler.

6 It is not the mechanism of ‘statistical multiplexing’ that we focus in the paper.
Rather, it is how we can quantitatively represent the policies that reap ‘statistical
multiplexing’ gains, so that these gains can be factored into the flow admission
decisions by the SP. In this light, how effective a statistical multiplexing scheme is and
how good a quantitative representation of the multiplexing gains is are orthogonal
aspects. The former pertains to a traffic engineering based protocol design, whereas
the latter deals with how to incorporate the gains in a macroscopic policy function
for use in revenue-based decisions.
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Figure 5 shows an agent-based implementation of the monitor for packet
loss and delays. Here, congestion on a data connection C may arise due to a
possible inability of the admission controller to determine the allowed levels of
flow multiplexing over C prior to actually admitting the flows. In our study, the
signaling of packet loss from the agents at receiver end to the agents at source
end is carried out using IETF RTCP. The signaling delay on a 4-hop network is
measured about 30 msec.

3.4 Optimal Level of Multiplexing

The multiplexing of data flows over a connection C may affect client-level QoS
due to excessive path sharing among data flows and sustained higher rates in
many of them. Also, the intra-connection multiplexing and de-multiplexing over-
head on packets — which is another form of cost (besides bandwidth cost) —
increases with the number of flows multiplexed on C. Figure 6 shows this re-
lationship in an empirical form. The work in [11] has shown that the queuing
delay of packets is a monotonically increasing function of the number of flows
n that feed packets into the queue. Thus, beyond a certain level of bandwidth
sharing (say, for n > n′′), the end-to-end delay of packets belonging to various
flows may increase to a level where the client-prescribed loss tolerance limit ∆
is not met. This packet loss behavior is depicted as:

Rloss(n) =

n∑

i=1

pi − F(r1 ⊕ r2 ⊕ · · · ⊕ rn)

n
,
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where pi is the peak rate of flow ri. The monotonicity condition is: Rloss(n) >
Rloss(n′) for n > n′.

In general, the per-flow bandwidth cost Rbw(n) on a connection can be re-
duced by increasing the number of flows sharing this path. The lower bandwidth
usage may however be counteracted by increased packet loss Rloss(n) arising
from scheduling delays. Accordingly, the number of flows admitted in C should
not exceed a threshold nopt that may cause connection failures due to exces-
sive packet loss. See Figure 7. To enable determination of this optimal point at
run-time, the SP prescribes a cost function of the form:

Θ(n) = a.Rbw(n) + b.Rloss(n)

for use by the admission controller, where a and b are normalization constants.
Since there is no closed-form analytical relation between Θ(n) and n, the opti-
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mal value nopt needs to be determined dynamically by measurements of packet
loss experienced over C at run-time. That RBW (n) and Rloss(n) exhibit
monotonicity properties ensures that the Θ(n)-versus-n relation has a single
global minimum, and hence allows determining nopt by an iterative search
procedure.

With multiple policy functions available for the SP, empirically relating them
in terms of cost allows the SP to dynamically switch from one policy to another.
If F and F ′ depict policies such that F(r) > F ′(r) for some r ∈ flow specs, we
then have: nopt(F) > nopt(F ′). The SP thus determines the optimal assignment
of groups of data flows to a set of distinct connections7.

The cost analysis required for connectivity control may be based on separate
empirical studies of various policy functions.

4 Related Works

There have been works that attempt to get the advantages of ”IntServ” world,
namely, flexibility and fair QoS support and that of ”DiffServ” world, namely,
robustness and scalability. We compare these works with our approach, with an
emphasis on SP-level revenue incentives.

Techniques for flow aggregation and avoidance of per-flow tracking have been
studied elsewhere: such as the ’dynamic packet state’ based packet classifica-
tion and scheduling by core routers [14] and the ’link-based fair aggregation’
for class-based fair queue scheduling at the ingress and egress routers and for
intra-class FIFO scheduling at the core routers [15]. Likewise, the admission
control architecture in [16] allows the end-points probe the network for band-
width availability and admit a group of flows only when there is no congestion
in the network. Architecturally, these existing techniques for QoS control are
based on two session-level objects: ’data flows’ and ’bandwidth guaranteed data
paths’.

In contrast, our model stipulates another object, namely, ’data connection’,
to embody the grouping of one or more closely-similar data flows. This in turn
allows incorporating statistical multiplexing gains as part of a cost assignment
policy to application-level flows. Referring to Figure 1, the ’data connections’
Lx of 3 units bandwidth and Ly of 2 units bandwidth simply do not exist in
the current models. Instead, only a single end-to-end path of 5 units band-
width is visible to the session-level controller for multiplexing the various data
flows. In this light, the ’data connection’ objects in our model offer a better
means of quantifying and estimating the bandwidth gains arising from statis-
tical multiplexing of data flows to enable revenue-driven decision-making by
the SP’s.

In a larger sense, our connectivity model may provide a management dimen-
sion to the existing control architectures for end-point flow admissions.

7 Methods to quantify network resource allocations (such as those described in [12,13])
can be incorporated in policy functions.
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5 Conclusions

The paper described a model of session-level connectivity provisioning for use
by multimedia networked applications. The model is based on creating a variety
of diffserv-type of ’data connections’ with QoS differentiation and apportioning
the available bandwidth across these connections using intserv-type of end-point
admission control. The model employs a policy-driven control of infrastructure
bandwidth allocations, for cost-effective provisioning of data connectivity.

Our model allows dynamic switching from one policy function to another,
based on a notion of cost associated with the infrastructure bandwidth usage,
for a given level of QoS support. The strategy is to reduce the per-flow cost
incurred by multiplexing many closely-similar data flows on a single connection.
The multiplexing brings two benefits to the SP, without compromising the QoS
needs of applications. First, it reduces the per-flow resource allocation due to
the gains accrued from a statistical sharing of connection resources. Second, it
amortizes the connection-level overhead across many flows. The level of cost
reduction, and hence revenue accrual, can be controlled by the SP using a range
of policy functions that take into account the QoS attributes of data flows.

Our model accommodates the above strategy through a management-oriented
interface that allows the SP to maintain a repertoire of policy functions and
choose one therefrom for providing an appropriate level of ‘data connectivity’ to
the client applications. The paper described the functional mechanisms to moni-
tor the end-to-end QOS and adjust the connection operating points to maximize
the SP’s revenue without compromising the user-level QoS needs.

Our study shows that the connectivity management model can be employed
for QoS-sensitive multimedia networks in a scalable and flexible manner.
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Abstract. This paper proposes to integrate security parameters into the Service 
Level Specification (SLS) template proposed in the Tequila project to improve 
SLA-based management of QoS [8], [21]. Integrating those parameters in the 
QoS part of the Service Level Agreement (SLA) specification is essential in 
particular for secure multimedia services since the QoS is negotiated when the 
multimedia service is deployed. Security mechanisms need to be negotiated at 
deployment time when sensible multimedia information is exchanged. In this 
paper we show that including security parameters in the SLA specification 
improves the SLA-based management of QoS and therefore the negotiation, 
deployment and use of the secure multimedia service. The parameters this paper 
proposes to integrate have the advantage to be understandable by both the end-
users and service providers. 

1   Introduction 

Today, many multimedia services are available to end-users over the Internet. They 
allow the exchange of more or less sensitive information needing different levels of 
protection. These services have generally Quality of Service (QoS) requirements 
according to the medias used (audio, video, text, etc.) and also security requirements 
depending on the type of the service used and the sensibility of the data they 
exchanged. For example a personal electronic multimedia medical file exchange 
requires a high security protection whereas multimedia e-mail or videoconference 
services might not have the same security requirements. 

The protection during the exchange is usually achieved using security mechanisms 
and protocols. However, adding security to a service increases the resource 
consumption and the delay of the exchange, and therefore decreases the quality of the 
service. The Centre for Information Systems Security Studies and Research 
(Monterey California) published studies on these issues [9], [24].  

To provide the best possible QoS for secure services, we think that security needs 
to be negotiated and deployed at the same time than QoS since security processing 
consumes resources from both the end-user (EU) and the provider (e.g.: CPU, 
throughput, delay) and has therefore an impact on the QoS.  

A SLA is a specific contract between a service provider (SP) and its customers 
[26]. It contains, on one hand, general information to identify the customer and the 
service to provide. On the other hand, it contains technical information to identify the 
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required quality for those services [26], [27]. This second (technical) part corresponds 
to the Service Level Specification (SLS). The integration of QoS in SLS is the subject 
of many projects and publications [5], [10], [2], [11], [12], [20], [13]. They are 
presented in sections 2.1 and 2.2. The SLA specifications used or defined in these 
projects are not explicitly considering security. We suggest to group QoS and security 
together for negotiation and deployment in the SLS. 

Our proposal is to extend the SLS template defined by the members of the Tequila 
project using parameters to express security. The selection of these parameters is 
discussed in one of our previous publications [4]. The parameters have the advantage 
of being understandable by both EUs and SPs. Integration of such parameters would 
allow the improvement of SLA-based management of QoS with the generation of 
network policies that ensure the reservation of adequate amount of resources for both 
the security and QoS needs. In addition, integration of security parameters within the 
SLS would enable SPs to propose Security of Service (SoS) to their customers. This 
allows customers to get the level of security they require for their services, without 
needing to be experts in security and without necessary having the appropriated 
security mechanisms available on their host. 

This paper gives in Section 2 a state of the art on SLS for QoS and SoS 
management. Section 3 describes how to insert selected SoS parameters in an existing 
SLS. Section 4 presents the mapping of SLS parameters onto network policies and 
Section 5 gives an example of mapping. Section 6 discusses issues on the influence of 
security mechanisms on network and service performance to improve SLA-based 
management of QoS and SoS. Section 7 concludes on open issues and perspectives of 
this work. 

2   Service Level Specifications for QoS and Security Management 

In this section we first describe existing work on SLS for QoS management. We then 
present existing work on security for SLS and finally we explain our choices to 
integrate security parameters in SLS. 

2.1   Service Level Specifications for QoS Management 

A lot of work deals with SLS for QoS management. We can mention various projects 
such as Aquila (Adaptive Resource Control for QoS Using an IP-based Layered 
Architecture) [5], [10], Cadenus (Creation and Deployment of End-User Services in 
Premium IP Networks) [2], Mescal (Management of End-to-end Quality of Service 
across the Internet At Large) [11], Sequin (Service Quality across Independently 
Managed Networks) [12] and Tequila (Traffic Engineering for Quality of Service in 
the Internet, at Large Scale) [20], [13].  

The Aquila, Cadenus and Tequila consortia provide IP Premium services over the 
Internet [18]. These three projects have worked together to define an SLS template 
tailored to IP networks. The resulting SLS, the Tequila SLS consists of the four 
following units:  

• The common unit, which contains general information identifying the context of 
the SLA (information about the provider, the customer, the service type, the time 
and the period of SLA applicability). 
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• The topology unit, which gives information on the points used by the service to 
access the provider domain, and the relationship of traffic generation and 
consumption amongst them. 

• The QoS unit, which describes the traffic streams that are subject to the SLA and 
the nature and extent of service differentiation provided to them.  

• The monitoring unit, which defines a set of parameters that need to be collected 
and reported to the customer in order to be compared with the SLA ones. 
Each unit is also divided in sub-units that are not detailed here. 

This SLS template is in the process of being standardised through the IETF. The 
documents containing the drafts are [25], [21], [22], [8]. Furthermore, it is used in 
other projects such as Sequin or Mescal. The Sequin project handles the Tequila work 
to provide an SLS template for the IP Premium service between National Research 
and Education Networks and the trans-European research backbone GEANT [23]. 
The Mescal project, which builds on Tequila results, uses the Tequila SLS for inter-
domain interactions. It aims at negotiating the QoS between Customer and SP and 
between two SPs, while the Tequila project focused mainly on Customer-SP 
interactions [19]. 

2.2   Service Level Specification for SoS Management 

Little work has been conducted on security integration in SLS. The Arcade Project is 
one of the exceptions. It defines an SLS for IPsec [1], [28]. It proposes security 
parameters to integrate into SLS by succinctly defining a network level security SLS 
specific to a Linux implementation of the IPsec protocol [17]. Two categories of 
parameters are distinguished in this SLS: the SLA-dependent and the SLA-independent 
parameters. The SLA-dependent parameters are inherent to the SLA. The SLA-
independent gather the parameters that can be reused in others SLAs, where a similar 
service is required. They consist of parameters that are used in the IPsec security 
association. Their objective is to map the SLS onto the IETF/DMTF IPsec 
Configuration Policy Information Model [14]. This SLS does not consider QoS. 

2.3   Our Choices to Integrate Security in SLS 

Of the studied projects none is considering both quality and security of service. The 
SLS defined in the Tequila project represents a complete specification for the IP 
service and is becoming a standard. However it is specific to QoS management and 
does not include security parameters despite the impact of security processing on the 
quality of the service. This SLS is a good base to add security parameters. 

3   Extension of the Tequila SLS Template with Security 
Parameters 

This section describes how we integrate the SoS parameters identified in [4] in the 
Tequila SLS template to improve the QoS management of secure services. 

These parameters have the advantage of being interpretable by both EU and SPs. 
Two abstraction levels are therefore available: one abstract level that can be qualified, 
understandable by non expert EU and a precise level that can be quantified, 
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interpretable by the expert EU and its SP to negotiate the service configuration and 
deployment. The identified qualitative parameters correspond to the common security 
services (confidentiality, authentication, integrity and non-repudiation) plus optional 
parameters derived from security protocols (security protocol, tunnelling and no-
replay). To each qualitative parameter corresponds a set of quantitative values.  

Supplying SoS is a quality guarantee for secure multimedia services. It is essential 
to consider security as a parameter to provide a good quality to the service. Also, 
security processing acts on the quality of the service. It increases resource 
consumption, induced delay and traffic load. Considering security as a QoS 
functionality makes it easier to take into account the impact of security on the QoS. It 
is also a logical placeholder since security and QoS are applied to the same traffic. 
Also, as the traffic is already described in the traffic descriptor sub-unit of QoS unit it 
avoids the useless repetition of the traffic description. This sub-unit contains 
combination of DiffServ Information, Source information, Destination Information 
and Application Information [8]. The Source, Destination and Application 
Information is necessary for security protocol configuration [17],[ 3]. 

To introduce SoS parameters in the SLS, we choose to add a new sub-unit to the 
QoS unit of the Tequila SLS template, the SoS parameters sub-unit, rather than 
adding a specific security unit. This sub-unit contains the common parameters plus 
the selected security protocol and the protocol options described in [4].  

Fig. 1 presents the extension of the Tequila SLS QoS unit for security with 
quantitative guarantees. Only the two sub-units useful for SoS management are 
shown. The other QoS sub-units are outside the scope of this paper. The additional 

 
Sub-Unit Qualitative Parameters Quantitative Parameters Value 

Diffserv Information DSCP 11101 
Type IPV4 Address 

Source Information Address 
Value 190.20.1.1 
Type IPV4 Address 

Destination Information Address 
Value 200.20.1.1 

Protocol number 6 
Source port 1566 

Traffic 
descriptor 

Application Information 
Destination port 1566 

Security protocol Value ESP (or 50) 
Alg Name  DES 
Alg Category  Block 
Alg Mode  CBC 
Alg Block size 64 bits 
Alg Key length 56 bits 

Confidentiality 

Alg round number 16 
Alg Type MAC 
Alg Name HMAC Authentication 
Alg Key length 128 bits 

Integrity Hash function MD5 
Non-repudiation Value Off 

Type IPV4 Address Source 
address Value 190.20.1.0 

Type  IPV4 Address 
Tunnelling 

Destination 
address Value 200.20.1.1 

SoS 
parameters 

No-replay Sequence Number length 32 bits 

Fig. 1. In bold: proposed SoS parameters structure and example of quantitative SoS parameters 
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parameters are in bold. The first column presents the sub-unit. The second and third 
columns correspond respectively to the qualitative and associated quantitative 
parameters, and the fourth contains examples of associated selected values. 

The negotiated values associated to the SoS parameters can be either qualitative or 
quantitative depending on the EU expertise. In the first case, a level, an on/off choice 
or a default value can be attributed to the parameters. In the second case, a subset of 
specific parameters is associated to the common ones except for the non-repudiation 
parameter which is ‘on or off’ depending on the type of authentication algorithm. 
Therefore, if non-repudiation is selected, the authentication algorithm must be a 
digital signature. 

During the negotiation, it is possible not to select any of the security parameters or 
to use only part of it. For example, the required SoS can be confidentiality only. In 
this case, the common and optional parameters that are not selected can be 
qualitatively specified with the ‘no’, ‘on’ or ‘off’ value, or not specified at all. In the 
case where optional parameters are not specified, the options default values are 
attributed according to the security protocol selected. 

In case quantitative values are attributed, as presented in Fig. 1, the SP can directly 
consider the SLS to configure security. However, in case of qualitative agreements, 
the SP must interpret the values. This interpretation is done through mapping tables 
such as Table 1, where a level corresponds to a set of algorithms to choose from. This 
choice is also possible with quantitative guarantees. Several alternatives can be 
associated to a particular SoS parameter. 

Table 1. Example of a mapping table for confidentiality 

Level Name Category Mode Block 
size 

Key length Round 
number 

Security 
Protocol 

AES Block CBC 128 128 9 ESP, TLS 
3DES Block CBC 64 192 48 ESP, TLS High 
IDEA Block CBC 64 128 8 ESP, TLS 
RC5 Block CBC 64 128 16 ESP 

Medium 
Blowfish Block CBC 64 128 16 ESP 
DES Block CBC 64 56 16 ESP, TLS 
RC2 Block EBC 64 64 18 TLS Default 
DES Block EBC 64 56 16 TLS 

No NULL       

 
The SLS we propose is negotiated between a EU and its SP. The negotiated values 

are either qualitative or quantitative depending on the EU expertise. The quantitative 
parameters are derived from the SLS or obtained from the mapping tables that 
represent the SoS that can be provided by the SP. These parameters are used by the 
SP to configure its network. To do this, the SP must be able to translate the SLS into 
policies. These policies are then used to configure the SP network to provide the 
required security.  

4   From SLS to Policies 

The policies on which we map the SLS are described in a previous paper [7]. These 
policies are organised in a three levels hierarchy (service level, network level and 
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element level policies). A service level policy is translated into a network level policy, 
which is also translated into several element level policies that are sent to the network 
elements where they are enforced. 

Only SLS quantitative parameters are considered and mapped onto policies. The 
qualitative parameters must be previously translated in quantitative parameters 
through the mapping tables. 

Therefore, the quantitative SLS is translated into the network level and then 
element level policies, as described in Table 2 and Table 3, where: 

• <Sec-Prot> corresponds to the security protocol used (AH, ESP, TLS) 
• <C-Algo parameters> represents the different confidentiality quantitative 

parameters. Several algorithms can be specified. In this case, the algorithm list is 
specified in braces. E.g.: {(AES, block, CBC, 128, 128, 9), (IDEA, block, CBC, 
64, 128, 8), (3DES, block, 64, 192, 48)}. The NULL algorithm can be directly 
specified if confidentiality is not required.  

• <A-I-Algo parameters> represents the different authentication and integrity 
quantitative parameters. The SLS non-repudiation parameter is not specified in the 
policy. It depends on the digital signature use as authentication algorithm and it is 
not necessary in the policy to configure network. As for confidentiality, several 
algorithms can be specified. Each list of parameters is described in brackets and the 
list of algorithms in braces. The NULL algorithm can also be directly specified if 
authentication and integrity not required.  

• <Tunnelling parameters> corresponds to the type of the addresses and the IP 
source and destination addresses of the tunnel.  

• <Seq-Number Length> refers to the sequence number length specified in the SLS. 

Table 2. Network level policy 

IF SourceIPaddress|UserIPaddresses = <SourceIPaddress|UserIPaddresses1..*> and SourcePortNo|UserportNo = 
<SourcePortNo|UserportNo> and DestinationIPAddress = DestinationIPAddress..(optional)> and 
DestinationPortNo = <DestinationPortNo (optional)>  
THEN CONNECT with <QoSDirection> and <ConnectionType> from|among <SourceIPAddress!..*>  
at <SourcePortNo|UserPortNo> to <destinationIPAddress!..*(optional)> at DestinationPortNo1 (optional)> with 
<PhBtype> and <Sec-Prot> with <C-Algo parameters> and <A-I-Algo parameters> and <Tunnelling 
parameters> and  <Seq-Number Length> 

Table 3. Network level policy for dissemination to the network elements 

IF SourceIPaddress|UserIPaddresses = <SourceIPaddress|UserIPaddresses1..*>  and SourcePortNo|UserportNo = 
<SourcePortNo|UserportNo> and DestinationIPAddress = DestinationIPAddress..(optional)>  and 
DestinationPortNo = <DestinationPortNo (optional)>  
THEN SET at <InterfaceIPaddress> with <PhBtype> and <Sec-Prot> with <C-Algo parameters> and <A-I-
Algo parameters> and <Tunnelling parameters> and  <Seq-Number Length> 

 
The element policy parameter <InterfaceIPAddress> represents the nodes where 

the policy must be enforced, i.e. the nodes crossed by the traffic for which the SLA is 
negotiated. This parameter can be directly deduced from the ‘Topology unit’ of the 
SLS, since this unit describes the SP domain access nodes. 
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5   SLS to Policy Mapping Example 

In this section we are only interested in the SoS parameters mapping from SLS to 
policy. Consider a End-User (EU) who wishes to secure its video-conferencing 
service. S/he expresses her/his requirements in qualitative terms and requires a 
security with a medium confidentiality and a high integrity/authentication. Therefore, 
the non-repudiation parameter receives the ‘off’ value and the protocol options 
(tunnelling and no-replay) will receive their default value. As for security protocol 
parameter, it will be derived from the result of the qualitative to quantitative 
parameters mapping. The obtained security SLS is depicted in Fig. 2. 

 
QoS Unit 

Security protocol not defined yet 
Confidentiality Medium 
Authentication High 
Integrity High 
Non-repudiation Off  
Tunnelling Off 

SoS 
parameters 

No-replay On 

Fig. 2. The EU negotiated security SLS with qualitative guarantees 

These qualitative parameters must be derived into quantitative ones to be 
interpreted to configure and manage the SP network. The mapping tables described in 
Tables 4 and Table 5 are used. The grey lines represent the quantitative values 
associated to the specified qualitative ones. 

Table 4. Example of a mapping table for confidentiality 

Level Name Categ Mode Block size Key length Key rounds Security protocol 

AES Block CBC 128 128 9 ESP, TLS 
3DES Block CBC 64 192 48 ESP, TLS High 
IDEA Block CBC 64 128 8 ESP, TLS 
RC5 Block CBC 64 128 16 ESP 

Medium
Blowfish Block CBC 64 128 16 ESP 
DES Block CBC 64 56 16 ESP, TLS 
RC2 Block CBC 64 40 18 TLS Default 
DES Block CBC 64 40 16 TLS 

No NULL       

Table 5. Example of a mapping table for authentication, integrity and non-repudiation 

Level N-R Value Auth Type Auth Name Auth key length Hash function Security Protocol 

off MAC HMAC 128 SHA-1 AH, ESP, TLS 
High 

off MAC HMAC 128 RIPEMD_160 AH, ESP 
Medium off MAC HMAC 128 MD5 AH, ESP, TLS 
Default off MAC HMAC 128 MD5 AH, ESP, TLS 
No off  NULL  NULL  

 
These two tables are used to identify the algorithms associated to the negotiated 

security level. As for the column named ‘Security protocol’, it identifies the protocol 
that uses the algorithm. 
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We end up with the following alternatives. On one hand, the ‘medium’ level of 
confidentiality can be provided by the RC5 or Blowfish algorithms with ESP 
protocol. On the other hand, the ‘high’ importance of authentication/integrity can be 
provided by HMAC associated with the hash functions SHA-1 or RIPEMD-160, by 
using the AH, ESP or TLS protocols. The ESP protocol is therefore the only 
possibility since it is the only one proposing a ‘medium’ level of confidentiality. 

The network level policy will be created from the new data. The policy conflict 
verification and resolution will need to be done but its description is out of the scope 
of this paper. This policy is then derived in two element level policies. The Tables 6 
and 7 present these policies where the negotiated security parameters are in bold. In 
these Tables, the sequence number length is set to ‘32’. It corresponds to the IPsec 
default value of this parameter [4]. 

 
Table 6. Network level policy derived from the SLS parameters 

IF UserIPaddress = 1.1.1.1, 2.2.2.2  and UserPortNo = 8000 
THEN CONNECT with bi-directional and unicast among 1.1.1.1, 2.2.2.2 at 8000 with AF11 
and ESP with {(RC5, block, CBC, 64, 128, 16), (Blowfish, block, CBC, 64, 128, 16)}  
and {(HMAC, 128, SHA-1), (HMAC, 128, RIPEMD_160)} and off and 32 

Table 7. Element level policies derived from the SLS parameters 

IF SourceIPaddress = 1.1.1.1 and SourcePortNo = 8000 and DestinationIPAddress = 2.2.2.2 and 
DestinationPortNo=8000 THEN SET at 1.1.1.0  with AF11  
and ESP with {(RC5, block, CBC, 64, 128, 16), (Blowfish, block, CBC, 64, 128, 16)}  
and {(HMAC, 128, SHA-1), (HMAC, 128, RIPEMD_160)} and off and 32 

 

IF SourceIPaddress = 2.2.2.2 and SourcePortNo = 8000 and DestinationIPAddress = 1.1.1.1 and 
DestinationPortNo=8000 THEN SET at 2.2.2.0  with AF11  
and ESP with {(RC5, block, CBC, 64, 128, 16), (Blowfish, block, CBC, 64, 128, 16)}  
and {(HMAC, 128, SHA-1), (HMAC, 128, RIPEMD_160)} and off and 32 

The first policy in Table 7 is enforced by the network node 1.1.1.0 managing the IP 
address 1.1.1.1. The second policy is enforced at the network node 2.2.2.0 managing 
 

 

policies policies

PDP PDP

SP 
Network

SP 
Network

SoS
SLS

SP-SP
agreements

SP

EUEU

SP

network element
management

agreements

end to end SoS
 

Fig. 3. End to end SoS with SLS enforcement 
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the IP address 2.2.2.2. These policies will secure the videoconferencing traffic 
between the IP addresses 1.1.1.1 and 2.2.2.2. 

The network nodes where the policies are enforced can be edge routers of the SPs 
domains or device modems provided by SPs to the EUs. Those device modems are 
integrating security mechanisms and allow the SPs to provide end to end SoS to their 
customers. Fig 3. illustrates where SLSs can take place. 

The mapping tables and policies presented in this section offer a choice among 
several SoS solutions, each having a different impact on the QoS. 

6   Security Influence on Network and Service Performance 

This section discusses the influence of security on network and service performance 
(in the context of our SLS for QoS and SoS). In our previous paper [4], we discussed 
how each SoS parameter affects the performance. The resources we studied are CPU, 
memory and bandwidth. For each resource two types of costs are distinguished: 
initialisation and streaming costs. The initialisation represents the initialisation phase 
of the security mechanism process (including the negotiation), and the streaming 
represents the data packet emission. In [4] we consider the resources (CPU, memory 
and bandwidth) and their associated costs with each SoS parameter specified in our 
SLS. We determine how each SoS parameter influences the different resources and 
therefore the importance of the impact. The figure 4 summarises this study with a 
down/top classification of resource consumption for our SoS parameters. 

 
CPU/memory costs (initialisation)

Confidentiality
Authentication/Integrity/Non-Repudiation
No- Replay

+

-
bandwidth costs (streaming)

Confidentiality with padding
Tunnelling
Authentication/Integrity/Non-Repudiation
Confidentiality without padding
No- Replay

(c)

CPU/memory costs (streaming)

Confidentiality
Authentication/Integrity/Non-Repudiation
Tunnelling
No- Replay

+

-

+

-

(a) and (b)  

Fig. 4.  Classification of SoS parameters resource consumption 

Fig. 4 (a) and (b) show the initialisation and streaming costs for CPU and memory. 
These resources are considered together since their consumption has the same origin. 
During the initialisation, CPU and memory costs are due to the initialisation of the no-
replay sequence number and of the authentication and confidentiality algorithms. 
During the streaming phase the sequence number incrementation and checking, the 
creation of a new (tunnel) header for each packet and the processes of 
authentication/integrity and confidentiality algorithms consume also these two 
resources. Fig. 4 (c) presents the bandwidth costs while streaming. Our classification 
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depends on the amount of data transferred for each specific SoS parameter. For 
example, the sequence number exchanged to ensure the no-replay is a 32 bits value, 
whereas the size of the added header for tunnelling is at least 20 or 40 bytes for 
respectively IPv4 and IPv6, or more, the size of data when padding is added to 
enciphered data can reach 255 bytes. The initialisation bandwidth cost is not shown 
here. Only the protocol has an impact on it for its security context establishment (key 
generation, negotiation of used algorithms, etc.). 

To determine the precise impact of the choice of the protocol on the bandwidth, we 
did run some tests that applied the IPsec protocols for different levels of security. We 
used the Ethereal tool [6], a network protocol analyser, to value bandwidth costs for a 
MPEG video and a DVD sequence. The multimedia sequences are read with VLC 
(Video LAN Client) on a laptop from a desktop running on Windows OS and are 
secured with the Windows OS IPsec Policy Tool. The data are exchanged over a 
LAN.  

The Windows IPsec Policy Tool provides confidentiality using 3DES or DES 
algorithms. The SHA-1 and MD5 algorithms associated with HMAC are available for 
authentication and integrity services. To measure the bandwidth costs, we did test two 
times for both multimedia sequences (MPEG and DVD) with all possible 
combinations of security protocols and algorithms (i.e. AH with SHA-1, AH with 
MD5, ESP with SHA-1, ESP with MD5, ESP with 3DES, ESP with DES, ESP with 
SHA-1 and 3DES, ESP with SHA-1 and DES, ESP with MD5 and 3DES and ESP 
with MD5 and DES). We can notice that the quality of the multimedia sequence, the 
level of confidentiality and the level of authentication and integrity do not have an 
impact on the bandwidth costs. Only the choices of the security services and of the 
protocol do have an impact.  

Table 8. Bandwidth costs for UDP and IPsec protocols 

Protocol  Bandwidth cost during the 
initialisation (bytes) 

Bandwidth cost while 
Streaming (bytes/packet) 

UDP not relevant 1358 
AH Authentication and integrity 1688 1382 

Authentication and integrity 1712 1382 
Confidentiality 1712 1378 ESP 
Confidentiality, authentication and integrity 1712 1390 

 
The table 8 depicts the increase bandwidth costs before and after the inclusion of 

security. The bandwidth cost during the initialisation phase is expressed in bytes 
because it consists in the security context establishment (key generation, negotiation 
of used algorithms, etc.) and the number of exchanged packets is limited (10 for 
IPsec). While streaming, it is expressed in bytes per packets because it corresponds to 
the protocol processing, which depends on the multimedia file. Table 8 shows that the 
bandwidth initialisation cost depends only on the protocol. ESP consumes more 
resources than AH. During the streaming phase the bandwidth consumption varies 
according to the chosen security services apart from the protocol. Confidentiality 
consumes less bandwidth than authentication and integrity, which consume fewer 
resources than confidentiality, authentication and integrity. This confirms our 
classification in Fig. 4 (c). 
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We are now extending our tests to the other resources (CPU and memory), and for 
each SoS parameter.  

7   Conclusion and Future Work 

This paper has proposed a solution to improve the SLA based management of QoS for 
secure distributed multimedia services. It used the Tequila project SLS definition as a 
basis and extends it with SoS parameters. 

We identified the essential SoS parameter to integrate in the QoS part of an SLS. It 
consists of a set of network specific parameters useful for network security protocols 
configuration and to evaluate the impact on resource consumption and consequently 
on the QoS. We also highlighted the necessity for EUs to provide higher-level 
parameters to the SLS in order to express their SoS requirements in terms they do 
understand. Then, we described the mapping of SLS parameters on policies and give 
an example of this mapping. Finally we discussed the influence of security on the 
performance of services and networks. It is essential to consider it to improve the QoS 
management. Our SoS quantitative parameters are useful to evaluate this influence. 

Including security parameters in the SLS allows SPs to propose end to end SoS to 
their customers. The SLS can be used by the modem devices provided by SPs to EUs. 
These devices can integrate security mechanisms that can be dynamically configured 
by the SP. 

We are currently continuing our tests on the other resources consumptions for each 
SoS parameter. The objective is to determine and add parameters that are 
representative of the resource consumption into mapping tables. It can be useful to 
choose the most suitable algorithm and security protocol. It will improve the QoS 
management by adapting and optimising the resource consumption for security. 
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{Johan.Kristiansson, Jeremiah.Scholl, Peter.Parnes}@ltu.se

Abstract. 1 This paper presents an application-layer middleware that applies a
microeconomic model to help multimedia applications utilize available band-
width in a way that maximizes the user’s net benefit. The key components are
a bandwidth broker that puts the supply of available bandwidth on a virtual mar-
ket residing inside the application, and utility functions for each media, which
are used to calculate their relative gain to the user at each bandwidth level. Basic
supply and demand principles are used where the broker raises a virtual price if
the total demand from all media exceeds the available supply, or lowers the price
if demand is lower than the available supply. The advantage of the middleware is
that it allows problems related to network management (usually affecting the sup-
ply) and human computer interaction (usually affecting demand) to be researched
and integrated separately into an application and combined to leverage bandwidth
in the best possible way. As a proof of concept, a prototype has been built by in-
tegrating the middleware into Marratech Pro, a commercially available e-meeting
application. The paper presents experimental results using this prototype.

1 Introduction

Distributed multimedia applications provide users with a variety of inherently dynamic
media, each having bandwidth requirements that can rapidly change over time. While a
significant amount of research has targeted the creation of specific media that can adapt
to bandwidth fluctuations (e.g. layered video coding), a still relatively unsolved problem
is how to obtain bandwidth from various networks during a multimedia session, and
then share the bandwidth efficiently between the different media inside an application
in order to provide the user with the optimal aggregated experience.

Solving this problem requires a large amount of interdisciplinary knowledge. First
of all, in order to obtain bandwidth in the best way designers must be able to deal
with an increasingly complex network infrastructure. For example, applications must
be able to handle IP mobility and QoS requirements and also consider financial aspects
when switching between different wireless networks. Secondly, since user-perceived
performance depends critically on the way bandwidth is shared between various media,

1 This work was done within the VITAL project, which is supported by the Objective 1 Norra
Norrland - EU structural fund programme for Norra Norrland. Support was also provided by
the Centre for Distance-spanning Technology (CDT).

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 216–227, 2005.
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designers must also deal with human factors in order to calculate the relative worth
of each media stream to the user. For example, it might be useful to allocate more
bandwidth to “important” users in a multimedia conferencing session [3], [15], or to
allocate less bandwidth to a video stream to make room for an audio stream.

This paper presents a middleware framework based on microeconomic principles of
supply and demand to deal with bandwidth related issues in multimedia applications.
The middleware consists of a virtual marketplace that functions as a management layer
for deciding how to best obtain bandwidth and how to best consume bandwidth. The
advantage of the middleware is that it allows the various solutions related to network
management (usually affecting the supply) and the various solutions related to usability
(usually affecting demand) to be researched and integrated separately into an applica-
tion. Ultimately, this will allow various experts from fields such as human computer in-
teraction and computer communications to combine their knowledge so that bandwidth
can be obtained and divided between several media streams in the way that provides
users with the most benefit.

The rest of the paper is organized as follows. Section 2 covers previous work done
in the area. Section 3 gives a brief introduction to microeconomics in relation to the
problem. Section 4 gives an overview the middleware, and in section 5 the middleware
is evaluated using a prototype implemented into a commercially available e-meeting
application called Marratech Pro. In section 6, a summary and conclusions are given
followed by future work.

2 Related Work

A considerable amount of research has been carried out to provide QoS support in dis-
tributed multimedia systems [9,13,14]. In [13] K. Nahrstedt et al. give an overview of
existing middleware systems that have been proposed to support applications in hetero-
geneous and ubiquitous computing environments. To name just a few efforts, Agilos
(Agile QoS) [9] is designed to serve as a coordinator to control the adaptation behavior
of all concurrent applications in an end system so that the overall system performance
is maximized. Similarly, Q-RAM [14] proposes a method to allocate resources between
applications so that the system utility is maximized under the constraint that each appli-
cation can meet its minimum QoS requirement. In contrast to the middleware proposed
in this paper, these middlewares are not based on the concept of a virtual marketplace
and generally focus on sharing resources between applications running on the same
machine, or in the same network, rather than utilizing available bandwidth in the best
possible way between several media within the same application.

A variety of papers have been published that use microeconomics as resource man-
agement method for bandwidth in conjunction with real economies [4,11,12]. However,
the mechanisms described are generally dependent on support from nodes within the
network and/or on variable rate pricing schemes for bandwidth. Both of these require-
ments have drawbacks in that dependency on router support can make systems much
more difficult to deploy and because there is a strong evidence that users find dynamic
pricing to be unacceptable [4].

The work presented in this paper differs from previous work in that the middleware
uses microeconomic theory in a novel way by applying it inside multimedia applica-
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tions without assuming the existence of non flat-rate pricing schemes for bandwidth or
additional support from nodes within the network. Instead, microeconomics is used in
order to run a virtual economy inside the application in order to make it easy to combine
various network services, such as IP-mobility and congestion control while maintaining
the efficient use of resources and maximizing the benefit to the user.

The idea of a market-based middleware was briefly mentioned in a poster paper
[7] previously published by the authors. However, this paper contains a more extensive
description of the middleware as well as a proof of concept implementation used in
several experiments presented in the paper.

3 Market-Based Bandwidth Management

Microeconomic theory deals with production, purchase and sales of commodities that
are in limited supply [5]. In this context, the commodity on the market is bandwidth, and
is traded by two key players: consumers and suppliers. Consumers attempt to optimize
their gain by purchasing commodities (i.e. bandwidth) that give them the maximum
gain at the lowest price, and suppliers try to sell commodities at the highest price they
can get in order to maximize their own profit. This leads to a variable pricing system that
works like an “invisible hand” in order to distribute and allocate resources efficiently
despite the selfish actions of each player. Eventually, this price fluctuation will reach a
state where the demand for goods at the going price equals the supply for goods at that
price. When this state is reached, all resources are fully utilized and the market is said
to be in equilibrium [5].

In practice, equilibrium prices can be difficult to calculate because demand and
supply vary over time. The supply will for example vary depending on the type of con-
nection in use, congestion, financial constraints set by the user, or because of wireless
interference. The demand may vary due to a wide variety of factors unique to every
application. For example, in an e-meeting application the demand for the video stream
of a particular user may vary depending on communication patters such as who is the
current speaker [15].

One way of solving this problem is to use a tâtonnement process [5] to adjust the
price iteratively until an equilibrium price is obtained. In this way, producers decrease
the price if their production is not sold and increase the price if demand exceeds the
supply.

pn+1 = pn · d

s
(1)

Equation (1) shows how the price is iteratively calculated based on supply and de-
mand using the tâtonnement process, with pn representing the current price, pn+1 next
price, d the aggregate demand of all media, and s the current supply. As pn+1 is re-
calculated at discrete intervals of time, equation (1) will adjust the price towards a new
equilibrium when either the demand or the supply changes. However, if the price is not
recalculated fast enough, there is a risk that demand will not adjust to match the sup-
ply in time, which can either cause over-demand (over-utilization), or under-demand
(under-utilization). In section 5 it is investigated how this affects the performance and
the stability of the market.
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4 Overview of the Middleware

Middlewares are designed to manage complexity and heterogeneity in distributed sys-
tems and are defined as a layer above the operating system but below the application.
Figure 1, shows an overview of the proposed middleware, which operates on the market
principles previously described. The key player in the virtual marketplace is the Band-
width Broker Agent (BBA), which acts as a go between connecting all the buyers and
sellers. Thus, the BBA sells bandwidth to all the different media streams used in the ap-
plication, while obtaining bandwidth from various networks. Note that the middleware
is implemented in the application-layer and does not require support from the network
infrastructure or other clients/servers.

Each media has its own Bandwidth Consumer Agent (BCA) acting as its represen-
tative on the market for purchasing bandwidth. By using an optimization method de-
scribed in subsection 4.2, the BCA calculates the total amount of bandwidth that should
be purchased in order to maximize the benefit to the user. The BCA also communicates
information to the media it represents regarding bandwidth it has purchased so that the
media can adapt accordingly. For example, based on this information a video encoder
will be able to change the video quality, or the interval at which it encodes frames.

The Network Agent (NA) contributes to the market by obtaining the actual supply
of bandwidth that will be sold by the BBA. The purpose of the NA is not to actually
provide the bandwidth (e.g. requiring packets to be sent/received through the NA) but
rather to make sure that the application is connected to the best available networks with-
out explicitly requiring the user to manually configure the application or the operating
system. Depending on services available to the application, the NA can be responsi-
ble for managing policy based routing, configuring mobility protocols, logging in to
wireless networks, dealing with congestion control and so on.

Multimeda application

Buy/request
bandwidth

Adapt
bandwidth usage

Information
about supply

Receipt

Network Agent

Packets

Information
about demand

Adapt
utility function

Information
about available networks

Configure

Operating system

Bandwidth Broker Agent

Configure
IP Mobility Protocol

Bandwidth Consumer Agents

Fig. 1. Interaction between agents in the middleware
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In addition, the NA periodically receives information about current demand levels
from the BBA, which can be used to make decisions on how to best obtain future supply
of bandwidth. For example, if the current network round-trip-time is too high to be
useful for a particular media, the BCA will reject sales offers from the BBA on the
grounds that the product (bandwidth) is of too low quality. The BBA will then forward
this information to the NA allowing it to take appropriate action (such as looking for a
new network provider) if possible. Once the operating system has been correctly set up,
the NA passes information about the available bandwidth to the BBA so that it can be
sold to the various BCA. How the supply is calculated is described more closely below.

4.1 Calculating the Supply

The total supply that the BBA can put onto the market is directly related to the amount
of bandwidth available to the application and can be bounded by a variety of factors.
Most often the supply will be equal to the bottleneck bandwidth to the other end-point,
but for non-flat-rate connections it may also be bounded by budget controls set by the
user. For example, if the user specifies a maximum burn-rate in $/s it would set an
upper-bound on bandwidth supply.

K. Lai et al. [8] summarizes several techniques such as the Pathchar and the Packet
Pair algorithm that can be used to accurately measure bandwidth. As the main usage of
these algorithms is congestion control, it can be possible to let the NA obtain informa-
tion about available bandwidth directly from the congestion control scheme instead of
implementing an independent method for calculating the available network bandwidth.

However, due to the varying requirements for individual applications and media,
there is no one-size-fits-all congestion control scheme that can be used by the NA. For
multicast traffic the problem is a bit more complex than for unicast and has resulted
in the creation of a wide variety of protocols. In general, these protocols follow one of
two strategies, either relying on the sender to adapt its send rate in a way that serves
the needs of the entire receiver set (sender-based congestion control), or relying on
the sender to make many quality levels available concurrently through separate chan-
nels, allowing each receiver to ”sign up” for the appropriate channel(s) independently
(receiver-based congestion control). This means that for multicast traffic the type of
bandwidth being supplied on the market will change somewhat depending on the un-
derlying congestion control scheme in use. When using purely sender-based congestion
control the BBA supplies bandwidth for the media that wish to send out packets on
the network, whereas the BBA supplies bandwidth for packets to be received when a
receiver-based congestion control scheme is in use. However, independently of which
congestion control scheme that is being used by the application, the supplied bandwidth
is always affected by the bottleneck bandwidth to the other end-point (or to the multi-
cast group), assuming that the user has not set a budget control. Consequently, the BBA
will have to host two separate markets if the client is communicating with two different
end-points or using both multicast and unicast.

An analysis of the exact congestion control scheme that should be used by each
individual application in order to calculate bandwidth is outside the scope of this paper.
Instead, the proposed middleware is intended to help solve the orthogonal problem of
how to leverage the available bandwidth in the way that gives the user the most benefit.
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4.2 Calculating the Demand

In order for the BCA to decide how much bandwidth to buy given the price p per unit
of bandwidth, it must calculate the relative gain the media can offer the user if allocated
the amount of bandwidth x. This is done by creating utility functions for each media, m,
where each utility function um(x) maps the gain with different bandwidth levels. Since
each media wants to provide the user with the maximum net benefit (also known as the
consumer surplus, CS) at a given price level, it can calculate the amount of bandwidth
xcs to purchase by solving the problem, CS = max[um(xcs) − pxcs] as stated in [5].
The aggregate demand, d, is used to calculate the new price during each iteration in
equation (1), and is calculated as the summation of the xcs of each individual media.

Figure 2 shows the relationship between a utility function, u(x), and the total price,
px it will cost the media m to obtain x. If the utility function is differentiable, strictly
increasing and strictly concave for all m, C. Courcoubetis et al. [5] show that the max-
imize CS for media m can be found by calculating the xcs, where

u′
m(xcs) = p (2)

Increasing concave utility functions are useful in this context since they give a fairly
accurate model of media that are less sensitive to bandwidth changes when allocation
reaches some maximum requirement [10]. Video is a good example of a media that falls
into this category since human beings can only notice a difference in the frame rate up
until about 25 frames-per-second and tend to be more sensitive to changes below 15
frames per second. They tend to gain much more for example when raising the frame
rate from 1 to 6 frames per second than from 20 to 25 frames per second.

Allowing utility curves to dynamically change based on contextual information
available to the application is also possible. This allows for a high degree of customiza-
tion to serve users more optimally under changing conditions. For example, for multi-
media conferencing it has been proposed that video streams of certain “important” users

Utility function, u(x)

px

x [bandwidth]

Utility [virtual money/s]

x

Maximized net benefit

cs

Fig. 2. A model for local optimization
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should be prioritized by passing messages between clients in order to find out who is
getting “attention” from the group [3,15]. This type of scheme can be integrated into
the market-based system by having each client use the information contained in these
messages in order to change the utility curve for its video stream when appropriate.

Creating accurate utility curves for real world use may be a fair challenge, and there-
fore it is not expected that in most situations the user will be given this responsibility in
any explicit way. However, application designers with a fair amount of expertise about
the operation and use of their application should be able to create fairly robust utility
curves that serve the general needs of users. Nevertheless, one of the advantages of our
middleware is that it allows this work to be done by usability specialists, without re-
quiring them to tackle complex issues related to network management, as those can be
contained completely within the NA.

5 Evaluation and Implementation

A proof of concept implementation has been built by incorporating the middleware
into Marratech Pro [2], a commercially available e-meeting application that provides
tools for synchronous interaction including audio, video, chat and a shared white-board.
Marratech Pro supports data distribution using IP-multicast or distribution through a
media gateway called the Marratech E-Meeting Portal, which can be used when IP-
multicast is not available.

The prototype was tested by using two Marratech Pro clients. The first client (client
A) used the prototype and was responsible for collecting data during the experiments.
The second client (client B) did not adapt bandwidth usage based on the middleware,
and was only used in order to change the level of incoming traffic on the link, as this
directly affected the available supply as described in the next subsection. Both clients
sent video traffic at all times during the experiments, with audio being used by client
A at various intervals in order to investigate the effects it had on the system. In the
two first experiments, a 100 Mbit local Ethernet network was used to evaluate how
the middleware shared bandwidth between media. Client B sent approximately 25 kB/s
video traffic in these experiments. In the third experiment, a commercial GPRS network
was added to evaluate the BBA. In this case, Client B was configures to only send 3 kB/s
video traffic.

Three computers were used during the experiments. The E-Meeting Portal was run
on a Pentium III 1.2 GHz machine running Windows XP. Client A was an Intel P4
2.4 GHz machine running Windows XP and Client B was an AMD Athlon 1.2 GHz
machine running Windows XP.

5.1 Implementation

The prototype was implemented in Java JDK 1.4 in order to make it easy to integrate
into the Marratech source code. It followed the middleware as described in section 4
with the agents contained in figure 1 having the following characteristics.

The Bandwidth Broker Agent. The BBA used the tâtonnement process as described
in section 3. In the current implementation it provides an API where different BCAs can
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register and receive call-backs when the price is updated. The total supply and demand
are calculated by using an API provided by the NA, which will be discussed later in this
subsection.

The Bandwidth Consumer Agent. When the price is recalculated each instance of the
BCA receives a price update through a call-back. Current demand is calculated based
on the price set by the BBA and is used to decide how much bandwidth the BCA should
try to purchase. The following utility functions were used for calculating the demand
during the experiments. For audio the utility function was

uaudio(x) =
{

0 x < xmin
audio

∞ x ≥ xmin
audio

,

where xmin
audio represents the minimum amount of bandwidth needed by the audio codec.

This utility function was used in order to describe the audio media as something very
unadaptive, which is the case with many codecs used today, for example GSM. In the
experiments, a commercial audio codec called EG711 (GIPS) [1] was used, and xmin

audio

was set to 12.2 kB/s.
The utility function for the video was modeled using the logarithmic function,

uvideo(x) = ln(1 + x), which was used in order to create a basic concave function.
In reality a more complex and accurate function will be more appropriate, but as the
purpose of the experiments was to study the marketplace, an optimal utility function
was not necessary. Thus, using equation 2, the demand function for bandwidth by the
video media is calculated as xvideo(p)cs = 1

p − 1.
During each price iteration, the BCA informed a bandwidth manager in Marratech

Pro about the purchased bandwidth in order to adjust the video encoder to the bits-per-
second corresponding to the purchased bandwidth.

The Network Agent. During the experiments the NA was responsible for calculat-
ing the supply. This was done by setting an upper-bound supply limit slimit for each
type of network, and then by calculating the supply s by subtracting the amount of
incoming bandwidth obtained from the operating system from the slimit (i.e. s =
slimit − bwreceived). For the 100Mbit Ethernet network the slimit was set to 100 kB/s
and for the GPRS network it was set to 6 kB/s. Note that this allowed for large fluctua-
tions in available supply by altering the amount of traffic sent out by the other end-point.

Mobility support was provided by using an UDP-socket extension called the Re-
silient Mobile Socket (RMS) [6]. In practice, it would be possible to use other proto-
cols such as Mobile IP, but RMS was mainly chosen because we already had a working
prototype based on RMS.

5.2 Experiment One: Bandwidth Sharing Between Multiple Media

Three experiments using the prototype were conducted. The first experiment was con-
ducted to demonstrate that the prototype could effectively divide the available band-
width between multiple media. This was done by utilizing all available bandwidth and
varying the use of audio at client A in order to show that video would effectively back-
off due to price increases in the market.
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Fig. 3. Results from experiment one. The figures show the effect of introducing a new media into
the market. The price was recalculated every 100 ms, and the supply every 1200 ms.

Figure 3 shows results from this experiment. As shown in figure 3(a), the price goes
up almost immediately when audio is sent. This results in a reduction of the demand for
bandwidth by the video media, as shown in figure 3(b). This creates the ultimate effect
of a reduction in the video bit-rate used by the video encoder, allowing bandwidth to be
consumed by the audio encoder.

5.3 Experiment Two: Investigation into the Price and Supply Recalculation
Rates

In order to investigate how the price and the supply recalculation rates affected the
market, data was collected multiple times while sending video from each client during
a period of 10 minutes. The price recalculation rate was studied by locking the supply
recalculation rate to 500 ms and decrementing the price recalculation rate from a high
value of 1000 ms to a low value of 20 ms. The supply recalculation rate was studied in
a similar way with the price recalculation rate locked to 50 ms, instead of by locking
the supply recalculation rate.

Table 1 shows the benefits of a higher price recalculation rate, in that it leads to a
more efficient allocation of bandwidth, as determined by calculating the average over
and under-demand. An explanation is that a higher price recalculation rate improved
the response time, allowing the demand to more closely match variations in supply. A
high supply recalculation rate on the other hand did not improve the performance as
it resulted in more fluctuation in terms of over and under-demand, which can be seen
in table 2. This problem can be explained by the fact that a high supply recalculation
rate in combination with variable bit-rate video codecs (H.261) causes supply to vary
rapidly, making it harder for the market to reach an equilibrium.

5.4 Experiment Three: Obtaining and Selling Bandwidth from Multiple
Networks

The third experiment was conducted to demonstrate that the BBA could sell bandwidth
obtained from more than one network. Another purpose was to investigate how the
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market reacted when there were large variations in supply caused by mobility. In the
experiment, NA was configured to trigger a handover as soon as the LAN interface
became available in Windows, and similarly trigger a handover to the GPRS interface if
the LAN interface became disconnected. This was done by calling a handover function
provided by RMS.

Table 1. The table shows the effects of varying the price recalculation rate. The supply recalcu-
lation was recalculated every 500 ms.

Price recalculation rate Avg. over-demand Avg. under-demand

20 ms 0.25 kB/s 0.25 kB/s
50 ms 1.14 kB/s 0.87 kB/s
100 ms 2.66 kB/s 2.59 kB/s
200 ms 4.09 kB/s 3.98 kB/s
400 ms 7.18 kB/s 7.10 kB/s
500 ms 7.86 kB/s 7.79 kB/s
800 ms 10.63 kB/s 10.53 kB/s
1000 ms 11.20 kB/s 11.07 kB/s

Table 2. The table shows the effects of varying the supply recalculation rate. The price recalcu-
lation was recalculated every 50 ms.

Supply recalculation rate Avg. demand Avg. supply Avg. over-demand Avg. under-demand

200 ms 97.57 kB/s 86.30 kB/s 11.63 kB/s 4.45 kB/s
400 ms 88.77 kB/s 80.20 kB/s 7.26 kB/s 3.64 kB/s
500 ms 76.51 kB/s 75.20 kB/s 6.87 kB/s 2.10 kB/s
600 ms 74.82 kB/s 74.80 kB/s 1.20 kB/s 1.17 kB/s
800 ms 74.97 kB/s 74.95 kB/s 1.06 kB/s 1.04 kB/s
1000 ms 73.57 kB/s 73.56 kB/s 0.96 kB/s 0.94 kB/s
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Fig. 4. Results from experiment three. The figures show the effect on the market when switching
between networks with different bandwidth capacity. The price is recalculated every 100 ms and
the supply every 600 ms.
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Figure 4 shows the result from the experiments. As can be seen in the figure, the
supply dramatically decreases from 100 kB/s to only 6 kB/s after switching to the GPRS
network, which consequently caused the price to immediately rise and the video BCA
to decrease its demand. Note that the price is less stable on the GPRS network compared
with the Ethernet network, which can be explained by the fact that the incoming traffic
(3 kB/s video data) relatively caused more variations in supply on the GPRS network
than on the Ethernet network.

6 Discussion

This paper has presented a middleware framework based on microeconomic principles
of supply and demand that deals with bandwidth issues inside a multimedia application.
The key design principle that has been proposed is to view bandwidth as a universal
commodity that can be consumed and produced by different components in the appli-
cation. The advantage of this approach is that the system becomes more modular as
each component can contribute to the equilibrium separately in the market. This makes
it is possible to replace and upgrade each component in the middleware in a “plug and
play” style without needing to redesign the whole application. For example, if a new
component for mobility management is developed that can take advantage of several
wireless base-stations simultaneously [6] it could be integrated into the middleware
simply by upgrading the NA. Similarly, if a new method is developed that can better
utilize bandwidth in video group communication softwares [15], it can be integrated
simply by defining new utility functions in the BCA.

Ultimately, this makes it possible for usability researchers to develop more advanced
applications that consume bandwidth in the best possible way without having to care
about heterogeneity and complexity in the networks while networking researchers can
develop more advanced networking components for obtaining bandwidth without hav-
ing to consider specific application related issues. Although this is not a new idea in
general, we believe that a middleware layer is needed to hide heterogeneity as both
applications and networks are becoming more complex to manage.

Moreover, the paper has presented a proof of concept prototype based on the com-
mercially available e-meeting application Marratech Pro. This prototype has been used
in several exploratory experiments, which has shown that the middleware can be used in
order to share bandwidth effectively between multiple media using the BBA as a single
centralized supply point for managing bandwidth.

The experiments have shown that it is possible to allocate bandwidth close to an
equilibrium allocation by using a high price recalculation rate and a low supply recalcu-
lation rate. However, as a high supply recalculation rate negatively affected the market,
studying how a real congestion control scheme affects the performance is something
that requires further investigations. Hence, for future work we plan to use a real con-
gestion control scheme and study its implications on the market. In addition, we plan to
investigate more effective utility functions for the various media contained in Marratech
Pro, and integrate some other related prototypes developed by our research group into
the system in order to make more sophisticated experiments.
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Abstract. SNMP-based network management is simple but lacks scalability 
and efficiency of processing the management data as the number of agents 
increases. XML-based network management is a new paradigm developed to 
overcome these limitations. One of the main challenges is how to distribute the 
management tasks to achieve efficiency and scalability. In this paper, we 
propose a framework using JPVM to distribute the management tasks among 
multiple gateways. We compare the performance of three approaches, namely 
the static weighted load balancing approach, the equal work non-weighted load 
balancing approach, and the single gateway approach. The first approach 
provides better communication time between the XML-based manager and the 
SNMP agents. It takes advantage of the XML, DOM, and Java servlets.  

1   Introduction 

The main goal of network management systems (NMS) is to ensure the quality of the 
services that networked elements provide. To achieve this, network managers must 
monitor, control, and secure the computing assets connected to the network. The 
Simple Network Management Protocol (SNMP) is currently the most widely used 
protocol for network management. SNMP is based on a centralized approach and 
confronted with two main limitations that are scalability and efficiency. A number of 
approaches have been proposed to overcome these limitations, including XML-based 
Network Management (XNM). One of the issues for an XNM system is to be able to 
support legacy SNMP agents, since they constitute the largest base of network 
management systems. 

XML-based network management applies Extensible Markup Language (XML) 
technologies to network management. In XNM, the management information is 
defined using XML and the management data is exchanged in the form of an XML 
document and processed using the standard methods available for XML [1][2][3]. 

XML-based integrated network management architecture consists of an XML-
based manager (XBM), an SNMP/XML gateway and SNMP agents [2]. In [4], we 
proposed a framework for extensions to an existing XML-based network management 
system, which can reduce the response time between the XBM and the SNMP agents. 
The extensions consist of new types of messages, including the multi-get-request and 
multi-set-request. These new types, for instance, allow a manager to send one or more 
requests to one or more agents bundled in one message. This framework decreases the 
overall traffic between the XBM and the XML/SNMP gateway. 
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In this paper, we present a new DOM-based approach to the proposed extended 
XNM, namely a static weighted load balancing approach that makes use of JPVM in 
XNM. We compare results obtained to the single gateway approaches and to the equal 
work non-weighted load balancing approach. The comparison of these approaches 
shows that the static weighted load balancing approach outperforms all the others and 
provides a savings in term of response time as the number of agents in the network 
increases. 

The rest of the paper is organized as follows; first we will give a general overview 
of the XML-based network management. Then, we will discuss the current related 
work. We will then introduce the JPVM environment and describe the static weighted 
load balancing and the equal work non-weighted load balancing approaches with 
JPVM. The section that follows will include the experimental setup and results of 
comparing these approaches. The paper ends with a conclusion. 

2   XML-Based Network Management 

Extensible Markup Language (XML) is a Meta markup language, which was 
standardized by the World Wide Web Consortium (W3C) for document exchange in 
1998[5]. We can define our own Structure of Management Information in a flexible 
form using either Document Type Definition (DTD) or XML Schema [6][7][8]. XML 
documents can be transmitted on the Internet using HTTP. XML offers many free 
APIs for accessing and manipulating the XML data. XML separates the contents of a 
document and the expression methods, i.e., the management data is stored in XML 
documents and the presentation or format of the management data is stored in 
Extensible Style Sheet Language (XSL) documents using Extensible Style Sheet 
Transformations (XSLT) representation. XML supports the exchange of management 
data over all the hardware and software that supports HTTP. XML needs low 
development cost, since all the APIs and development kits are freely available.  

Fig. 1. shows one of the manager and agent combinations in XML-based network 
management [2]. It shows the approach that requires a translation from XML to 
SNMP through a gateway [1][2]. Since most network devices have legacy SNMP 
agents installed in them, this combination is simpler to implement in the current 
network environment, and is more appropriate for the current network management 
framework. In this paper, we only address this combination and we consider non-
legacy network elements providing native XML interfaces outside the scope of this 
work. This combination, however, requires the development of an SNMP/XML 
gateway to exchange the messages between the XML-based network manager and 
SNMP agents. 

XML-based network management can overcome many limitations of SNMP. For 
instance, an SNMP request can not exceed a maximum message length limit, but 
XML supports the transfer of large amount of data in a single document. This allows 
the transfer of multiple SNMP requests bundled in one message from the manager to 
the gateway. This message can also be summarized to decrease the amount of traffic 
to be exchanged between the manager and the gateway. This will result in less traffic 
at the manager side. The gateway will then expand the message received from the 
manager into multiple SNMP requests to be sent to multiple agents. With the use of 
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multiple gateways, the processing time of multiple SNMP requests can also be 
reduced. All these advantages make XML a good candidate to solve the problems of 
scalability and efficiency of existing SNMP based NMS. 

XML-Based Manager

Device

SNMP Agent

XML/SNMP
Gateway

XM L/HTTP

SNMP

 

Fig. 1. An XML-based Network Management Architecture 

3   Related Work 

J.P. Martin-Flatin [3] proposed using XML for network management in his research 
work on web-based integrated network management architecture (WIMA). He 
proposed two SNMP-MIB-to-XML translation models. WIMA provides a way to 
exchange management information between a manager and an agent through HTTP. 
HTTP messages are structured with a Multipurpose Internet Mail Extensions (MIME) 
multipart. Each MIME part can be an XML document, a binary file, BER-encoded 
SNMP data, etc. By separating the communication and information models, WIMA 
allows management applications to transfer SNMP, common information model 
(CIM), or other management data. A WIMA-based research prototype, implemented 
push-based network management using Java technology. 

F. Strauss [9] developed a library called “libsmi”, which can be used to access SMI 
MIB information. It can even translate SNMP MIB to other languages, like JAVA, C, 
XML, etc. This library has tools to check, analyze, dump, convert, and compare MIB 
definitions. The tool used for this is called “smidump”. 

Network devices developed by Juniper Networks are equipped with the JUNOS 
Operating system, which supports JUNOScript [10]. The JUNOSciprt allows the 
client applications to connect to the Juniper network devices and exchange messages 
as XML document. The request and response are represented as DTDs and  
XML Schemas. The communication between the client and network devices is 
through RPC requests. An XML-based RPC consists of a request and the 
corresponding response. It is transmitted through a connection-oriented session using 
any transport protocols like SSH, TELNET, SSL or a serial console connection. 
Juniper Networks has already implemented a tool for mapping SNMP SMI 
information modules to the XML Schema. This tool is an extension of a previously 
implemented tool for converting SNMP SMI to CORBA-IDL. Currently Juniper 
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Networks is working on the implementation of an XML document adapter for SNMP 
MIB modules using Net-SNMP and XML-RPC libraries. 

Jens Muller implemented an SNMP/XML gateway as Java Servlet that allows 
fetching of XML documents on the fly through HTTP. MIB portions can be addressed 
through XPath expressions encoded in the URLs to be retrieved. The gateway works 
as follows: when a MIB module to be dumped is passed to mibdump, an SNMP 
session is initiated, and then sequences of SNMP GetNext operations are issued to 
retrieve all objects of the MIB from the agent. Mibdump collects the retrieved data 
and the contents of this data are dumped in the form of an appropriate XML document 
with respect to the predefined XML Schema. 

Today’s network is equipped with legacy SNMP based agents, and it is difficult to 
manage legacy SNMP agents through an XML-based manager. Conversion of the 
XML-based request to an SNMP-based request through an XML/SNMP gateway 
provides the interaction between the XML-based manager and SNMP-based agents. 
For a validation of the algorithm, POSTECH implemented an XML-based SNMP 
MIB browser using this SNMP MIB to XML translator. This gateway is developed by 
POSTECH at their DPNM laboratory [1][2]. This gateway provides modules to 
manage networks equipped with SNMP agents [1]. The implementation of the 
gateway requires two types of translations: specification translations and interaction 
translations. The specification translation is concerned about the translation of the 
SNMP MIB to XML. POSTECH uses an automatic translation algorithm for SNMP 
MIB to XML. The interaction translation methods for XML/SNMP gateway are the 
process level interaction translation, the message level interaction translation, and the 
protocol level interaction translation. 

In a previous paper [4], we proposed to extend the work of POSTECH & Juniper 
Networks. The framework proposed allows a manager to send requests to multiple 
agents using a single message. We defined new types of messages that could be sent 
by a manager, namely multi-get-request, multi-set-request, and response. These 
messages can be widely used in configuration management. The implementation for 
both multi-get-request and multi-set-request can be achieved through an HTTP-based 
interaction method and a SOAP-based interaction method.  We described how a 
manager can send in one message either one request to multiple agents, multiple 
requests to one agent, or multiple requests to multiple agents. For the multi-set-
request message, if an abnormal condition or an error occurs, some agents may not set 
the values requested. This will be reported to the gateway and the manager. However, 
our system does not automatically provide for a rollback mechanism to the previous 
state. This can be the subject of future work. 

In this paper, we will compare the performance of our system using two different 
JPVM DOM-based approaches, namely a static weighted load balancing and equal 
work non-weighted load balancing approaches. We will also compare this to a single 
JPVM gateway approach. 

4   System Architecture 

Our framework is based on the XML/SNMP gateway architecture, which is shown in 
Fig. 2. Communication is between an XML-based Manager, an XML/SNMP Gateway, 
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and SNMP Agents. In this paper, we present a static weighted JPVM-based approach 
for the implementation of the XML/SNMP gateway. 

In this section we present the JPVM-based approach for XML-based Network 
Management. First, we present the single-DOM tree XML-based Network 
Management architecture. Then, we give a general background of the JPVM. Finally, 
we describe the proposed architecture and its implementation. We also present the 
algorithms for load balancing and our contribution to JPVM. 

XM L-bas e d Ne tw ork
M anage m e nt Station

Route r Br idge
Work s tation

X ML-Request Serv let

X Path/Xquery

DOM Tree Updation

Muti-Get and Multi-Set
Request

S NMP Communication

S NMP
Request/

Response

S NMP
Request/

Response

S NMP
Request/

Response

X ML-based Response

HTTP

X ML Response

XM L/SNM P Gate w ay

 

Fig. 2. Single-DOM Tree based Framework 

4.1   Single DOM Tree-Based Approach 

The proposed architecture for the single-DOM tree has three main components as 
shown in Fig. 2.: 

• XML-based Network Management Station (XBM). 
• XML/SNMP Gateway. 
• SNMP agents. 

The XML-based request is represented as an XML document. The XBM prepares 
and sends the XML-based request to the XML/SNMP gateway. The request is 
received by the XML request servlet, which retrieves the number of target agents 
present in the request. It extracts the Xpath component of the request and sends it to 
the Xpath/Xquery module, which parses the XML-based request document. Parsing 
extracts the target MIB object present in the XML-based request received from the 
XBM. 

Using these target objects and the target hosts, the SNMP communication module 
will send the SNMP-based requests to the agents and receives the SNMP responses. 
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The DOM tree is updated with the received response values.  The updated response 
DOM tree can be translated into any form according to the user requirements using 
the XSL style sheets. Here in our approach we apply the XML style sheet to convert 
the response DOM tree into an HTML format and it is transmitted over the HTTP 
protocol to the XBM. Another option would be to transmit the XML document to the 
XBM which will in turn convert it to an HTML document. This will provide more 
flexibility to the XBM to manipulate the response, at the expense of adding more 
processing overhead. Since our goal is to minimize the overhead of the manager, we 
have chosen the first option. 

4.2   JPVM Background 

Adam J. Ferrari introduced the Java Parallel Virtual Machine (JPVM) [11] library. 
The JPVM library is a software system for explicit message passing based on 
distributed memory MIMD parallel programming in Java. JPVM supports an interface 
similar to C and FORTRAN interfaces provided by the Parallel Virtual Machine 
(PVM) system.  The JPVM system is easily accessible to the PVM programmers and 
has low investment target for migrating parallel applications to a Java platform. 
JPVM offers new features such as thread safety, and multiple communication end-
points per task.  JPVM has been implemented in Java and is highly portable among 
the platforms supporting any version of the Java Virtual Machine. 

The JPVM system is quite similar to that of a PVM system. JPVM has an added 
advantage of the Java as a language for network parallel processing. In the case of 
PVM, we divide a task into a set of cooperative sequential tasks that are executed on a 
collection of hosts. Similarly, in the case of JPVM, one has to code the 
implementation part into Java. The task creation and message passing is provided by 
means of JPVM. 

4.3   JPVM Interface 

In this section we explore the JPVM interface that provides the task creation,  
and execution. The most important interface of the JPVM package is the 
jpvmEnvironment class. The instance of this class is used to connect and interact with 
the JPVM systems and other tasks executing within the system. An Object of this 
class represents the communication end-points within the system, and each 
communication point is identified by means of a unique jpvmTaskId. In PVM, each 
task has single a communication end-point (and a single task identifier), but JPVM 
allows programmer to maintain logically unlimited number of communication 
connections by allocating multiple instances of jpvmEnvironment. 

First, we need to set the JPVM environment on all the hosts that we are interested 
to use for parallel communication. For this, we need to run the jpvmDaemon java 
program on all the hosts. By running jpvmDaemon threads, we just initiate the JPVM 
environment. These threads are not used until all the hosts know about their JPVM 
environment. Next, we need to start the Console on one of the jpvmDaemon running 
hosts. The console program can be started running the jpvmConsole java program. 
Then, we have to register or add the other jpvmDaemon hosts to the host running the 
console program. We add the hosts by giving the name and the port at which the 
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jpvmDaemon started. This port is used during message passing between the JPVM 
hosts, and is the port through which the JPVM communication takes place. 

4.4   JPVM Architecture 

The proposed JPVM architecture is shown in Fig. 3. It has mainly 3 components, 
namely an XML-based Manager, JPVM gateways, and SNMP agents. All the JPVM 
gateways are configured to run daemon processes. There will be one JPVM gateway 
that will run the jpvmConsole in order to notify all the hosts one another’s existence 
and this is called as the master JPVM gateway. The master JPVM gateway will 
communicate directly with the XML-based manager. The other JPVM gateways are 
known as slave JPVM gateways. These slave gateways communicate only with the 
master JPVM gateway.  Hence, the JPVM-based network management is based on a 
master slave paradigm.  
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J PV M  X M L / S N M P G a t e w a y
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Fig. 3. JPVM Framework for Parallel XML-based Netwrok Management 

4.5   Implementation of the Proposed Framework 

The JPVM-based framework is implemented as a master-slave architecture, where a 
master JPVM is running at the web server. The master JPVM gateway receives the 
request from the XML-based manager. A jpvmDaemon program will be running on 
all the JPVM gateways. The master JPVM gateway is connected to a number of slave 
JPVM gateways, and will run the jpvmconsole program. The JPVM slave gateways 
have only the slave programs running on them for communication with the master 
JPVM and SNMP agents. The slave JPVM carries out the actual XML to SNMP 
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translation and SNMP communication with the SNMP agents. The master JPVM 
status can be either working or not working. If the master has a working status, it can 
communicate with the SNMP agents after dividing the tasks. 

4.6   JPVM Master Algorithm 

The JPVM master gateway algorithm is presented in Fig.  4. The Master JPVM 
algorithm has three stages: initialization, waiting for the work, and termination. In the 
initialization stage, the master will start the JPVM environment, and create a pool of 
slave JPVM gateways.  In the wait for request stage, the master will wait for the 
request from the XBM, and upon receiving the request it divides the work among the 
available pool of slave JPVM gateways, and dispatches the work to the slave JPVM 
gateways. It will wait for the response from all the slave JPVM gateways, and after 
receiving the response, it joins the responses into one response document. Then, it 
will apply XSL to the XML document before transmitting the response over HTTP 
protocol to XML-based manager. In the termination stage, the master JPVM will send 
the stop command to the slave JPVMs, and then exit from the JPVM environment. 

 
Algorithm JPVM Master Gateway Algorithm JPVM Slave Gateway 

 
Begin 
   Initialization: 

Start the JPVM Environment 
Create Pool of JPVM Slave Gateways 
Initialize the JPVM _Spawn for each Slave 

   Wait For Request: 
Divide the work 
Send the work to each Slave JPVM 

gateways 
Get the result from all the Slave JPVM 

gateways 
Join the work 

   Termination: 
Send to each Slave the Stop command 
Exit from the JPVM Environment 

End Master JPVM 

 
Begin 
   Start the JPVM Environment 
   Parse the RFC-1213 
   While (true) 
       Wait to receive the work from the 
Master 

  If (Stop) 
      Exit from the JPVM Environment 
  If (Work) 
      Get the XML-Document 
      Do the Work. 

   End While 
   Exit from the JPVM Environment 
End Slave 

Fig.  4. Master and Slave JPVM Gateway Algorithms 

4.7   Slave JPVM Algorithm 

The slave JPVM algorithm is presented in Fig.  4. The slave JPVM gateway starts the 
JPVM environment and parses the RFC-1213 MIB objects during the master JPVM 
initialization stage. The slave JPVM will wait for the work from the master JPVM 
gateway. Once the work is received from the master, each slave JPVM performs 
Single DOM tree-based approach (converting the XML-request into SNMP requests, 
sending SNMP requests, receiving the SNMP responses, and updating the SNMP 
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responses in the DOM tree). All the slave JPVM gateways will pass the XML 
response document to the master JPVM gateway. Then, all the slaves wait again for 
work from the master. This repeats until the master sends the terminate command to 
all the slave JPVM gateways. 

4.8   Contributions to JPVM 

JPVM supports basic data types like integer, long, string, character etc. The 
communication (message passing) between the different JPVMs is through these data 
types. XML-based network management requires communication by means of XML 
documents. JPVM does not support message passing of XML documents among the 
different JPVM. In order to support message passing of XML documents, we added 
new data types such as: XML document, NodeList, Node, and SnmpPdu to the 
current JPVM source code. 

4.9   Static Weighted Load Balancing 

In the equal work non-weighted load balancing approach, we assign equal work to all 
slave JPVM gateways (i.e., we divide the work based on the number of slave JPVM 
gateways present in the pool). This approach provides good performance only for a 
homogeneous network of workstations. 

A second approach is the static weighted load-balancing algorithm in which we 
divide the work based on the processing speed of the workstations. In this approach, 
we assign a weight to the workstations depending on their processing speed. During 
the work assignment, a gateway will be assigned work according to its weight. The 
higher the weight the larger the amount assigned to the slave JPVM gateway. 

The weights are assigned based on the base processor’s processing speed as 
follows: First, each workstation is assigned the same number of agents that it will 
communicate with. The workstation that takes the longest time to finish the work is 
taken as the base processor. The weight of this workstation is set to 1, and the weight 
of any other workstation is obtained by dividing the base processor time by the 
amount of time taken by this workstation. 

The second approach provides better results when we have a heterogeneous 
network of workstations. Results are shown later that support this statement. 

5   Experiments and Results 

5.1   Experimental Setup 

In the experimental setup for the XML-based network management using JPVM, the 
master JVPM gateway is connected to a number of slave JVPM gateways. All the 
JPVM gateways are windows workstation and running on windows 2000 operating 
system. The master JPVM gateway has a TOMCAT 5.0 web server running on it. The 
same experimental setup has been used with homogenous and heterogeneous systems. 
In the case of homogeneous systems the slave JPVM gateways are of equal 
processing speed and in the other case they are of different processing speed. The 
experiments were conducted from our University campus, and all the SNMP agents 
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are connected over 100Mbps access network connection and a Gigabit Ethernet 
backbone.  Each experiment was conducted for 25 runs. The maximum number of 
agents used in our experiments is 200. The request/response messages are for the 
system group MIB objects from RFC-1213. 

The time elapsed between issuing the XML-based request from the XBM to the 
XML/SNMP gateway and the time the response is received from the XML/SNMP 
gateway back to the XBM is termed as the response time. We have shown in [12] that 
most of the response time is consumed during the communication between the 
XML/SNMP gateway and the SNMP agents, that is the SNMP-STACK 
communication. For example, more than 90% of the time is consumed by the SNMP-
STACK communication when the number of agents exceeds 50. Our goal is then to 
reduce the SNMP-STACK communication time. This was achieved through the 
distribution of the work among multiple gateways. In our experiments, we will 
however compare the overall response time to show the improvements achieved. 

5.2   Results and Discussion 

Table 1 shows the response time values for single gateways (i.e., 350-No-JPVM, 350-
JPVM, 711-No-JPVM, and 711-JPVM), homogeneous systems, heterogeneous 
systems, and static weighted allocation as the number of agent increases.  

Table 1. Response Time values for Homogenous, Heterogeneous, and Static Weighted 

 350- 
No-JPVM

350-
JPVM 

711- 
No-JPVM 

711- 
JPVM 

HOMO 
EqualWork

HETERO 
EqualWork

STATIC STATIC 
(Agents assigned) 

Agents Response Time 350 711 

1 523.2 1221.8 609.4 737.0 1070.8 821.2 786.4 0 1 

10 1528.6 2445.5 1131.5 1636.4 2160.7 1939.8 1551.1 3 7 

20 3319.6 4534.6 2369.4 2834.2 2971.6 2692.9 2021.7 7 13 

30 5717.9 7141.2 3575.5 4728.8 4256.0 3734.4 3304.4 10 20 

50 11678.8 14061.2 6780.9 8233.8 6322.1 5370.6 5692.7 17 33 

60 15779.5 18769.1 8949.7 10420.6 7849.9 6566.5 6936.2 20 40 

90 31032.2 37661.0 18237.7 20030.8 13364.0 12238.7 11032.1 30 60 

100 37481.5 45195.8 21733.8 24419.2 16435.4 14764.3 12724.9 33 67 

110 44291.2 54004.7 25692.5 27860.2 18861.3 17302.0 13195.9 37 73 

140 69174.2 80195.3 39770.3 41776.2 24561.4 21974.6 23042.4 47 93 

150 78327.4 90753.5 42279.3 46507.0 26741.3 25396.4 25655.3 50 100 

180 108866.2 129406.3 59818.3 66253.4 41106.2 37756.4 34308.4 60 120 

190 123441.5 147638.4 65247.4 71603.0 44417.2 40355.1 37045.5 63 127 

200 134577.5 153398.6 70516.2 76602.2 48740.3 44477.9 38905.3 67 133 

 
Fig. 5. shows the response time for the homogeneous vs. heterogeneous systems 

for the system group MIB objects in the case of equal work assignment. The 
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experiment is conducted with two homogeneous systems and then with two 
heterogeneous systems. The homogeneous systems are of 350 MHz processing speed 
Intel Pentium II processors and the heterogeneous systems are a 350 MHz processing 
speed Intel Pentium II processor and a 711MHz processing speed Intel Pentium III 
processor. In both cases, the response time is mainly dependent on the slower 
processor that takes longer to finish the work; since equal work is assigned to the two 
processors, whether these are of the same speed or not.  Since the slowest processor is 
the same in both cases, i.e., 350MHz, the equal work assignment provides similar 
response times as shown in Fig. 5. Hence, homogeneous systems are better to use 
because, in the case of heterogeneous systems, the higher speed processor will be 
underutilized. 
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Fig. 5. Response Time for Homogeneous vs. Heterogeneous Systems 

Fig. 6. shows the response time for heterogeneous systems vs. static weighted load 
balancing for the values in Table 1. Let us illustrate the difference between the results 
of the two approaches through the example of an XML-based request with 30 agents. 
In the case of heterogeneous systems, the response time is 3,734.4 ms, which is equal 
to requesting 15 agents by the slowest processor, i.e., 350 MHz processor. In the case 
of static weighted load balancing approach, the allocation of the work to each JPVM 
gateway is 10 and 20 respectively for the 350 MHz and the 711 MHz processors. In 
this case, the response time is 3,304.4 ms, which is equal to requesting 20 agents by 
the 711 MHz processor, i.e., 2,834.2 ms; in addition to the communication time for 
data packing and unpacking due to the use of two slave JPVM gateways. We can also 
observe in this case that the slower processor, i.e., 350 MHz processor, takes less time 
to request 10 agents, i.e., 2,445.5 ms; compared to the response time of the faster 
processor requesting 20 agents, i.e., 2,834.2 ms. Hence, the slower processor is 
underutilized in this case. 
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Fig. 6. Response Time for Heterogeneous Systems vs. Static Weighted Load Balancing 
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Fig. 7. Response Time for all experiments 

The response time in the case of heterogeneous systems with equal work allocation 
will be almost the same as that of the slower processor. In this case, as the number of 
agents increases, the faster processor needs lesser time to finish the work and thus is 
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underutilized. There will be better response time with the static weighted load 
balancing compared to the equal work approach as the number of agents increases. 

The choice of weights in this work is solely based on the processing speed of the 
systems used. We may be able to improve the results obtained by finding a better way 
to assign weights to avoid as much as possible underutilized gateways. This is the 
subject of future work. 

Fig. 7. shows the comparison between all the experiments that were performed. We 
can see that the static weighted load balancing outperforms all the others. 

6   Conclusion 

In this paper, we presented load balancing approaches to XML-based network 
management, to distribute the load across multiple parallel JPVM gateways. We have 
shown that in the case of heterogeneous systems with equal work, the faster processor 
completes earlier and is underutilized. In addition, the static weighted load balancing 
approach with heterogeneous slave JPVM gateways provides a better response time 
than the equal work non-weighted approach, and a much better one than all single 
gateway approaches. We found as well that in the case of static weighted load 
balancing approach, the response time is closer to that of the faster processor which 
takes more time to complete the work. This also led to the fact that the slower 
processor became underutilized. The weight setting can be further tuned to improve 
the results obtained, but this will be the subject of future work.   
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Abstract. Some network management trends are currently analysing the 
application of several generic technologies that include Web Services and 
Ontologies. Web Services can provide an interface to access to managed 
resources. On the other hand, ontologies provide a way to represent 
management information. Web Services interfaces can be defined using 
OWL-S, an ontology of services that semantically describes the set of 
operations a Web Service provides. This can be useful in configuration 
management, where each network resource defines the way it can be 
configured. This paper presents a proposal to describe with the OWL Service 
ontology the management interfaces based on Web Services. To illustrate this 
approach, an example is provided in which OWL-S is used to specify the 
processes needed to configure a resource. 

1   Introduction 

Network management has evolved in the last decade from proprietary interfaces to 
standard integrated management interfaces. These interfaces have been based on 
management specific protocols, such as SNMP or CMIP. This has helped to the 
development of management applications, among other reasons because it is easier to 
find a developer with knowledge on these standards than one who can code 
proprietary interfaces. 

However, as stated in [1], the technology market has learnt that implementation 
costs can be reduced by using generic technologies independent of the application 
domain, and management applications have not been an exception: it is even easier to 
find a developer with general communication abilities than with specific network 
management skills. Nowadays, generic Internet technologies such as HTTP or XML 
are being adopted to manage network resources.  

One of the most promising technologies in this scope is the one related to Web 
Services, given that they can provide a distributed processing environment with the 
advantage that they are based on well-known technologies, used broadly by 
developers. This is one of the reasons why Web Services is a key technology in the 
evolution of network management systems, solving the complexity problems of other 
similar approaches such as CORBA, also used to implement management interfaces. 
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On the other side, one of the pillars of the network management is the definition of 
the information related to managed resources. Applying the same idea of using 
generic technologies, these definitions have evolved from using network management 
specific languages, such as SMI or GDMO, to other generic ones, such as XML 
schemas or lately, ontology languages such as OWL [2]. 

At this point, both technologies, Web Services and OWL, meet: it is possible to 
leverage semantic capabilities of the Web Ontology Language to define the interfaces 
of Web Services. Instead of using WSDL (Web Services Description Language) [3], 
the ontology of services known as OWL-S [4] can be used. This ontology can be used 
to define composite processes by following a well defined structure, formalizing the 
way in which a set of Web Services operations are invoked. If it is applied to network 
management, managed resources can semantically describe how they can be 
managed. In addition, the parameters of each operation can also be classes defined in 
the ontology that semantically describes the management information. 

This article proposes the application of OWL-S to define management interfaces 
based on Web Services. For this, next sections show how to apply Web Services and 
Ontologies to network management. Then, OWL-S service ontology is presented, 
explaining how it can help in the definition of management interfaces. For it, an 
application example is provided. Conclusions finally remark most important ideas and 
future works. 

2   Web Services in Network Management 

A Web Service is a software system designed to support interoperable machine-to-
machine interaction over a network, as described in [5]. The main difference with 
other systems that comply with this definition is that Web Services are an 
instantiation of the Service-Oriented Computing paradigm [6]. Web Services describe 
their interfaces with WSDL and their interactions are based on SOAP messages 
serialized in XML over HTTP. WSDL are XML documents that include definitions of 
data types, messages, port types or operations, bindings with transport protocols and 
services. SOAP messages are structured in an envelope with a header, used to 
transmit metadata, and a body, which is suitable to support RPC-like 
communications. Also, a third technology that is usually linked to Web Services is 
UDDI (Universal Description, Discovery and Integration), which allows a service to 
be registered and later be found by clients. 

In the network management scope, several initiatives are related to Web Services: 

• WBEM (Web Based Enterprise Management) [7] shares some common 
characteristics with Web Services: messages are serialized in XML over HTTP. 
However, WBEM was defined before Web Services, and although it makes use of 
these standards it defines its own syntax, being a management-specific technology. 
The Distributed Management Task Force is trying to solve this question, and 
currently has a workgroup to align WBEM with Web Services. 

• OASIS consortium, one of the supporters of Web Services related technologies, 
has started several initiatives to use them in management, specifying what is 
known as MoWS (Management of Web Services) and MuWS (Management using 
Web Services) [8]. These specifications define an architecture and a set of XML 
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schemas with management parameters that extend the functionality initially 
provided by Web Services. 

• Network Configuration Working Group (Netconf) of the IETF is currently defining 
a specification to configure network resources using XML messages defined in 
XML schemas [9]. In this case, they propose several application protocols for the 
communications, such as SSH, BEEP, and SOAP. This variety allows a better 
adoption of a future standard, but also reduces the application of Web Services 
features. It is interesting to notice that this specification is only focused on the 
interaction between a manager and a managed device, leaving the configuration 
information standardization as a future work, which is being studied by the 
Netconf Data Model (Netmod) Working Group. 

• Several researchers have studied and compared the SNMP framework with Web 
Services applied to network management. Some of these works are related to the 
definition of WSDL interfaces based on SNMP MIBs [10, 11], being able to define 
coarse and fine grained methods to access MIB information. Other ones are 
focused on performance of Web Services when they are used to retrieve 
management information [12, 13, 14]. Results show that Web Services 
performance is comparable to SNMP when SOAP messages are compressed, so 
this factor should not be taken as a key factor to reject this technology for network 
management. 

Although most of these approaches are related to interfacing network elements, 
Web Services can also be used in other more general management tasks. As a 
conclusion, Web Services can be one of the dominant technologies for network 
management in the near future to access and perform operations on managed 
resources. 

3   Ontologies in Network Management 

Other generic technology currently under review in the network management scope is 
the Semantic Web and its main component: ontologies. They are explicit and formal 
specifications of shared conceptualizations [15]: they provide the definition of a set of 
concepts, their taxonomy, interrelation and the rules that govern these concepts. The 
interesting point that differentiates ontology languages from management information 
definition languages is that their semantics has been formalized. Then, different 
ontology representations have been proposed to describe the management 
information, including OKBC [16], RDF-S [17] or description logics [18].  

Prior works of the authors about ontologies in network management have also 
given some results: 

• A framework can be established to compare different management information 
languages from an ontology viewpoint. All these languages have different levels of 
expressiveness, so the same resource can be defined in multiple ways depending on 
the used model. As ontologies provide the necessary constructs to represent the 
semantics of specified information, these constructs can be used to compare the 
semantic expressiveness of management information languages in a neutral way. 
Using this approach, management information description languages are analyzed 
and compared based on their semantic expressiveness in [19].  
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• Solutions applied to integrate different ontologies are not only syntactic 
translations of different languages: they also deal with the semantics of the 
information. A method to merge and map management information models of 
different domains (e.g. CIM schemas and SNMP MIBs) can be defined by 
applying ontology techniques [20], generating a mapping ontology that contains all 
the elements defined in both models and their mapping rules. These mapping rules 
can describe 1:1, 1:n and m:n correspondences. 

• Several ontology definition languages can be found in the literature, being OWL 
[2] currently the most relevant one because of its adoption by the World Wide Web 
Consortium. Still, they have to be adapted to the management scope, as there are 
some constructs they do not include. In [21], the use of OWL has been proposed to 
specify management information, describing a set of mapping rules with 
constructions of management languages. Besides the mapping specification, other 
constructions that include all the components of the management information 
models are proposed to be included in OWL. 

• Another advantage of ontologies is the ability of expressing behaviour of the 
defined information. For this, OWL provides the Semantic Web Rule Language 
(SWRL) [22], allowing the definition of horn clauses inside the ontology. A 
proposal to include behaviour rules in management information with this language 
is given in [23]. Thus, usual behaviour definitions included implicitly in the 
management information definitions and explicitly in policy definitions can then be 
expressed formally, and included with those definitions, which allows a manager 
reasoning and working with them. 

Finally, this work provides an application of OWL-S, an ontology of services, to 
improve current approaches based on the use of Web Services for network 
management, as shown in next section. 

4   OWL-S and Network Management 

In this section, the benefits of using the ontology of services OWL-S to describe Web 
Service management interfaces are provided. For this, OWL-S is first described, and 
later its usefulness in network management is given. 

4.1   OWL-S: An Ontology to Describe Services 

OWL-S [4] is an upper ontology of services developed in the semantic web scope that 
aims at the automatic discovery, invocation, composition and interoperation of Web 
Services. It has been defined as a part of the DARPA Agent Markup Language 
program, and later submitted to the World Wide Web Consortium. OWL-S 
complements WSDL descriptions by supporting a richer semantics, including logical 
constraints between the input and output parameters of services. Moreover, WSDL 
documents can specify data types using XML Schema, whereas OWL-S uses OWL 
classes, which provides a better semantics. In this way, a software agent can select 
and operate with the Web Service that meets its needs to perform a task. 
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The ontology OWL-S is composed of several classes. The main class is the service. 
This service presents a service profile, is described by a service model, and supports a 
service grounding: 

• The service profile provides the information needed to discover a service. It tells 
what the service does, so that an agent can determine if the service meets its needs. 

• The service model tells a client how to use the service, detailing the semantic 
content of each request, including preconditions, results, and processes to be 
carried out by the service. These processes can be atomic or composite. Composite 
processes model the behaviour the client can perform by sending and receiving a 
set of messages following a set of control constructs (sequence, split, join, choice, 
if-then-else, iterate, repeat-while, repeat-until). 

• The service grounding details how an agent can access a service, defining a 
mapping with a WSDL document of the Web Service: an atomic process is a 
WSDL operation, and inputs and outputs are WSDL messages. 

One of the initial goals of OWL-S was the automatic monitoring of Web Service 
execution. This can be useful for the management of these services, where a user 
could know the state of a request (how long it is taking, exceptions appeared, etc.). 
However, this feature has not been included in any of the versions released so far. 

4.2   Application to Network Management 

Once OWL-S has been presented, some ideas can be applied in a Web Services 
management scenario which makes this ontology useful: 

• Management information exchanged between managers and managed elements by 
means of Web Services can directly be instances of ontology classes, as proposed 
previously. Web Services can exchange OWL instances instead of XML schema 
datatypes. This can be useful to avoid several management information translations 
(SMI or MOF to XML schema, WSDL, OWL, etc.) if the manager can deal with 
ontology definitions. 

• The definition of processes includes a set of preconditions and results that can be 
expressed as formal logic rules (in SWRL or other languages), specifying the 
behaviour of such processes. This can help managers to interact with managed 
resources in an easier way, behaving as described in those rules. 

• The description of a service with OWL-S can be used to obtain in runtime how to 
manage a resource, as it includes both the definition of the needed processes and 
their mappings to Web Service operations. This can be important in a future 
scenario in which every resource (which can be devices, applications or services) 
defines its own management information, not only based on a set of variables, but 
also on a set of operations, self-describing its manageability. Then, a manager, 
based on this description can manage the resource easily, thanks to the formality of 
OWL-S.  

Next section applies these ideas to a concrete management functional area: network 
configuration. 
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5   Application of OWL-S to Network Configuration 

This section shows how OWL-S can be useful in network management, with an 
example of its application to the configuration of managed resources. It is very 
common that each network resource has its own configuration. In fact, current 
standardization efforts of the Netconf Working Group are only focused on the 
definition of a set of operations, but it is not included how to sequence them, and what 
information has to be provided, as they depend on each concrete resource. However, 
it is also very important to specify the way to perform that configuration to reduce the 
costs of implementing a management application.  

Then, as stated before, OWL-S can be useful in this scope, as it can be used to 
describe how to perform the configuration of a network resource. With this 
information, a generic management application able of reading such ontologies could 
manage the configuration of resources based on Web Services, even if it does not 
know a priori how to do it, which can be very helpful in multimedia networks and 
services. Moreover, configuration information can be defined as a set of classes of a 
configuration ontology, leveraging existing definitions (for instance, CIM Setting 
classes), to be used as parameters of the configuration operations. Generic classes can 
be later specialized for each resource, partially solving the problem of specifying the 
configuration information. These configuration classes will be defined in OWL, 
allowing a complete integration with OWL-S, and with an ontology-based 
management system.  

To illustrate these ideas, OWL-S has been applied to describe a network 
configuration service based on current Netconf works. Although this example is 
generic, it can be valid to understand how to use this ontology. In a real scenario, each 
resource will define its own configuration service, with its own preconditions, results 
processes, and mappings with related Web Service operations, in the same way this 
generic configuration service has been specified. 

To describe in OWL-S this generic network configuration service, several 
instances of different classes of this ontology have to be defined so that they can 
semantically describe this service. To help in this work, OWL-S Editor [24] has been 
used, as shown in Fig. 1. This tool is integrated with Protégé [25], an open source 
ontology editor that in its last version is well integrated with the OWL knowledge 
model. All diagrams presented in this paper have been generated with this tool, taking 
the information introduced in the ontology editor. 

Four main instances have been defined, as depicted in Fig. 2, using the classes 
presented before in section 0. The first instance is named netconfService, and it is an 
instance of service:Service. This is the main instance, which links with netconfProfile, 
netconfGrounding, and netconfConfigurationProcess. The instance netconfProfile 
represents the property service:presents of the netconfService, that is, the profile of 
the service with a general description of the Web Service, including required inputs 
and preconditions, as well as expected effects of the service. The instance 
netconfGrounding represents the property service:supports of the netconfService, the 
grounding of the service with the mappings of the ontology in a WSDL document. 
Finally, netconfConfigurationProcess is a composite process defined in the service 
model that defines the sequence of atomic processes to be performed when 
configuring the resource. 
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Fig. 1. Editing OWL-S ontology about network configuration with OWL-S editor 

 

 

Fig. 2. Instances of OWL-S classes to describe the Network Configuration Service 

The service model also includes several atomic process instances, as shown in  
Fig. 3, where they are linked to the class process:AtomicProcess. They are related to 
different NetConf operations [9]: 

• Session maintenance: hello (netconfHello), close-session (netconfCloseSession) 
• Configuration manipulation: get-config (netconfGetConfig), edit-config 

(netconfEditConfig), copy-config (netconfCopyConfig), delete-config 
(netconfDeleteConfig), validate (netconfValidate). 
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Fig. 3. Atomic process instances 
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• Transaction management: lock (netconfLock), commit (netconfCommit), unlock 
(netconfUnlock) 

Each of these processes has its own input and output parameters, preconditions and 
results. For example, the process netconfEditConfig has as inputs a target datastore, a 
configuration subtree, and the kind of operation (merge, replace, create, delete). These 
parameters can be defined using OWL classes as parameter types. For instance, the 
Datastore class can be specialized in Startup, Running or Candidate, as shown in  
Fig. 4. A precondition for netconfEditConfig can logically express in SWRL the need 
of obtaining a lock on the edited configuration before performing this process. 

 

Fig. 4. Datastore class specialization 

Then, the netconfConfigurationProcess can be composed of this set of atomic 
processes, defining a control flow similar to the one depicted in Fig. 5. In this case, 
the following sequence of processes has been defined: 

1. The first process is a netconfHello to open the NetConf session. 
2. Then, a netconfGetConfig is performed to obtain current configuration. 
3. Next, there is a netconfLock, to lock it from other managers.  
4. At this point, there is a choice with three different possibilities:  

− netconfDeleteConfig, to delete the configuration.  
− netconfCopyConfig, to copy the configuration. 
− The sequence netconfEditConfig and netconfValidate, to edit and validate the 

configuration.  
5. Then, once one of the processes of this choice has been performed, the new 

configuration is committed with a netconfCommit. 
6. Next, the configuration is unlocked with a netconfUnlock. 
7. Finally, the session is closed with a neconfCloseSession.  

This control flow could be enhanced by including if-then-else or repeat-while 
constructs, which would only let the flow continue if a logic expression is met (for 
instance, a SWRL expression stating that the configuration is committed only if it has 
been previously validated). 

Once that the set of instances of OWL-S classes have been defined, a network 
resource can publish the ontology describing its configuration service, and an 
OWL-S-capable manager can configure it properly, by following the set of processes 
defined in the service model. 
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6   Conclusions 

Web Services provide a generic technology that is currently gaining momentum in the 
network management community. At the same time, other works have also proposed 
the use of ontology languages to describe the management information. OWL-S is an 
upper ontology of services defined to enrich the semantics of Web Services, being 
also applicable to management interfaces based on Web Services. This paper has 
presented a proposal that applies OWL-S in this scope. 

The OWL-S ontology can be useful to self-describe how to manage a resource, 
which can be important if that resource does not use standard management 
information. In this case, a manager can download the OWL-S description of the 

 

Fig. 5. Control flow of atomic processes conforming the netconfConfigurationProcess 
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management interface, and manage the resource by interpreting this description, 
which includes the definition of management information as a set of OWL classes, 
including logic rules describing preconditions and control expressions.  

To check the feasibility of this approach, a set of OWL-S classes have been 
instantiated to describe a generic network configuration service. In this case, the 
service model included a set of atomic processes, based on the operations defined in 
the Network Configuration Working Group, and a composite process that represents 
the flow control of a manager configuring a network resource. As these resources are 
very different, it can be very useful to describe in such a way how a manager can 
perform the configuration. 

Future works include the improvement of the defined information, containing logic 
expressions to better model the composite process, as well as the implementation of a 
manager able of interpreting these OWL-S ontologies and accessing to management 
interfaces based on Web Services with such descriptions. 
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Abstract. The tasks of operating and managing diverse network devices from 
multiple vendors are getting more difficult and complicated. For that reason, 
IETF Netconf Working Group has been standardizing network configuration 
management. The Netconf protocol is an output of that standardization and can 
be used to effectively manage various devices on a network. However, it is still 
problematic for the manager to discover and manage configurable parameters in 
various devices. This paper proposes a method that can quickly discover 
devices and their parameters as well as methods to manipulate the configuration 
information on them. We present the architecture for XCMS-WS which meets 
this mechanism. Using the Web Services technologies, we have develioed a 
more powerful and flexible system than our previous XCMS. For validation, we 
have applied XCMS-WS for the configuration management of NG-MON, a 
distributed, real-time Internet traffic monitoring and analysis system. 

1   Introduction 

The rapid pace of Internet evolution is currently witnessing the emergence of diverse 
network devices from multiple vendors. Current networks are complex and are 
composed of various network devices. Efficient network management systems are 
necessary to manage these networks and devices effectively. Most configuration 
management systems for network devices are inefficient, because they use CLI 
depending on the proprietary operating systems of the vendors. To solve these 
problems, XML [1] technologies have been applied to configuration management. A 
standardization process of configuration management for network devices is also in 
progress. The standardization uses XML technologies and is consisted of protocol 
message and communication protocol. The IETF Network Configuration Working 
Group (Netconf WG) [2] is responsible for this standardization work, which attempts 
to fulfill operational needs for the manager and agent on diverse network devices 
manufactured by different vendors and guarantees interoperability. The Netconf 
standard protocol helps to send and receive configuration information between 
managers and agents, and to manage various network devices of different vendors. 
                                                           
* This work was in part supported by the Electrical and Computer Engineering Division at 

POSTECH under the BK21 program of Ministry of Education, and the Program for the 
Training of Graduate Students in Regional Innovation of Ministry of Commerce, Industry and 
Energy of the Korean Government. 
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Current networks are still hard to manage with only Netconf protocol in 
configuration information management. The network administrators need to perform 
various configuration tasks for the newly added devices. For such configuration tasks, 
they should input appropriate parameters to the manager. More efficient configuration 
tasks are possible if each device can register their parameters to UDDI [3] on their 
own and the manager find the device parameters accordingly. A set of parameters 
only needs to be changed while performing a number of similar configuration tasks on 
single or multiple devices. We used WSDL [5] to minimize any redundancy of the 
tasks. In this paper, we propose a configuration management system and mechanisms 
to solve this inefficiency issue. The Netconf agents register and the Netconf manager 
operates configuration management with reference to the information registered. This 
mechanism applies Web Services technologies [3], namely UDDI, WSDL, and SOAP 
[6] to configuration management. 

We have previously developed an XML-based Configuration Management System 
(XCMS) [7] which was based on the sixth draft version of Netconf protocol [10]. We 
have developed XCMS-WS which has extended XCMS by applying the Web 
Services technologies and the latest draft version of Netconf protocol [5]. The XCMS-
WS system designed based on the above mechanism can communicate between a 
manager and agents using the Netconf protocol, quickly and effectively find device 
agents and provide instructions for the operations of devices. XCMS-WS can send 
and receive messages between a manager and agents and more effectively manage 
configuration information using Web Service technologies. We have verified our 
proposed mechanism by applying it to the NG-MON system [8]. 

2   Related Work 

In this section, we explain Web Services technologies and Netconf protocol. We also 
introduce related work on XML-based network management by others and describe 
earlier our work. 

2.1   Web Services Technologies 

Web Services provide standard means to interoperate between different software 
applications and to run on a variety of operating system and hardware platforms. A 
Web service describes a collection of operations that are network accessible through 
standardized XML messaging. Web services fulfill a specific task or a set of tasks. A 
Web Service can be published and discovered through UDDI. It can also interoperate 
as XML message over the internet protocol (SOAP).  

Web Services technologies [9] consists of certain functional areas, XML 
messaging (e.g., SOAP), transport (e.g., HTTP, FTP and SMTP) and description of 
application interactions (e.g., WSDL) and discovery (e.g., UDDI). XML describes a 
class of data objects called XML documents. SOAP is a lightweight protocol for the 
exchange of information between peer entities in a decentralized, distributed 
environment. It is an XML-based protocol and defines the use of XML and HTTP to 
access services, objects, and servers in a platform-and language-independent manner. 
WSDL is an XML format for describing web services as a set of endpoints operating 
on messages. WSDL describes services starting with the messages that are exchanged 
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between the service requester and the provider. UDDI specifications define methods 
to publish and discover information about web services offerings. 

Web Service is divided into three roles: the service provider, the service requester, 
and the service registry. The objects are the service and the service description. 
Moreover the operations performed by the actors on these objects are published, 
found and bound. A service provider creates a Web Service, defines the services and 
then publishes the service with a service registry based on a UDDI specification. 
Once a Web Service is published, a service requester may find the service via the 
UDDI interface. The UDDI registry provides the service requester with a WSDL 
service description and a URL pointing to the service itself. The service requester 
may then use this information to bind it directly to the service and invoke it. 

2.2   IETF Netconf Protocol Overview 

The IETF Netconf WG was formed in May 2003. It has attempted to standardize a 
protocol suitable for configuration management of multiple heterogeneous network 
devices. It has been defining the Netconf protocol and transport mappings. 

The Netconf protocol [10] uses XML for data encoding and a simple RPC-based 
mechanism to facilitate communication between a manager and agents. The Netconf 
protocol defines messages in a well-defined XML format to manage the configuration 
information easily and to provide interoperability among the devices from different 
vendors. The Netconf protocol obtains configuration information from an agent and in 
reference provides modified configuration management information using the RPC 
mechanism through a structured XML message. 

The state of configuration information is divided into three phases: candidate, 
running, and startup. The ‘running’ is a complete configuration, which is currently 
active on the network device. The ‘candidate’ is a candidate configuration, which can 
be manipulated without impacting the device’s current configuration. The ‘startup’ is 
a copied configuration from the ‘running’ state when the running configuration is 
reliable. Expressing management operations is not easy with only one transmission, 
data, and operation model because the environment of transmission of device 
information, management data, and management operation widely varies. Therefore, 
the transmission message is divided into 4 layers to satisfy the requirements of 
various environments [6]. Table 1 shows four layers defined in Netconf and examples 
of the contents in the layers. 

Table 1. Netconf Protocol Layers 

Layer Contents 
Application Transmission protocol to provide a communication path between agent 

and manager: BEEP, SSH, SOAP over HTTP 

RPC A simple, transport-independent framing mechanism for encoding RPC.: 
<rpc>, <rpc-reply>, <rpc-error> 

Operation 
 

A set of base operations invoked as RPC methods with XML-encoded 
parameters.: <get-config>,<edit-config>,<copy-config> 

Content Configuration data 
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The Netconf protocol currently considers three separate application protocol 
bindings for transport: SSH [18], BEEP [19], and SOAP over HTTP [10]. The SOAP 
over HTTP transport mapping uses WSDL for binding services and its specification 
proposes standardized WSDL. 

2.3   University of Twente Research on Web Services Based Management 

Aiko Pras et. al have published several papers in which they suggested uses for Web 
services based management. As part of their research, the performance differences 
between SNMP and Web Services-based management have been investigated [16]. 
To compare performance, they investigated bandwidth usage, CPU time, memory 
requirements and round trip delay. To conduct tests, they implemented several Web 
services based prototypes and compared the performance of these prototype to various 
SNMP agents. That tests showed that there is a significant difference in the bandwidth 
requirements of SNMP and Web services. They concluded that SNMP is more 
efficient in cases where only a single object is retrieved but Web services is more 
efficient for larger number of objects. Web services management is more suitable for 
large scale networks such as an enterprise network. 

2.4   XCMS 

In our previous work, we had developed an XML-based configuration management 
system called XCMS which implemented the first draft IETF Netconf specification. 
XCMS proposed XPath which has been standardized since the fourth draft and used 
SOAP over HTTP as a transport mechanism. XCMS supports the fifth draft IETF 
Netconf protocol specification. In XCMS, a centralized manager controls the 
configuration information of network devices equipped with Netconf agents. XCMS 
works like Web Service with Netconf protocol. XCMS can manage configuration 
information of diverse devices. Yet, we found limitations of XCMS on networks 
where various network devices change dynamically. XCMS has difficulty when it 
searches for devices to operate configuration management and it uses configuration 
operations of unfamiliar devices. So, we have developed a new configuration 
management system called XCMS-WS by extending XCMS. 

3   Proposed Method 

We have mentioned the limitations of configuration management for network devices 
using only the Netconf protocol. Our proposed mechanism for solving these problems 
incorporates Web Services into configuration management. 

3.1   Registration and Search for Configuration 

The Netconf protocol allows managing various devices from diverse vendors. 
However, the discovery of necessary parameters for configuration tasks is not trivial. 
If the Netconf manager can find device parameters which are managed by Netconf 
protocol in a repository, it can more easily and efficiently manage the devices. 

Netconf protocol uses WSDL and SOAP with the ‘SOAP over HTTP’ transport 
mapping [20]. But, that does not provide a registry function. We apply UDDI as a 
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registry for configuration management. The UDDI structure in our system consists of 
four factors: businessEntity, businessService, bindingTemplate, and tModel. The 
businessEntity represents information about a business. Each businessEntity contains 
a unique identifier, the business name, a short description of the business, some basic 
contact information [12]. Each businessService entry contains a description of the 
service, a list of categories that describe the service, etc. The bindingTemplate 
provides technical description about how and where to access a specific service. A 
tModel includes descriptions and pointers to external technical specifications. XCMS-
WS adapts the above structure; however the contents are different. businessService 
and bindingTemplate represent configuration parameters and the location of WSDL 
containing the descriptions of configuration parameters, respectively. 

The Netconf manager sends out requests to discover parameters of network 
devices, which manage configuration information using the Netconf agent in the 
UDDI registry. The UDDI registry searches the business using a query on the 
structured data contained in a UDDI registry and then provides information of the 
business. This business is a set of parameters of the network device. This process 
brings business entry XML data into a Netconf manager. It finds the 
NETCONF_AGENT of businessService in the data and analyzes the entry list. The 
entry information includes the tModel instance info and the description of the Netconf 
agent service. The Netconf agent can be searched through the WSDL description 
which is pointed to by the overviewURL. The Netconf manager accesses the Netconf 
agent using information provided by the UDDI registry. Then, the manager operates 
configuration management to the device using the Netconf protocol with the 
parameters. 

We use a private UDDI because private UDDI provides more valuable functions in 
a private setting. When using a public UDDI registry, it publishes local devices on the 
whole Internet creating some major security problems. However, a private UDDI 
registry is accessible by entities internal to an organization. This registry will be 
behind the organization’s firewall and only accessible via the organization’s intranet. 
The devices are managed by the administrator only. A private UDDI registry can also 
simplify organization’s extranet operations. 

3.2   WSDL for Netconf Agents 

When a new network device is added or a network device’s software changes, 
operations are updated on network. Sometimes, on a network consisting of many 
network devices, the configuration management work can be done perfectly after 
configuration information of several devices linked to the work is modified. 
Moreover, the work may be repeated many times. For instance, the operation which 
changes and reverts to a network configuration for network upgrade is often needed. 
In the case of repeated configuration management, it is better to describe the task. 
There exist many approaches for describing configuration management. We use 
WSDL for the configuration management task.  

WSDL can be used as a task description. Its operations and messages are described 
abstractly, and it provides a concrete protocol and message format to define a 
concrete endpoint. The Netconf Manager connects to the Netconf agent in a network 
device which is going to operate configuration task. This process needs a description 
that provides all the details necessary to communicate between a Netconf manager 
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and a Netconf agent. So, the Netconf WG proposes the standardization of WSDL used 
on Netconf protocol. And then a Netconf manager operates configuration information 
of a network device. For correct configuration management of the network device, the 
Netconf agent describes the message format, data types, operations and a location 
where the service called is binding in WSDL. The manager can perform configuration 
management by changing the parameters belonging to the WSDL defined tasks. Also, 
it would be more efficient to conduct multiple configuration tasks. 

 

<message name="NetconfdRequest"> 
   <part name="req-msg" type="xsd:string" />
  </message>

<message name="NetconfdResponse">
   <part name="rpl-msg" type="xsd:string" />
  </message>

<portType name="NetconfdPortType">
<operation name="Netconfd"> 

      <documentation>Service definition of function ns__Netconfd</documentation>
    <input message="tns:NetconfdRequest" /> 

      <output message="tns:NetconfdResponse" /> 
    </operation>
  </portType>

<binding name="Netconfd" type="tns:NetconfdPortType">
   <SOAP:binding style="rpc" transport="http://schemas.xmlsoap.org/soap/http" />

<operation name="Netconfd">
        <SOAP:operation soapAction="" />

      <input> 
          <SOAP:body use="encoded" namespace="urn:Netconfd"

encodingStyle="http://schemas.xmlsoap.org/soap/encoding/" />
        </input>

<output>
          <SOAP:body use="encoded" namespace="urn:Netconfd"

encodingStyle="http://schemas.xmlsoap.org/soap/encoding/" />
        </output>

    </operation>
   </binding>

<service name="Netconfd"> 
      <documentation>gSOAP 2.7.0d generated service definition</documentation>

 <port name="Netconfd" binding="tns:Netconfd">
 <SOAP:address location="http://141.223.82.6:5455" />

 </port>
</service>  

Fig. 1. WSDL of NETCONF agent 

Fig. 1 is a fragment of the WSDL used by a XCMS-WS agent. An XCMS-WS 
manager can operate configuration information of Netconf agents as calling a service 
daemon, ‘Netconfd’. The manager can realize new information changed of the device 
as analyzing the WSDL and UDDI. The Netconf manager can recognize devices 
which are new installed or modify functions. And it can also know that devices 
software is changed or operations are updated. When the Netconf manager makes a 
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request message for operating configuration task of a device, it can refer useless 
information from WSDL of the device. A Netconf agent operates configuration tasks 
based on request message from the Netconf manager. 

4   Architecture for XCMS-WS 

In this section, we present the design of XCMS-WS, XML-based Configuration 
Management System using Web Services. XCMS-WS consists of a manager, an agent 
and a private UDDI registry. Fig. 2 illustrates the detailed architecture of XCMS-WS, 
in which a centralized XML-based manager controls the configuration information of 
agents. A Netconf protocol request message is generated by the manager and sent to 
the agent. The agent analyzes this message and performs the configuration 
management function. 
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Fig. 2. Detailed Architecture of XCMS-WS Manager 

A manager consists of five elements: UI, Protocol Message Generator, UDDI 
Finder, Dynamic Invoker, and SOAP Engine. The UI is used by the administrator to 
input request messages. A XCMS-WS manager provides CLI which is required 
essentially by Netconf standardization and also provides a GUI for the Web 
environment. In GUI, the administrator does not need to type the entire request 
message. A XCMS-WS manager semi-automatically creates a request message based 
on objects selected by the administrator using the GUI. The request message which is 
inputted by the administrator is translated into a Netconf protocol request message by 
the XML parser module of the manager. The XML parser module is a NETCONF 
Protocol Message Generator, which translates just an XML message to a Netconf 
request message using Netconf message formats. The Netconf protocol response 
messages are analyzed by the Presenter. Agents which can be managed by XCMS-
WS are discovered and registered at the UDDI registry. The UDDI Finder module 
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discovers device agents. If you get agent information from the UDDI Finder module, 
you can know the location of WSDL which is a description of the agent’s service, and 
then you can do remote call through WSDL. 

An agent is composed of the SOAP Engine module to deliver messages and the 
Protocol Analyzer module to parse messages. An agent also provides the service of 
processing the operation that is included in the configuration management message. 
There is a Configuration Data Store which stores data corresponding to ‘candidate’, 
‘running’ and ‘startup’ as the configuration information model. One of these, 
‘running’ synchronizes with real device modules and this information describes the 
present running state. Processing Netconf protocol messages through the SOAP 
engine needs architecture like a message-queue style architecture because of the delay 
in processing messages as they arrive at the agent. Using a message queue can solve 
message loss problems that can occur because of multiple requests from several 
managers and processing delays. It also provides architecture for synchronizing 
configuration information. The protocol interpreter is a very important module related 
to the Netconf protocol, it extracts operation names described as XML tag and 
parameters which are needed for operating from the requirement message. Operations 
are called from this extracted information. When an agent executes operations, each 
operation reads and modifies information stored in the configuration information 
stores. The operating results are loaded on a Netconf protocol message and are 
transmitted to manager. 

The configuration information of agents must be managed automatically by a 
manager in network management. Managers and agents synchronize state information 
of agent through Private UDDI. If an address of an agent is changed and the agent 
changes its address at UDDI, managers can automatically provide a layout changing 
the address. 

5   Implementation 

We have implemented an XML-based configuration management system based on the 
XCMS-WS design presented in Section 4. The distributed system applying the 
architecture of XCMS-WS is NG-MON which is a passive network monitoring 
system with a clustered and pipelined architecture for load balancing and distribution. 
This section explains the XCMS-WS implementation environment and describes 
about the manager, the agent, and UDDI registry in detail. 

5.1   Implementation Environment 

The manager of the XCMS-WS is on a Pentium IV 2.4 GHz CPU and 500 MB RAM 
server running Redhat Linux 9. The platform of the agent is different depending on 
the platform of the device agent. The manager uses various XML technologies to 
provide Web-based user interfaces and an XMLDB. We resorted to Apache that 
provides APIs implemented with JAVA. XCMS-WS needs the following APIs: 
Xindice as an XMLDB and AXIS as SOAP engine to apply the SOAP/HTTP 
communication method between the manager and the agents. The manager and the 
agents must setup a Web server for HTTP communications. Following the user 
interface implementation with Java Server Page (JSP), the manager installs TOMCAT 
provided in Jakarta Apache. 
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The manager composes a Dynamic Invocation environment with using WSDL 
when placing a service call. We used WSIF [13] for the Dynamic Invocation 
environment. Consequently, the manager can make a service call only with WSDL 
which is described as a service agent. XCMS-WS can call dynamically using WSDL 
which is discovered at the UDDI Netconf agent. 

The agent uses a parser based on C compiler and gSOAP [14]. If the device agent 
has few resources, as in an embedded system, it must sparse resources. The gSOAP 
provides the smallest and most efficient environment among the SOAP/HTTP sources 
based on C/C++ language. It also guarantees interoperation with other SOAP 
implementation and can transmit SOAP RPC message between a manager and an 
agent. The gSOAP generates a stub, a skeleton, and a WSDL file using the header file 
which declares RPC operations. We select the libxml [15] which is lightweight 
compare to existing XML parsers in the agent. This deployment provides DOM APIs 
which supports to select the specified node, update the selected node value, and read 
management information. The XCMS-WS uses a private UDDI registry in the WSDK 
[15] package provided by IBM. We selected the private UDDI for security reasons. 

5.2   Verification 

NG-MON [8] consists of five subsystems: a packet capture, a flow generator, a flow 
store, a traffic analyzer, and the presenter of analyzed data. Each subsystem of NG-
MON runs on a Linux server with Pentium III 800 MHz CPU and 256 MB RAM.  

XCMS-WS consists of a manager, agents and private UDDI. The UDDI registry is 
located between a manager and agents for searching devices to be configured. The 
XCMS-WS agent manages the NG-MON module. The NG-MON module loads 
configuration information files from the NG-MON subsystems to manage the 
configuration information of the NG-MON system on the XCMS-WS agent, which it 
synchronizes with real configuration information of the NG-MON system. The 
XCMS-WS manager sends a request message to the XCMS-WS agent and the 
XCMS-WS agent sends this message to the NG-MON module. 
 

<?xml version="1.0"?>
<ng-mon ip="141.223.82.144">

<admin name="DongHyun Kim" 
email="dhkim03@postech.ac.kr"></admin>

<database user="root" password="********"/> 
 <packetcapture>

<device name="eth1"/>
                        ……
 </packetcapture>
 <flowgenerator interval="2">

<subsysip = “141.223.11.3”/>
                    <subsysip = “141.223.11.4”/>
 </flowgenerator>
 <flowstore> 

<p2p file="p2p.xml"/>
 </flowstore> 
</ng-mon>  

Fig. 3. XML-based Structure of the Configuration Information 
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Fig. 3 is an XML-based structure of the configuration information of the NG-MON 
subsystems. The NG-MON module which manages the configuration information is 
loaded on the XCMS-WS agent in the NG-MON system. The manager then can 
manage the configuration information of the NG-MON. 

The UDDI TREE of GUI connects to private UDDI registry with the administrator 
ID and shows the search results that are registered at UDDI. Using the Netconf 
protocol, we can easily select a list of manageable devices from all devices registered 
at the UDDI registry. While retrieving information registered at the UDDI registry  
 
 

<?xml version="1.0" encoding="UTF-8"?>
<BusinessName bizID="DPNM">

<Service serviceID="NETCONF_AGENT">
<TModelInst devID="NETCONF_AGENT1” 

overViewDoc="http://141.223.82.6:8080/xcms-ws/Netconfd.wsdl"/>
<TModelInst devID="NETCONF_AGENT2" 

overViewDoc="http://141.223.82.7:8080/xcms-ws/Netconfd.wsdl"/>
</Service>
<Service serviceID="SNMP_XML_GATEWAY">

<TModelInst devID="SNMP_XML_GATEWAY”
overViewDoc="http://141.223.82.6:8080/axis/services/SNMP_XML_GATEWAY?wsdl"/>

</Service>
</BusinessName>

 

Fig. 4. UDDI Search Result 

 

Fig. 5. Web-based user interface of XCMS-WS 
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into XCMS-WS, our system filters the necessary data and updates information 
automatically using the UDDI registry. Fig. 4 shows that two available devices 
including Netconf agent and a SNMP_XML_Gateway are registered at UDDI. 

The Web-based user interface of XCMS-WS as shown in  
Fig.  provides the following functions: viewing, modifying and searching devices 

from UDDI registry, and creating and sending request messages for configuration 
task. Moreover, it shows responses from Netconf agents and configuration 
information DB tree of the device. 

6   Concluding Remarks 

In this paper, we have proposed a mechanism to manage configuration information 
more effectively using the Netconf protocol and Web Services technologies. Using 
UDDI helps a Netconf manager to quickly and intelligently recognize required 
parameters of network devices to operate configuration tasks. A Netconf manager 
finds a parameter description of a device to manage configuration from a private 
UDDI registry. Using WSDL configuration tasks can be done efficiently and 
repeatedly to operate configuration tasks of several devices.  

We have presented the design and implementation of XCMS-WS, which is based 
on the mechanisms above. The XCMS-WS effectively manages the configuration 
information using Web Services technologies. It automatically modifies configuration 
information of the related devices using the Netconf protocol when the configuration 
information shared with other devices is modified. We applied the XCMS-WS to the 
configuration management system used for NG-MON. 

For future work, we plan to validate the flexibility and extendibility of the XCMS-
WS as applied to other network systems. Finally, we will conduct performance tests 
on XCMS-WS in order to optimize it for adaptation to embedded systems. 
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Abstract. This paper presents a Java agent application framework and shows its 
example through the implementation of an agent application service. This 
framework comprised of agent, agent system, agent master and agent manager 
components. Each component is connected to others via an agent interface, and 
messages are passed through these interface points. By using this framework, it 
is possible to deploy a new agent application service with simple and efficient 
operation. Herein, we implemented the agent application service network using 
a Java agent application framework. Specifically, the implemented network was 
a contents distribution network using an agent service, and the network was 
both controlled and managed with the agent framework interface. In our test, 
the network service decreased network traffic while preserving reasonable qual-
ity through the adequate deployment and management of agent components. 

1   Introduction 

With the development of the Internet, many new and hitherto unimagined application 
services have been introduced through this revolutionary medium. To facilitate the 
actual use and embodiment of such services, innovative new approaches have been 
studied and many are now in the process of development. As an example, the peer-to-
peer (P2P) method has strong merits given its scalability, and has the potential to serve 
as an applicable means of tackling errors more easily. Or consider distributed comput-
ing technology through the grid framework, which may serve to bring us closer to the 
time when these exciting application services can be used. Likewise, mobile agent 
technologies that can conduct critical operations at precise locations are of significant 
importance in the overall software technology and development progress [1]. 

An agent is an autonomous programming object that can perform by itself those 
functions that have been entrusted to it by the software user. This operational method 
is an innovative new way of implementing the traditional distributed computing sys-
tem and constitutes a new computing paradigm. An agent can be characterized as 
autonomous, responsive to given conditions, and self-mobile with cooperative and 
learning properties. Through proper utilization of the functions of an agent, which can 
be used to operate in specific places at precise times, we can achieve reductions in 
network traffic and contribute to increased operational efficiencies. 

These agent technologies may be applicable to e-commerce and information  
retrieval technology, to mention just two potential services: Applications to  
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communication infrastructures and network management services [2]-[4]. In [5], the 
agent technology was exploited to effectively monitor a large-scale network. Having 
reproduced itself and allocated various management functions by deployed distribu-
tion of these reproduced agents in the network, they reduced management traffic, 
shortened the response time, and provided the context wherein agents can safely oper-
ate even in periods of malfunction. In [6], a mobile agent was used to gather data 
through the Internet. After transferring to each server where the data is located, agents 
accumulate and collect the information gathered from their each visit. Such methods 
showed significant reductions in data traffic as well as much improvement in reducing 
response time when planned efficiently [7]. 

In this paper, a JAAF (Java Agent Application Framework) has been implemented 
to deploy the application service more effectively by using agents. The means to bet-
ter define what agents are and their effective control and management, and new ser-
vices utilizing these functionalities will be discussed. In Section 2, the standards and 
deployment status of the agent system will be examined. In Section 3, the agent appli-
cation framework will be discussed. Thereafter, the implementation of a distribution 
network service using agents will be presented and the implemented service property 
further elaborated upon in Section 4. This paper will be closed with final remarks in 
Section 5. 

2   Status of the Agent System 

Since the early 1990s, software agents – also known as intelligent agents – have been 
the subject of a great deal of speculation and marketing hype. Agents can be classified 
into two major categories: resident and mobile. Resident agents are software agents 
that stay in the computer or system and perform their tasks there. For instance, many 
of the wizards in software programs are designed to carry out a very specific task 
while we are using the computer. Mobile agents are also software agents that can 
transport themselves across different system architectures and platforms. 

The agency’s core is the agent platform, a component model infrastructure that 
provides local services such as agent management, security, communication, persis-
tence and naming. In the case of mobile agents, the agent platform also provides agent 
transport. Most agent systems provide additional services in the form of specialized 
agents that reside in some – possibly remote – agency. Some agent systems also in-
clude standard service agents, such as a broker, auctioneer, or community maker. 
These service agents augment the basic agent infrastructure. The agent platform and 
additional service agents can monitor and control message exchanges to detect any 
violation of the rules of engagement [8]. 

2.1   Agent Standards  

As various kinds of agent technologies have been developed, OMG (Object Manage-
ment Group) set up the standard for the MAF (Mobile Agent Facility) mobile tech-
nology [9]. This standard is based on the outer interface of CORBA (Common Object 
Request Broker Architecture) with regards to the mobile agent system. The agent 
standards for by OMG or FIPA (Foundation for Intelligent and Physical Agent) have 



268 K.-H. Lee, J.-S. Kim, and Y.-H. Shin 

 

been emphasizing the communication between agents and agent management as it 
relates to their creation and deletion. Developing ways to implement the necessary 
system needed for compatibility within the application environment, at the same time 
observing such standards, may take various forms depending on available options. 

MAF is basically comprised of agents, place, agent system, and communication in-
frastructure. The agent system is a platform that supports the composition, interpreta-
tion, operation, and movement of agents. The place, which identifies logical location, 
is defined within this agent system and agents are located in specific places while 
operating the service by moving from place to place. The locations of agents include 
the place where agents are located and the address of the agent system. 

A communication infrastructure is the basis for providing communication to agent 
systems, and provision of services such as RPC (Remote Procedure Call), naming 
services, and security are possible. However, since the naming service of CORBA 
does not need to be operated separately in order to support mobile agents, it alter-
nately provides a naming service called MAFFinder for MAF exclusively and sends 
that interface to COBRA instead. 

Agent Platform

Message Transport System

Agent
Agent

Management
System

Directory
Facilitator

Software

Agent Platform

Message Transport System

 

Fig. 1. Agent Management Reference Model 

The purpose in setting up the FIPA standard was to help operations among applied 
agents by defining a common communication standard among agents in various com-
puting environments. FIPA has been preparing five standards such as application, 
abstract structure, agent management, agent communication and agent message trans-
mission. The agent management, stipulated in the FIPA, is concerned with the life 
cycle management of agents such as creation, registration, designating location, 
movement, or termination [10]. 

As shown in Fig. 1, FIPA agent management reference model consists of a DF  
(Directory Facilitator), AMS (Agent Management System), ACC (Agent Communi-
cation Channel) or MTS (Message Transport System). The DF provides agents with a 
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‘Yellow Page’ function. The AMS and ACC back up the communications among 
agents. The DF, AMS, and ACC form the group that defines functions and can be 
operated by individual agents or by all of the different agents. 

2.2   Examples of Java Agent Development Systems 

Although mobile agents can be developed with virtually any kind of programming, 
the development of a platform running on an independent language to serve as the 
interpreter when considering different operation environments. Developers often use 
distributed objects, active objects, and scriptable components to implement agents. To 
build agents, Java, Java-based component technologies, XML, and HTTP have been 
used. These technologies are simple to use, ubiquitous, heterogeneous, and platform-
independent. Among such languages, Java is particularly ideal for use in developing 
mobile agents. Some currently available toolkits using the Java mobile agent system 
include IBM’s Aglet, JADE (Java Agent DEvelopment Framework), and FIPA-OS 
(Open Source), to name a  few. 

Aglet, developed by IBM’s Japan laboratory, is a Java-based workbench and is a 
system that combines agents and the applet [11]. The development of agent applica-
tions using the Aglet class provides a convenient means of mobile agent implementa-
tion while preserving a significant portion of necessary characteristics and functions. 
These functions include an unique name assigning function for the agent, an asyn-
chronous and synchronous communication method among agents, an agent class 
loader that can bring the Java byte code of agent through the network, and an agent 
context that can obtain environmental information independently without regard for 
the agents’ operating system environment. 

JADE is a framework implemented entirely using the Java language [12]. The goal 
of JADE is to simplify the development of multi-agent systems while ensuring stan-
dard compliance through a comprehensive set of system services and agents in com-
pliance with the FIPA specifications: naming service and yellow-page service, mes-
sage transport and parsing service, and a library of FIPA interaction protocols ready 
to be used. The JADE Agent Platform complies with FIPA specifications and includes 
all those mandatory components that manage the platform, that is the ACC, the AMS, 
and the DF. All agent communication is performed through message passing, where 
FIPA ACL (Agent Communication Language) is the language to represent messages. 

FIPA-OS is a component-based toolkit that makes it possible for fast development 
of agents while observing the FIPA standards [13]. FIPA-OS supports most standard 
specifications, and is continuously being improved upon through the management of 
an open source community project, and can also be regarded as the ideal choice for 
easy and fast development of agents that follow the FIPA specification. The Agent 
City Network consists of set of software systems (platforms) connected to the public 
Internet [14]. Each of these platforms hosts agent systems capable of communicating 
with the outside world using standard communication mechanisms. Each agent is in 
turn able to provide zero or more services which can be requested and accessed by 
other agents in the network. The network is completely open and anybody wishing to 
deploy a platform, agents or services is welcome to do so. All technologies used are 
based on consensual standards such as the FIPA standard or the emerging Semantic 
Web Ontology standard. 
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3   JAAF (Java Agent Application Framework) 

Java Agent Application Framework is an agent development framework developed 
using Java language and consists of several components. Each component is a pack-
age of classes that has a role in agent application environment. Messages are ex-
changed between these components through the agent interface. 

3.1   JAAF Components 

The agent application framework component is composed of the agent, agent system, 
agent master system and agent manager. Fig. 2 shows the agent components. 

Agent: An agent is a software component and a small program that is designed to 
fulfill certain service operations. The agent is a class implementing a service interface 
in Java, which defines the method necessary for both the operation and control of the 
service. The agent is sent to the agent system and performs certain tasks while also 
responding to various events. Agents can be divided into two types depending on the 
ways they are to be operated in JAAF: RMIAgent and MSGAgent. An RMIAgent is 
sent to its target place to conduct necessary operations and called its service function 
by the client. Fast deployment of services and the small one-time operation is easily 
implemented by using the RMIAgent service. A MSGAgent communicates with the 
client through the exchange of agent messages. The MSGAgent has the advantage of 
continuing one specific operation and sends messages when they are necessary with-
out having to maintain the connection. 

Agent
Master

Client

Agent
Manager

a1a2

a3

a5

a4Agent System Agent System

Agent Agent

 

Fig. 2. Components and Interfaces of Java Agent Application Framework 

Agent System: An agent system provides a place for the agent and controls the agent 
service. Agents are sent to the agent system through the Service message. The class 
loader in the agent system is in charge of loading the agent and can be operated 
through the following steps. First, confirm whether the Service message includes the 
code. Then, immediately create the object from the code and start the service. If the 
message does not have a service code, load the class from the user using the addi-
tional information in the Service message, that is, the code server URL. After receiv-
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ing the service code, the agent system creates the object and provides the operation 
environment using services such as start, stop, restart, and termination. During the 
agent operation, the agent system delivers the receipt and transmission of messages 
and reports the agent state to the agent master. 

Agent Master: An agent master controls the local agent system, intercedes with cli-
ents who are service users for the agent’s service provided, and provides management 
interface to the agent manager. It connects between the client and the agent provider 
domain. It has available lists of the agent system and maintains the location and the 
status of the agent. It delivers the Service message to the appropriate agent system and 
returns the Status messages to the client. And, it relays the agent’s Inform messages 
for cooperative operations between agents. The registry is the RMI (Remote Method 
Invocation) functional components, which is being used to expose the RMIAgent by 
itself to the client. The client can access the registry through the agent master and 
request the necessary service by obtaining the agent pointer. The registry is imple-
mented as an internal function of the agent master. 

Agent Manager: An agent manager can manage many agents with fewer complica-
tions by managing the agent master rather than directly controlling the agents. The 
agent master embodies the agent management information that is necessary to manage 
how agents behave. The agent manager can carry out monitoring activities by reading 
an MIB (Management Information Base) and service management functions by creat-
ing needed values. This scalable solution simplifies the agent management function 
efficiently. 

Client: A client requests the service and gets the result and can offer the service codes 
through the agent master. The client can designate the agent system directly or help the 
agent master choose the appropriate agent to carry out the service. In the case of P2P 
applications, the agent system and the client can be combined and operated together. 

3.2   JAAF Interfaces 

In order to have effective control and management of the agent, we first need to de-
fine the interface. The definition of the agent interface is composed of the definitions 
of the exchanged messages. The standards of MAF and FIPA are reflected in the 
definition of the interface and each interface is represented in Fig. 2. The agent master 
performs the DF function for FIPA and the agent system carries out the MAF and 
AMS functions for FIPA. Messages are defined to perform functions similar to those 
of standard messages for FIPA. 

a1: This interface refers to an interface between the agent master and the agent sys-
tem. A Register message is sent from the agent system to the agent master to signal 
the commencement of services. This message includes the parameter values such as 
the agent’s system identifiers for the agent system registration and place. An Unregis-
ter message is sent from the agent system to inform the end of the agent service. The 
abnormal ending process can be detected when the agent system is not responding in 
the form of a Status message after receiving the message from the agent master. 

a2: This interface refers to an interface between the client and the agent master. If a 
client sends a Lookup message together with the information necessary for the service 
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request, the agent master resends the Status message with the agent’s system informa-
tion suitable for the user’s demand. The agent service request, as demanded by a cli-
ent, is initiated by the Service message. The Service message includes the service 
name, program information, and the agent system information to be operated. A client 
can check the condition of the service through the Status message. 

a3: This interface refers to an interface between an agent and a client. Through this 
interface, service conditions and results can be exchanged via Report message. Usu-
ally, agents notify the service status information through the agent master. If the agent 
system accepts the command of the client via the Command message, the values of 
current and final results are delivered to the client. 

a4: This interface exists between the agents. When the agents need to communicate, 
they can exchange the Inform message immediately through the a5 interface. Since 
the agents do not know where other agents are located and can transfer at any time, 
information exchange among the agents is generally conducted through the agent 
master. 

a5: This interface refers to an interface between the agent manager and the agent 
master. The message passing through the interface is a SNMP (Simple Network Man-
agement Protocol) message. A SNMP message is composed of five messages includ-
ing Get, GetNext, Set, Response and Trap. The information in the message is the MIB 
(Management Information Base) information necessary for controlling and managing 
the agents and the agent master. 

3.3   JAAF Application Deployment 

A client is an agent service user, and others are an agent service provider. The service 
provided by the agent application framework operates by the following steps. In the 
initial stage, the agent master starts the service and waits for the agent system to regis-
ter. The agent system registers in the agent master by opening its service port. When 
registered, the agent system submits the service profile. This profile includes informa-
tion regarding the system construction and the ability of agent, including communica-
tion method, the maximum number of threads or available memory size, and also 
notes whether network communication functions are provided and whether file or DB 
service is offered. The client searches for an accessible agent system to use the avail-
able agent system and start a service by sending the Service message to the agent 
master. This search is done through the system profile and examines the location of 
agent the system, the level of service provided and the cost. 

The client that requested the agent service can call out the necessary services and 
check the results by accessing its service through the registry and message service. 
Through the agent master, accessing for all agents as well as monitoring current opera-
tion locations and agents status is possible. The agent manager manages the agent and 
the agent system in the network through the managing MIB of the agent master. Ser-
vice can be stopped and restarted by the client, agent master and agent manager. In-
formation concerning the setting up the execution environments of the agent master is 
composed by the agent manager. The agent master is one of the points where it con-
trols the agent in its own area. The agent manager can manage all of the various agents 
through the many agent masters within its allotted zone. This structure, through the 
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thousands of agent systems and scores of agent masters, makes effective management 
possible. The agent MIB located in the lower part of the iso.org.dod 
.internet.private.enterprise.snut.network.agent of the complete MIB tree [15]. 

4   Agent Service Application Using JAAF 

By applying the agent application, a contents distribution network was implemented 
and monitored. In order to understand the network, definition of service components 
such as contents distribution server, contents distribution agent, contents distribution 
manager and client need to be examined. This structure is implemented in the dy-
namic fashion through the distribution agent and distribution manager. 

4.1   Contents Distribution Networks 

The contents distribution network is comprised of 3 domains: service provider, ser-
vice network and agent manager domain. The service network is a tree structure and 
the original contents server is located at its root. Several agents are directly connected 
to the server and this constitutes the first level distribution network. On its lower loca-
tion, other agents are connected and result in the gradual expansion of the network. A 
contents client is connected to the contents agent that is either the nearest from its 
location or favorable to its quality of service (QoS). The contents client receives the 
contents by attaching himself to the leaf of the connected agent tree network. Fig. 3 
shows these components and the functions of the components in the contents service 
model are as follows. 
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Fig. 3. The Components of the Contents Distribution Networks 

Contents Server: The contents server is the root server that provides the information. 
The services provided by the contents server include broadcasting, video conferenc-
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ing, real-time news services, and more. Methods of service provision can take various 
forms, including usage of stream, UDP datagram, and RTP service. In addition, de-
pending on the types of services provided, there are various kinds of servers to be 
used, such as a push server where the client gathers information, and pull servers 
where the server provides information. 

Contents Distribution Agent: A distribution agent takes the contents from the con-
tents server and distributes them again to the client or other distribution agents.  The 
distribution agents, depending on the contents types served, take different forms.  
Therefore, the agents locate themselves where the service providers want them to 
place and are served in a specific manner depending on the particular services and 
type of server. Like servers, agents also provide services with the contents client list 
and depending on the quality and forms of service, one or more threads are involved 
in the operations. An agent monitors the quality of service while at the same time 
providing services. 

Contents Client: A client receives the contents from the agent distributor and sends it 
to users in the proper forms. In general, the communication handling and information 
handling portions constitute the client system. 

Contents Distribution Manager: A contents distribution manager is the component 
that controls the data service between the server and the contents client. A con-tents 
distribution manager possesses all of the information regarding the server, distribution 
agent, and the client served, and manages the types of services provided by coordinat-
ing the distribution tree. In addition, the contents distribution manager is involved in 
the preparation of the list and the location of new agent through the service quality 
that is monitored and reported, and readjusts the distribution tree. The distribution 
manager, according to its location, locates the new agents into their proper position 
within the distribution tree. When the contents client near the new agents requests a 
contents service, the distribution manager makes it possible to provide the service by 
connecting new agents to the proper agents. This system is the client component in 
the agent framework interface. 

4.2   Characteristics of the Contents Distribution Networks 

IP Multicast distributes group data efficiently. But forming a multicast router network 
is difficult to configure in the current Internet architecture [16]. As an alternative to IP 
multicast, an overlay multicast network has recently become a hot topic [17]. Con-
tents distribution network is one implementation of such networks. Delivery band-
width is required in backbone and leaf of the network. Specially, bandwidth reduction 
in the backbone network is very important. Contents distribution network saves 
bandwidth with the same amount of the multicast router network in a backbone area. 

The transmission property of the delivery network requires some increased delay 
and jitter. But in the Intranet case, its delivery property is not significant and shows 
reasonable results. Transmission delays are measured from a few milliseconds to 
some tens of milliseconds depending on the condition of the network and host load. 
As the transmission hop of the tree is increased, delays are proportionally increased. 
Despite of this delay extension, the missing of the packet and average errors are not to 
be dramatically increased. Between autonomous systems through the Internet, the 
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trans-mission delay property had more than 1 second in average delay and an average 
jitter of several hundreds to thousands of milliseconds.  

Thus, the service provided by the contents distribution network that is composed of 
agents, reduces the required bandwidth dramatically. The delays and the jitter in the 
Intranet are not subject to significant changes. In the Internet environments, the ser-
vice quality can be degraded in its nature. So, if the agent possesses a scheme that 
minimizes the jitter, the property of the service can be improved upon. Deployment of 
the agent at proper location increases the effect of bandwidth reduction and controls 
the service quality effectively. 

5   Conclusions and Future Works 

In this paper we present an agent framework and agent application service using the 
developed platform. The Java agent application framework is designed with the sim-
plicity, accessibility, and manageability properties in mind. By using this framework, 
we can deploy new agent application services faster and more efficiently. In addition, 
each component’s access can be improved upon by defining interfaces and messages 
among components. Agents can be controlled and managed effectively through the 
services provided by the agent master and the agent manager. 

For providing the reliable and satisfactory service to clients, further study should 
be devoted in two areas; QoS guaranteeing scheme and strengthening security meas-
ures. Also, ensuring proper communications with other systems or languages in dif-
ferent types of platform settings would be needed. For this, defining and implement-
ing the gateway functions for other service framework could be required. 
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Abstract. In recent years, a wide variety of wireless access networks
that support multimedia services have been emerging with different char-
acteristics. The service areas of many of these networks overlap so that
a mobile user from an overlapped service area can access any network
that supports the user’s application. A mobile user can take advan-
tage of the availability of such heterogeneous multimedia networks only
when the user terminal is equipped with a mechanism that can select
an optimal network for the application. This paper proposes a novel
analytical framework of such a mechanism. For this purpose we define
the user-centric performance and user-centric cost, and derive their ex-
pressions. The user-centric performance, which is also a measure of the
user-perceived quality of service (QoS), relates the requirements of user
applications with the parameters of network services. The user-centric
cost is measured by the user’s willingness to pay the price and allow for
the consumption of the mobile terminal’s resources for accessing the net-
work services. Based on the performance and cost analyses, we describe a
network selection mechanism and discuss its implementation issues. We
then present an example system to numerically elaborate the functioning
of the proposed mechanism.

1 Introduction

The next generation of mobile communication networks is expected to be a het-
erogeneous multimedia system widely comprising different radio access networks.
Each access network may possess some advantages over the others in terms of
network characteristics, such as bandwidth, coverage, cost, and reliability. To
exploit these advantages, the heterogeneous system appears in an overlay form
[1,2]; one access network (e.g. wireless LAN) overlapping the service area of the
other access networks (e.g. 3G networks). In such an environment, a mobile host
with multi-mode network interfaces should be capable of carrying out the follow-
ing two functions: (1) selecting an optimal access network and (2) transferring
connections from one access network to others when the previous one becomes
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sub-optimal or unavailable. This paper focuses on the first function, i.e. the
selection of an optimal network. For this purpose, we (a) define user-centric per-
formance, (b) define user-centric cost, and (c) present a mechanism for selecting
an optimal network based on a performance-cost analysis.

There has been a lot of research on the evaluation of network-centric perfor-
mance or network-level quality of service (QoS), which is concerned with opti-
mizing the network characteristics. The network-centric evaluation indicates, for
instance, that the larger the bandwidth, the better the network performs. How-
ever, it cannot answer the following question: how much large bandwidth and
smaller latency or loss rate are appropriate for a user’s application. To answer
this question, we need to evaluate the user-centric performance. The user-centric
performance, which is also a measure of the user-perceived QoS, relates user ap-
plication requirements with the network service characteristics or quality. Note
that a user requires network resources to be just sufficient enough to satisfy its
application’s requirements. Any extra resource beyond the requirement, may not
give any additional benefit to the user. In such cases, users may not opt for a net-
work that has the highest resources; they may rather select a network that pro-
vides the optimal performance at the lowest user-centric cost. The user-centric
cost includes the price of network service as well as the resource consumption,
such as the battery power of the mobile terminal. It is indisputable that a mech-
anism should exist that enables mobile users to carry out intelligent decisions
for optimal network selection. Without such a mechanism, mobile users cannot
get the benefits from the availability of different types of networks; instead they
would be overloaded with choices.

There are only a few published research papers dealing with this issue from
different aspects. Lee et al. [3] applied a software agent based approach in a
personal router (PR) that lies between the user and network. The PR selects a
suitable service for the user based on the network information and user prefer-
ences. The PR continuously gets feedback of the user’s subjective evaluation in
terms of quality and cost of service, and accordingly adjusts the user preference
parameters. However, their paper does not provide any quantitative analysis of
the relationship between the user’s requirements and the network’s information.
Moreover, the subjective evaluation of a particular user cannot be universally
valid to all users. Altmann et al. [4] explained a mechanism for enabling users
to select a service from a fixed number of priority-level/price pairs provided by
a single network. Their paper is more concerned with improving the efficiency
of switching service levels when the observed network performance changes than
evaluating the user-centric performances.

Complementing the above work, we develop and evaluate an analytical frame-
work for selecting an optimal network in a heterogeneous wireless network en-
vironment. For this purpose, we define the user-centric performances and user-
centric costs and derive their expressions. The user-centric performance is ob-
tained by relating the network attributes with the requirements of the user ap-
plications. We take into consideration three types of attributes - bandwidth,
latency, and delay - and derive the user-centric performance for three classes



User-Centric Performance and Cost Analysis for Selecting Access Networks 279

of applications - rigid, adaptive, and elastic. Similarly, we consider the price of
the network service as well as the power consumption of the mobile terminal to
estimate the user-centric cost. Based on the performance and cost analyses, we
present a network selection mechanism and discuss its implementation issues.

This paper is organized as follows. In Section 2 we analyze the user-centric
performances and user-centric costs. The implementation issues of the proposed
network selection mechanism are described in Section 3. We present an exam-
ple of the performance of the network selection mechanism in Section 4, and a
summary and plan for future work in Section 5.

2 Performance and Cost Analyses

2.1 User-Centric Performance

We define the user-centric performance (UcPerf) as the degree of fulfillment of
user requirements by the network characteristics. There are the following two
issues associated with UcPerf analysis.

– The relationship between the UcPerf and network characteristics : how the
UcPerf can be expressed as a function of the network characteristics. For
instance, how the UcPerf increases as the bandwidth increases or delay de-
creases.

– The combination of the UcPerf of the characteristics to get an overall UcPerf
how to combine the performance of each characteristic to get an overall
UcPerf.

As a first step towards these issues, we define a UcPerf as a continuous
function of network characteristics because the continuous functions are easier
to generate and manipulate than other types of functions. We take the weighted
sum of the UcPerf of the characteristics to get an overall UcPerf, because the
weights enable us to control the contribution of the individual characteristic
on the overall performance. Suppose that there are N wireless networks, each
having some different characteristics from the others. Let ϕa

x(xk) be the UcPerf
component of characteristic x (with value xk) for an application a in a network
k (k ∈ N). Then the overall UcPerf of the network,UcPerfa

k , is given as:

UcPerfa
k =

∑

F

wxϕa
x(xk), (1)

where wx is the weighing factor for characteristic x and F is the set of network
characteristics that are considered for evaluating the overall UcPerf.

We define ϕa
x(xk) as a continuous function whose value ranges between 0 and

1; 0 indicating the worst performance and 1 indicating the best performance.
The value of the weighing factor wx determines the contribution of the network
characteristic x on the overall UcPerf. Considering

∑
F wx = 1 guarantees 0 ≤

UcPerfa
k ≤ 1. The shape (or nature) of the ϕa

x(xk) function depends on both
the application type and network characteristic under consideration. We take
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into consideration three types of applications: rigid, adaptive, and elastic. These
applications correspond to the following service classes, respectively, defined in
the 3GPP specifications [5].

1. Real-time conversational services: e.g. voice, video telephone, and video gam-
ing, which require minimum bandwidths that must be met, very low delays
and no losses - the loss recovery mechanism cannot be effective.

2. Real-time streaming services: e.g. multimedia, video on demand, and we-
bcast, which require adaptive bandwidths, bounded delays and minimum
losses.

3. Non real-time interactive and background services: e.g. web browsing, net-
work gaming, database access, email, SMS, and downloading, which require
flexible bandwidths, and tolerate delays and losses - the loss recovery mech-
anism can be used.

Similarly, although UcPerf depends on many networks characteristics, such
as bandwidth, latency, loss rate, reliability, availability, coverage, and service
provider’s reputation, for simplicity, we take into consideration only the first
three characteristics, i.e. bandwidth, delay, and loss rate, because these are
the most commonly used network characteristics to assess network quality. Let
ϕa

b (bk), ϕa
l (lk), and ϕa

r(rk) be the respective UcPerf components derived from
bandwidth (bk), latency (lk), and loss rate (rk) in a network k for an application
a, where a ∈ {rigid, elastic, adaptive}. To define ϕa

b (bk), we take the band-
width utility functions defined by Shenker [6], and Kafle et al. [7]. In addition,
we provide novel definitions of ϕa

l (lk) and ϕa
r (rk) based on the specifications of

applications as mentioned above.

Rigid application: The UcPerf curves of a rigid application are shown i
Fig. 1(a). There can be different sets of functions that can generate these curves.
One set of such functions is shown by Equations (2)-(4). As a rigid application
requires a minimum amount of bandwidth (say Bmin) to support it, its per-
formance is zero when bandwidth is less than Bmin. Similarly, it can tolerate a
very low network latency of up to Lrigid

max without affecting performance. However,
when the delay increases beyond Lrigid

max , the performance exponentially degrades
at a rate of δrigid

l . Since these applications are loss intolerant, the performance
exponentially decreases at a rate of δrigid

r as the loss increases.

ϕrigid
b (bk) =

{
0 for bk ≤ Bmin

1 otherwise. (2)

ϕrigid
l (lk) =

{
1 for lk ≤ Lrigid

max

e−(lk−Lrigid
max )δrigid

l otherwise.
(3)

ϕrigid
r (rk) = e−rkδrigid

r (4)

Adaptive application: The UcPerf curves of an adaptive application are shown
in Fig. 1(b), and the corresponding functions are given by Equations (5)-(7).
Adaptive applications adapt their data rate to the available bandwidth in the
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(c) Elastic applications

Fig. 1. User-centric performances (UcPerf) of bandwidth, latency and loss rate of (a)
rigid, (b) adaptive and (c) elastic applications

network and can tolerate occasional delay bound violations and packet losses.
However, they have intrinsic bandwidth requirements, as they must maintain the
data rate at some minimum level, below which performance suffers badly. This is
accounted by a constant Cb in Eq. (5); the larger the value of Cb, the larger the
bandwidth required for better performance. Similar to the rigid applications,
the latency and loss rate performances of adaptive applications exponentially
decrease at the rate of δadaptive

l and δadaptive
r , respectively.

ϕadaptive
b (bk) = e

− b2
k

bk+Cb (5)

ϕadaptive
l (lk) =

{
1 for lk ≤ Ladaptive

max

e−(lk−Ladaptive
max )δadaptive

l otherwise.
(6)

ϕadaptive
r (rk) = e−rkδadaptive

r (7)

Elastic application: The UcPerf curves of an elastic application are shown
in Fig. 1(c), and the corresponding functions are given by Equations (8)-(10).
Elastic applications follow the diminishing marginal rate of performance
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improvement as bandwidth increases [6]. This means, when the bandwidth is
low, an increment in the bandwidth increases the performance higher than the
same increment does when the bandwidth is high. In Eq. (8) δelastic

b is the per-
formance increment rate, and Bmax is the maximum bandwidth the application
can utilize to improve its performance. Similarly, the performances of the la-
tency and loss rate exponentially decrease at the rate of δelastic

l and δelastic
r ,

respectively.

ϕelastic
b (bk) = e−

δelastic
b

bk
Bmax (8)

ϕelastic
l (lk) =

{
1 for lk ≤ Lelastic

max

e−(lk−Lelastic
max )δelastic

l otherwise.
(9)

ϕelastic
r (rk) = e−rkδelastic

r (10)

Note that since the delay and loss tolerant capacities increase from the rigid
to elastic applications, the following relations hold: Lrigid

max ≤ Ladaptive
max ≤ Lelastic

max ,
δrigid
l ≥ δadaptive

l ≥ δelastic
l , and δrigid

r ≥ δadaptive
r ≥ δelastic

r .

2.2 User-Centric Cost

We now derive the expressions of the user-centric costs (UcCost). We take into
consideration two types of costs that a user can save: monetary cost and resource
cost. The monetary cost includes the price that users have to pay, and the
resource cost includes the resources of the user terminal that have to be used
for accessing the network services. From the users’ point of view, the battery
power of a mobile terminal may be a precious resource that the users want to
save. For instance, users with lower battery power prefer 3G networks to wireless
LANs as the former consume less power. Similar to the UcPerf, the UcCost is a
normalized cost whose value ranges from 0 to 1; a 0 indicates that the service
cost is trivial, and an 1 indicates that the service cost is the highest of what
users are willing to pay.

Let ϑk
p(pk) and ϑk

e(ek) be the UcCost components of the network service
price and battery power (energy) consumption, respectively, in a network k for
an application a. Then the overall UcCost of the network, UcCostak, is given as:1

UcCostak = wpϑ
a
p(pk) + weϑ

a
e(ek), (11)

where wp and we are the weighing factors, such that (wp + we) = 1.
To derive the UcCost, we use the well-known principle of the demand function

of economics. The theory of economics states that the quantity of goods/services
demanded (q) increases as the price (p) decreases [8]. As shown by the empirical
results in [9,10], the demand function of a communication service is:

q = Ap−E , (12)
1 Although we have assumed only two costs: network price and battery power con-

sumption, our model can be extended to more costs cases by introducing additional
weights and cost functions.
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where A is the scaling constant that is equal to the value of q when p = 1, and
E is the constant elasticity of demand for the given service. E is defined as the
negative ratio of the relative change in demand to the relative change in price,
that is:

E = −∆q/q

∆p/p
, (13)

where ∆q is the change in demand and ∆p is the change in price. Since the
demand increases (decreases) as prices decrease (increase), ∆q and ∆p have
opposite signs. Therefore, the value of E is always positive. As estimated by
France Telecom, the elasticity, E, for a voice service is 1.337 [10].

An important property of the constant elasticity in Equation (12) is that it
creates a demand curve that has different slopes in different price regions. When
the price is lower, small changes in price create larger changes in the quantity
demanded. On the other hand, when the price is higher, even a large change
in price creates only a small change in demand. The demand function can also
be interpreted in terms of a utility function. A utility function measures the
willingness of users to pay an amount of money for a service with a certain
performance or QoS guarantee [11]. When the price is lower, users think that
the utility of the service is higher than the price paid, so they demand more
quantity. On the other hand, when the price is higher, the utility of the service
becomes smaller than the price paid, so that users demand less quantity. Based
on this assessment, we can express the utility function (u) of the service in terms
of the amount of quantity demanded as: u = q when A = 1, so that 0 ≤ u ≤ 1. A
high utility indicates that the user is more satisfied, hence the user-centric cost
is low. Similarly, a low utility indicates that the user is less satisfied, hence the
user-centric cost is high. Therefore, the user-centric cost of the price can simply
be expressed as inversely proportional to the service utility. That is,

ϑa
p(p) =

C

u
, (14)

where C is the proportionality constant. To keep the value of ϑa
p(p) within the

range of 0 to 1, we take C = qmin, where qmin is the minimum amount of service
demanded when the price is maximized (pmax). When we plot the utility and
ϑa

p(p) on a y-axis, and the price on an x-axis, we get the curves shown in Fig. 2.
Now we define ϑa

e(e) as a function of the battery power consumption (e) of
the mobile terminal. As there are no references available on how users behave for
different levels of power consumption, for the sake of simplicity, we assume that
ϑa

e(e) varies with the battery power consumption in the same way as ϑa
p(p) does

with the price. This means, we suppose that the elasticity of power consumption
is the same as that of the network service price.

We use UcPerf and UcCost to estimate the performance-cost ratio (PCR) as
given by Eq. (15). The PCR is used as the decision metric to select an optimal
access network (that has the maximum value of PCR).

PCRa
k = UcPerfa

k /UcCostak fork = 1, 2, 3, ..., N, (15)
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where N is the number of access networks available from the location of the
mobile user.

3 Implementation Issues

The optimal network selection mechanism can be implemented as a module that
comprises a number of profiles (Fig. 3). These profiles are described below.

Network profile: The network profile includes the values of network attributes,
e.g. bandwidth, latency, loss rate, and prices. The mobile terminal can obtain
these values either by monitoring all the available networks in its surrounding
area or by consulting a single entity or network that can provide the attributes of
all the networks, depending on the architecture of the heterogeneous system. The
MIRAI architecture [2] suggests that in heterogeneous system, it is possible to
have a basic access network, separate from other wireless networks, for using as
a means for wireless access discovery, signaling, and other network management
functions. If such a basic access network exists, it can be consulted to get the
network characteristics of all access networks in the vicinity of the mobile user.

Application profile: The application profile maintains the values of parame-
ters, such as Bmin, Lmax, δr, and δl, related to the application requirements.
These parameters vary from application to application, even within the same
type of applications. For instance, the minimum bandwidth requirement of a
rigid application depends on whether the application is voice phone, videophone,
or video gaming. These parameters of an application can be defined while the
application is designed or developed, by observing the effect of the parame-
ter changes on the application quality. These parameters are provided to the
application profile when the application is installed in the mobile terminal. Al-
ternatively, these parameter values can be supplied by an independent network
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Fig. 3. Interactions among the components of the network selection module

entity similar to the DNS server of current Internet system providing the domain
name to IP address mapping information.

User preference profile: The user preference profile maintains the values of
the weighting factors used in the evaluations of the user-centric performance and
cost. These factors give the notion of the relative importance of the components
of UcPerf and UcCost. For instance, if a user considers the network price is
more important than the battery power consumption, it sets the values of wp

and ww in such a way that wp > ww. The update of a user preference profile can
be done by the users themselves through user interfaces or done automatically
(by mobile terminals) by interacting with the application profile, network profile,
and user and device contexts.

The components of the network selection module are shown in Fig. 3. In
addition to the different profiles, the module includes the network selection al-
gorithm and network characteristic detection unit. In this figure, arrows with
numbers in parentheses show the interaction between the different components
of the module. We describe these interactions one by one, starting from (1).
The network characteristics detection unit probes the available networks in its
surrounding area through network interfaces and stores the collected attributes
of the networks in the network profile. The application profile interacts with the
user applications to collect the application related parameters. The user prefer-
ence profile consults the network profile, application profile, and user interfaces
to maintain the up-to-date values of the user preference parameters based on the
supported applications and available networks. The network selection algorithm
gets the required information from the network profile, application profile, and
user preference profile to compute the UcPerf and UcCost, which are used as the
decision metrics to select the best access network. After determining the best
access network for the given application, the network selection algorithm request
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the network characteristic detection unit to activate the relevant network inter-
face card. As this module interacts with the user interfaces and applications as
well as network interfaces, it can efficiently be located as a middleware between
the application and transport layers. We will implement the proposed mecha-
nism in an experimental system and evaluate the performance to validate the
theoretical model in our future work.

4 Numerical Example

To evaluate the proposed network selection mechanism, we present an example
system that has network, application, and user preference profiles as shown in
Tables 1, 2, and 3, respectively. We took into consideration two wireless networks,
N1 and N2, and two applications, rigid - voice and adaptive - webcast.

Table 1 shows the network profile containing the attribute values of the net-
work characteristics. Network N1, such as a GSM network, has a smaller band-
width support (b = 10 kbps) and network N2, such as a 3G network, has a higher
bandwidth support (b = 2 Mbps). Network N2 has a higher bandwidth (b), a
lower latency (l), and a lower loss rate (r), but has a higher price (p) and a
higher power consumption (e) than network N1. The units of the service price
can be in Japanese yen (or US dollors, etc.) per unit of connection time and/or
data volume. As we assumed that both price-related and power consumption-
related components of user-centric cost vary in the same way, the units of power
consumption are chosen in such a way that the values of the power consumption
and price become comparable. That means the units of price and power con-
sumption are adjusted so that these values are close to each other. For instance,
if the network service price is 10 Yen, and power consumption is 100 milliwatts,

Table 1. Network profile: attributes Table 2. Application profile: parameters

Network (k) b l r p e
N1 14kbps 0.12s 0.1% 10 10
N2 2000kbps 0.10s 0.1% 13 15

Application Bmin/Cb Lmax δl δr E
voice 10kbps 0.1s 2.0 2.0 1.5

webcast 1000 1.0s 1.0 1.0 1.5

Table 3. User preference profile: parameters

Application wb wl wr wp we pmax emax

voice 0.6 0.3 0.3 0.8 0.2 20 20
webcast 0.6 0.3 0.3 0.8 0.2 20 20

Table 4. Decision metrics

Application Network UcPerf UcCost PCR
voice N1 0.96 0.35 2.70
voice N2 0.98 0.55 1.79

webcast N1 0.49 0.35 1.38
webcast N2 0.99 0.55 1.80
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then the unit of power consumption is converted to a deciwatt so that the value
of the power consumption becomes 10 deciwatts.

Table 2 shows the application profile. Here the elasticity (E) of both voice
and webcast services are taken as 1.5. The minimum bandwidth (Bmin) required
to support the voice service is taken to be 10 kbps, and the constant Cb of the
adaptive webcast application is taken as 1000. Similarly, Table 3 shows the user
preference profile. We assumed that user preferences (weighing factors and the
maximum amount of price and battery energy that the user can afford) are the
same for both applications under consideration.

We evaluated the UcPerf and UcCost of these applications in networks N1 and
N2 and listed them in Table 4. It shows that the UcPerfs of the voice application
are comparable in both networks, whereas the UcCost is much higher in network
N2 than in network N1, because of the higher price and power consumption in
network N2. Therefore, the PCR in network N2 smaller than that in network
N1. Thus, network N1 is better for the voice application. On the other hand,
when we consider an adaptive webcast application, the UcPerf in network N1
is smaller than that in network N2, because the webcast application requires a
higher bandwidth for better performance. In this case, the PCR in network N2
is higher than that in network N1, resulting in the selection of network N2 for
the webcast application. The UcCosts are the same for both applications, as we
have used the same user preference profile.

In our evaluation, not only the network performances, but also the network
costs greatly affect the network selection decision. For instance, if the price of the
second network (N2) is raised from 13 units to 17 units, keeping other parameters
the same, the UcCost in N2 for the webcast application rises to 0.76 (from 0.55)
and consequently the PCR falls to 1.31 (from 1.80). This change in price results
in the selection of network N1, as its PCR (1.38) is higher than the PCR (1.31)
of network N2.

5 Conclusion

We developed the theoretical framework of a mechanism that carries out op-
timal network selection decisions based on the user-centric performance and
user-centric cost analyses. The user-centric performance is estimated by com-
paring the network attributes with the user application requirements. Similarly,
we considered the price of the network service and the power consumption of
the mobile terminal to estimate the user-centric cost. We presented a network
selection mechanism and discussed the relevant issues. Through an example, we
numerically illustrated the performance of the proposed mechanism. The limita-
tion of this work is that we have assumed that a user activates only one applica-
tion at a time and selects the best network for the application. Our model needs
an extension to address the issues of selecting an optimal network for multiple
applications running simultaneously.

In this work we concentrated on the theoretical work on selecting an optimal
network when the user application is initiated. In future work, we will carry
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out a simulation experiment to strengthen the proposed network selection algo-
rithm. We will also evaluate the computational and communicational overheads
introduced by the proposed mechanism.
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Abstract. Content Distribution Network (CDN) technology has been proposed
to deliver content from content nodes placed at strategic locations on the Inter-
net. However, only companies or organizations, who can pay for the services of
CDNs, have the privilege of using CDNs to distribute their content. Individual
users (peers) have to resort to more economical peer-to-peer (P2P) technologies
to distribute their content. Although P2P technologies have demonstrated tremen-
dous successes, they have inherent problems such as the instability and the limited
bandwidth of peers. In this paper, we propose a new approach to build bandwidth
bounded data distribution trees inside a CDN so that external peers can leverage
the power of a CDN’s infrastructure for distributing their content. Our perfor-
mance evaluation shows that, with some limited help from a CDN, the content
distribution time among peers can be speeded up from 1.5 to 3 times.

1 Introduction

Content distribution networks (CDNs) have contributed significantly to transform the
Internet into a successful content dissemination system. They have been proposed and
deployed to primarily distribute content from companies and organizations (who are
content producers/publishers such as CNN, Yahoo, etc.) to individual Internet users. A
CDN operator deploys CDN nodes at strategic and fixed locations on the Internet to
replicate data of content producers/publishers [1,2] (publishing content on a CDN is
only available to some companies/organizations). Thus, current CDNs do not address
the need of individual users (also known as peers1) to publish/distribute their own con-
tent. On the other hand, peer-to-peer (P2P) networks have emerged as an alternative
approach for sharing content among thousands of peers on the Internet. This approach
employs peers’ resources (network bandwidth, storage space, and available time, etc.)
to disseminate shared files. A P2P network is flexible because anyone could partici-
pate in the network. However, the resources of a P2P network are only as good as the
aggregated resources of the contributing peers. Building on the CDN and P2P content
distribution models, we investigate an integrated content distribution framework named
Synergetic Content Distribution that takes advantage of both models. We shift from the

� This work is partially supported by National Science Foundation under Grant No. 0092914.
Any opinions, findings, and conclusions or recommendation expressed in this paper are those
of author(s) and do not necessarily reflect the views of the National Science Foundation.

1 We hereafter use the term peers instead of individual users.
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conventional wisdom by not considering CDN and P2P as two separate content deliv-
ery models. We instead see a potential for merging them so that peers help a CDN in
delivering the CDN’s content (that of big content producers/publishers) and the CDN
in return helps peers to distribute peers’ own content.

Three main challenges for the realization of our Synergetic Content Distribution
framework are (i) designing a mechanism to help a CDN to recruit peers to become part
of the CDN. The recruited peers collaborate with the CDN to deliver the CDN’s con-
tent; (ii) designing a mechanism to help a CDN to open up its network efficiently and
securely2 so that peers can take advantage of the CDN’s infrastructure in distributing
peers’ content3; and (iii) designing an incentive mechanism to entice peers to become
part of a CDN and also to entice a CDN to open its distribution network to benefit
peers. Because each of these challenges deserves its own study and requires a differ-
ent technical solution, our methodology is to address these challenges separately while
still considering each of them as an integral part of our Synergetic Content Distribu-
tion framework. The eventual deployment of our framework requires the presence of
satisfactory solutions to all three challenges.

In this paper, we focus on addressing the second challenge discussed in the pre-
ceding paragraph. The idea of opening up a CDN so that peers can take advantage
of the CDN’s infrastructure will bring the power of having efficient and high quality
content distribution to everyone (both companies/organizations and individual users).
To the best of our knowledge this idea has not been documented in the literature. Our
contributions in this paper are (i) a formulation of the problem of peers using a CDN’s
infrastructure to distribute their content. Our proposed solution to this problem is to
build bandwidth bounded trees inside the CDN to allow peers to send/receive content.
The bandwidth bounded trees provide peers with reliable and higher bandwidth than
normal end-to-end direct connections among peers. They also prevent the CDN from
using too much of its bandwidth for peers’ traffic. (ii) a CDN-assisted peers’ content de-
livery protocol; and (iii) an evaluation of our proposed approach showing that with some
limited help from a CDN the content distribution time among peers can be speeded up
from 1.5 to 3 times.

The rest of this paper is organized as follows. In Section 2, we present an overview
of our Synergetic Content Distribution framework to give an idea of our overall re-
search effort in content distribution. We then focus on one specific research problem
and provide a solution in Section 3. We present the performance study and simulation
results Section 4. In Section 5, we discuss related work. Finally, we conclude the paper
in Section 6.

2 Overview of Our Synergetic Content Distribution Framework

In this section, we provide an overall picture of our current research directions in content
distribution. We show how this paper relates to our other research directions. Our overall
research goal in content distribution is to design and evaluate a Synergetic Content

2 Not allowing peers to abuse or to pose a security concern for a CDN.
3 We make a distinction between CDN’s content belonging to the content producers/publishers

and peers’ content belonging to individual users.
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Fig. 1. Synergetic Content Distribution

Distribution framework that takes advantage of both the CDN and the P2P distribution
models. Our motivation for this new framework comes from our observation that peers
can help a CDN to deliver the CDN’s content while a CDN can help peers in return
to distribute peers’ content. Distributing CDN’s content and distributing peers’ content
differs in that CDN’s content is always replicated on CDN nodes while peers’ content
are never replicated on CDN nodes. To achieve this research goal, we pursue three
different, but closely related, research directions to be described briefly in the following.

The first research direction addresses the challenge of designing a mechanism to
help a CDN to recruit peers to become a part of the CDN. Then, the CDN and the
recruited peers collaborate to deliver the CDN’s content. For example, in Figure 1 the
CDN node N1 recruits peers P1, P2, and P3 so that they can collaborate to deliver the
CDN’s content to peer P14. The benefit of this approach is to allow a CDN to be more
dynamic by exploiting readily available resources of peers to deliver the CDN’s content.
Our approach improves the service latency of streaming content by 30% compared with
an approach where a CDN does not exploit peers’ resources to distribute CDN’s content.
We present this research direction in more details in [3].

The second research direction, which is the main focus of this paper, aims at de-
signing a mechanism to allow a CDN to use its infrastructure to help peers in their
content distribution4. An important issue is to limit the resources a CDN makes avail-
able to peers. Therefore, we propose that a CDN only contributes its resources to peers
proportional to what it received from peers earlier when peers used their resources to de-
liver the CDN’s content. For example, in Figure 1, the set of twelve peers {P1, . . . , P12}
had contributed their resources to help the CDN earlier. Now, when they want to dis-
tribute content among themselves, the CDN creates three different bandwidth bounded
trees rooted at CDN nodes N1, N3, and N5, respectively. The peers transfer their con-
tent through these trees inside the CDN. We provide more details on this direction in
Section 3.

4 By peer content distribution we mean a peer (or some peers) wants to send an entire file (e.g.,
MP3 or movie file) to a group of other peers.
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The third research direction, which is under investigation at the time of this writ-
ing, focuses on an incentive mechanism to entice peers to contribute their resources to a
CDN and also to entice a CDN to provide peers accesses to its infrastructure. Our incen-
tive mechanism builds on the fairness and the reciprocation principles. The mechanism
strictly follows a policy to require peers to contribute first to build up their credit before
being able to use the CDN to distribute their content. Another important element for
our incentive mechanism is the ability to prevent malicious behavior. That is, we do not
want peers to collaborate to cheat a CDN nor do we want a CDN to refuse to provide
accesses to its infrastructure to good peers who already contributed their resources to
the CDN. We have briefly presented our overall research effort in content distribution.
In the next section, we discuss the main research problem of this paper and we propose
a solution.

3 CDN-Assisted Peers’ Content Delivery

3.1 System Model and Assumptions

We assume that the network topology of a CDN is known and stable. The CDN has
network measurement features to maintain an accurate view of the bandwidth, delay,
and other metrics of the links inside the CDN. Each CDN node is responsible for han-
dling a network area consisting of a number of peers. For example, in Figure 1 CDN
node N1 is responsible for handling peers {P1, P2, P3}. The bandwidth between any
two CDN nodes is higher than the end-to-end bandwidth between two peers in the re-
spective network areas that the two CDN nodes are responsible for. The bandwidth is
not necessarily symmetric.

Peers run a P2P protocol that has the following key features. A centralized node
provides a new peer with information about a subset of nearby peers and a nearby
CDN node responsible for the network area. This can be achieved through a network
positioning system such as [4]. A group of peers distribute content among themselves
in sessions. At the beginning of a session only one peer (or only a few peers) is a seed
(i.e., having the whole content other peers want). At the end of the session, all peers in
the group have the whole content. Content is divided into data blocks of equal size. A
peer uses parallel downloading to get different data blocks from different peers.

3.2 Delivering Peers’ Content Through a CDN

There are two scenarios for content delivery among peers. First, if the content delivery
involves only peers in the same network area of one CDN node, the CDN node may not
help much the peers in improving (i.e., provide faster delivery or more reliable network
connections) the delivery of content. Therefore, a natural solution in this scenario is to
let the peers to deliver content directly among themselves without the involvement of
the CDN. The peers use their default P2P protocol to transfer content. For example, in
Figure 1 if only peers {P1, P2, P3} want to distribute content among themselves, N1
may not help much. Second, if the content delivery involves peers in many different
network areas handled by many CDN nodes, the CDN nodes can help to improve the
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transfer rate of content. Without such a help from the CDN, the peers would have to
establish several end-to-end connections among themselves to transfer data. The quality
(bandwidth and reliability) of these end-to-end connections is not as good as that of the
connections among CDN nodes.

A good solution for our problem should (i) enable a fast exchange of data blocks
through the CDN among multiple peers and (ii) limit the resources of CDN used in
helping distributing peers’ content. There are several methods for building a commu-
nication medium to achieve many-to-many communications such as using a mesh, a
graph, or a tree. In our case, a mesh or a graph would not be the best choice because we
do not need redundant links among CDN nodes to distribute peers’ content. We choose
tree for its simplicity. With regards to limiting the resources a CDN uses to help peers,
one should limit the transfer rate (i.e., transfer bandwidth) because a CDN should not
be overloaded with peers’ content. Note that the primary goal of a CDN is to distribute
CDN’s content. The main idea of our solution is to build bandwidth bounded trees in the
CDN as a common medium for peers to distribute their content. Each tree is rooted at
one of the CDN nodes, where there are peers wishing to send data, and spans to the re-
maining CDN nodes, where there are peers wishing to receive data. A CDN commits to
provide a better transfer rate than the maximum achievable transfer rate of most peers.
This is done by first taking into account the outgoing bandwidth distribution of peers
and the mean and mode of that bandwidth distribution. Then a CDN provides peers
with a transfer rate in a range that is in between the mean and a factor improvement of
the mode. We next present our formal problem formulation.

Problem Formulation. Given a graph G = (V, E) representing a content distribution
network, where V is the set of all CDN nodes and E is the set of logical links connecting
the CDN nodes. Let P be the set of peers who want to distribute content. Let V ′ be the
set of the CDN nodes responsible for the network areas of peers in P . Set P can be
categorized into |V ′| subsets of peers, each subset Si (i = 1 . . . |V ′|) is handled by a
CDN node vi ∈ V ′. Let Bi be the median of the set of outgoing access bandwidth in
a subset of peers Si. Let Mi be the mode of the set of outgoing access bandwidth in
a subset of peers Si. Let Ci be the growth factor that a subset of peers Si provides to
the CDN. The goal is to construct |V ′| trees such that each tree satisfies the following
conditions: (1) each tree covers all vertexes in V ′; (2) each tree is rooted at a vertex vi

∈ V ′. Vertex vi is a CDN node handling a subset of peers Si; and (3) each tree rooted
at vi has a bottleneck bandwidth of at least Bi, and a maximum bandwidth of Ci × Mi.

We propose the following BUILDTREES algorithm to solve our formal problem.
The algorithm consists of |V ′| steps. Each step produces a tree that is rooted at a node
vi ∈ V ′, covers all the other nodes in V ′, has a minimum bandwidth of Bi, and that
has a maximum bandwidth of Ci × Mi. At each step we choose to build a tree in a
way that leaves as much bandwidth as possible for the remaining steps. This is an in-
sight we learned from a recent work in fast replication of content in CDN [5]. However,
their algorithm cannot be directly applied to solve our problem because they consider
the problem of replicating data from a single source to multiple CDN nodes. We con-
sider the problem of using a CDN to help many peers (i.e., many sources) to distribute
content. Their algorithm builds multiple trees from a single source to all nodes in a
CDN and it builds trees with the highest possible throughput. Whereas, our algorithm
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Algorithm 1 Building bandwidth bounded trees in a CDN to distribute peers’ content
1: procedure BUILDTREES( G(V, E), V ′, set of Bi, set of Mi, and set of Ci )
2: TreesList ← ∅
3: Sort V ′ to rank vertex(es) responsible for seed(s) first, then the remaining vertexes in decreasing order of growth

factor provided to the CDN.
4: for each vertex vi ∈ V ′ in the sorted order do
5: Temporarily remove all edges (u, v) ∈ E whose current bandwidth bwuv < Bi

6: Treei←∅
7: NodesInTreei← vi

8: while NodesInTreei �=V ′ do
9: for each vertex u ∈ NodesInTreei do
10: Edgeu← Find edge (u, j) with bwuj ≥ (Ci×Mi) and with min{bwuj − (Ci×Mi)}
11: RemainedBWu ←BWu - {Bandwidth of Edgeu}
12: end for
13: x← Node j with max{RemainedBWj}
14: NodesInTreei←NodesInTreei ∪ {destination of Edgex}
15: Treei ← Treei ∪Edgex

16: end while
17: for each edge (u, v) ∈ E and (u, v) ∈ Treei do
18: bwuv ← bwuv - {bottleneck in Treei}
19: end for
20: TreesList ← TreesList ∪ Treei

21: Restore temporarily remove edges for next vertex vi′
22: end for
23: Return TreesList
24: end procedure

builds multiple trees for multiple sources (one tree for one source) and each tree reaches
only some nodes in a CDN. Our algorithm does not build trees with the highest pos-
sible throughput, it only finds trees with a throughput being in a predetermined range
(i.e., between the mean and the mode of outgoing bandwidth of peers).

We use the BUILDTREES algorithm to create one tree for each vertex vi in V ′.
We start by sorting the vertexes (line 4) and proceed by this order of vertexes in the
for loop (line 5). This method gives the set of peers that contributed the most to the
CDN the highest chance of having the best links in CDN first. For constructing the tree
rooted at each vertex, all edges that do not satisfy the minimum bandwidth requirement
of Bi are temporarily removed (line 5). Note that this removal is only temporary for
building the current tree. After a tree is constructed, the removed edges are restored so
that they can be reconsidered in the next tree construction (line 21). We then add the
root to the tree (line 7) and continuously add the remaining vertexes of V ′ until all of
them are included (lines 8-16). The for loop (lines 9-12) is used to find an edge Edgeu,
which is incident on each existing vertex u in the tree, that has the smallest bandwidth
but still higher than Ci × Mi. This guarantees the tree would be able to provide a
bandwidth growth rate of Ci for the subset of peers Si who already contributed to the
CDN. The remaining available bandwidth RemainedBWu of node u is then calculated
(line 11). Note that BWu is the actual bandwidth that node u has at the time. Whereas,
the RemainedBWu would be the new bandwidth that node u would have if Edgeu

was to be added to the tree. At the end of the for loop we have a set {RemainedBWj}
of remaining available bandwidth of the nodes currently in the tree. We pick the node j
that has the most remaining available bandwidth and assign it to variable x (line 12). We
then add the corresponding neighbor of that node (chosen earlier in line 10) to the list
of nodes in the tree (line 14). We next add the new edge to the tree. Finally, we reduce
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the bandwidth of edges in E that are also in the new tree by the bottleneck bandwidth
of the new tree (line 18) and add the new tree to the list of trees (line 20).

We construct one tree per a CDN node in V ′, instead of following existing multiple
trees approach in the literature [6,7,5], because the nodes in our tree are only CDN
nodes (not peers). Once the tree is constructed it is stable, therefore, we do not need
redundant trees. Moreover, we do not aim to use a CDN to achieve the fastest possible
transfer of peers’ content, therefore, we do not need multiple trees to get the highest
throughput. We only want trees inside a CDN to provide higher bandwidth than the
bandwidth of the end-to-end direct connections among peers. This is why we limit the
bandwidth of a tree rooted at a CDN node to be within a specific range between the
median (Bi) of the outgoing access bandwidth and at most Ci times of the mode (Mi)
of the outgoing access bandwidth of the peers in the network area the CDN node (the
root) is responsible for. Another reason that we construct one tree per CDN node in
V ′ is because our incentive mechanism only allows a set of external peers to send data
through a CDN for as long as they have enough credit. When the set of peers run out
of credit, the corresponding tree rooted at the CDN responsible the set of peers will be
deactivated. In other words, the tree is removed so that set of peers cannot use the CDN
to send data anymore. Note that the peers can still receive data from other trees (which
belong to other sets of peers who still have enough credit). This approach provides us
more simplicity and more flexibility in enforcing our incentive mechanism compared to
other more complicated tree building approaches.

3.3 CDN-Assisted Peers’ Content Delivery Protocol

We assume that a group of peers, who want to use a CDN to distribute their content,
already contributed their resources to the CDN. Now, the CDN is going to help the
peers in return by increasing the transfer bandwidth of the content transfer among peers.
The peers follow their P2P protocol to find out which content they want to distribute
and which peers they want to distribute the content to. The peers also know which
CDN node is responsible for the their network area (all these CDN nodes constitute
the set V ′). This information is handed over to one of the CDN nodes in V ′ who will
run the BUILDTREES algorithm to construct the trees. Once the trees construction is
completed, each CDN node in V ′ receives its tree information. The content distribution
starts. Instead of sending data blocks to and receiving data blocks from other peers
directly, as in the default P2P delivery protocol, each peer now sends to and receives
from the CDN node responsible for the peer’s network area.

When a CDN node receives a data block from a peer, it forwards the data block
along the branches of the tree rooted at itself to other CDN nodes in the set V ′. These
CDN nodes are responsible for the network areas of the peers who interested in re-
ceiving the data block in question. Note that a peer may not be interested in some data
blocks because it got them directly (without the help of the CDN) from other peers in its
local network area. When a CDN node receives a data block from another CDN node,
it forwards the data blocks to the peers that are participating in the content distribution
in its network area. In addition, if the CDN node is not a leaf of a tree, it also replicates
the data blocks and forward them to its children in the tree. Note that during content
distribution, each data block traverses only one tree. A CDN node only replicate and
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forward data blocks of peers to other nodes down a tree, it does not cache nor store the
data blocks of peers for later usage5. When a set of peers in a network area completely
finishes a content distribution session (received all data blocks), the tree rooted at the
CDN node handling that area is still kept to distribute data to the remaining unfinished
peers. A tree rooted at a CDN node responsible for one area is destroyed only when
either the peers in the network area do not have credits to send data anymore or there
no data sending out on the tree for an extended amount of time. The latter case is possi-
ble when peers just leave after getting the content. Nevertheless, all trees are destroyed
when all the peers finish.

4 Performance Study

In this section, we present the evaluation of our technique. We use a packet level simu-
lator (ns-2 version 2.27) to compare our CDN-assisted peers’ content delivery protocol
to a default P2P delivery protocol. Some main features of the P2P protocol are (i) using
parallel downloading of data blocks; (ii) allowing upload to at most five other peers at
a time; and (iii) changing the corresponding peer often. The performance metric is the
total time it takes so that all peers in the content distribution group finish receiving the
content. We next discuss more details about our simulation setup.

4.1 Simulation Setup

Fig. 2 shows the network topology used in all the simulations. Due to the lack of actual
topology information of a CDN, we adapt this topology from real cities in the United
States with an assumption that a CDN operator would also want to deploy services
in these geographical locations. The topology has 12 IP routers (R1-R12). The link
propagation delays among these IP routers correspond relatively to their geographical
distances. The bandwidth between a pair of IP router is symmetric (assuming a leased
line connection) and is set at 1.5 Mbps. Each IP router connects to some peers via asym-
metric connections. The maximum download bandwidth of a peer from an IP router is
700 Kbps while the maximum upload bandwidth of a peer to an IP router is only 200
Kbps (note that when there are a maximum of five concurrent receiving peers, each peer
only gets 40 Kbps). This is a typical connection for DSL/Cable Internet users. Peers are
assumed to have a 2-millisecond delay from the nearest IP router in our topology. We
use 12, 24, and 36 peers in our simulations.

On top of this IP level topology, we build an overlay network of six CDN nodes
(N1-N6) connecting to six IP routers as shown. Node N1 is responsible for peers con-
necting to IP routers R5,R9, and R10. Node N2 is responsible for peers connecting
to IP routers R1 and R3. Node N3 is responsible for peers connecting to IP routers
R2,R6, and R7. Node N4 is responsible for peers connecting to IP router R8. Node N5
is responsible for peers connecting to IP router R4. Node N6 is responsible for peers
connecting to IP routers R11 and R12. Each CDN node has a 10 Mbps symmetric band-
width to its corresponding IP router. The maximum bandwidth between a pair of CDN

5 This is a major constrast to using the CDN to distribute CDN’s content.
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Fig. 2. Simulated network topology

nodes is 10 Mbps. However, at anytime the CDN only gives at most 1 Mbps for dis-
tributing peers’ content. The propagation delay among CDN nodes are 2 milliseconds.
In our CDN-assisted technique, the peers use the CDN overlay to transfer only data
blocks. Other types of packet (protocol signals, requests, etc.) have to go through the
IP level network. The default P2P protocol only uses the IP level network for both data
and other types of packets.

In our simulations, a group of peers distribute files of medium size (50 MBytes) and
large size (500 MBytes). At the beginning of the distribution, there are only two seeds
(two peers that have the complete content). This is why in our figures the lines start out
flat. At the end, all peers have the complete content. We also consider two different sce-
narios for peers’ arrival. The first one is the flash crowd situation in which all peers sud-
denly want to download the content at once (all peers arrive at the same time). The sec-
ond one is a normal situation in which peers’ arrival time follows a Poisson distribution.

4.2 Simulation Results

We run ten simulations, each with a different random seed to obtain an average value
of the completion time of each peer. The standard errors of the completion times of
peers are small: with an average of 2 minutes for flash crowd situation and 5 minutes
for normal situation.

Fig. 3 and Fig. 4 show the CDF of distribution completion time when we use 12
peers (peers numbered 13-24 in the topology) and 24 peers (peers numbered 13-48 in
the topology), respectively, to distribute small objects. Our technique (CDN-assisted)
provides a speed up of 1.5 to 2 times in terms of distribution completion time in both
flash crowd and normal scenarios. This result is expected because the CDN in our tech-
nique allows the peers to use its infrastructure to transfer data blocks. Note that the
CDN only devotes at most 1 Mbps of its bandwidth to peers’s traffic. We observe that
during a flash crowd situation, the performance gap between our technique the default
P2P protocol is reduced. This is because there are many peers available within a short
period of time, increasing the service capacity of the P2P network.

Fig. 5 and Fig. 6 show the CDF of distribution completion time when we use 12
peers (peers 13-24) and 24 peers (peers 13-48), respectively, to distribute large objects
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of 500 MBytes each. Similarly, our technique offers a speed up of 1.5 to 3 times in terms
of completion time in both flash crowd and normal scenarios. The result of simulations
with 36 peers shows a similar conclusion; hence, it is omitted to save space.



On Using a CDN’s Infrastructure to Improve File Transfer Among Peers 299

 0

 20

 40

 60

 80

 100

 0  100  200  300  400  500  600  700

C
D

F

Time (minutes)

Pure P2P
CDN-assisted

 0

 20

 40

 60

 80

 100

 0  100  200  300  400  500  600  700  800

C
D

F

Time (minutes)

Pure P2P
CDN-assisted

(a) Flash crowd (b) Normal

Fig. 6. CDF of distribution completion time, 500MB per object, 24 peers

5 Related Work

There have been previous research on using pure CDNs for distributing web con-
tent [8,1,9,10] and video content [11,12], but they did not consider the problem of using
a CDN to help peers in exchanging their content, which is the main focus of this pa-
per. There have also been some recent proposals on building pure P2P networks for
video streaming [13,14,15]. These systems differ from our approach mainly because
they rely on purely peer nodes to build a distribution tree. Although this is a perfectly
cost-effective approach, it differs from our approach in that our approach has the avail-
ability and reliability provided by the CDN nodes. Our decision to use a CDN to help
peers in content distribution is also strengthen by recent evidence that a purely P2P
based streaming system needs some reliable nodes (some PlanetLab nodes in this case)
to provide acceptable quality [16,17].

There are some existing hybrid approaches of using both CDN and P2P networks
for distributing content, such as PROP [18] and that of Xu et al. [19]. PROP [18] uses
arbitrary local peer nodes to assist a local proxy server in an enterprise video streaming
environment. PROP uses peers belonging to structured P2P networks [20] and it relies
on the distributed hash table of structured P2P networks to perform content location.
Xu et al. [19] proposed a hybrid CDN and P2P video delivery system in which a CDN
hands over the serving of requests to a set of serving peer nodes at a calculated hand-
off time. After this hand-off time, the system practically becomes a pure P2P content
delivery system because the CDN does not serve requests anymore. However, these
approaches differ from our approach in this paper in that they only look at peers as po-
tential helpers for distributing a CDN’s content, but they do not consider using a CDN to
help peers distributing their content. A similar idea, to that of PROP [18] of using local
proxies (web caches) in conjunction with peers, is implemented as a modification [21]
to the original eMule file sharing network to improve download for peers. However,
this approach considers local proxies as stand alone nodes and requires local proxies to
cache peers’ content. Our approach leverages the collaboration of CDN nodes and does
not require CDN nodes to cache peers’ content.

Comparing with recent research efforts in large file transfer like SplitStream [6],
Bullet [7], Slurpie [22], ROMA [23], SPIDER [5], and using network coding with
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peers [24], our problem/solution is different because we build trees inside a CDN to
help external peers to distribute their content. Our method of opening up a CDN to allow
the transfer of peers content, as discussed in this paper, is a part of our larger Synergetic
Content Distribution framework in which we maintain a two-way collaborative rela-
tionship between a CDN and the peers so that everybody (both companies/organization
and individual users) can distribute content easily and efficiently.

6 Conclusion

In this paper, we have proposed a new approach of using a CDN to help peers in trans-
ferring their content. Our main new idea is to open up a CDN’s infrastructure through
which many individual users can deliver their content. This approach is in a direct con-
trast with the common wisdom of keeping CDNs closed to a small group of big content
producers/publishers (e.g., CNN, Yahoo). We have proposed and evaluated an algorithm
to build trees within a CDN to be used as communication medium for external peers
to distribute content. Our initial results have shown the potential of this approach. Our
future work includes the implementation and evaluation of our approach on PlanetLab.
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Abstract. Incompatibility of different QoS (Quality of Service) mechanisms 
and heterogeneity of different vendors’ network devices are the major obstacles 
for providing end-to-end QoS in IP network. Inspired by Java, we propose an 
end-to-end QoS solution in this paper, i.e. QoSJava, which decouples QoS re-
quirements from network details. By QoS Mechanisms Adapter and Device 
Driver, which act as “Java Virtual Machine”, QoSJava enables interoperation 
between different QoS mechanisms and cooperation of dissimilar network de-
vices. A prototype of QoSJava has been implemented, and the experimental re-
sults prove that network devices can be configured automatically to provide an 
end-to-end QoS. Moreover, QoSJava is not only compatible with current QoS 
mechanisms and devices, but open to new QoS solutions and advanced devices 
in the future. 

1   Introduction and Motivation 

Today network becomes a necessity in most people’s daily life. People use network to 
do shopping, watch movies, make phone calls, read news, play games and so on. And 
naturally, they require current network infrastructures to transform from providing 
mere connectivity to a wider range of tangible and flexible network services with 
QoS. However, current traffic of various services is carried by IP network, which only 
provides best effort transmission. Therefore, QoS provisioning in IP network has been 
a hot topic in recent years. 

Many researchers concentrate on this problem and have proposed a great deal of so-
lutions. Among them, IntServ [1], DiffServ [2] and MPLS [3] are well-known. More-
over, many projects brought forward innovative solutions. CADENUS [4], TEQUILA 
[5] and AQUILA [6], which are part of Euro Commission’s IST (Information Society 
Technologies) projects, have implemented architectures to provide QoS in IP network. 
They are independent between each other and provide solutions for IP QoS. 

However, none of the QoS solutions proposed is in use. The current network is still 
a best effort IP network. Though some network regions are equipped with routers 
with MPLS capabilities, to establish LSP for each micro-flow is impractical. End-to-
end QoS is still far away from the ultimate goal. 
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QoS will bring profits for Service Providers (SP) without any question. But why 
does the situation remain the same? When investigating the large scale network, the 
essential reason can be found out. Current network infrastructure is divided into sev-
eral domains and belongs to different Network Providers (NP), who purchase network 
devices with diverse capabilities in light of their budget, and adopt different QoS 
mechanisms based on the devices. Noticeably, dissimilar QoS mechanisms are not 
compatible with each other. Thus all the aforementioned projects [4, 5, 6] assume that 
a unique QoS mechanism is deployed in the whole network, which makes them im-
practical in the real environment. Though mapping mechanisms enable the interopera-
tion of two different QoS mechanisms [7, 8], we argue that developing mapping 
mechanisms between all QoS mechanism pairs is impractical, especially as more and 
more new QoS mechanisms appear in the future. In addition, devices of different 
vendors have disparate command sets. When QoS mechanisms need to be changed, 
instead of issuing an order to do batch modification, network administrator has to log 
in each router and modify the configuration one by one, which increases the opera-
tional cost. In a word, a major obstacle for providing end-to-end QoS in IP network is 
the heterogeneity of network devices and QoS mechanisms. 

QoSJava is proposed in this paper to solve the problem. Our solution is named 
QoSJava only because the idea comes from Java. Providing e2e QoS in current net-
work has some similarities with programming in distributed environment. Program-
ming in distributed environment should consider the portability of the program and 
the heterogeneity of the runtime environment. Analogously, providing e2e QoS in 
heterogeneous IP network should adapts to various QoS mechanisms and devices. As 
we known, Java is a powerful language for distributed network environment. After 
compiled, Java programs run on Java Virtual Machine (JVM) implemented on a par-
ticular platform. JVM plays a central role in making Java portable. It provides a layer 
of abstraction between the compiled Java program and the underlying hardware plat-
form and operating system. Thus Java can conceal the heterogeneity of runtime 
environment and gain great success. 

Inspired by Java, we propose QoSJava and believe it is a desirable solution for 
QoS provisioning in IP network. Different from other QoS solutions [1-3, 4-6], QoS-
Java can provide QoS for heterogeneous IP network, without assuming that the net-
work is deployed with the same QoS mechanism. QoSJava achieve this goal by QoS 
Mechanism Adapter plus Device Driver, which accomplish the similar functions as 
JVM. They provide an abstraction layer between the application and the heterogene-
ous environment. Analogous to Java, QoSJava firstly translates user’s QoS require-
ment to a stream of “bytecodes”, i.e. deployment task specification. After that, QoS 
Mechanisms Adapter translates the deployment task specification into a script of 
instructions. Then the script is fed into Device Drive, which interprets each  
instruction in the script into a series of commands corresponding to the network de-
vices. Finally, the commands are executed on the devices and configuration is actu-
ally completed. Thus QoSJava can migrate to arbitrary networks with different QoS 
mechanisms and devices of different vendors, as a result provides an end-to-end QoS. 

The rest of the paper is organized as follows: Section 2 describes the detail of  
QoSJava framework, especially the QoS Mechanism Adapter and Device Driver, 
which is the major contribution of this paper. The deployment of QoSJava is given in 
section 3. Then our implementation of QoSJava and the experimental results are  
presented in section 4. The paper is concluded in Section 5 with the future work. 
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2   QoSJava 

The framework of QoSJava consists of two parts, the user part and the administrator 
part, as illustrated in Fig.1. The user part resides on the left of the dash, dealing with 
the whole process from user submitting QoS requirement to network devices being 
configured. The administrator part situates on the right side, which is for network 
administrator to initialize the network, monitor network performance and execute 
high level configuration task. QoS Mechanism Adapter and Device Driver traverse 
two parts, acting as the “Virtual Machine”. In this paper, we focus on the user part, 
since it lays the foundation of end-to-end QoS provisioning. 

 

Fig. 1. QoSJava Architecture 

2.1   User Interface 

User Interface (UI) is the entrance for end users. As the front-end, UI is responsible 
for receiving user’s requirement, delivering it to User Requirement Translator and 
returning the admission result to the user. In Java, the software function is coded in 
Java language. Similarly, in QoSJava, user’s QoS requirement is expressed by QoS 
requirement description language, which can be SLA (Service Level Agreement), xml 
specification or any other standard format. The implementation of UI subjects to no 
constraints, so developer can choose any suitable technologies to realize it. SLA is 
adopted in our prototype to express user’s requirement, and the UI is presented to end 
users as a web service. 



 QoSJava: An End-to-End QoS Solution 305 

 

2.2   User Requirement Translator 

Not all end users are network experts, thus they always express their QoS require-
ments in a simple way. In addition, due to the different implementations of User Inter-
face, various expression patterns exist. Therefore, a layer is needed to be inserted 
between User Interface and the execution logic to extract the technical parameters 
reflecting user’s actual requirements, and denote them in a consolidated way. User 
Requirement Translator (URT) is such a layer in QoSJava. Based on the policies 
provided by Policy Server, URT analyzes user’s expectation and educes the following 
tuple to describe a specific QoS requirement: 

2

( , , , , , , , , )

e e

QoSReq SrcIP DesIP BW Class Delay LossRate Jitter StartTime EndTime
q QoSReq  

The parameters contained in the tuple can be extended as needed. At present, the 
following items are defined: Source IP Address ( SrcIP ), Destination IP Address 
( DesIP ), Bandwidth required ( BW ), Traffic class of the service ( Class ), end-to-end 
delay ( Delay ), end-to-end packet loss rate ( LossRate ), end-to-end jitter ( Jitter ), the 
time when the contract begins to take effect ( StartTime ), and the time when the con-
tract begins to expire ( EndTime ). 

2.3   Resource Manager 

Resource Manager (RM) has a logical view of its corresponding domain’s physical 
network, including network topology, the state and the available resource of each 
network device. Compared to the whole network, a domain has fewer network de-
vices, which makes the domain oriented resource management practical. RM obtains 
network information from a network management system developed by ourselves. 
After the information of network devices (mainly routers) is collected, RM does cal-
culations for resource planning and management. RM maintains a resource database 
to record the resource information of the domain where it resides. According to 
the 2e eq tuple specifying user’s QoS requirement, RM enforces admission control and 
generates corresponding monitoring tasks. 

Routers are the most important components of IP network, hence router resource 
gives a reflection of network resource. Router resource correlating to QoS can be 
abstracted into the following tuple: 

1 2( , , , , , ,..., )IfNumRes RouterID DomainID RT IfNum If If If  

In which 
1

IfNum

i
i

If If
=
∀ ∈  

( , , , , )If BW Buffer Priority Bucket NextHop  
Current tuple has the following items: Identity of Router ( RouterID ), which is one 

IP of the router. Identity of the domain where the router is situated ( DomainID ), Rout-
ing Table ( RT ), Number of the Interfaces in the router ( IfNum ), the detail of each 
router interface ( 1 2, ,..., IfNumIf If If ), Bandwidth of the interface ( BW ), Buffer size of 

the interface ( Buffer ), Scheduling priority ( Priority ), Bucket Size ( Bucket ), and the 
router to which the interface connects ( NextHop ). 
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Router information can be obtained from network management system. The items 
contained in tuple Res can be extended as needed, and corresponding interfaces should 
be added to network management system to retrieve the required information. 

Based on the resource information collected, network planning is done at first. 
Planning is coarse-grained, which can improve resource utilization instead of reaching 
the optimal resource assignment. In fact, there is no solution for optimal resource 
utilization in Internet due to its complex traffic pattern. Planning calculates the re-
source matrixes for Gold, Silver and Bronze services, which are analogous to EF, AF 
and BE aggregates in DiffServ [2]. Resource matrixes set the stage for admission 
control process. The fundamental idea of planning is to locate the bottleneck of the 
network, and distribute its bandwidth to the aggregate flows which share the link. 
Please refer to [11] for the detail algorithm. The resource matrixes produced by plan-

ning are GoldR , SilverR , and BronzeR . They are  n n×  matrixes, in which n  is the num-
ber of edge routers in the domain. The semantic of the element in the matrix is ex-

plained below. Take .
Gold
i jr in matrix GoldR as an example, it represents the available 

resource for Gold Service between iER  and jER . It is defined by the following tuple, 

among which SrcER and DesER are the IP addresses of Ingress edge router and Egress 
edge router separately. Other parameters have the same meaning as in tu-
ple QoSReq and If . 

. ( , , , , , , )Gold
i j SrcER DesER BW Class Buffer Priority Bucketr  

Since User’s QoS requirement 2e eq may involve multiple domains adopting differ-

ent QoS mechanisms, Admission Control component (AC) firstly decomposes 2e eq  

into several QoS requirements iq QoSReq∈  ( 1,2,...,i m= ) based on domains’ capabili-

ties, and sends them to the AC of domain i ( 1,2,...,i m= ) for admission. m is the total 
number of domains along the end-to-end path, and iq  corresponds to domain i . The 

decomposition algorithm is presented in our previous work [10]. 
After decomposition, AC translates each QoS requirement iq  into resource re-

quirement for domain i . Function f maps QoS requirement to resource requirement. 

: out
i if q r→  

In which ( , , , , , , )out
ir SrcER DesER BW Class Buffer Priority Bucket  

According to resource requirement out
ir and the admission policies provided by the 

Policy Server, AC consults the resource database for corresponding resource matrix, 
and determines whether the user’s requirement can be admitted. If resource of all 
domains along the end-to-end path is sufficient, admission is successful, or a failure 
notification will be returned with the failed reason to guide the user’s renegotiation 
process. 

If admission turns out to be successful, AC subtracts the resource assigned from 
the available resource database. A monitoring task iT is also generated by Monitor 

Task Generator to perform QoS surveillance during the service operation time. The 
parameters of iT are not given here for the space constraint, Please refer to [9]. 
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After user’s requirement is admitted and monitoring task is generated, Deployment 
component creates deployment task for lower layers. The deployment task specifica-
tion is the “bytecode” of QoSJava, designating how much resource should be assigned 
for QoS provisioning and how to execute monitoring task for QoS guarantee. The 
specification can be written as an xml document. It can also be written as a configura-
tion file with APIs (Application Program Interface) provided by lower layers. In our 
implementation, QoS Mechanisms Adapter provides a series of APIs for Deployment 
component. Deployment component can use these APIs to issue orders, such as re-
source assignment and monitoring task enforcement. 

2.4   QoS Mechanisms Adapter 

Different QoS mechanisms have dissimilar resource management patterns and QoS 
provisioning approaches. In IntServ, resource should be reserved in all routers along 
the end-to-end path. DiffServ classifies traffic at the edge and specifies packets’ PHB, 
i.e. EF, AF and BE. As for MPLS, it establishes LSP and sticks labels to packets at 
the network entrance. In addition, dissimilar QoS mechanisms behave differently in 
traffic monitoring. The purpose of QoS Mechanisms Adapter (QMA) is to conceal 
their heterogeneity and provides a unified interface for Resource Manager. 

QoS Mechanisms Adapter should perform at least two operations. One is to inter-

pret resource assignment task out
ir , and the other is to interpret monitoring task iT . 

Both out
ir and iT  are designated in the Deployment Task Specification. Based on the 

QoS mechanism adopted in the domain, QMA translates the deployment task specifi-
cation to a script containing a series of instructions provided by Device Driver. The 
adapting scheme is as follows: 

( )out
i

Configuration of  all Routers along the path      IntServ

Configuration of  Edge Rounters                       DiffServ
QoSAdapter r

Establish LSP between Routers                         MPLS

To be

=

 extended                            other QoS mechanisms

⎧
⎪
⎪
⎨
⎪
⎪⎩

 (1) 

( )i

Monitor all Routers along the Path                    IntServ

Monitor Ingress Router and Egress Router     DiffServ
QoSAdapter T

Monitor entrance and exit of  LSP                     MPLS

To be extend

=

ed                            Other QoS Mechanisms

⎧
⎪
⎪
⎨
⎪
⎪⎩

 (2) 

In IntServ, QMA needs to translate the Deployment Task Specification into the 
configuration of all routers located in the domain along the end-to-end path. In Diff-
Serv, QMA translates the specification to the configuration of Ingress router and 
Egress Router, designating traffic class (EF/AF/BE), queue priority, packet dropping 
scheme, and etc. In MPLS, the specification is translated into label distribution, LSP 
establishment and monitoring. 

Formula (1) and (2) only give the semantics of QMA’s result. In the implementa-
tion, the result produced by QMA is an execution script with instruction sequence. An 
instruction encapsulates a series of commands of network devices and can perform 
more advanced task than a single command. An execution script example is given 
below. It describes a scenario in which domain 1D adopts IntServ. Thus in 1D , resource 
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reservation and monitoring task deployment should be done in all routers along the 
end-to-end path. 

[INTSERV_QOSCONFIG]  

#ResvRes<Domain 1D , IP of Router 1, out
ir tuple> 

#DeployMonTask<Domain 1D , IP of Router1, iT tuple> 

… 

#ResvRes<Domain 1D , IP of Router N, out
ir tuple> 

#DeployMonTask<Domain 1D , IP of Router N, iT tuple> 

When a new QoS mechanism appears, new adapting module can be added to  
QoSJava by extending current execution scripts or adding new execution scripts. 
Therefore new QoS mechanisms can merge into QoSJava without violating the exist-
ing QoS mechanisms. Thanks to QMA, variety of QoS mechanisms could be coexis-
tent in the network to provide an end-to-end QoS. 

2.5   Device Driver 

While QoS Mechanisms Adapter conceals the heterogeneity of QoS mechanisms, 
Device Driver (DD) makes the difference of network devices transparent. Due to 
router vendors’ different strategies, their products have disparate command sets. DD 
in our prototype can adapt to command sets of major router vendors including Cisco, 
Juniper and HuaWei. 

DD provides instructions for QMA, and is responsible for interpreting each instruc-
tion into commands according to the devices’ types in the domain. Instructions de-
scribe advanced tasks to be performed, such as resource reservation and monitoring 
task deployment. Completion of such tasks involves a sequence of commands to be 
executed in the router. Upper layer can issue high level orders using the instructions, 
and DD translates the order into a series of commands correspondently. Thus DD can 
realize automatic configuration of network devices, and administrators don’t have to 
manually modify routers’ configuration one by one. 

Our prototype provides more than 20 instructions, categorized into QoS provision, 
monitor task deployment, data collection, router configuration/control, and network 
management. The instructions for network management encapsulate SNMP com-
mands. An instruction example which is interpreted to commands of Cisco Router 
(2600, 3600 and 7200 series) is given below. 

#MODIFY_SERVICECLASS <19> 
@TELNETCONN <1> 
****** 
Enable 
****** 
Config terminal 
policy-map p-in-<19> 
class <17> 
police cir <10> bc <11> pir <12> be <13> conform-action set-
dscp-transmit <14> exceed-action drop 
violate-action drop 
@TELNETDISC 

 Note: <N> means the Nth formal parameter of the instruction. 
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When the script with this instruction (#MODIFY_SERVICECLASS) is executed 
by Device Driver, the instruction will be interpreted into a sequence of commands, 
completing the task of service class modification. First the API of telnet package 
provided by operating system is used to telnet to the router and establishes a connec-
tion (@TELNETCONN). Then password (******) is transmitted to the router. After 
authentication, administrator’s priority would be upgraded using command “enable” 
and password needs to be input again. Service class is modified in succession. The 
command “police” sets the parameters including committed information rate (cir), 
confirm burst (bc), peak information rate (pir), exceed burst (be) and the dscp value 
attached to packets whose rates are less than cir (set-dscp-transmit). It also indicates 
that all packets whose rates are greater than cir will be dropped. When the task is 
completed, it disconnects from the router (@TELNETDISC). These commands will 
be executed in batch, avoiding administrator’s interference. 

3   Deployment of QoSJava 

QoSJava is deployed in each domain of the network and communicates in a distrib-
uted manner. It can be hosted by server farm or just a computer with powerful compu-
tation capability. A deployment example is given in Fig. 2, in which QoSJava is 
hosted by server farm. Components of QoSJava are hosted in separate servers. 

 

Fig. 2. QoSJava Deployment 

4   Implementation and Experimental Results 

A prototype of QoSJava is implemented in the National 863 project of China, whose 
purpose is to establish a carrier-class IP network and provide the QoS as in telecom-
munication network. QoSJava is the essential part of the project. Fig. 3 presents our 
testbed, which consists of five domains with different QoS mechanisms including 
DiffServ and MPLS, and consists of different network devices from Cisco, Juniper 
and HuaWei. We deploy more than 20 routers in the testbed. Some of them are omit-
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ted in Fig. 3 to improve visibility. A management system is also implemented as an 
affiliated system to monitor the performance perceived by end users [13]. 

In our experiment, user subscribes his SLA by a web page. Fig. 4 gives a demon-
stration when the user subscribes a VoIP Service. The technical parameters specified 
in SLA are translated into resource requirement and admitted by Admission Control 
component. Once the SLA is admitted, QoS mechanisms Adapter plus Device Driver 
configures the network devices according to the QoS mechanisms and devices series 
in the domain. 

RouterTest instrument of Agilent and Iperf [12] are used as traffic generators. 
Routertest generates 256kb UDP packets at the rate of 171.24Mb/s, flooding link 
172.16.4.0 to produce a congestion situation. Iperf [12] is an open source tool for 
network performance measurement. It injects packets in router 11.11.11.11 and con-
gests link/interface 172.16.12.0. The link utilization of a router interface in congestion 
situation is illustrated in Fig. 5 in terms of CPU utilization, bandwidth utilization and 
packet loss rate. 

Fig. 6 compares the performance of Audio service when the user subscribes to 
Gold Service and Bronze Service separately. Mobile nodes and correspondent nodes 
of VoIP service situate in WLANs (Wireless LAN) and connect to the testbed through 
APs (Access Point). In Fig. 6, from top to bottom, the five diagrams illustrate delay, 
jitter, packet loss rate, goodput, and network element load. The following statistics are 
obtained from the curves: packet loss rate is much less in Gold Service, approximate 
2.6%, compared to 40% average loss rate in Bronze Service. The delay and jitter are 
very small in Gold Service, but they increase significantly in Bronze Service when 
congestion occurs. Some spikes appear in the curves of Gold Service because of the 
noise in the wireless link. The quality of voice is excellent in Gold Service. But when 
carried on Bronze Service aggregate, there is obvious incontinuity in the speech. 

 

Fig. 3. Testbed 
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Fig. 4. User Interface for signing contract              Fig. 5. Congestion Link Utilization 

       

Fig. 6. Audio Performance Comparison             Fig. 7.  Video Performance Comparison 

           

Fig. 8. Video with QoS in congestion               Fig. 9. Video without QoS in congestion 

Fig. 7 depicts the performance of Video service in Silver and Bronze aggregate. 
Before the background traffic is generated, their performances are almost the same. 
But after the traffic is injected into the network, the curves show that the Video per-
formance of Silver Service is much better than that of Bronze Service. Fig. 8 and 9 
present the image of a movie, one with QoS (Silver Service) and the other without 
(Bronze Service). When congestion happens, the distinction of their performance is 
obvious. Experiments are also conducted for other services including video confer-
ence (Netmeeting), on-line games and ftp service. The results are omitted due to the 
space constraint. 
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The experiments prove that, even in the network with heterogeneous QoS mecha-
nisms and network devices, QoSJava does deliver differentiated quality of service. 

5   Conclusion and Future Work 

QoSJava can conceal the heterogeneity of different QoS mechanisms and devices. 
Network devices from different vendors such as Cisco, Juniper and HuaWei can be 
managed automatically. Moreover, QoSJava is compatible with new QoS solutions 
and advanced devices. QoS is provided by software implementation and current net-
work needs little modification. Therefore the network can evolve smoothly and legacy 
investments are preserved. QoSJava is an open and stable QoS management architec-
ture. It is independent of the evolvement of network technology, QoS mechanism and 
application implementation. Consequently, it can adapt to new service requirements 
in the future. 

When it is put into large scale use, performance and security issues should be con-
sidered carefully. Security mechanisms such as digital signature and encryption will 
be added to our prototype. We also think of adding an Access Server to deal with 
huge number of concurrent requests to improve the performance. These issues will be 
studied in the future work. 
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Abstract. Video streaming over peer-to-peer networks has attracted a lot of in-
terest recently. However most of the research on streaming in peer-to-peer net-
works focused on schemes where all the clients have the whole movie. In this
paper we propose schemes where clients store only partial movie after viewing
the movie. We propose cooperative schemes where replication is done in a way
that maximizes a global function and uncooperative schemes where each node
makes replication decision independently. We evaluate both schemes using ex-
tensive simulation. Simulation results show that cooperative schemes perform
better but they are harder to implement and maintain. Uncooperative schemes are
simpler, based on a distributed algorithm but they suffer from lower performance.

1 Introduction

Peer-to-peer (P2P) is a new paradigm in which each peer stores the movie after stream-
ing and act as a supplying peer by streaming the movie to other requesting peers thus
serving both as a client and as a server. Combined storage of large number of peers
allows users to locate a wide variety of multimedia content on the P2P network. The
popularity of P2P networks and high number of peers on P2P networks with high-speed
Internet connections have fueled interest to stream video over P2P networks. There are
many challenges introduced when streaming is done using P2P paradigm as opposed to
client-server paradigm which suffers from single point of failure, performance bottle-
necks as media is centralized at the server.

Recently, streaming media from multiple sources has received a lot of attention.
When all the nodes store the whole video, packets can be retrieved from the node which
minimizes loss and delay [6]. The probability of packet loss in bursty environment is
reduced by using FEC [7] where the source sends multiple redundant packets to the
receiver. The receiver can reconstruct the original packets upon receiving a fraction
of the total packets. PeerCast[3] streams live media using an overlay tree formed by
clients and CoopNet [8] proposes a mechanisms for cooperation of clients to distrib-
ute streaming video when server is overloaded. A peer-to-peer media streaming model
with an optimal media data assignment algorithm and a differentiated admission control
protocol is proposed [14] assuming that all the peers store the whole video. A hybrid
architecture that integrates Content Distribution Network(CDN) and P2P based me-
dia distribution given in [13]. CDN has a number of CDN servers deployed and the
client can request media from the closest CDN server. Layered peer-to-peer streaming

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 314–325, 2005.
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is proposed to handle asynchrony of user requests and heterogeneity of peer network
bandwidth [2]. Administrative organization of peers to reduce control overhead in me-
dia streaming is proposed in [12]. Many P2P networks like CAN [9], CHORD [11] and
Pastry [10] were proposed to perform peer lookups. Promise peer-to-peer system [4]
supports peer lookup, peer-based aggregated streaming and dynamic adaptations to net-
work and peer conditions. Gnustream [5] is a receiver-driven media streaming system
built on top of Gnutella. Splitstream [1] distributes the forwarding load among all the
nodes and accommodates peers with different bandwidth capacities by constructing a
forest of interior-node-disjoint multicast trees.

All of the above techniques assumes that the whole movie is stored at all the peers
and focussed on how to choose the peers based on their delay, loss and outgoing band-
width. They didnot consider the case where peers have limited storage and may not be
able to store the entire movie. If peers store partial video, a whole new set of challenges
are introduced including the following

– How can a client determine whether a given set of peers are enough to stream the
video?

– Given space for k segments, how can a peer determine the k segments that it stores?
– Should a peer cooperate with other peers to determine which segments it stores?
– How much control information needs to be exchanged to determine the supplying

peers when a client requests a movie?

In this paper, we investigate the above issues. We propose two classes of schemes:
cooperative and uncooperative. In cooperative schemes peers exchange information
with each other and segments that are to be replicated are the ones that maximize the
global utility function. In uncooperative schemes no information is exchanged between
peers and each peer independently makes a decision on which segments it stores. We
evaluate both schemes using extensive simulation. Cooperative schemes are complex
to implement. However, they perform much better. Uncooperative schemes requires no
coordination and are simpler to implement. This comes at the cost of lower streaming
sessions that can be supported simultaneously. We also propose region-based cooper-
ative scheme to reduce the overhead of cooperative schemes and to make them more
scalable.

The rest of the paper is organized as follows: In section 2 we describe the coop-
erative and uncooperative schemes. We provide experimental results in section 3 and
discuss pros and cons of each in section 4. Finally, we conclude with section 5.

2 Proposed Schemes

We assume the following to simplify the problem. Each movie consists of M segments
labeled S1 to SM and each segment takes a weight between [0..1]. In the homogeneous
case the weights of all the segments are equal. To simplify the problem we consider
the homogeneous case. Each peer stores partial movie after streaming the whole movie.
Partial storage is based on segments and each peer stores a subset of the segments. Peers
are denoted by Pi and fraction of video stored at peer Pi is denoted by fi. Each peer
determines the value of fi based on available disk space and outgoing bandwidth. If the
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consumption rate of the movie is B Mbps and outgoing bandwidth is B
4 Mbps then fi

should be ≤ 1
4 . On the other hand, fi should be set in such a way that storing fi fraction

of movie does not exceed the available disk space at the peer.
We assume the following in proposed schemes: peers can join and leave the peer-to-

peer network, peers have limited storage and may not be able to store the whole video.

2.1 Uncooperative Schemes

Uncooperative schemes involves no communication between nodes to determine which
segments to replicate. Since nodes may join and leave the peer-to-peer network at any
time uncooperative schemes are interesting. In addition, uncooperative schemes are
simpler.

In uncooperative schemes the peer Pi first determines the value of fi and the picks
a random number seed si. Let rand(si, n) denote the nth random number generated
by seed si. We assume that random numbers generated are in the range [0..1]. Peer
Pi stores segment j if rand(si, j) <= fi. As a result each segment is stored with
probability fi. So, expected number of segments stored is fiM where M is the number
of segments.

When a peer sends a streaming request, each peer Pi responds with the pair (fi, si).
The peer needs to make a decision based on the pairs received. The peer chooses a
subset of peers to stream the video. Ideally, the subset of peers selected should satisfy
two constraints. Every segment should be stored by at least one peer and the set should
be as small as possible. However, since storage decision is made probabilistically, it is
not possible to guarantee that every segment be stored by at least one peer. Assume k
peers given by {P1, ..., Pk}. First fragment is not stored in these peers with probability
Pe =

∏i=k
i=1(1−fi). So, no matter how many peers we have, there is a small probability

that a fragment may not be available in them. In such cases, we request the missing
fragment from the original source. Since source needs to handle too many requests, we
want to limit the probability of contacting the source. We have a threshold and select
peers in such a way that the expected number of segments that need to be retrieved from
the source is less than the threshold.

Peer selection problem can be stated formally as follows:

Peer Selection Problem: Consider a movie with M segments. Given a set of peers
{P1, P2, ..., PN} with each peer having (si, fi). Find the smallest subset {P1, ..., Pk}
of peers such that M

∏i=k
i=1(1 − fi) ≤ threshold.

Peer selection problem can be solved efficiently by sorting the fi’s in decreasing
order and by choosing the largest values until M

∏i=k
i=1(1 − fi) ≤ threshold.

In uncooperative schemes, requesting client broadcasts a message to the peer-to-
peer network (limited broadcast with increasing ranges) and receives the pair ((si, fi))
from each corresponding peer. It solves the peer selection problem and determines a set
of peers. By using the information embedded in ((si, fi)) it can determine which peers
store which segments. Peer i stores segment j if rand(si, j) < fi where rand(a, b)
is the bth random number generated with seed a. Control messages in uncooperative
scheme are quite short and it is possible to use aggregation techniques to reduce the
number of messages.
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2.2 Cooperative Schemes

In cooperative schemes, the segments that are stored after streaming the video are cho-
sen based on a global optimization criteria using the utility function. The segments that
maximize the utility functions are chosen for storage.

We next discuss the desirable properties of utility function and then propose some
functions that meet the properties. Users view the movie from the beginning till the end
and it is better to replicate segments that are stored at fewer nodes. As the number of
copies of a segment increases, the potential gain from one more copy decreases. Having
4 copies of a segment instead of 3 copies is great. However, there is no big difference in
having 200 copies of a segment versus 199 copies of a segment in the network. Utility
function is also independent for each movie since a client who streams and views a
video can only store that video.

Utility function for movie m is denoted by Um and utility of a movie is the sum
of utilities of all the segments in the network. Utility of segment Si is denoted by vi.
Therefore, utility function of movie m is given by

Um =
M∑

k=1

vk (1)

As the number of copies of a segment increases, the utility value should increase
but at a much slower rate. We use the following function for vk.

vk =
ck∑

i=1

1
i

(2)

The segment vector Cm = (c1, c2, ..., cM ) denotes the number of copies of each
segment available in the network for movie m. ci denotes the number of copies of ith

segment available in the network. So, utility value for movie m is

Um =
M∑

k=1

ca∑

i=1

1
i

(3)

In cooperative schemes, original source of the movie maintains the segment vector
and each peer determines the segments to replicate according to the utility function.
The segments that maximize the utility value are chosen for storage. Increasing the
number of copies of segment i from ci to ci+1 increases the utility value by 1

ci+1 .
Therefore, to maximize the utility value the segment that needs to be replicated should
have the smallest value of ci and the segment to replicate is determined by the equation
x = argmink

1
ck

. If multiple segments are to be replicated then the equation is solved
again with updated segment vector Cm.

There are many challenges in implementation of cooperative schemes. The vector
Cm needs to be computed and this computation requires input from all the peers who
has the movie. When a peer leaves the network the vector Cm needs to be updated.
When a node fails the vector Cm will not be accurate. To handle these problems pro-
posed scheme assigns a leader to each movie. This leader maintains Cm and handles
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update and retrieval requests for Cm. When a node decides to leave the network, it sends
a message to the leader. When a node starts a streaming session, it sends a message to
the leader indicating its value of fi and requesting the vector Cm. The leader can com-
pute the segments that the peer will choose for replication by solving the replication
equation. The leader updates the vector Cm accordingly.

Each node stores an local vector Dm whose entries are 0-1s and indicate whether
segment i of movie m is stored by the peer or not. The leader stores the local vectors
of all the clients in the system who partially replicate the movie. When a client requests
the movie, the leader uses this information to find a subset of peers who can stream
the video to the client. The subset of peers has to satisfy two conditions. First, each
segment should be stored by at least one peer. Second, the set of peers should be as
small as possible to reduce control message overhead and to improve utilization of our
system. In proposed scheme, a peer can supply video to a single node at a given time
(since fi determined according to outgoing bandwidth). Therefore, minimizing set of
supplying peers is required. Peer selection problem can be stated formally as follows:

Peer Selection Problem: Given a set of peers {P1, P2, ..., PN} with each peer having
local vector Dm. Find the smallest subset of peers such that each segment is available
by at least one peer.

Peer selection problem can be reduced to set cover problem and is NP-complete.
Think of the segments stored at a peer as a subset and the problem is to find the smallest
set of subsets that cover the whole set. We used the greedy heuristic given in figure 1
to solve the peer selection problem. In this algorithm X denotes the set of segments
{1, 2, ..., M} and F denotes a family of sets where the segments stored by each peer
is an element of this family. Since this heuristic requires input from all the nodes, the
leader solves the peer selection problem. When a node requests a movie, it sends a
message to the leader. If the set of active nodes in the system can grant this request, the
client and the supplying peers are contacted to inform what they need to do. Supplying
peers are then placed on the inactive list for the duration of the streaming session.

The leader stores the local vector received from each client. In addition the leader
maintains a status list. So, the amount of space required at the leader is O(AM) where
A is the number of nodes currently connected to the peer-to-peer network and partially
store the movie, M is the number of segments in the movie. Storage requirement is
reasonable and a typical machine can handle hundreds of thousands of clients.

Greedy heuristic of choosing the peer that has the maximum number of unselected
segments has an approximation ratio of HP =

∑P
i=1

1
i where P is the largest set in F .

Greedy-Set-Cover(X,F)
01 U ← X
02 C ← ∅
03 while U �=∅
04 select an S ∈ F that maximizes | S ∩ U |
05 U ← U-S
06 C ← C ∪ {S}
07 return C

Fig. 1. Greedy Set Cover Algorithm
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This means that number of peers selected by greedy algorithm can be at most HP

times more than the number of peers in optimal solution. In our case the number of
segments determines the approximation ratio. With M segments the approximation ratio
is H(M).

Since greedy algorithm will be executed whenever a client requests a movie, effi-
cient implementation is crucial. It is possible to implement greedy set cover to run in
O(

∑
S∈F | S |) time. So, running time is proportional to the total number of segments

stored in the network.
If the leader is able to find the set cover for a request, it sends the list of peers in the

set cover and their local vectors to the requesting client. Requesting client contacts the
peers and streams the video from them. It is possible that a segment is stored at multiple
peers in the set cover, in this case the requesting client can pick a peer based on some
other criteria such as delay or number of hops.

2.3 Region Based Cooperative Scheme

When the network grows a single leader may not be able to handle all the clients re-
quests. To minimize the load on the leader we divide the network into regions with each
region having a regional leader.

Splitting of a region means moving some of the nodes of region R to region R′. This
is done only when both the regions R and R′ can handle client requests independently
otherwise we ignore the idea of splitting. To make the splitting decision we consider
the distance between peers and the network conditions. The distance between peers
is determined by the number of common segments that exists between the two peers.
Since the number of common segments between peers may be large we normalize it
by taking value between a = 0 and 1. The network conditions can be the delay and
bandwidth of the network in consideration and let this value be between b = 0 and 1.
Thus the cost of edge between peers is aα + bβ where α + β = 1, α and β are user
defined parameters.

For splitting a region the following challenges are to be addressed.

– When the splitting of a region can be done?
– How to pick a leader for region R′?
– How to create balanced self-sufficient regions?

The splitting algorithm shown in figure 2 takes a region R and the parameters a and
b. The Split-Region algorithm can be called if min count is greater than M′ otherwise
the region is too small to split. Here M′ , D′ are user defined parameters and min count
is the minimum number of copies of fragment i in system. The line 8 selects the leader
of region R′ by choosing one node at random from the candidate set and line 9 moves
the node to region R′ from region R making it the leader of R′ as it is closer to R′.
The algorithm continues to move nodes from region R to region R′ until the set cover
for R′ can be done or the number of nodes currently in R′ is less than low-threshold.
If the number of nodes in region R′ is greater than high-threshold, a balanced split is
not obtained so we abort the split test and merge the nodes of region R and R′. The
low-threshold and high-threshold are used to obtain balanced self sufficient regions.
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Split-Region(R,a,b)
01 p ← leader(R)
02 for each i ∈ R
03 di,p = Compute-Distance(i,p)
04 C ← ∅
05 for each i ∈ R
06 if di,p > D′

07 C ← C ∪ {node i}
08 q ← Select-Leader(C)
09 R′ ← {q}
10 for each i ∈ R
11 di,q = Compute-Distance(i,q)
12 if di,p > di,q

13 R′ ← R′ ∪ {node i}
14 R ← R − {node i}
15 if SET-COVER(R′) = False
16 for each i ∈ R
17 di,q = Compute-Distance(i,q)
18 D = Sort di,q in increasing order
19 for each i ∈ D
20 if SET-COVER(R′) = False or num-of-nodes(R′) < low-threshold
21 R′ ← R′ ∪ {node i}
22 R ← R − {node i}
23 if num-of-nodes(R′) > high-threshold or SET-COVER(R) = False
24 Abort Split test
21 return

Fig. 2. Split Region Algorithm

3 Experimental Results

We simulated both cooperative and uncooperative schemes using extensive simulation.
Simulation is written using csim. Initially only the source node has the movie and movie
requests arrive according to poisson distribution. The simulation is done with three
values of λ = 0.001, 0.0001 and 0.0003. Movie is divided into 100 segments and clients
store some of the segments after streaming. The results were based on homogeneous
case where all the segments are of equal weight, heterogeneous case is part of future
work. 50% of the clients store 10-20 segments and the remaining 50% store 20-50
segments. 20% of the clients who join the network remain in the network till the end
of simulation. Since the peers can set their fraction of video stored based on outgoing
bandwidth, peers can supply video to at most one client at a given time. Since storing
segments involve control overhead in addition to storage overhead, it is not feasible to
store a few segments. In simulation, minimum number of segments stored at a node is 10
corresponding to 10% of movie. Similarly, missing a few segments is not feasible since
the nodes need to be involved in peer-selection problem. We assume that nodes store
at most 50 segments corresponding to 50% of the movie. Movie length is 120 minutes.
We have two sets of results. In the first set, after streaming nodes stay in the network till
the end of simulation. In the second set, 80% of the nodes stay in the network for 5-24
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hours and 20% of nodes stay in the network till the end of the simulation. Simulation
length is 1 month.

We use the following metrics to compare the performance of cooperative and unco-
operative schemes.

– min-max count: Let ni be the number of copies of segment i in the system. Min
is given by min100

i=1 ni and max is given by max100
i=1 ni. Ideally, we want the gap

between min and max to be low.
– utility value: Value of utility function. Smooth curves in utility graph are desirable

since they correspond to smooth transitions when peers leave the network.
– number of supplying peers: Average number of supplying peers involved in stream-

ing sessions. Smaller number of supplying peers are desirable since streaming client
needs to manage streaming session with all of them.

– success-failure count: Requesting peers resend their request every 5 minutes and
leave the network if streaming is not feasible in 20 minutes. success denotes the
number of streaming sessions successfully completed during the simulation and
failure denotes the number of nodes that leave the network without streaming.

4 Discussion

The graphs for cooperative and uncooperative schemes are similar when all the nodes
stay in the network till the end of simulation. They differ in case of 5-24hrs. So we
mainly focus on graphs for 5-24hrs .

Figures 3 and 4 shows the increase in utility as more and more nodes join and the
decrease in utility when the nodes leave. This decrease in utility is recovered by new
nodes joining the network. In figure 3 uncooperative case between 0 to 5 days there
is sudden raise and fall in utility. This is because threshold was initially set to 20 as
the number of missing segments will be high. Later when we know that the peers have
enough segments we set the threshold to a small value thereby limiting the probability of
contacting the source. Min Max values are shown in figure 8 and figure 9. As expected
the difference between min and max values are low in case of cooperative whereas in
uncooperative, it is large due to the lack of coordination between nodes. Success and
failure count shown in figures 5 and 6. Initially the number of streaming sessions is low
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since only leader has the movie and many clients leave the network without getting the
movie. As content is replicated success count increases and failure count decreases. In
case of λ = 0.0001 and λ = 0.0003, the success and failure is not that significant since
the arrival rate i.e. the rate at which the nodes join is low. By the time the new node
join the network the existing nodes might leave and the new node is not able to do the
streaming with the available nodes thus increasing the failure rate. In case of λ = 0.001
the success and the failure rate can be seen more significantly.

The supplying peers graphs shown in figure 7 indicates the average number of peers
involved in streaming session. Graph shows sudden raises and falls. This is because
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 0

 20

 40

 60

 80

 100

 0  5  10  15  20  25  30

M
in

M
ax

 R
at

e

Number of Days

Cooperative

Min Lamda=0.001 
Max Lamda=0.001 
Min Lamda=0.0001
Max Lamda=0.0001
Min Lamda=0.0003
Max Lamda=0.0003

 0

 20

 40

 60

 80

 100

 0  5  10  15  20  25  30

M
in

M
ax

 R
at

e

Number of Days

Uncooperative

Min Lamda=0.001 
Max Lamda=0.001 
Min Lamda=0.0001
Max Lamda=0.0001
Min Lamda=0.0003
Max Lamda=0.0003

Fig. 8. MinMax values (5-24hrs)

 0

 20

 40

 60

 80

 100

 0  5  10  15  20  25  30

M
in

M
ax

 R
at

e

Number of Days

Cooperative

Min Lamda=0.001 
Max Lamda=0.001 
Min Lamda=0.0001
Max Lamda=0.0001
Min Lamda=0.0003
Max Lamda=0.0003

 0

 20

 40

 60

 80

 100

 0  5  10  15  20  25  30

M
in

M
ax

 R
at

e

Number of Days

Uncooperative

Min Lamda=0.001 
Max Lamda=0.001 
Min Lamda=0.0001
Max Lamda=0.0001
Min Lamda=0.0003
Max Lamda=0.0003

Fig. 9. MinMax values (1 month)

when a new node joins the network to satisfy its streaming request the peers in the
smallest set cover might be busy in streaming session with other nodes so its request
is satisfied by the available peers forming a set cover. The peer size graphs shown in
figure 10 specifies the average number of peers holding copies of a segment. Based on
the network delay, bandwidth client can select the peer with high bandwidth and less
delay. Multiple peers having a copy of a segment is 40% in cooperative case whereas
in uncooperative it is 80%. This shows uncooperative scheme is better even though its
supplying peer size is large. When λ = 0.0001, this is not true as the arrival rate is low.
Most of the incoming clients will be streamed by the leader, since the existing clients
may leave the network as their time expires.
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In figure 11 the graph on left shows the region size when λ = 0.001 and graph
on right is for λ = 0.0003. Each line in the graph corresponds to a region. From the
graph we see whenever a region size decreases it indicates a split of that region causing
a new region to start. In case of λ = 0.001, at the end of the simulation we obtained
14 regions with minimum region size of 144 nodes and maximum region size of 282
nodes. Similarly for λ = 0.0003, we obtained 6 regions with minimum region size of
44 nodes and maximum region size of 171 nodes.

Cooperative schemes perform better than uncooperative schemes in terms of num-
ber of streaming sessions that can be supported by the system. However, large scale
implementation of cooperative schemes is not feasible since nodes selected for set-
cover can be far away from each other. Centralized nature of cooperative schemes is
also problematic since failure of leader will render the streaming impossible.

Uncooperative schemes perform reasonably and can be implemented in a distributed
way using limited range broadcast on the peer-to-peer network. Having a larger set of
supplying peers increases the possibility of more than one peer having a copy of a
segment. The decision of which peer to choose can be made based on other decisions
such as network delay and the number of hops.

5 Conclusion

In this paper, we investigate partial replication strategies for streaming video over peer-
to-peer networks. Each client stores partial video after streaming depending on its
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available disk space and outgoing bandwidth. We propose cooperative schemes where
the replication is done in a way to maximize the utility function and uncooperative
shemes where the replication is done independent of what is stored at other nodes. Co-
operative schemes perform much better than uncooperative schemes. However, cooper-
ative schemes are more complex and requires execution of greedy set cover algorithm
for each arriving request. Uncooperative schemes on the other can be implemented in a
simple and distributed way. Future work includes investigation of hybrid schemes that
combines the benefits of these two by using regional leaders or a hierarchy.
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Abstract. Emerging networked multimedia applications in the
Internet require special supports from the underlying network such as
real-time treatment, guaranteed service, and different levels of network
service quality. However, the current Internet having the same-service-
for-all paradigm is not suitable for these multimedia communications. In
this paper, firstly we introduce a scalable and adaptive quality of service
(QoS) mapping framework over the differentiated services (DiffServ, or
DS) network. The framework is composed of the functionalities of proac-
tive and reactive QoS mapping controls to provide reliable and consistent
end-to-end service guarantee. On this framework, we propose a network-
adaptive QoS control to have a feedback of instantaneous network fluc-
tuation. The main idea of our proposal is to employ explicit congestion
notification (ECN) mechanism in conjunction with the proactive QoS
mapping control at the ingress of a DiffServ domain. It is possible not
only that the status of network classes is notified to the end-host ap-
plications but also that a reactive QoS adjustment is triggered at the
ingress side. Our simulation results illustrate how to enhance the QoS
performance of streaming video in the under-provisioned network.

1 Introduction

Delivering networked multimedia services over the Internet, such as IP telephony,
video-conferencing, and online TV broadcast, demand very stringent level of
quality of service (QoS) guarantee. However, the current IP Internet is based
on a simple service commitment, so called best-effort (BE) service, thus lacking
the ability to support the QoS requirement from the multimedia applications.
The differentiated services (DiffServ, or DS) model specified by the Internet
Engineering Task Force (IETF) has been proposed as a more scalable and man-
ageable architecture for network QoS provisioning [1]. In this model, resources
are allocated differently not for individual packet flows but for aggregated traffic
flows based on a set of bits (i.e., DSCP) and two other service models, premium
service (PS) and assured service (AS), are currently defined to provide differ-
ent level of forwarding assurance for IP packets at each node [1,3,4]. The PS

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 326–337, 2005.
c© IFIP International Federation for Information Processing 2005
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is designed to provide a low-loss, low-latency, and assured bandwidth service
(i.e., absolute service differentiation) [4]. It requires an admission control to pre-
vent resource starvation of other service classes and thus trades off the flexibility
for more guarantees. In contrast, the assured service provides a relative service
differentiation among DS classes, in the sense that high-priority classes receives
a better (or at least not worse) service than low-priority ones [3]. Since most
of recent multimedia applications, which include streaming video as a special
example, have become more and more resilient to occasional packet loss and de-
lay fluctuation, the assured service of DiffServ networks seems a more attractive
choice due to its simplicity and flexibility.

However, since the assured service only provides qualitative differentiation
between a number of classes, service guarantee is limited. Recently, some re-
search works have tried to strengthen the service guarantees that can be provided
within the context of the relative service differentiation without sacrificing its
scalability and simplicity. Probably the best-known approach is the proportional
differentiated services (PDS) model [6,8], which quantifies the difference in the
service by making the ratios of delays or loss rates of different classes roughly
constant. This model can allow the network operator to control the quality spac-
ing between a number of classes independent of the class load variations. Thus,
we can focus on the PDS model for relative service differentiation-aware video
streaming.

Within the DiffServ architecture, various types of video delivery scenarios
have been proposed to integrate applications and networks for enhanced media
streaming [5,7,10]. One possible scenario is to adaptively combine application
requirements into appropriate network resource parameters such as end-to-end
delay, jitter, packet loss, and bandwidth. Accordingly, an adaptive QoS mapping1

mechanism depending on the network situation is required to support the end-
to-end QoS guarantee dynamically to end systems and improve the network
utilization. From this point of view, we presents a scalable and adaptive QoS
mapping-control (shortly, control) framework, which consists of proactive QoS
control and reactive QoS control in network class/flow-based granularity, over
the DiffServ domain for service differentiation-aware video streaming. The QoS
control framework is strongly coupled with a pricing or policy infrastructure of
the corresponding domain to make higher classes more costly than lower ones.
Given a certain cost constraint, the users/applications are supposed to find an
optimal way based on the contracted QoS level.

Meanwhile, unstable network service situations caused by instantaneous class
load fluctuations still occur even though the resource provisioning policy of un-
derlying network is strictly managed. The unstable situations obstruct video
applications to achieve their desired service requirements persistently. Since the
end-to-end QoS perceived by applications mainly depend on the current net-
work load condition, video applications should response to this fluctuation in

1 The issue of QoS mapping occurs when we map prioritized and classified groups
of some applications(or users or flows) based on their importance into different DS
levels or network classes.
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a proper way. Furthermore, the adjustment of proactive QoS control is needed
when a video receiver is not satisfied with the received quality compared to
its expectation. For these reasons, a network-adaptive QoS control is proposed
to enhance relative service differentiation-aware video streaming in this paper.
With the help of network feedback, the end-host video application can recognize
the status of network classes and can now react in advance. Basically, the pro-
vided feedback information is incorporating latest status of underlying routers.
By leveraging the end-to-end feedback (i.e., in tie with the required congestion
control), the feedback is relayed to the sender in a similar way as the explicit con-
gestion notification (ECN) [2]. The network feedback-based QoS control triggers
the QoS mapping adjustment at the ingress of DiffServ networks. NS 2-based
network simulation is performed to demonstrate the enhanced performance of
the proposed QoS mapping control framework (i.e., more efficient and adaptive
to network variation).

The remainder of this paper is organized as follows. Section 2 presents a scal-
able and adaptive QoS mapping framework as our future direction. In section 3,
we propose the network-adaptive control to enhance relative differentiation-
aware video streaming. Various sets of performance evaluation through computer
simulations are presented in section 4. Finally, section 5 concludes this paper.

2 Scalable and Adaptive QoS Mapping Framework over
the DiffServ Network

To provide reliable and effective end-to-end video streaming, this section presents
a scalable and adaptive QoS mapping framework over the DiffServ networks.
As illustrated in Fig. 1, the proposed QoS mapping framework can be divided
into three QoS controls : (1) proactive QoS control for aggregated flows at the
ingress point of the network, (2) reactive edge-to-edge QoS control between the
borders of the network (e.g., edge router and/or media gateway), and (3) reactive
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Fig. 1. Overview of scalable and adaptive QoS mapping framework
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end-to-end QoS control. The former two controls are based on network-class QoS,
while the last reactive control is based on flow QoS as a complementary role and
fine-tuned for end-to-end QoS provisioning. A key assumption in this architecture
is that if a user (or application) has absolute QoS requirements, he/she has to
dynamically choose a class in which the observed QoS is acceptable. If the user
is also interested in minimizing the cost of the session, he would choose the least
expensive or minimum class that is acceptable.

For the end-to-end video streaming, sources within the access network send
videos to the corresponding clients. The access network subscribes to DS services,
and traffic is delivered to the clients through the DS domain. The access network
has service level agreements (SLAs) [1] with the DS domain. In this framework,
the video applications at the source assign a relative priority-based index (RPI)
to each packet in terms of loss probability and delay as studied in [7] so that
each packet can reflect its influence to the end-to-end video quality. The source
then furnishes each packet with this prioritization information for a special edge
node called media gateway (MG)2 as shown in Fig. 2. Thus, the video streams
from the sources are merged at the MG. In order to prevent the sources from
violating their SLAs and protect resources from a selfish source, the MG exercises
the traffic shaping on a per-flow basis through the token buckets (TBs) assigned
for individual flows, as seen in Fig. 2. The packets violating this agreement are
assigned with the lowest DS class (i.e., best-effort class).

The main function of the MG is to make a cost-efficient coordination between
the prioritized packets (or flows) and the DS service classes, which we call QoS
mapping. For the optimal QoS mapping of the relative prioritized packet on
to the DS level, we just refer [7] and mention briefly due to page limitation.
That is, for packets conforming to the TB, the MG assigns to each packet a
DiffServ codepoint (DSCP) on the basis of the packet’s RPI. Then, the MG
forwards the packet streams to the edge router (ER) at the ingress of the DS
network. The ER is composed of an aggregate traffic conditioner (ATC) and a
packet forwarding mechanism [9]. The ATC is employed to observe the traffic
2 The MG can be existed as an independent entity or combined with the edge router

(ER) if necessary. The deployment issue of the MG is not fully investigated in this
work yet.
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conditioning agreement (TCA) with the DS domain and the packet forward
mechanism provides proportionally relative QoS spacing between network service
classes by using a joint buffer management (e.g., multiple random early detection
(RED)) and a dynamic scheduler (e.g., adaptive WFQ). In the QoS mapping
framework, the proactive QoS control is realized as discussed.

However, the network QoS of a DS domain may be time-varying due to
traffic load fluctuation. Thus, the egress MG monitors the QoS performance of
each class and notifies the ingress MG about the observed QoS level through
a feedback channel or a QoS manager. Based on this feedback, the ingress MG
decides whether to stay in the same class or switch to the higher or lower class
in order to satisfy the specified QoS performance of a class in the SLA. In this
paper, we put aside the reactive edge-to-edge QoS control out of scope (but under
our further investigation). Finally, a proper network-aware feedback control (i.e.,
reactive flow-based QoS control), which can give the applications a guidance of
network status, enables the fine-tuned refinement on top of coarse proactive
QoS control. For this, a network-adaptive QoS control will be proposed in next
section.

3 Proposed Network-Adaptive QoS Control

The intermediate routers in the DS domain have a better understanding of dy-
namic network fluctuation. Thus, in our opinion, a proper combination of con-
gestion signalling from network and source reaction will be an effective solution
to the instantaneous network fluctuation in the Internet. A feedback mechanism
encompassing both network and end-systems can contribute to enhance the per-
formance of video applications. Explicit congestion notification (ECN) for IP
routers [2] has been proposed as a mean of giving more direct feedbacks of con-
gestion information back to end-systems. By marking packets, the ECN does
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not waste the network bandwidth used to forward packets and detects incipi-
ent congestion in the network. Many researches have accomplished active queue
management, e.g., RED or RED variants, with and without ECN support even
in TCP networks. It is also possible for media applications using UDP protocol
to react to ECN marks. This motivates us to design a network feedback-based

ECN marking at the routers
1. When a DS class queue of ECN-MRED router experiences congestion, the

router sets the CE bit to indicate the onset of congestion to the end nodes.

Receiving end-system
1. Upon the receipt of a ECN-marked packet, the receiver checks its DS class q̃

and computes C
f
recv at that time.

2. Send a 2-tuple {q̃, C
f
recv} feedback information to the MG.

Reaction of the MG for reactive QoS control
1. Upon the receipt of a feedback report, the MG regards q̃ as a congested class

and compares C
f
recv with C

f
send.

2. The MG adjusts the mapping of source category k to DS level q based on
the above comparison. That is, k involved in the expected congestion class is
re-mapped to higher non-congested classes, for C

f
recv ≤ C

f
send. Otherwise, k

is reallocated to lower non-congested ones.
– DS level: Let q be a DS level, where 1 ≤ q ≤ Q with the increasing

order of network service quality and Q is the total number of DS levels.
– RPI partitioning : Let Rk

q (i) be a partition i among the RPI k cate-
gory and be assigned into DS level q. Each k category has equal number of
packets initially and is sorted in an increasing order, that is, 1 ≤ k ≤ K,
where K is the category with highest RPI values. Generally, the packets
within the same k could be assigned into different q levels.

– Proactive mapping: Each packet, whose RPI is k (k ∈ Rq), is mapped
to q in order to meet the requested C

f
send.

– Reactive mapping: When a congestion feedback, i.e., ECN, from a class
q̃ is received, Rk

q (i) is distributed into Sq(t) subset, where Sq(t) is the
number of non-congested DS levels at time t and 1 ≤ j ≤ Sq(t), which
are higher levels than the level q for C

f
recv ≤ C

f
send. Then, the packets

belonged to Rk
q (i) are re-mapped to DS level j.

3. This reactive control is operated in time of [tACK , tACK +∆], where tACK and
∆ denote the times of receiving feedback packet and a certain time interval,
respectively.

– Receiving a congestion feedback: The MG sets ∆ to 0.1 (sec) and
performs the reactive mapping during ∆.

– Monitoring congestion: After the expiration of ∆, the MG returns
back to the normal state and observes a congestion feedback during
2RTT .

– Increasing ∆: If a congestion feedback is received again within 2RTT ,
the MG increases ∆ = 2∆ and goes to the reactive control state. Other-
wise, ∆ = 0.1.
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QoS control with the extension of ECN. The major idea of our feedback control
is employing ECN mechanism in conjunction with the proactive QoS control
at the ingress of a DiffServ domain. It is possible that not only the congestion
status of network class is notified to the end-host video applications but also the
reactive QoS mapping control is triggered in a faster manner.

Fig. 3 shows the outline of proposed network-adaptive QoS control on top of
the scalable and adaptive QoS mapping framework. Routers in the DS domain
are assumed to be ECN-enabled and equipped with multiple RED (MRED)
queues. The CE (congestion experienced) bit on incoming packets is set when a
DS class queue enters into an unstable state.

On the other hand, the ECN-aware receiver monitors the CE bit on each
arrived i-th packet of a flow and calculates the received average cost of a flow,
C

f

recv, using the following equation.

C
f

recv =
∑Nf

i=1 Cq(i)
Nf

, (1)

where Nf is total received packet numbers of flow f and Cq(i) is unit cost of DS
level q, which i-th packet is mapped to, predefined by the SLA. This observed
value is considered as a barometer to interpret the degree of service degradation
which the receiver experiences. When a ECN-marked packet is arrived, the re-
ceiver immediately sends a report of its DS level q and the average cost C

f

recv

to the MG through the corresponding sender. Hence, the MG examines the
feedback information and triggers the reactive QoS mapping control. The MG
considers the DS level q of the report as a congested class and compares the re-
ceived average cost C

f

recv with the requested average payment C
f

send
3. Then, on

the basis of the feedback information, the categorized packet k belonging to the
congested class is reassigned to non-congested classes appropriately. The overall
algorithm of this feedback control is summarized in the box.

4 Simulation Results

In this section, we will demonstrate the performance evaluation to compare the
two types of QoS mapping control, i.e., the proactive class-based QoS control
(PQ-only) and our network feedback-based QoS control (PQ-NBF, that is PQ-
only plus reactive flow-based QoS control). The overall simulation setup is illus-
trated in Fig. 4. The standard-based H.263+ encoding/decoding and the NS-2
network simulator are used to evaluate the end-to-end video performance.

While H.263+ encoder encodes video, mean-square-error (MSE) value of each
group of block (GOB) is calculated and stored as a data file. Since each GOB is
packetized into a separate packet in the simulation, priority will be assigned to
each packet according to the relative loss importance of payload. Error patterns

3 C
f
send is computed by the equation (1) when video packets of a flow are initially

sent.
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Fig. 4. Overall simulation diagram for H.263+ streaming video over a simulated Diff-
Serv network

generated from results by the NS-2 simulations are used to decide whether the
packet is lost or not. Then, at the receiver side, encoded bitstream is decoded
with the error pattern file. Consequently, peak signal to noise ratio (PSNR)
between original and reconstructed video is calculated to quantify how much
video quality is degraded by the packet loss during transmission. The PSNR is
computed as

PSNRnth
= 10 · log10

2552
∑

i∈frame MSE(n,i)
(2)

where
MSE(n,i) =

1
N

∑

n∈video

|R̂i
n(x, y) − Rn(x, y)|2 (3)

MSE(n,i) is the mean square error of nth frame when ith packet is lost. Using
(x, y) as a 2-D coordinate of pixel in a frame, R̂i

n(x, y) and Rn(x, y) are the
reconstructed nth frames when ith packet is lost and kept, respectively.

Fig. 5(a) shows the simplified simulation topology model, which is used to
generate underlying network dynamics. One test video source and several back-
ground traffic sources are connected to the DS domain through the MG and
communicate with one of different destination nodes. The link between the ER
and the core router(CR) is the bottleneck link with a capacity of 3Mbps, where
the video flow competes with other background UDP flows. In order to sup-
port the relative service differentiation, we assume that the DS domain provides
three assured forwarding (AF) classes and that each class queue has three drop
precedences [3]. That is, the DS level order from high to low is {AF11, AF12,
AF13; AF21, AF22, AF23; AF31, AF32, AF33; BE}. On the other hand, a video
source (S0) in Fig. 5(a) transmits a video stream from the video trace (Fore-
man sequence) with RPI. In the simulations, we use a reference QoS mapping
for the video flow as follows: k=0∼1 → BE, k=2∼5→ AF32, k=6∼9→ AF31,
k=10∼13→ AF22, k=14∼16→ AF21, k=17∼18→ AF12, and k=19→ AF11, re-
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spectively. In order to get a fair comparison, we do not differently use the refer-
ence QoS mapping between categorized packets and DS levels.

As described in Section 2, the ER is responsible for realizing the special-
ized traffic managements. An extended version of two-rate three-color-maker
(trTCM), so called inter-connected trTCM, is adopted to monitor and mark all
incoming traffics based on the TCA of SLA. The inter-connected trTCM mea-
sures the aggregated ingress rate for each class j. If the aggregated rate reaches
the maximum assigned rate Cj for each class queue as presented in Fig. 5(b), the
incoming packets into this queue are handed over randomly. Please refer [9] for
the detailed description of the inter-connected trTCM. Queueing with MRED
and WFQ, also shown in Fig. 5(b), is applied for the drop precedence of queue
management and link sharing of scheduler. For our simulations, the routers in
the DS domain use the MRED with the values of [50, 70, 0.01] for AFx1, [30, 50,
0.02] for AFx2, and [10, 30, 0.1] for AFx3. Note that the notation [x, y, z] repre-
sents minimum threshold, maximum threshold, and maximum drop probability,
respectively, of the RED queue.

The main objective of the experiments is to investigate the effectiveness of our
network feedback-based control. With this network-application feedback control
mechanism, it is expected that the video applications can manage their flows
more effectively, thereby achieving an enhanced QoS performance. In order to
verify this expectation, each QoS control is simulated in different runs under the
same network load conditions. To make a severe congestion period, the sending
rates of AF2x sources and AF3x sources are adjusted in runtime from 10 to 20
(sec) alternately so that it corresponds to total provision level of 110%. For the
sake of simplicity, the range of unit cost per packet in PQ-NBF is 9 to 0 and is
associated with the same order of DS level.

Table 1. The end-to-end performance results of the QoS mapping controls

QoS End-to-end QoS Parameters
mapping Achieved throughput Average loss rate Average delay Average PSNR
controls (kbps) (%) (msec) (dB)
PQ-only 391.446 7.672 73.608 29.797
PQ-NBF 406.518 1.387 61.727 33.378
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Table 1 presents the end-to-end performance results of two QoS controls,
i.e., PQ-only and PQ-NBF, in terms of achieved throughput, average loss rate,
and average delay. It represents that the proposed feedback control effectively
responses to the network congestion and has competitive advantage for video
streaming. Based on the performance results of the achieved throughput and
average packet loss rate, the PQ-NBF can achieve better resource utilization than
the PQ-only. Furthermore, the delay and jitter performance can be improved
significantly under the PQ-NBF, as shown in Fig. 6. This result is quite desirable
because video clients feel much annoyed when the video packet does not arrive
on time. Recall that the congestion period in the simulation starts at run time 10
sec. Additionally, the PQ-only cannot achieve better performance than the PQ-
NBF. It means that a suitable feedback mechanism can assist video applications
to adapt dynamically to underlying network and to stabilize the end-to-end QoS
within an acceptable range.

Finally, to examine the perceptual quality of the H.263+ video, we play
out the decoded video sequence at the receiver and measure the PSNR as an
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(a) PQ-only (b) PQ-NBF

Fig. 8. Video quality comparison of a sample frame of the Foreman sequence at 110%
network load level

objective quality metric, which calculates the difference between the original
source video sequence and the received video sequence. Note that the average
original PSNR for the video trace is about 34.76 dB (i.e., ideal case). Fig. 7(a)
and Fig. 7(b) present PSNR performance comparison of different QoS controls
and achieved average PNSR at different traffic loads . The objective PSNR
quality measure of the PQ-NBF is better than that of the PQ-only over various
under-provisioned situations. Also, the corresponding snap shots of a decoded
video frame are shown in Fig. 8(a) and Fig. 8(b). The visual quality under
the PQ-NBF can outperform in the average or instance sense over time-varying
network load conditions.

5 Conclusion

In order to provide reliable and consistent end-to-end service guarantee, we
present a scalable and adaptive QoS mapping framework over the DiffServ net-
works. The framework is composed of the functionalities of proactive QoS control
and reactive QoS control. We investigate mainly network-adaptive reactive QoS
control to obtain the QoS enhancement of a video streaming by proposing a net-
work feedback mechanism on top of proactive class-based QoS control. The key
point of this feedback control is interacting between network and end systems
using the ECN mechanism. Through simulation experiments with video trace,
we show that the proposed QoS control improves the quality of video stream-
ing significantly in a DiffServ network. Future work would include the reactive
edge-to-edge QoS control between network border entities to take care of the
end-to-end video streaming over multiple DiffServ domains.
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Abstract. QoS management is nowadays a mandatory feature in current 
broadband residential gateways developments. The interconnection between 
different QoS domains has to be treated into different steps in order to provide a 
reliable end-to-end QoS solution. The scenario analyzed in this paper is the 
mapping between QoS requirements in residential users connected to a 
broadband access network across a multiservice broadband access gateway. 
Different approaches to provide QoS in the access network are discussed as 
well as their impact in the design of a residential gateway. An architecture of a 
gateway based on IMS (IP Multimedia Subsystem) as SIP-based signaling 
domain for multimedia services is presented with the corresponding adaptation 
to a broadband fixed access scenario according to Next Generation Networks 
(NGN) standardization. Finally, the implementation of a prototype of the QoS-
enabled gateway, based on the Click! modular router [1], is described to 
demonstrate end-to-end QoS provisioning for multimedia services. This 
prototype allows us the demonstration of (1) an innovative way of extending 
gateway device functionalities using Click! and (2) the feasibility of residential 
gateway architecture proposed. The work presented in this paper has been 
developed within the framework of the 6th Framework Programme IST MUSE 
[2] project.   

Keywords: NGN, SIP, IMS, fixed broadband, access network, residential 
gateway. 

1   Introduction 

Next Generation Networks (NGN) are considered multiservice networks based on 
packet switching technology, and basically using the IP protocol as the only available 
technology to provide end to end connectivity. During these last years the first 
elements for NGN networks have emerged: the 3GPP Release 6 has defined with the 
IP Multimedia Subsystem IMS [3] a first instantiation of the NGN architecture in the 
mobile field, which will be detailed in next releases. Another important example of a 
NGN architecture may be found in the scenario of a multiservice broadband fixed 
access network where the IST MUSE European project [2] is focused on. 

The 3GPP IMS is rapidly becoming the de facto standard for real-time multimedia 
communications services. Although the IMS was originally specified for 3G 
generation mobile networks, it also provides excellent service deployment 



 QoS Management in Fixed Broadband Residential Gateways 339 

 

architecture for any fixed or wireless network, and all IP-based networks such as 
WiFi, corporate enterprise networks, residential LANs or the public Internet. IMS 
standard define open interfaces for session management, access control, mobility 
management, service control and billing. The use of SIP [4] as the main signaling 
protocol in IMS allows independent software developers to leverage a broad range of 
third party applications servers, media servers and SIP-enabled end user devices to 
create next generation services. There are many experiences of implementing IMS in 
mobile environments, but this work considers a contribution in using IMS principles 
and architecture in a fixed broadband access scenario, where some considerations and 
redesigns have to be performed in order to adapt the IMS model to this new scenario. 
Recently, ETSI-TISPAN [5] standardization work is focused on migrating IMS to a 
fixed access network scenario in the context of an overall NGN architecture. MUSE 
project is studying the possibility of using IMS adaptation from TISPAN 
standardization as an alternative for QoS provisioning model in the access network.  

It is important not to forget the QoS viewpoint of the end-users. Their assumed 
business role is to pay for a certain service or application subscription (i.e. VoIP, 
video on demand or Internet browsing) instead of paying for a class of service 
(always on with guaranteed bandwidth rate). The way of charging them is expecting 
to be based on services usage instead of network usage and in order to allow this,  
resource availability has to be checked for every service application request, and not 
only during the subscription. Several models, considering key aspects like the entity 
that requests QoS needs or how the resources are provided and charged, are 
considered and discussed in section 2 that describes the standardization work in fixed 
broadband access networks in the framework of NGN. 

These assumptions let us present in section 3 an innovative scenario with the 
deployment of an IMS infrastructure in a fixed broadband access network by mainly 
focusing on the residential gateway (RGW) that interconnects the residential end-
users to the corresponding service providers.  Finally, a prototype of this RGW lets us 
demonstrate the feasibility of supporting some QoS scenarios using an innovative 
Click! modular router platform approach. The conclusions of this experience of 
prototyping a RGW architecture based on a still open standardization process are 
presented in conjunction with future work in these topics. 

2   Standardization in Fixed Broadband Access Networks 

The main standardization body that is contributing to the definition and dissemination 
of today and future telecommunications networks for broadband fixed and mobile 
access is the ETSI-TISPAN in the framework of NGN, trying to facilitate the 
convergence of network and services supporting both users and services nomadism 
and mobility. NGN enable different business models across access, core network and 
service domain. SIP will be the call and control session protocol and 3GPP Relase 6 
IMS will be the base for NGN IMS. It enables any IP access to Core IMS and other 
subsystems from different domains (mobile, home and corporate). Internetworking 
towards circuit switched voice traditional services is considered too. Service providers 
use NGN architecture to offer real-time and non real-time communications services 
between peer-to-peer or client-server configurations.  
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Fig. 1. TISPAN-NGN architecture in fixed-mobile broadband access  

Fig. 1 shows an overview of TISPAN-NGN architecture in Release 1 [5] where 
new key network elements for the fixed scenarios are included: the Access Node 
(AN) that interconnects the customer premises network to the access network; the IP 
Edge Node (IP-EN) that terminates L2 connections; the Resource and Admission 
Control Subsystem (RACS) provides to applications a mechanism to request and 
reserve resources from the access  network and the Network Attachment Subsystem 
(NASS) that provides authentication and autoconfiguration services. 

To ensure QoS aware NGN service delivery, two architectures for dynamic QoS 
control are considered in the standardization process. The first one is the guaranteed 
QoS model, where the services are delivered with previously reserved resources. The 
RACS performs admission control in the access network throughput control and 
traffic policing. The other model is relative QoS, which implies traffic class 
differentiation (DiffServ) by means of separate queues dedicated to particular IP 
traffic classes and by performing priority scheduling between these queues in the IP-
EN and the access network.  

Support of other models like best effort networks or statically provisioned 
networks are not considered by RACS. The architecture supports both QoS control 
architectures – guaranteed and relative – allowing the access provider to select the 
most suitable QoS architecture for its needs. When QoS differentiation is used 
(relative QoS), DiffServ marking/remarking shall be performed at the IP-EN. 
DiffServ marking may be performed also by the RGW for uplink traffic, considering 
that the network operator controls the RGW in the customer premises network. For 
guaranteed QoS control, enforcement of QoS admission control decisions 
(throughput control and traffic policing) shall be performed in the IP-EN and the 
RGW. At this point it is important to remark that TISPAN-NGN standards do not 
consider the requirement to provision QoS control in the RGW and it is considered 
for further study [6], [7] and [8]. Another interesting issue considered in the standards 
is the resource reservation mechanisms. Two models are defined: the proxied QoS 
reservation request with policy push and the CPE-request QoS reservation with policy 



 QoS Management in Fixed Broadband Residential Gateways 341 

 

pull. The main difference between these two models is whether the end user terminal 
equipment (TE) (or the RGW on behalf of it) is capable or incapable of sending 
explicit QoS requests. In the proxied QoS reservation request, the TE does not 
support native QoS signalling mechanisms. When the end user invokes a specific 
service using a SIP based signalling, the RACS is the responsible for QoS 
authorization (policy control) and resource reservation. The TE, in the CPE-request 
QoS reservation model, is capable of sending QoS requests over dedicated signalling 
in the user plane. The RACS sends an authorization token to the TE through the 
signaling channel.  

As a conclusion, it is important to emphasise that the current standard is still not 
mature enough in the QoS control from the end user side in the scenario of a fixed 
broadband access scenario and the design and implementation work of a RGW with 
QoS support is an innovative approach that demonstrates the possibility of 
implementing the architectures that are being currently standardized in a real scenario. 

3   Residential Gateway Architecture 

The QoS support in the RGW described here is being developed in the framework of 
MUSE project [2]. Next subsection describes the broadband access scenario 
considered in MUSE emphasizing some concepts like network entities, business roles 
and QoS models. A detailed description of the RGW QoS support in a set of scenarios 
considering some of the described QoS models is presented afterwards. 

3.1   MUSE Broadband Access Scenario 

MUSE project is designing the architecture of a multiservice broadband access 
network and it is studying the feasibility of TISPAN-NGN standardization for QoS 
solutions. Fig. 2 represents the broadband access scenario in MUSE where we can 
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Fig. 2. MUSE broadband access scenario 
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identify the main roles involved in the architecture. There are three identified network 
segments: the Home Network where QoS provisioning is out of scope of both MUSE 
and TISPAN standardization. This segment is critical in end to end scenario and the 
RGW is the network element in which we are going to focus our work. The Access-
RACS (A-RACS) in the Access Network segment plays an important role in QoS 
provisioning. It is remarkable that the interfaces (“Ra” and “Re”) between A-RACS 
and AN and EN are still in standardization process (by TISPAN). 

Other interfaces relevant from QoS provisioning viewpoint in the access network 
are “Rq”, “Gq” and “Ia” that interconnects the Service Provider Network segment 
with the Access Network segment. The AF/CSCF (Application Function/Call and 
Session Control Function) is the element that offers the required resources to the 
applications. SPDF (Service Policing Decision Function) perform policy decisions 
based on policy set-up information obtained from the AF/CSCF via the “Gq” 
interface and authorizes QoS resources to the AF and edge routers (Service-ER and 
Access-EN) via “Rq” and “Ia” interfaces. Considering that the access network QoS 
model is TISPAN-NGN compliant according to Fig. 2, and that the standardization 
work is not focused on the RGW QoS support, we are going to define several 
scenarios in which QoS facilities are deployed in the RGW. Extensions to other 
possible QoS models that are not covered in TISPAN-NGN R1 standardization are 
being studying in MUSE project. Specifically, a service oriented model is considered 
as relevant in a fixed broadband scenario like MUSE one. In this model, the service 
provider is the responsible of requesting the resources to the access network provider, 
and in consequence, the responsible of configuring the RGW, or TE, without any 
specific QoS signaling flow at application level. Another QoS model in MUSE, that it 
is compliant with TISPAN-NGN models, is the application signaling based model 
where the end user is capable of sending standard SIP-based signaling to the service 
provider in order to request services using two different procedures depending on 
whether SIP requests support QoS information via SDP extensions or not [9]. 

3.2   QoS Management in the Residential Gateway 

This section describes the RGW QoS support in the application signaling based 
model. The facilities provided by SIP-based signaling in order to extend services 
requests with QoS information and the massive use of this signaling protocol in TEs 
lets us consider this QoS model for the RGW architecture to be prototyped and tested. 
Two scenarios have been identified: 

Scenario 1. Signaling Relay Scenario (SRS) where the RGW detects and 
transparently relays the end user SIP-based signaling to the corresponding IMS node 
(AF/CSCF) in the service provider network. In that case, the RGW transparently 
treats SIP flows as any other end user data flows, mapping them to the corresponding 
preconfigured QoS class in the RGW autoconfiguration phase. Fig. 3 represents this 
scenario where (1) the TE sends a SIP-based signaling to the AF/CSCF located in the 
service provider and starts the end-to-end session characteristics negotiation. The 
RGW detects that traffic and transparently sends it to the access network. (2) 
AF/CSCF by the “Gq” interface indicates the resources associated to the service 
requested in previous step to the SPDF/RACS.(3) and (4) the SPDF/RACS checks if 
the QoS characteristics negotiated by the end users can be delivered by the respective 
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access network. This checking is based on several sources of information: view of all  
network resources (preconfigured and already in use) and the user profile and 
subscription information. If the access network cannot deliver the requested QoS, the 
involved SPDF can modify the QoS characteristics. After successful end-to-end 
negotiation, the SPDF/RACS authorizes the use of the resources for the session, 
configuring the QoS resources to the corresponding nodes in the access network 
completing the steps (4), (5) and (6) in the Fig. 3. Finally, the IP media flow is 
established considering the provisioned resources in all the network elements at each 
segment involved in the end to end communication.  
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Fig. 3. Signaling Relay Scenario (SRS) 

Scenario 2. Signaling Proxy Scenario (SPS) where the RGW supports SIP-based 
signaling on behalf of the TEs at home, by generating the signaling associated to 
upstream and downstream traffic and acting as a signaling proxy, requesting the 
corresponding QoS. The RGW is capable of identifying end user flows that do not 
correspond to any SIP-based terminal. In order to authorize this flow and to provide 
the resources in the access network, the RGW acts as a signaling proxy sending a SIP 
based signaling to the service provider. To harmonize the end-to-end QoS 
architecture, it could be useful to support a non-IMS terminal at home or even a SIP 
terminal but not full 3GPP/IMS compliant or without the QoS extensions in SDP 
needed for the QoS model negotiation. In all these cases, a signaling proxy has to be 
performed by the RGW but with differences depending on the TE SIP capabilities. 
Fig. 4 shows this scenario where a legacy terminal sends a session request (1a). The 
RGW detects that this particular request (without signaling or with SIP-based 
signaling without QoS extension) has to be proxied and acts on behalf of the TE 
sending the corresponding SIP-based signaling to the AF/CSCF (1b). Next steps are 
similar than in the previous scenario displayed in Fig. 3. Both scenarios have a strong 
performance overhead in the treatment of signaling messages in the RGW and it is 
important to measure the performance of a RGW prototype in the case of SIP-based 
signaling in comparison with user data messages.  This prototype and the results are 
described in next section. 
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Fig. 4. Signaling Proxy Scenario (SPS) 

4   The Prototype 

The RGW scenarios previously described are going to be developed using the Click! 
modular router platform that let us demonstrate the capability for extending 
functionalities to the RGW node. The prototype described in this section is a starting 
point for analyzing a flexible platform so as to study and propose RGW architectures, 
mainly focusing on the QoS support within the framework of a fixed broadband 
access in the MUSE project. 

Click! [1] is a modular software router developed by MIT, the ICSI and UCLA. A 
Click! router is an interconnected collection of modules called elements in the Click! 
terminology and an element is a C++ implementation of a specific functionality. 
There are elements to communicate devices, to modificate packets, to program 
dropping policies and packet scheduling. It is quite simple to construct a router with 
Click! since the only thing to do is to specify the elements connections using a 
specific Click! script language. Click! can be executed in two different modes:  User-
level and Linux module. In the User-level, the Click! is another application with their 
restrictions (see Fig. 5). A patch must be applied to the kernel sources in order to use 
the kernel mode. When the Click! is installed as a Linux module, the kernel chain is 
changed, so all incoming packets will enter to the Click! router first. The user can 
then fully control packets transmission from/to the kernel. Changing the routing table, 
and creating a virtual device, all packets can be force to go through Click!. Outgoing 
packets (packets from applications to the network) do not necessarily have to pass 
through the Click! router in case it is not needed (see Fig. 6).  

Important Click! functionalities to be considered in order to select this platform are 
IPv4/IPv6 datagram processing, extensibility, maintenance, performance and network 
connections availability. Click! uses Linux drivers, so there are no practical problems 
with hardware compatibility since Linux has a big hardware compatibility list with 
network cards. As a negative point to be remarked, Click! has no elements to work 
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Fig. 5. Click at the user level Fig. 6. Click as a Linux module 

 
with MPLS, VLANs, VPLS, etc., so, it does not accomplish these functionalities 
nowadays and there seems to be working groups around it. Based on a previous study 
(comparing the use of iptables [10], netlink, libpcap [11] and Click!), we will use 
Click! to implement the RGW prototype. Click! is not a complete software so far, due 
to its lacks in IPv6 functionalities, the impossibility to work with the 2.6 new Linux 
kernel and it deficiencies to directly process layer 2 frames other than Ethernet frames 
but our idea is to create a first stage prototype using the Click! elements available 
now, and enhance it with new functionalities in a second stage. 

4.1   The Hybrid Model 

For the RGW prototype, software is required capable of capturing all packets at layer 
2 level, modifying them, re-injecting them into the network, sending them to upper 
layers, etc., so it was decided to use the Click! modular router software (more 
precisely the ‘Click’ module). Although we chose Click!, it may not be mandatory or 
desirable to develop new applications at Linux kernel level because programming 
new applications at the kernel level is sometimes very difficult and the creation of 
new hardware and software network applications is also desirable, and they should be 
as independent as possible from low level packet facilities. To overcome these 
problems, it was decided to create a new hybrid model where neither pure Click! nor 
pure application level programs will be developed but a combination of these two 
ones. Fig. 7 depicts this hybrid model with three main boxes: Click is the Click! 
software router working at kernel level. It will receive every packet, wrap them inside 
a new UDP packet and forward them up to the Manager or Process application (this 
will be configured by the Manager). The Manager will receive fresh packets from 
the Click! module and process them. Depending on the packet characteristics, the 
Manager could configure the Click! module to forward the same kind of packets to a 
certain process. Processes P1..Pn are the user level applications developed to perform 
certain functions.  

This model must be tested to assure that it can possibly be used and that it is not 
suffering any serious performance problem. When an application is programmed at 
the Click! module level the time a frame spends crossing the Linux kernel is saved. 
This is why the delay imposed by the Manager must be estimated to validate the 
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Fig. 7. Hybrid model 

hybrid model. The main intention of the hybrid model is to help the programmer to 
develop RGW applications in an easy and fast way, but there are some issues that 
must be validated. In these tests, we try to measure the additional delay introduced by 
the hybrid model due to the transmission of the packet from the Click! layer to the 
application layer and back. 

4.2   Delay Introduced by the Manager Application 

This scenario tests whether the use of a user-level application called Manager does 
slow down frame management or not (should it really reduce the performance it could 
always be possible to manage the frames inside the Click! module, without passing 
them to the user level although the flexibility of the development at the application 
layer would be lost). For this test Click! has been installed in a computer with two 
different configurations. Direct connection where frames are encapsulated in an UDP 
packet by Click!, and then they are sent again directly to the same interface where 
they came from.  

The other one is Manager connection where frames are also encapsulated in an 
UDP packet, but now they are sent to the Manager. This process can be carried out by 
a fake interface called fake0 (for example). When the Manager receives a frame, it 
returns it to the source machine through Click!. In both cases, packets had the same 
size and were sent by the same source machine. In order to perform the test, a large 
number of streams of 1000 packets have been sent, with different sizes in each 
experiment. Information was collected by the source machine with a sniffer 
application (Ethereal). Table 1 shows the results obtained in these tests. 

Table 1. Delay introduced due to the Hybrid Model 

Packet size Direct Connection Manager Connection Gap 
100 bytes 120 µs 250 µs +130 µs 
540 bytes 200 µs 330 µs +130 µs 
1060 bytes 290 µs 430 µs +140 µs 
1440 bytes 365 µs 500 µs +135 µs 
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Taking into account this result it can be concluded that the usage of the Manager 
increases the time around 130-140 µs, (this is a packet size independent result). 
Nevertheless, the Manager will not always directly resend packets, because 
sometimes it has to send packets to another user-level applications or Click! modules 
(through a fake interface for example). Then, time used for managing frames could be 
similar in both cases (Click! handling or Manager handling). 

4.3   Supported Load in the Hybrid Model 

The aim of this test is to probe the RGW load capacity when the hybrid model is used. 
Two PCs where connected to the compact device working as a RGW as showed in 
Fig. 8. The RGW implements the NAPT (Network Address and Protocol Translation) 
in three different ways: 

• Linux using the iptables functionality. The Linux kernel must be configured to 
support the iptables module. To set the NAT table the command iptables -t nat -A 
POSTROUTING -o eth1 -j MASQUERADE must be invoked. It is also necessary 
to set the ip_forwarding behaviour. 

• NAT functionality implemented at the Click! level. It is easy to create the NAT 
functionality using Click! elements. 

• NAT functionality implemented at the application level (Manager). The Click! 
level wraps the received frame in an UDP packet and sends it to the TCP/IP stack 
using the ToHost Click element. The frame is received by the Manager at the 
application level which performs the NAT functionality sending the modified 
frame to the Click! level again. 

 

Fig. 8. Load testing scenario 

Results are shown in Fig. 9 where the iptables values are omitted due to their 
similarity with Click ones. The most important comments extracted from these results 
are than there exists a maximum packet generation rate depending on the size of the 
packet. The client can not generate the nominal interface rate and this value decreases 
when packet size also decreases. If the Iperf program is launched using 1470 bytes as 
the packet size, the maximum rate is 95,1 Mbps. For packet lengths of 850 bytes, just 
92,7 Mbps can be generated and this values is reduced to 75,1 Mbps for 200 bytes 
packets. The iptables and Click scenarios show similar results. In the Manager 
scenario, the results are similar to the other ones while 40 Mbps rate is not reached 
and packets size is above 850 bytes. For higher inputs or lower packet sizes, the 
performance decreases drastically. It is important to note that in the hybrid model 
(Manager scenario) just some packets will go up to the application level. Just 
signaling and fresh (not configured flows) packets must be processed by the Manager 
and we expect a lower rate than 40 Mbps for this kind of packets. Another important 
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point is the packet size. Normally, data packets are bigger than 200 bytes, so we just 
must take care about the signaling packets. For example, for SIP messages the worst 
case is for INVITE (mean of 465 bytes) and OK messages (mean of 388 bytes). More 
complex SIP messages where the header is extended with SDP QoS information, the 
size of these messages are between 838 and 1024 bytes. 

Another interesting test is to change de RGW device by a more powerful 
equipment than the compact one. The new device has a Pentium 4 2,4 GHz processor 
and 512 Mbytes of RAM (the same than the compact one). Fig. 10 depicts the results 
obtained in this new test where, as the previous one, the iptables results are omitted 
due to its similarity with the Click experiments. The results are notably better than the 
obtained with the compact device and it proves the importance of a powerful 
processor. In another model, where all frames were treated at the application level, a 
high performance device is firmly recommended. Nevertheless, in the Hybrid Model 
that we proposed, where just signaling and fresh frames are treated at the application 
level, the compact device is capable enough so as to process the estimated traffic. 

 

 

Fig. 9. RGW throughput Fig. 10. Pentium 4 throughput 

5   Conclusions 

In this paper it is showed an innovative software architecture of a RGW node with 
support of QoS functionalities in a flexible and extensible way by using the Click! 
platform. Click! lets us to process traffic at different levels as it is described in several 
models and we are interested in treating the QoS signaling traffic (SIP-based) 
separately from data plane traffic. The differentiation of SIP traffic managed in Click! 
allows us to support dynamically QoS facilities in the RGW. Several QoS signaling 
scenarios have been proposed following the drafted TISPAN-NGN standardization in 
Release 1. This work contributes to offer an open testbed for probing their feasibility 
in an european broadband access scenario where the RGW is considered a critic node 
when end-to-end QoS is provided. 
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Future research will follow not only the standardization process but also the 
technological trends in segments like home and access networks where the RGW 
plays an important role in the mapping of QoS architectures. 
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Abstract. In order to improve the scalability of the IETF’s PBM architecture, 
we previously proposed an extension to this architecture. The aim of our pro-
posal was to facilitate the support of on-demand resource allocation in stateless 
IP networks. The proposed schema distribute part of the decision making proc-
ess but keeps centralized the bandwidth brokerage operation as this latter uses a 
critical resources (traffic matrix). Our current work aims to render the PBM ar-
chitecture completely distributed by designing a scalable scheme for bandwidth 
brokerage. To that end, we propose using a proactive two-tier scheme in order 
to improve the scalability of the resource management procedures. In this paper, 
we present the proposed scheme, its design features and the set of experimenta-
tions we realized in order to demonstrate its performances.   

1   Introduction 

A major challenge in emerging multi-service and QoS-enabled IP networks is to offer 
access to a wide range of services anytime and ideally anywhere. Both of network 
operators and end-users are willing to respectively offer and use these services with a 
large range of QoS-guarantees. To achieve this aim, efficient and dynamic control of 
network resources is submitted to be the key issues in the ongoing all-IP realm. To 
that end, we proposed in a previous work [1] a scalable on-demand policy based re-
source allocation framework.  

The proposed framework is based on the combination of per-session QoS signaling 
and Policy-Based Management (PBM) [2]. It suggests distributing part of the decision 
making while keeping centralized the critical operations which use critical resources 
on the management system. In our previous work, we identified the bandwidth  
brokerage operation as the only one that uses critical resources (the traffic matrix). 
Indeed, two different resource requests initiated by different traffic sources may  
concern the same link in the network. This operation has then been maintained  
centralize. Moreover, the Bandwidth Broker (BB) has been designed in such a way 
that it avoids parallel access to the traffic matrix. The analytical and experimental 
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results, we obtained when distributing some of the decision making operations in the 
PBM system [1], showed that our architecture is highly scalable compared to the 
PBM architecture proposed by the Internet Engineering Task Force (IETF) [3].  
However, the system-throughput, that represents the rate of QoS request treated by 
the management system, has always an upper bound. We proved analytically that this 
upper bound is only due to the operations that remained centralization (i.e. the  
Bandwidth Broker). Indeed, we demonstrated analytically that the system-throughput 
is inversely proportional to the average computational time of the Bandwidth Broker 
element. The maximum number of active users in the network was also proven to be 
upper bounded.  

In order to render our on-demand policy-based resource allocation framework 
completely insensitive to both the rate of requests and the number of active users, we 
suggest to instantiate several bandwidth brokers in the domain. We propose that each 
BB will be responsible of managing a part of the network resources. To do so, the 
idea is to manage network-resources using two granularity levels: a link-level and a 
path-level. A path is defined as the set of links between two edge-routers. Then, the 
idea behind instantiating multiple BBs is to allocate to each path a part of the re-
sources of each of its links. Note however that in order to optimize network-resource 
usage, this part should not be static. Hence, we will have two hierarchical levels for 
bandwidth management:  

1. A centralized Bandwidth Broker (cBB) aiming to manage link resources as a 
traffic matrix. 

2. Multiple edge Bandwidth Brokers (eBBs) aiming to both: (i) realizing a per-
session path-oriented admission control procedure, and (ii) proactively managing 
the amount of resources assigned to the subset of network-paths managed by the 
eBB. The proactive allocation/de-allocation of link-resources to paths is realized 
in order to automatically adapt path-resources according to the customers’ re-
source-request distribution.  

The idea of distributing the bandwidth allocation among multiple bandwidth bro-
kers by using the two granularity levels (link-level and path-level) is not new. This 
idea was previously presented in [4]. In our work, we follow the same idea but we 
propose a different way to manage the bandwidth assignment to paths. Indeed, in 
order to minimize the delay to respond to a resource allocation request, we suggest to 
proactively increase (respectively decrease) the amount of resources assigned to a 
particular path depending on its actual usage. The objectives of this paper are to pre-
sent, discuss the design feature, and realize a complete experimental evaluation of our 
Proactive Two Tier Bandwidth Brokerage (PTT-BB) Architecture.   

The rest of this paper is organized as follows. IETF’s PBM architecture and its 
scalability limitations are presented in Section 2. Then, we briefly review our previ-
ously proposed scalable on-demand policy-based resource allocation framework and 
its performances. In Section 4, we present the bandwidth brokerage operation and the 
problem statement. Following section presents the PTT-BB architecture and its com-
ponents. The test-bed description and the empirical results targeting several testing 
scenarios are presented in Section 6. Finally, Section 7 concludes the paper.      
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2   Scalability Limitation of the IETF’s PBM Architecture 

The IETF Resource Allocation Protocol (RAP) Working Group has specified a com-
plete framework for policy definition and administration [3]. This framework intro-
duces a set of components to enable policy rules definition, saving and enforcing: the 
Policy Decision Point (PDP), the Policy Enforcement Point (PEP), and the Policy 
Repository. PEP components are policy decision enforcers located in network and 
system equipments. The PDP is the component responsible for high-level decision-
making process. This process consists of retrieving and interpreting policies, and 
implementing the decision in the network through the set of PEPs. The policy reposi-
tory contains policy rules that are used by the PDP.  

In order to exchange policy information and/or decisions, the PDP interacts with 
the PEPs using one of the several protocols specified or extended for this purpose. 
Among them, the Common Open Policy Service (COPS) protocol [3] is the one 
which was specifically designed by the IETF to realize this interaction.  

Initially, the COPS protocol was designed mainly for resource allocation in an 
Internet backbone. In order to make such allocation, two models within the COPS 
protocol were proposed: the Outsourcing model and the Provisioning model. In the 
former, policy-requests are triggered by particular events and forwarded to the PDP 
for policy-decisions. In contrary, in the provisioning model, policy-decisions are in-
stalled in the PEP prior to the arrival of the concerned flows. In both cases, the used 
policies are supposed deduced from static customer’s contracts which are called Ser-
vice Level Agreements (SLAs).  

The main problem with the IETF PBM architecture is that it does not take into ac-
count the scalability problem. In fact, the client-server architecture as defined by the 
IETF is not scalable as it stands. In the case of a large network, the PDP become a 
bottleneck leading to serious problems while handling a potentially high number of 
policy requests. Hence, this architecture does not handle explicitly dynamic changes 
in the users’ Service Level Agreements (SLA). The SLA is treated in a static manner 
and the customer should re-negotiate completely her/his SLA in the case of changes 
in her/his requirements. This lack of dynamicity is a curb to the development of punc-
tual access and usage of services such as Voice over IP (VoIP) and Video on Demand 
(VoD). This is also harmful for the optimization of network-resource usage. 

3   Scalable On-Demand Policy-Based Resource Allocation  

It appears nowadays that management systems following the PBM architecture are 
neither responding to operators’ scalability issues nor to customers needs. In fact, 
customers are willing to dynamically request network-resources depending on their 
instantaneous needs and without having to contract a SLA for long period of time. 
However, from the operator perspective, the integration of dynamic resource alloca-
tion to the existing IETF’s PBM architecture is not feasible in a large scale.  

In order to overcome these limitations, we proposed in a previous work [1] a novel 
solution for on-demand policy-based resource allocation in IP networks. This solution 
aims to distribute the decision making operations among several distributed PDPs. 
Therefore, the PBM architecture has been decomposed into a set of functional com-
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ponents. The idea of this decomposition is to identify which components represent 
critical sections in the decision-making process. Once this phase achieved, the solu-
tion consists on proposing a new instantiation model where non-critical components 
are distributed according to none functional requirements (such as performance objec-
tives, network size, etc.). Hence, the impact of critical operations on the overall man-
agement system performances is minimized. To maintain the consistency of the deci-
sion-making process, critical operations are kept centralized. These operations are 
identified as those operations that need to access to critical resources (shared informa-
tion, common databases, etc.) in the system. 
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Fig. 1. Policy-based Management: (a) the IETF framework, and (b) our framework 

The critical operations identified in our framework are identified as those related to 
the bandwidth brokerage. All other operations related to decision making appeared as 
replicable. Based on these statements verified in our previous work [1], we propose to 
keep centralized the Bandwidth Brokerage while distributing all other functional 
components. Fig. 1 presents in details our framework (Fig. 1(b)) and shows its differ-
ences with the IETF’s PBM framework (Fig. 1(a)).  

As our objective is to demonstrate its scalability features, we both realized a com-
plete implementation and a detailed analytical analysis of our proposed framework. 
The practical experiments highlighted the scalability property of our approach. These 
experiments also permitted to identify the effect of each component of the framework 
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on the overall performance of the management system. The obtained practical results 
demonstrated that the overall-system delay is always below the ITU-T recommended 
signaling-delay limit [5] and that the system throughput is higher than the 200 req/s as 
recommended by the ITU-T [6]. However, the system throughput has an upper bound. 
The analytical study confirmed that the bottleneck of such framework is the band-
width broker. Undeniably, we demonstrated throughout our analytical model that the 
system throughput is inversely proportional to the average computational time of the 
BB element. This parameter is recognized as having a major influence on the size of a 
domain (number of customers). Hence, we concluded that the performances of the BB 
element will always drive the performance of the framework we proposed.   

4   Bandwidth Brokerage and Problem Statement 

Bandwidth Brokers uses generally traffic matrices in order to store and manage net-
work resource usage. Let’s first explain how these traffic matrices are organized. In 
fact, the traffic matrix representation depends on the network technology used, such 
as the use of the Multi-Protocol Label Switching (MPLS). In our work, we are inter-
ested in the most general case for traffic matrix representation. As proposed in [4], a 
traffic matrix of a particular administrative domain contains several management 
information bases (MIBs). Among them, one can find a topology information base 
and a link-QoS information base. The topology information base helps to identify the 
set of links forming a particular path while the link-QoS information base contains 
information about the available resources within each link. Using these two specific 
MIBs, the BB element can achieve admission control and update the amount of avail-
able resources on all path-links accordingly. The admission control procedure in-
volves checking each link on the path to verify whether or not it has sufficient re-
sources to satisfy a particular resource request. The traffic matrix is updated whenever 
a new resource allocation is granted or a resource release is achieved. The traffic 
matrix described here is clearly a critical section. It can not be accessed simultane-
ously by several requests as some inconsistent states can appear leading to deadlock 
situations. As the BB in our on-demand policy-based resource allocation framework 
uses this operational mode, it appeared as the bottleneck of the overall management 
system.  

One solution to overcome this limitation is to instantiate several bandwidth brokers 
in the domain. In this case, each BB will be responsible for managing a part of the 
network resources. In order to avoid conflicts between BB, the idea is to allocate 
distinct parts of link-resources to the various bandwidth brokers. The authors in [4] 
have proposed an interesting approach to achieve this. They proposed to use a hierar-
chical scheme for link-resource distribution over multiple BBs. In this scheme, a 
centralized Bandwidth Broker (cBB) is in charge of managing link-resources while a 
set of edge Bandwidth Brokers (eBBs) are responsible for managing the resources 
assigned to a mutually exclusive subset of paths. As a link can be shared by multiple 
paths, then the cBB will be in charge of allocating/de-allocating the link-bandwidth to 
paths. This is realized on an on-demand basis. Hence, the cBB is in charge of  
link-based resource management and has a micro view of the resource management 
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problem when eBBs are in charge of path-based resource management and has a 
macro view of the resource management problem.  

In our work we will use the same concept of hierarchical bandwidth brokerage. We 
will however implement this concept differently to achieve better performances.   

5   PTT-BB: Proactive Two Tier Bandwidth Brokerage   

The proposal in [4] is to virtually divide the bandwidth of each link into quotas. Quo-
tas are allocated/de-allocated to paths on an on-demand basis with one quota at a time. 
Hence, in the case where a particular path is unable to handle an arriving resource 
request then the corresponding eBB requests the cBB to increase the bandwidth allo-
cated to the corresponding path (quota request). Note also that when an eBB has a 
quota in excess for a particular path it returns it to the cBB (quota release). If the 
quota request is granted by the cBB, the eBB accepts the resource request (normal 
mode). Otherwise (critical mode), two different behavior models are considered: a 
non-lossy-path model and a lossy-path model. In the former the cBB keep a part of 
link-resources shared and centralizes its management. Consequently, when the quota 
request is not granted by the cBB, the eBB forwards the per-session resource request 
to the cBB which tries to satisfy it thanks to the shared resource part. Contrarily to 
this first model, in the lossy-path model when a quota request fails, the eBB simply 
rejects the per-session resource request, instead of passing it to the cBB. In this latter 
model, the cBB distributes all link-resources to paths and does not maintain a shared 
part. It then only performs quota management.  

Even if the resource usage is not optimized when using the lossy-path model, this 
latter clearly decreases the processing overhead of the cBB. This is very important as 
the cBB is the bottleneck of the bandwidth management system. The scalability of the 
system remains however highly limited by the fact that a quota request is sent to the 
cBB each time a resource request targeting a critical path is received by the eBB. 
Indeed, from our previous experience [1], we argue that the quota request rate that can 
be handled by the cBB is upper bounded. In fact, the cBB can be analytically modeled 
as a single server queue (as it processes quota-requests sequentially). Let’s assume 
that the cBB service law is approximated by an exponential distribution with a mean 
of µB. Then, the maximum quota request rate that can be handled by the cBB within 
the critical mode can be computed using the formula: 1/µB. Furthermore, this assumes 
that no quota releases are generated towards the cBB for the mean time. Otherwise, 
the maximum quota request rate will be smaller. We can then conclude that in large 
scale networks and when the resource usage is very high (i.e. several paths are run-
ning under the critical mode), the resource request rate can be very high and therefore 
the cBB will not be able to manage all the quota-requests. For these reasons, we pro-
pose to use a proactive scheme for quota management rather than the on-demand 
quota management scheme introduced in [4].  

In the scheme we propose, quota requests are set-up proactively once the available 
resources for a particular path are below a certain threshold (TREQ). Similarly, quota 
releases are triggered proactively once the available resources for a particular path are 
above a certain threshold (TREL). Quota requests and releases can only be achieved in 
periodical cut-off times. As the quota request rate that can be handled by the cBB is 
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upper bounded, the periodical cut-off times should be chosen in accordance to the 
number of eBB and to the processing capabilities of the cBB. In addition to the fact 
that our proposal have a better scalability features than the one proposed in [4], it also 
minimizes the time needed for handling resource allocation request. Indeed, if there 
are not sufficient resources on the corresponding path once a resource request is re-
ceived, this latter is immediately rejected by the eBB without referring to the cBB. 

 

 

Fig. 2. PTT-BB Architecture 

Following the description of the basic design features of our Proactive Two Tier 
Bandwidth Brokerage (PTT-BB) architecture, let’s now give a more formal and de-
tailed description. Fig. 2 highlights the set of functional components of PTT-BB. 
Hence, as introduced before, we use a hierarchical scheme composed of a centralized 
Bandwidth Broker (cBB) and a set of edge Bandwidth Brokers (eBB). The cBB uses a 
topology information base and a link-QoS information base in order to realize per-
path quota allocation/de-allocation. The quota management algorithm is depicted in 
Fig. 4. Each eBB is assigned a mutually exclusive subset of paths which it stores 
within a path-QoS information base. Each eBB performs two different resource man-
agement operations: the Proactive Path-Bandwidth Adaptation (PPBA) algorithm and 
the path-oriented admission control algorithm. Fig. 5 and Fig. 6 present in details 
these two algorithms. Fig. 3 outlines the notations used in the different algorithms.  

As depicted in Fig. 6, the PPBA algorithm periodically checks the resource avail-
ability of all the paths managed by the eBB. If the available resources level is under a 
fixed threshold TREQ (respectively above a fixed threshold TREL) for a particular path 
then the PPBA algorithm requests the cBB to increase (respectively decrease) the 
amount of resources allocated to this one. In both cases, the eBB asks the cBB to 
increase (respectively decrease) its path-resource availability in order to reach 
TREQ+N*Quota, respectively TREL-N*Quota. This is undertaken in order to always 
maintain the resource availability level between the following values [TREQ , TREL] for 
each path. Note that an appropriate choice of TREQ , TREL and N  permits to optimize 
the resource usage while minimizing the call blocking probability in the network. 
However, the optimization of these parameters is outside the scope of this paper and 
will be the subject of a future work.    
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Fig. 3. Notations 

Fig. 4. Quota management algorithm.  

Fig. 5. Path oriented admission control algorithm 

Fig. 6. Proactive path-bandwidth adaptation (PPBA) algorithm 

6   Performance Evaluation 

In order to analyse the performances of our PTT-BB, a test-bed has been implemented 
and a set of intensive experimentations have been carried out. The objective of these 

- Req (s,d).Bw and Rel (s,d).Bw : resource allocation and release requests of Bw between two 
edge routers identified by their interface addresses s and d. 

- QBW : bandwidth unit (or quota) size in bits per second. 
- P(s,d) : path allowing to handling the communications between two addresses s and d. 
- P(s,d).ABW : Available bandwidth along the path P(s,d). 
- P(s,d).Q : the number of quotas allocated to the path P(s,d) 
- L(i,j) : link between two routers identified by their interface addresses I and j. 
- L(i,j).ABW : Available bandwidth along the link L(i,j). 
- PTT-BB.Time : Adaptation Time Interval 

1: While (true) { 
2:         For each path P(s,d).Bw in eBB {  
3:                  NbQuota = P(s,d).ABW / QBW; 
4:                  If (NbQuota < TREQ)  
a.                          Msg.add (Req, P(s,d), (TREQ – NbQuota)+N*QBW);  
5:                  If (NbQuota > TREL)  
a.                          Msg.add (Rel, P(s,d), (NbQuota – TREL)+N*QBW); } 
6:         Send (Message) 
7:         Sleep (PTT-BB.Time); } 

1: If Message[i] == msg(Req, P(s,d), ReqQuota) { 
2:              If all L(i,j) ∈ P(s,d)) verify (L(i,j).ABW>ReqQuots
3:                           For each link L(i,j) ∈ P(s,d)  
4:                                        L(i,j).ABW - ReqQuota; 
5:                           Msg (Req, P(s,d), granted);} 
6: If Message[i] == msg(Rel, P(s,d), ReqQuota) { 
7:              For each link L(i,j) ∈ P(s,d)  
8:                           L(i,j).ABW + ReqQuota;} 

1: Arrival of a Req (s,d).Bw 
2: If  (Req (s,d).Bw < P(s,d).ABW) {  
3:              P(s,d).ABW = P(s,d).ABW - Req (s,d).Bw; 
4:               Accept Req (s,d).Bw;} 
5: Else Reject  Req (s,d).Bw; 
6:  
7: Arrival of a Rel (s,d).Bw 
8: P(s,d).ABW = P(s,d).ABW + Rel (s,d).Bw;
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experiments is to compare the performances of PTT-BB to those obtained using a 
single BB. Both these solutions have been implemented and integrated to the test-bed. 
Two performance parameters are analyzed: the call blocking probability and the scal-
ability gain.  

6.1   Call Blocking Probability 

The experimentations have been carried out using two different topologies (Fig. 7). 
These topologies are referred to as the peer-to-peer topology (Fig. 7.a) and the chain 
topology (Fig. 7.b). In the case of PTT-BB and for each topology, the paths to manage 
have been distributed among the 3 eBBs used in our test-bed. 

 

 

Fig. 7. Experimentation topologies: (a) the peer-to-peer topology, and (b) the chain topology 

Resource-requests are generated by a Poisson process with a rate λ equal to 300 
requests/s. Each session lifetime is exponentially distributed and its average duration 
is µ-1 = 30 (in seconds). Session throughputs are chosen randomly in the interval 
[0.5Mbps, 1.2Mbps]. Note that each link capacity is set to 1 Gbps. The path is also 
chosen randomly according to the topology. These values have been chosen in order 
to simulate a highly load network. Several experimentations have been carried out by 
changing one of the two parameters: the adaptation time interval and the bandwidth 
unit (or Quota) size. Each experimentation-duration is 200s.  
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Fig. 8. Call blocking probability, in the peer-to-peer topology, as a function of: (a) adaptation 
time interval, and (b) quota size 

 
In all our experimentations, TREQ, TREL and N were chosen as being multiple of the 

bandwidth unit (Quota) size. Hence, TREQ was chosen equal to 5*Quota, TREL to 
10*Quota and N to 2*Quota. 
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The obtained results throughout the experimentations carried out using the peer-to-
peer topology are depicted in Fig. 8. Those obtained using the chain topology are 
depicted in Fig. 9. Both curves depicted in Fig. 8 (respectively Fig. 9) shows the evo-
lution of the call blocking probability while changing the adaptation time interval and 
the bandwidth unit (or quota) size. In the former the quota size is set to 5Mbps while 
in the latter the adaptation time interval is set to 10s. The evolution of the call block-
ing probability for PTT-BB is also compared to the one obtained with a single BB.  
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Fig. 9. Call blocking probability, in the chain topology, as a function of: (a) adaptation time 
interval, and (b) quota size 

 
From Fig. 8.a we can see that the call blocking probability obtained with PTT-BB 

is slightly higher than the one obtained with a single BB for adaptation time interval 
less than 10s. Even if 10s corresponds already to a low adaptation frequency (as the 
cBB can support even higher loads), we have also performed experimentations for a 
higher adaptation time intervals (i.e. lower adaptation frequencies). With the decrease 
of the adaptation frequency, we have noticed an important increase in the call block-
ing probability. This is not surprising, as the request rate to be handled by PTT-BB is 
very high and the evolution of the bandwidth allocation to paths is very slow. Conse-
quently, the resources allocated to a path are rapidly consumed and the number of 
unsatisfied requests becomes significant. This is mainly due to the fact that the num-
ber of paths in the peer-to-peer topology is very small (30 paths). Thus, the per path 
request rate is very high. In parallel, we can see from Fig. 9.a that the call blocking 
probability remains always stable. In this case, the number of paths (132 paths) is 
higher than in the case of the peer-to-peer topology. In this second case, the per-path 
request rate is smaller. The adaptation time interval should then be chosen carefully in 
accordance to the per-path expected session arrival rate. 

Fig. 8.b and Fig. 9.b show that the call blocking probability obtained with PTT-BB 
stabilizes for quota sizes between 2Mbps and 5Mbps. Furthermore, for this interval, 
the call blocking probability is slightly higher than the one obtained with a single BB. 
However, for both cases: quota sizes smaller than 2Mbps or quota sizes higher than 
5Mbps, the call blocking probability increases:  

1. In the first case, this is due to the fact that PBBA tries to maintain the amount 
of available bandwidth within the [5*Quota, 10*Quota] interval. This interval 
is very small when the quota size is small. Consequently, the available re-
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sources for each path are rapidly consumed. The number of rejected requests 
will then be elevated.  

2. In the second case, elevated quota sizes implies that an important part of the 
bandwidth is maintained unused by certain paths. Indeed, in this case also 
PBBA tries to maintain the amount of available bandwidth within the 
[5*Quota, 10*Quota] interval. Therefore, all the link-bandwidth can be  
allocated by the cBB to its paths. However, some paths will have a higher 
available bandwidth while others are running under the critical mode (i.e.  
rejecting resource request).  

Hence, the quota size should also be appropriately dimensioned. It should be cho-
sen according to the average bandwidth requirement of typical flows.  
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Fig. 10. Average response time to a request as a function of the system throughput 

6.2   Scalability Gain 

After demonstrating the performances of PTT-BB in terms of call blocking probabil-
ity, let’s now analyze its behaviour in term of scalability gain. Fig. 10 summarizes the 
results obtained in our scalability experimentations. It highlights the evolution of the 
time needed to handle a resource request obtained for different resource request rates 
(system throughput). This time is referred to as overall-system delay in the following. 
Note that for these experimentations, PTT-BB uses two eBBs, the quota size is set to 
5Mbps while the adaptation time interval is set to 10s. We also used the same values 
for TREQ, TREL and N as in the previous experiments.  

From Fig. 10, one can note that for rates over 200 requests per second, the slope of 
the response time obtained with a single BB increases drastically. Indeed, the BB 
element has to process one resource allocation request (REQ) or resource release 
request (REL) at a time (sequential treatments). Moreover, one should note the load of 
the BB is doubled compared to the system throughput, i.e. the BB has to process se-
quentially 400 requests per second (REQ or REL) when the system throughput is 200 
requests per second. On the other hand, the slope of the response time obtained when 
using PTT-BB remains almost stable over time. This is due to three main reasons. The 
first one is that a per-path resource management at the eBB level involves smaller 
processing overhead than a per-link resource management as realised by the single 
BB. Furthermore, two resource requests involving two different paths are treated in 
parallel as they do not use the same “resource”. This can not be the case with a single 
BB as we have also to check if the two set of links involved by the two paths are  
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mutually exclusive or not. Last but not least, the bottleneck in the system, which is the 
cBB, is heavily loaded as each eBB sends path-quota requests each 10s. The fact that 
PTT-BB is more scalable than a single BB is therefore not a surprising conclusion.       

7   Conclusion and Future Work 

In this paper, we presented a novel approach to achieve a scalable resource manage-
ment within the scope of the on-demand policy based resource allocation process. The 
scalability property of the proposed solution (PTT-BB) has been achieved through the 
distribution of the bandwidth brokerage operation among several mutually exclusive 
components. PTT-BB is based on a hierarchical management of network-resources. 
This management involves several edge-BB that realize a per-path resource manage-
ment and a centralized-BB which proactively allocates/de-allocates link-resources to 
paths. Hence, a set of algorithms have been designed in order to: (i) realized a per-
path admission control within the eBB, (ii) proactively adapt the amount of resources 
allocated to each path, and finally (iii) realize a per-link resource allocation/de-
allocation to paths within the cBB.     

In order to demonstrate the performance features of PTT-BB, an intensive set of 
experimentations have been carried out and the performance results have been com-
pared to those obtained when a single BB is used. These experimentations have dem-
onstrated that a system using PTT-BB is more scalable than a system using a single 
BB. Indeed, the average response time to a request remains almost stable with PTT-
BB and this remains true in spite of the system throughput increase. This is not the 
case when using a single BB. Furthermore, we depicted throughout our experimenta-
tions that the call blocking probability of PTT-BB can be similar to the one obtained 
with a single BB. However, in the case of PTT-BB, two parameters have to be care-
fully chosen in order to control the call blocking probability: the adaptation time in-
terval and the bandwidth unit (or Quota) size. 

As a perspective to the work presented in this paper, we target to investigate the 
dynamic optimization of the parameters used in the proactive path bandwidth adapta-
tion algorithm. The objective of this future work is to minimize the call blocking 
probability while optimizing network resource usage.  

References 

1. Haddadou, K., Ghamri-Doudane, S., Ghamri-Doudane, Y., and Agoulmine, N.: Designing 
Scalable on-demand Policy-based Resource Allocation in IP Networks. Technical Report 
under submission (2005). 

2. Verma, D.C.: Policy-Based Networking–Architecture and Algorithms. New Riders Publish-
ing, Indianapolis (2000). 

3. Boyle, J., et al: The COPS (Common Open Policy Service) Protocol. RFC 2748 (2000).  
4. Zhang, Z.-L., Duan, Z., and Hou, Y. T.: On Scalable Design of Bandwidth Brokers. IEICE 

Transactions on Communications, Vol. E84-B, No. 8 (2001). 
5. ITU-T Recommendation No. E.721: Network grade of service parameters and target values 

for circuit-switched services in the evolving ISDN. (1999).  
6. ITU-T Recommendation No. E.500: Traffic intensity measurement principles. (1998). 



 

J. Dalmau and G. Hasegawa (Eds.): MMNS 2005, LNCS 3754, pp. 362 – 370, 2005. 
© IFIP International Federation for Information Processing 2005 

Short-Delay Video Streaming with Restricted Supplying 
Peer Bandwidth 

Hung-Chang Yang1, Hsiang-Fu Yu1, Li-Ming Tseng1, and Yi-Ming Chen2 

1 Dep. of Computer Science & Information Engineering, National Central University, 
Jung-Li, Taiwan 

{cyht, yu}@dslab.csie.ncu.edu.tw, tsenglm@csie.ncu.edu.tw 
2 Dep. of Information Management, National Central University, Jung-Li, Taiwan 

cym@im.mgt.ncu.edu.tw 

Abstract. With the growth of bandwidth, real-time video streaming service be-
comes popular. Such application is also considered a future killer application on 
Internet. Recent research efforts have demonstrated the promising potential of 
building cost-effective video streaming systems on top of peer-to-peer (P2P) 
networks. Since the peers have limited capacity, such as upstream bandwidth, 
each streaming session may involve multiple supplying peers. In this paper, we 
propose a novel strategy to retrieve a long-duration video from multiple peers 
which have arbitrary and restricted upstream bandwidth, such that the waiting 
time is minimized. In comparison with the previous work [13], our strategy can 
greatly improve the waiting time. In the arbitrary given examples, our strategy 
can improve the waiting time by 67%. To take into account the popular com-
pressed video with variable bit rate, we also show how to apply our strategy 
readily to the VBR videos. 

1   Introduction 

With the advancement of broadband networking technology, and the growth of proc-
essor speed and disk capacity, real-time video streaming service is getting increas-
ingly popular among users and contributes a significant amount of today’s Internet 
traffic. However, there are still many challenges towards building cost-effective, ro-
bust and scalable video streaming systems due to the huge size, high bandwidth and 
delay requirements for video streaming. 

A majority of video streaming architectures follows a client-server design. The 
server may have as many streams of each program as the current number of potential 
viewers (i.e. users currently connected to the service). Since the growth in bandwidth 
can never keep up with the growth in the number of viewers. It may easily run out of 
bandwidth and result in tremendous demand for communication bandwidth on the 
system and underlying network To alleviate the stress on the bandwidth, there are 
many researches have been stimulated in the recent years. One way is to broadcast 
popular videos [8-11, 14, 15]. According to [6], 80% of demands are on a few (10 or 
20) very popular videos. Because the server’s broadcasting activity is independent of 
the arrivals of requests, the approach is appropriate to popular or hot videos that may 
interest many viewers at a certain period of time. These approaches are using IP mul-
ticast technique to achieve serving multiple viewers using the same stream. However, 
the IP multicast has not been widely employed until now due to the increased control 
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overhead and computational complexity at the routers. It is unlikely that IP multicast 
will be widely employed in the near future. 

Broadband access to the Internet through services such as ADSL (asymmetric digi-
tal subscriber line) and FTTH (fiber to the home) has recently become very popular. 
Such services allow a large number of users to have their computers constantly con-
nected to the Internet. Most computers are capable of storing many large files of digi-
tal content for the user, and many users are making such content available to others. 
Such technique is called peer-to-peer (P2P) networks. Each peer (i.e. user constantly 
connected to the Internet) can be a server to share its resources (supplying peer), 
while it is a client to obtain data from others (requesting peer). Due to this characteris-
tic, application layer multicast (ALM) has recently proposed to implement the multi-
cast functionality in application layer instead of IP layer, i.e. some of peers participat-
ing in the multicast play the role of the multicast router. Thus, ALM can be directly 
applicable to the current Internet since it does not need any new additional modifica-
tion at IP routers. Application-level multicast techniques, such as NICE [1], Split-
Stream [2], SCRIBE [3], Narada [4], oStream [5] and Zigzag [12], construct the dis-
tribution trees over the peers to deliver video streams. However, it introduces another 
problem: it may overload some peers beyond their capacities. A peer in the tree may 
become a parent of several other peers. In the peer-to-peer networks, peers typically 
have limited capacity, especially of the upstream bandwidth. In many cases, peer 
cannot even provide the full stream rate to another peer. 

In general, a P2P video streaming system has the following characteristics [7,13]: 
(1) peers have limited capacity, such as the restricted upstream bandwidth; (2) peers 
are heterogeneous in their bandwidth contribution. Therefore, each streaming session 
may involve multiple supplying peers. Xu [13] first proposed how to assign video 
data to multiple supplying peers in one streaming session. The goal is to ensure re-
questing peers can quickly initiate and then continuously playback a video, while it is 
being downloaded. However, Xu’s work assumes the upstream bandwidth offered by 
a supplying peer must be one of the following values: b/2, b/4, b/8… b/2m, b is the 
video consumption rate. This assumption is not flexible. To solve this problem, in this 
paper we propose a novel strategy to retrieve a long-duration video from multiple 
peers which have arbitrary and restricted upstream bandwidth, such that the waiting 
time for the requesting peer is minimized. In comparison with the Xu’s work, our 
strategy can greatly improves the waiting time. For example the upstream bandwidth 
of supplying peers are b/2, b/4, b/8, and b/8, our strategy can improve the waiting 
time by 67%. To take into account the popular compressed video with variable bit 
rate, we also show how to apply readily to the VBR videos. 

The rest of this paper is organized as follows. In Section 2, we review the Xu’s 
work in detail. In Section 3, we present and analyze our strategy. How to apply our 
strategy readily to the VBR videos is also discussed in this section. In Section 4, its 
performance comparison is presented. Finally we make brief conclusions in Section 5. 

2   Related Works 

To the best of our knowledge, only the Xu’s work [13] deals with problem which 
assign video data to multiple supplying peers in one streaming session such that the 
waiting time is minimized. Here, we first review some ideas used in it. 
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Fig. 1. Video data assignment of Xu’s research 

Suppose the upstream bandwidth offered by a supplying peer must be one of the 
following values: b/2, b/4, b/8… b/2m, b is the video consumption rate and m is a 
positive integer. If there are n supplying peers which have been sorted in descending 
order according to their upstream bandwidth, and the lowest is b/2m. Then it computes 
the assignment of the first 2m segments, and the assignment repeats itself every 2m 
segments for the rest of the video file. The segment assignment is in reverse order, 
such as 2m, 2m-1,…, 1. Its assignment strategy is from top to bottom and from right to 
left. The minimum waiting time will be n * the length of a segment. An assignment 
example is shown in Figure 1. There are four supplying peers. The upstream band-
width of supplying peers is b/2, b/4, b/8 and b/8; and the video playback time scale is 
described in top side. 

3   Real-Time Video Streaming Data Assignment 

In this section, we first present the problem more detail. Let the total length of the 
requested video be L, measured in seconds. Let the video consumption rate be b, 
measured in bits per second. Assume there are n supplying peers which the sum of 
upstream bandwidth is equal to the video consumption rate. The upstream bandwidth 
of supplying peers are denoted as bi, i = 1, 2, 3, …, n, measured in bits per second. 
The problem is: if we want to partition the whole video data into m segments (equal 
length is unnecessary), how to partition the video data and how to assign the segments 
to each supplying peer, such that the waiting time w is minimized. In other words, if 
we want to ensure the waiting time will be w, how to partition the video data and how 
to assign the segments to each supplying peer, such that the number of segments m is 
minimized. That is, the length of each segment must be as long as possible. 
 
 



 Short-Delay Video Streaming with Restricted Supplying Peer Bandwidth 365 

 

 

Fig. 2. The basic principle of our strategy 

3.1   Description of the Basic Principle 

Now, we describe the basic principle of our strategy: Consider we want to retrieve 
video data from some supplying peer which upstream bandwidth is bi, and the waiting 
time is w Figure 2 shows this concept. From the figure, we observe that in order to 
guarantee continuous playback, the time x to retrieve the remaining portion must be 
not greater than the entire playback duration of the segment. In other words, 
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3.2   The Design and Analysis of Video Retrieval Strategy 

In this section, we present our retrieval strategy in detail and determine the minimized 
waiting time w of requesting peer which retrieve m segments from all the n supplying 
peers, which have been sorted in descending order according to their upstream band-
width. 

According to the equation (2), if the upstream bandwidth of the supplying peer p1 is 
b1 and the waiting time is w, then the longest length x1 of segment S1 must satisfy the 
equation, )( 111 xwbbx += . Now the waiting time for playback segment S2 will equal 

to 1xw + . Hence the longest length x2 of segment S2 must satisfy the equation, 
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Fig. 3. An example of the video retrieval strategy 

)( 2122 xxwbbx ++= , while the upstream bandwidth of the supplying peer p2 is b2 

Figure 3 shows an example of the video retrieval strategy, while m=8 and n=4. Then 
we have the following recursive equations for the segments 1 to n. 
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If the number of the segment m is larger than the number of supplying peers n, then 
we can further have the following n recursive equations for the segments n+1 to n+n. 
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For the segments 2n+1 to 2n+n, we can have the following n recursive equations. 
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And so on. Finally, we can induce the following recursive formulas (3) to determine 
the minimized waiting time w. 
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3.3   Apply Our Strategy to VBR Videos 

Since the consumption rate of VBR videos usually varies with time. In order to guaran-
tee continuous playback, we must initiate playback after finishing the retrieval of whole 
segment. Therefore, the size of segment S must be not greater than the size of retrieval 
data during the waiting time w. The equation (1) must be modified by following. 

∑
∈

≥
Sj

ji fwb , where fi is the frame sequence, measured in bits                              (4) 
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Thus, by satisfying this condition (4), the longest length of the segment will be com-
puted while 
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Figure 4 shows an example of the video retrieval strategy, while m=8 and n=4. We 
can induce the following recursive formulas (6) to partition the video and assign to 
the supplying peers for a given waiting time w. 
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where kS  is the length of segment Sk, measured in frames; F is the video consump-

tion rate, measured in frames per second. 

 

Fig. 4. An example of the VBR video retrieval strategy 

4   Performance Comparison 

Review the goal is: if we want to partition the whole video data into m segments, how 
to partition the video data and how to assign the segments to each supplying peer, 
such that the access time w is minimized. Herein, we’ll compare the viewers’ waiting 
time with the Xu’s work [13]. Assume the number of segments m is from 100 to 
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1000. Two arbitrary examples of upstream bandwidth of supplying peers are given as 
b/2, b/4, b/8, b/8 and b/4, b/4, b/8, b/8, b/8, b/16, b/16. Figure 5 show the first exam-
ple, we can observe our strategy can greatly improve the viewers’ waiting time by 
67%. The second example is shown in Figure 6. Our strategy can still improve the 
viewers’ waiting time by 59%. 
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Fig. 5. Compare with viewers’ waiting time with the Xu’s work 
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Fig. 6. Compare with viewers’ waiting time with the Xu’s work 

5   Conclusions 

With the advancement of broadband networking technology, and the growth of proc-
essor speed and disk capacity, real-time video streaming service is getting increas-
ingly popular among users and contributes a significant amount of today’s Internet 
traffic. Recent research efforts have demonstrated the promising potential of building 
cost-effective video streaming systems on top of peer-to-peer (P2P) networks. Since 
the peers have limited capacity, such as upstream bandwidth, each streaming session 
may involve multiple supplying peers. In this paper, we propose a novel strategy to 
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retrieve a long-duration video from multiple peers which have arbitrary and restricted 
upstream bandwidth, such that the waiting time is minimized. In comparison with the 
previous work [13], our strategy can greatly improve the waiting time. In the above-
mentioned two arbitrary examples, our strategy can improve the waiting time by 67% 
and 59%. To take into account the popular compressed video with variable bit rate, 
we also show how to apply our strategy readily to the VBR videos. 
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Abstract. The growing heterogeneity and scalability of Internet ser-
vices has complicated, beyond human capabilities, the management of
network devices. Therefore, a new paradigm called autonomic network-
ing is being introduced to control, in an efficient and automatic manner,
this complex environment. This approach aims to enhance network el-
ements with capabilities that allow them to choose their own behavior
for achieving high-level directives. This so called autonomic network ele-
ment should be able to optimize its configuration, ensure its protection,
detect/repair unpredicted conflicts between services requirements and
coordinate its behavior with other network elements.

In this paper, we present a research activity that investigates this new
concept, and applies it to facilitate the configuration and the optimiza-
tion of a multi-services IP network. This approach is a first step toward
building a self-configured and self-optimized IP network that automati-
cally supports the QoS requirements of heterogeneous applications with-
out any external intervention. Different paradigms have been explored
in order to model this behavior and to render network equipment au-
tonomic. A laboratory prototype has been developed to highlight the
autonomic behavior of the network to achieve heterogeneous QoS re-
quirements of multimedia and data applications.

1 Introduction

The explosion of Internet technologies, services and applications and their corre-
sponding heterogeneity has exacerbated, beyond human capacity, the complexity
of managing the Internet. Traditional management and control techniques are
no longer capable of ensuring the efficiency and cost effectiveness of existing
and more probably future networks. This problem is already considered as cru-
cial by the research community in almost all computer systems and recently a
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new paradigm has emerged as a potential solution. This paradigm, called self-
ware, is a novel approach to perform network control, as well as management of
middle box communication, service creation and composition of network func-
tionalities. It is based on universal and fine-grained multiplexing of numerous
policies, rules and events that is done autonomously to facilitates desired behav-
ior of groups of network elements [1]. This approach focuses on the application
of analogies from biology and economics to massively distributed computing sys-
tems, particularly in the domains of autonomic computing. IBM is considered
as the first to introduce this term into the field of computing in 2001. This
initiative aims to unify research related to selfware computer systems that are
a capable of being self-managed [2]. Self-management encompasses a number
of selfware management capabilities such as: Self-configuration, Self-optimizing,
Self-healing, Self-protection, Self-awareness, etc.[3].

The concept of selfware is not only applicable to computers but to any system
with processing, memory and communication capabilities. It not only affects the
design of the system but also the applications, middleware, network equipment,
etc. In the networking realm, the objective is to design autonomic networks that
are able to manage themselves in an autonomic way and exhibit a global “intelli-
gence” through their interactions. Our objective in this research is to investigate
this concept and apply it in order to simplify the control and management of
operators’ IP networks. The aim is to aid the operator in the complex task of
managing their networks by allowing them to control the networks behavior
through only high-level goals. The network will automatically adjust its config-
uration to fulfill these goals without any intervention from the operator. This
approach can facilitate cooperation between different administrative domains
that share network devices.

This paper is organized as follows: Section 2 presents the limitations of cur-
rent management approaches that have motivated the investigation of a novel
approach. The following section presents the proposed management architecture.
Section 4 describes the language we have designed to capture the high-level man-
agement goal. The following section details the architecture of the Autonomic
Element (AE) as well as the internal functionalities. A prototype of the system
as well as a set of conducted tests are presented in section 6. The following sec-
tion 7 presents general discussions as well as concluding remarks about this work
and future directions.

2 A Complexity Beyond the Capacity of Existing
Management Systems

Policy Based Management (PBM) is defined as the usage of policy rules to
manage the configuration and behavior of one or more entities [4]. In the PBM
approach, decisions related to the allocation of network resources and/or secu-
rity are taken by a central control entity called PDP (Policy Decision Point),
which concentrates the entire decision-making activity of the system. However,
as the network becomes larger and more heterogeneous and the provided service
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varies with different QoS requirement, these approaches become very difficult to
specify, design and deploy. In the PBM approach, the number of policy rules,
the consistency between the rules and the knowledge expected from the oper-
ator to control the entire network render it very complex to achieve. The only
known solution to deal with this growing complexity in the realm is the complete
decentralization of the decision-making process among the distributed entities.

We consider that the operational parameters (Routing services, QoS ser-
vices, Connectivity Services, . . . ) offered by individual network devices must be
modeled in accordance with an agreed-upon data model. The definition of a
common data model enables the network administrator to map business rules to
the network by refining abstract entities into concrete objects/devices [5]; and
the network designer to engineer the network such that it can provide differ-
ent functions for different requirements which is equivalent to the refinement of
high-level goals into operations, supported by the concrete objects/devices, that
when performed will achieve the high-level goal [5].

In our approach we aim to achieve two main objectives; (1) to avoid the
centralization of the decision making process and (2) facilitate the specification
and the enforcement of operators objectives. We argue that every element in the
network should be autonomic i.e. having the capability to take its own decision
and to supervise several management objectives. The enforcement of this au-
tonomy is achieved by (1) the specification of high-level goals (we have used an
approach based on Finite State Machine theory, where each state represents a
target behavior of the autonomic elements in a particular context), and (2) the
specification of an interaction schema between AEs to coordinate their behavior
and achieve their goals.

3 Autonomic Management Based on Goals

The management of today’s communication systems needs more autonomy and
decentralization. With this in mind, we propose a new management approach
called “Goal-based management”. The aim of this approach is to design a net-
work capable of to organizing itself in such way that the aggregate behavior of
each autonomic element satisfies the high-level operational goals defined by the
administrator.

We define a goal as a semantic association between system resources. By sub-
scribing a Goal, an autonomic element becomes a part of an entire autonomous
domain (i.e. regrouping of elements with a single objective). All the elements
associated with a single Goal are viewed as a single autonomic entity though an
element can be associated to multiple Goals. Consequently, the behavior of an
autonomic element can be driven by one or multiple Goals. The ability of the
autonomic element to deal with multiple Goal definitions (multiple business re-
quirements) is handled by the goal language. The setting of the managed element
allows him to detect unpredicted conflicts between different objectives.

Systems resources (autonomic elements) inherit their properties and relation-
ships from a general information model, which we have defined to model both
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a. Goal-based network architecture b. Multiple overlapped autonomous
domains sharing common resources

Fig. 1. Goal-based Management

AE behavior and communication mechanisms. The knowledge associated with
these relationships is essential for almost all autonomic management functions.
However, it is not sufficient to only establish the relationships between resources
but it is also important to capture the semantics of these relations. In fact,
without this explicit meaning the resolution of a problem is not possible [6]. As
depicted in fig.1, our framework is organized into two layers:

– “Goals” specification layer: its aim is to define the high-level objectives
(Goals). This layer introduces a number of “goal specifications” in the net-
work that allows the specification of Goals in terms of explicit behaviors
expected from the target autonomic elements in various contexts. . In this
first approach, the goals are specified as a state machine representing dif-
ferent possible network element behaviors as well as transition conditions
between these states. These Goals drive the network equipment’s behavior
to exhibit self-management capabilities. This entity is called “Goal Server”.

– “Goals” execution layer: the lower layer contains a set of autonomic network
elements (AE) that behave in an autonomic manner while trying to achieve
the high-level goals. The autonomic equipment is self-managed and capable
of adapting it’s behavior according to the context. The context of an AE
corresponds to all the information about its environment i.e. its local state,
remote AE states, active services, etc. AEs are able to interact in order
to exchange knowledge and update their context. In real networks, these
elements can be routers, switches, gateways, software,. . .

4 A Language to Capture Goals Description

In order to facilitate interoperability between management entities in the context
of autonomous management, it is necessary to define a shared understanding of
both domain information and the problem statement. Unless each autonomic
entity in a system can share information with every other autonomic entity and
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so contribute to an overall system awareness, the vision of autonomic commu-
nications will not really be reached. Thus, we need a common data model to
represent all resources in a uniform manner [6].

To achieve this objective, we need a language to express the specification of
the Goal. Instead of developing a specific language, we have chosen to extend
an existing one. This extension of the language is done at the metamodel level
i.e. where the language itself is defined. We have added the necessary primitives
to the language to model a Goal. Our reference information model is the Com-
mon Information Model (CIM) from the DMTF [7]. In the following, we will
describe how we have extended this model to fulfill our requirements. As shown
in the fig.2, the Goal concept is a specialization of a CIM Class. Like the CIM
Notification concept depicted in the CIM Meta Schema, the managed elements
have to subscribe, via an association, to a particular Goal. This subscription is
called the Goal-distribution process and is detailed in section 5. The instances
of the Goal conform to the CIM-XML mapping for the CIM Classes as provided
by the DMTF [8], see fig.3. The Goal structure aggregates new extensions to
the CIM Schema. Every extension is a specialization of a CIM Named Element
and conforms to the CIM-XML representation of the properties, methods and
parameters. We have added specific Qualifiers to every new structure of the
CIM Meta Schema in order to capture the additional semantics to represent a
Goal. The Goal concept is in fact a grouping of elements that permit to achieve
a set of management objectives in specific contexts. We have structured the
Goal as an aggregation of “Goal-Behaviors” and a “Goal-Setting”. The Goal-
Setting determines the behavior of the Goal according to a particular context
and describes the AE’s Role, Location and Identifier. It is also a composition of
management data locating the other peer AEs sharing the same Goal (Element-
Setting) and describing the management context of the user’s application services

Fig. 2. Specification of the Goal Language
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(Application-Setting). The Application-Setting aims to represent the user-level
and the business-level requirements. This Application-Setting is specific to our
case study; a more generic representation of the management context should be
proposed in future work.

Every Goal-Behavior aggregates a set of Configuration, Monitoring, and Con-
text specifications. The State is the unique identifier for the behavior of a Goal.
The Behavior-Configuration of an AE corresponds to the execution of platform
specific code correlated with the expected behavior. The Behavior-Monitoring
implements the listeners for the exact type of Context-Events that need to be
considered by the element in a particular state. Context-Event defines the oc-
currence of (1) low-level events collected by the sensors and provided by the
platform-specific listeners, and (2) high-level events (messages) coming from
goal servers and/or other AEs. The Behavior-Context part conforms to the
Goal-Setting and identifies the collected events (Context-Event), and the equiv-
alent actions (Event-Action), to achieve the Settings of the Goal in a particular
context (behavior’s state). A Context-Event is triggered from the monitoring
module when sets of conditions are realized. These conditions are implemented
in the system level of an AE by a set of activated sensors. When a Context-
Event is verified, it triggers the execution of a set of Event-Actions according
to the new context. An Event-Action specifies the execution of some platform-
specific code and/or the emission of messages to the Goal Servers and other
AEs. Here again, the internal implementation of the AE, which is specific to an
execution environment, must match the description of the Event-Action. These
actions can be reflexive i.e. change behavior state, or reactive i.e. change the
Behavior-Configuration of the element and/or trigger changes in the behavior of
other AEs. Changes in the AE’s state trigger a specific re-configuration of the
element, to apply the Context related to this new state.

The Behavior-Context module specification conforms to the Goal-Setting and
it identifies the collected events, and the equivalent actions for realizing the
settings of the Goal in a particular context (behavior’s state).

The Goal representation as a Finite State Machine seems to be implicit in
our case. The Goal aggregates multiple behaviors. Each behavior represents a
State and is modeled by a set of configurations and policies to enforce as well
as a set of sensors to activate. The transition between the states is defined
by the Context according to the Setting. In simple terms, autonomic elements
tailor their behavior to user- and business-requirements. The complete XML
representation of the goal is presented in the fig.3. The AE is aware of the network
context via the Goal-Setting. Conflicts are detected when the Context-Events,
from different Goal instances, reported by the Behavior-Monitoring module do
not conform to the Application-Setting of all the Goals. In this case the AE
collects the Behavior-Context identifiers and sends them to the Goal Servers. The
problem can be temporarily solved by assigning priorities to the goals depending
on predefined policies between autonomic domains.

The Goal-language supports the communication mechanism between AEs
and the Goal Servers. Every element exchanges information (knowledge) in a
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Fig. 3. Goal Representation in CIM-XML format

common specification. The Element reasons with this knowledge by applying
the Goal configurations, monitoring the system events, detecting/reporting con-
figuration conflicts and adapting its behavior (changing state).

5 Autonomic Element Architecture

The role of an AE is to satisfy the goals specified by the administrator through
the Goal Server during its initialization, to interact with its peers in order to
propagate knowledge, and provide a global “intelligence” for achieving the de-
sired goal in a cooperative manner. The AEs can assign priorities to the en-
forced goals and reason with them i.e. loading behavior modules, configuring
state and apply settings conforming to the contexts of the behavior. Therefore,
the business-level and the user-level objectives are managed in a completely de-
centralized manner and conflicts can be solved more easily. When an AE faces a
conflict, it takes it own decision depending on its knowledge and sends an event
containing a Goal and Behavior-Context Identifiers, responsible of the conflict,
to the Goal Servers. This event will help the administrator to understand the
behavior of its network in order to enhance the specification of his goals and
solve the unpredicted configurations conflicts.
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Fig. 4. Autonomic Element Architecture

As shown in fig.4, the reasoning capabilities of an AE are distributed be-
tween four functional modules that compose its internal architecture: monitor-
ing; analyzing; planning and execution. Hence, the AE exhibits communication
capabilities that allow it to interact with its environment. At initialization, the
AE subscribes to autonomous domains via the Goal-distribution process. This
process defines how an AE is associated to an autonomous domain and corre-
sponding goal. A Goal can be enforced in many AEs (1-N) and an AE can be
associated to several Goals (M-1). The administrator defines the set of elements
that are required to achieve a Goal. This is accomplished using our defined Goal-
language. Once a goal is specified, the Goal-distribution process is performed in
two phases. In the first phase, every AE subscribes to a Goal via the Goal Server
(GS). The role of the GS is to complete the Setting of the Goal by referencing
every entity participating in its realization (autonomic domain elements). The
identification process assigns a unique ID and a role to every AE (this can also
be configured directly in the AE during its local configuration). The interactions
between AEs are determined by their role, thus every AE is aware of its role in
the autonomic domain. Once the Goal-Setting is completed, the AEs download
the goal specification and use it to drive their behavior.

The internal architecture of our Autonomic Element is presented in fig.4.
This architecture is aligned with the one presented in [2] and is composed of
a number of functional modules that enable the expected autonomic behavior.
The Control Module allows an AE to interact with other AEs as well as with
its internal and external environment. It introduces two entities called sensors
and effectors. Sensors provide mechanisms to collect events from the environ-
ment while the effectors allow the configuration of its managed resources. In
our work, the Control module affects mainly the configuration of the underlying
traffic engineering mechanisms of the IP router; in our test-bed, we have used
the Linux Traffic Control TC tool [9]. The Monitoring Module provides differ-
ent mechanisms to collect, aggregate, filter and manage information collected by
sensors. Whereas, the Analyze Module performs the diagnosis of the monitor-
ing results and detects any disruptions in the network or system resources. This
information is then transformed into events. The Planning Module defines the
set of elementary actions to perform accordingly to these events. These actions
can be atomic Behavior-Configuration (e.g. QoS class modification, QoS class
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creation/removing,. . . ) or Event-Action installation (e.g. configuration actions,
messages, change behavior). The Execution Module provides the mechanisms
that control the execution of the specified set of actions, as defined in the plan-
ning module. It mainly translates the Behavior-Context into calls in the Control
module.

Once the goals are specified, the workflow interaction between the different
modules of the AE allows the router to behave in an autonomic manner without
any human intervention. The behavior defines two levels of control over the
instrumented managed resources and the AE as a whole. The local control loop of
the AE (change Behavior-Configuration) allows reactive behavior, to situation
changes in the AE, to be enforced. Another general loop, called global control
loop permits to achieve a reflexive behavior in the AE (behavior changes)
according to more important changes in the context.

6 Experimentation

We have implemented a proof-of-concept prototype of an autonomous network
that exhibits self-configuring and self-optimizing behaviors in fulfilling high-level
goals. The aim of our prototype is mainly to demonstrate the ability of the net-
work to control its own behavior, without human intervention, while all the time
meeting the QoS requirements of heterogeneous user applications. The supported
applications are FTP, Voice over IP and MPEG Video streaming. Our deployed
test-bed, as shown in the fig.5, is composed of three routers (Edge Router ER1,
Core Router and Edge Router ER2), a Goal Server, an Application Server and
two client terminals supporting different types of applications (FTP, VoIP, Video
Streaming). In this example, we have used a simple application identification
technique based on a combination of layer 3 and 4 information (Port numbers
and IP Address).

The high-level goals are defined by an authorized authority using the Goal
Server (GS). The goals are specified to ask autonomic routers to adapt au-
tomatically their behavior and exhibit a self-configuration and self-optimizing
properties according to the applications that are running in the network and the
network capacity. In our scenario, the goal specification defines three behaviors
for the AEs: BE (Best Effort), PQ (Priority Queuing) and DiffServ (Differen-
tiated Service). The goal is enforced in the autonomic router using the GS.

Fig. 5. Test-bed Architecture
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This goal is interpreted by the autonomic router, which in turn enforces it lo-
cally i.e. execute corresponding low-level configurations, monitoring actions and
enforce the corresponding context rules. These rules define the local configu-
ration parameters of the router. More particularly, it defines the configuration
of each router interface in term of scheduler, queue management, and buffering
according to the context i.e. running applications streams, traffic load, etc.

At the starting of the experimentation, every router interacts with the GS to
download their associated goal. The goal specification contains (1) the behavior
specification of the autonomic router according to its role, (2) the applications
identification and QoS requirement specification. In our experimentation, we
have only two roles: Edge Router role and Core Router role. During time, an
autonomic router interacts with a peer autonomic router to exchange context
information, which allows him to have a global view of the network behavior and
reacts immediately when any change occurs (new application launch, per class
QoS degradation, etc.). The objective of this experimentation is to highlight the
capability of an autonomic router to evaluate a situation and react accordingly to
try to fulfill its assigned Goal. Figure 6 shows the evolution of the configuration
of Classes of Service (CS) as well as the distribution of bandwidth between
these classes. This evolution of the CS configuration corresponds also to a self-
adaptation of the autonomic router behavior. Once the initialization phase is
complete, all the routers initialize their behaviors to BE. This default behavior is
motivated by the existence of only one type of application stream in the network
(same priority); therefore only one class of service CS is needed (BE) to support
this application. All the available bandwidth is allocated to the BE class. During
time, ER1 detects the launch of a new application (VoIP application) through
its sensors and using its knowledge base identifies its Settings i.e. the targeted
QoS. Based on these properties, it determines the most accurate actions to adopt
in order to maintain the QoS objectives (reflexive behavior). This situation is
depicted in fig.6 at t=60 sec. At this instant, ER1 informs the peer Core router
about this new situation (cooperative behavior) so that they cooperatively find a
solution and take the most accurate actions. In this case, the cooperative decision
is to adopt the “PQ” behavior, which allows to support the QoS for two classes

Fig. 6. Experimental Results
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of application, one with low delay requirement and the other with best effort
requirement. The bandwidth distribution between the two classes is controlled
by a shaper, which ensures that the low priority class is not starved by the high
priority class. Thus, the routers synchronously change their behaviors from BE
to PQ.

ER1 continues to monitor any new application traffic using its sensors while
the Core router controls the aggregated QoS for each class of service. In the
case where it detects a high loss rate for the higher priority service class, it
sends a notification (PQ) to the ER1 and a reconfiguration automatically occurs
to redistribute the bandwidth between the two classes more efficiently. In the
same figure, we can see that at t=126 sec ER1 has detected the launch of a sec-
ond VoD application and immediately triggers a notification to inform the core
router. The later then reconfigures itself automatically by changing the band-
width distribution between the higher and the lower classes. At t=180 sec, a
new application with the highest priority is detected. Three types of application
are now running at the same time in the network. In order to maintain the QoS
objective of each application, three different classes of service are necessary. The
autonomic router’s behavior then changes automatically from “PQ” to “Diff-
Serv” and three classes of services are defined: Expedited Forwarding for VoIP;
Assured Forwarding for VoD and Default Class for Best Effort traffic.

For our prototype to have a global view of the network, a number of monitor-
ing sensors have been installed in the autonomic routers that collect information
about their behavior and their context. This information is collected by a mon-
itoring application and presents it in a useful manner to the administrator. The
monitoring application presents also a topology map of the autonomic network
as well as tables, statistics and graphs related to the autonomic routers’ behav-
ior, existing service classes, bandwidth occupation per class, and loss rate per
service class.

The objective of this experimentation was to highlight the adaptive behav-
ior of the routers based on the context. The tests have shown that the network
effectively has achieved the enforced goal through the local behavior adaptation
of AEs and their exchange of context information. Nevertheless, it is important
to note here that the objective was not to highlight the benefit of having three
types of scheduler in the network but rather the benefit of autonomous and co-
ordinated behavior-adaptation, causing automatic router re-configuration based
on the network context.

7 Conclusions and Perspectives

In this paper we have introduced an initial approach for introducing autonomous
capabilities into IP routers. The idea behind this work is to show that it is pos-
sible to model a goal in terms of a state machine that specifies the expected
behaviors from target autonomic elements in various situations. Conforming to
the goal, network elements take stand-alone decisions based on their local in-
formation collected from cooperative autonomic peers. We have extended the
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CIM in order to introduce the new concepts necessary to model a goal and we
have specified a global architecture based on a Goal Server (GS) and Autonomic
Elements (AE). We have implemented this concept in a small-scale test bed
that allowed us to validate some aspects of the model and highlight the AEs
autonomous behavior. The obtained results are very promising and have shown
that some aspects of autonomic networks are realizable and simplify the tedious
work of IP network configuration and optimization. However, this work should
be seen as a first step towards the achievement of a truly autonomic network.

In the future we aim to use our model for a large scale IP network where the
interactions and the behavior coordination between autonomic routers will be
more complex. We will consider the case of a unique domain or multiple over-
lapped autonomic domains fulfilling different goals. The modeling of autonomic
behavior and the introduction of cognitive and cooperative capabilities based
on a generic representation of the management context are certainly the most
important issues that we will address in future work.
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