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Preface

We are delighted to present the proceedings of the 7th IFIP/IEEE International
Conference on Management of Multimedia Networks & Services (MMNS).
The MMNS 2004 conference was held in San Diego, California, USA on October
4–6, 2004. As in previous years, the conference brought together an international
audience of researchers and scientists from industry and academia who are re-
searching and developing state-of-the-art management systems, while creating a
public venue for results dissemination and intellectual collaboration.
This year marked a challenging chapter in the advancement of management sys-
tems for the wider management research community, with the growing complex-
ities of the Internet, the proliferation of alternative wireless networks and mobile
services, intelligent and high-speed networks, scalable multimedia services, and
the convergence of computing and communications for data and voice delivery.
Contributions from the research community met this challenge with 84 paper
submissions; 26 selected high-quality papers were subsequently selected to form
the MMNS 2004 technical program. The diverse topics in this year’s program
included novel protocols in wireless systems, multimedia over wireless, mobility
management, multimedia service control, proactive techniques for QoS manage-
ment, MPLS traffic engineering and resiliency, distributed systems management,
scalable multimedia systems, and adaptive methods for streaming multimedia.
The conference chairs would first like to thank all those authors who contributed
to an outstanding MMNS 2004 technical program, second the Program Commit-
tee and Organizing Committee chairs for their support throughout the develop-
ment of the program and conference, third the worldwide experts who assisted
in a rigorous review process, and fourth the sponsors Intel Corporation, IFIP
and IEEE, without whose support we would not have had such a professional
conference. Last and certainly not least, we express grateful thanks to Marie
Dudek who was instrumental in helping to ensure a top-quality MMNS 2004.
We truly feel that this year’s proceedings mark another significant point in the
development of MMNS as a primary venue for the advancement of network and
service management, and also novel architectures and designs in technology and
network services, to enable multimedia proliferation.

October 2004 David Hutchison and John Vicente
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Abstract. The increase in the bandwidth of wireless channels and the comput-
ing power of mobile devices increase the interest in video communications over 
wireless networks. However, the high error rate and the rapidly changing qual-
ity of the radio channels can be devastating for the transport of compressed 
video. In motion compensated coding, errors due to packet losses are propa-
gated from reference frames to dependant frames causing lasting visual effects. 
In addition, the bounded playout delay for interactive video limits the effective-
ness of retransmission-based error control. In this paper, we propose a mecha-
nism that combines retransmission-based error control with path diversity in 
wireless networks, to provide different levels of protection to packets according 
to their importance to the reconstructed video quality. We evaluated the effec-
tiveness of the mechanism under different network conditions. Simulation re-
sults show that the mechanism is able to maintain the video quality under dif-
ferent loss rates, with less overhead compared to error control techniques that 
depend on reference frame updates. 

1    Introduction 

The increase in the bandwidth of wireless channels and the computing power of mo-
bile devices increase the interest in video communications over mobile wireless net-
works. However, in such networks there is no end-to-end guaranteed Quality of Ser-
vice (QoS) and packets may be discarded due to bit errors. Wireless channels provide 
error rates that are typically around 10-2, which range from single bit errors to burst 
errors or even intermittent loss of the connection. The high error rates are due to 
multi-path fading, which characterizes radio channels, while the loss of the connec-
tion can be due to the mobility in such networks. In addition, designing the wireless 
communication system to mitigate these effects can be complicated by the rapidly 
changing quality of the radio channel. 

The effect of the high error rates in wireless channels can be devastating for the 
transport of compressed video. Video standards, such as MPEG and H.263, use mo-
                                                           
*  Prepared through collaborative participation in the Communications and Networks Consor-

tium sponsored by the U.S. Army Research Laboratory under the Collaborative Technology 
Alliance Program, Cooperative Agreement DAAD19-01-2-0011. 

 



2      Ahmed Abd El Al et al. 

tion-compensated prediction to exploit the redundancy between successive frames of 
a video sequence [1]. Although motion-compensated prediction can achieve high 
compression efficiency, it is not designed for transmission over lossy channels. In this 
coding scheme the video sequence consists of two types of video frames: intra-frames 
(I-frames) and inter-frames (P- or B-frames). I-frame is encoded by only removing 
spatial redundancy present in the frame. P-frame is encoded through motion estima-
tion using preceding I- or P-frame as a reference frame. B-frame is encoded bi-
directionally using the preceding and succeeding reference frames. This poses a se-
vere problem, namely error propagation (or error spread), where errors due to packet 
loss in a reference frame propagate to all of the dependent frames leading to percepti-
ble visual artifacts that can be long-lasting.  

Different approaches have been proposed to tackle the error propagation problem. 
One approach is to reduce the time between intra-coded frames, in the extreme case to 
a single frame. Unfortunately, I-frames typically require several times more bits than 
P- or B-frames. While this is acceptable for high bit-rate applications, or even neces-
sary for broadcasting, where many receivers need to resynchronize at random times, 
the use of the intra-coding mode should be restricted as much as possible in low bit 
rate point-to-point transmission, as typical for wireless networks. The widely varying 
error conditions in wireless channels limit the effectiveness of classic Forward Error 
Correction (FEC), since a worst-case design would lead to a prohibitive amount of 
redundancy. Closed-loop error control techniques like retransmission have been 
shown to be more effective than FEC and successfully applied to wireless video 
transmission. But for interactive video applications, the playout delay at the receiver 
is limited, which limits the number of admissible retransmissions [2].  

In this paper, we propose a mechanism to provide error resilience to interactive 
video applications in wireless networks. The mechanism extends retransmission-
based error control with redundant retransmissions on diverse paths between the 
sender and receiver. The mechanism factors in the importance of the packets as well 
as the end-to-end latency constraints to minimize the overhead and maximize the 
quality at the receiver. Our simulation results indicate that the proposed mechanism 
performs significantly better than reference frame update schemes in terms of per-
ceived quality measured at the receiver as well as the transmission overhead.  

This paper is organized as follows. Section 2 provides a review for related works. 
The proposed mechanism is presented in Section 3. Section 4 discusses the mecha-
nism implementation. Section 5 presents experiments that we performed to examine 
the proposed mechanism and to compare it to reference frame update error control 
mechanism. Finally, conclusions are outlined in Section 6. 

2   Related Work 

Analysis for the effects of packet loss on the quality of MPEG-4 video is presented in 
reference [3], which also proposes a model to explain these effects. The model shows 
that errors in reference frames are more detrimental than those in dependant frames, 
due to propagation of errors, and therefore reference frames should be given a higher 
level of protection. 

Forward error correction (FEC) has been proposed to provide error recovery for 
video packets by adding redundant information to the compressed video bit-stream so 
that the original video can be reconstructed in presence of packet loss. Reference [4], 
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presents Priority Encoding Transmission (PET) where different segments of video 
data are protected with redundant information according to their priority, so that in-
formation with higher priority can have a higher chance of correct reception. Typical 
FEC schemes are stationary and must be implemented to guarantee a certain QoS 
requirement for the worst-case channel characteristics. Due to the fact that wireless 
channel is non-stationary, and the channel bit error rate varies over time, FEC tech-
niques are associated with unnecessary overhead that reduces the throughput when the 
channel is relatively error free.  

Unlike FEC, which adds redundancy regardless of correct receipt or loss, reference 
[5] proposes retransmission-based error control schemes, such as Automatic Repeat 
Request (ARQ), for real time data. Retransmission-based schemes resend only the 
packets that are lost, thus they are adaptive to varying loss characteristics, resulting in 
efficient use of network resources. However, retransmission schemes are limited by 
the receiver’s playout delay, as well as the Round Trip Time (RTT). Reference [6] 
presents Time-Lined TCP (TLTCP), which extends the TCP retransmission to support 
time-lines. Instead of treating all data as a byte stream TLTCP allows the application 
to associate data with deadlines.  

An overview on different error concealment mechanisms proposed to minimize the 
visible distortion of the video due to packet loss is presented in [7]. Error concealment 
techniques depend on the smoothness property of the images as well as that the hu-
man eye can tolerate distortion in high frequency components than in low frequency 
components. Reference [2] shows that detectable artifacts can still exist after the error 
concealment, and that the degree of these artifacts depends on the amount of lost data, 
the type of the stream and the effectiveness of the concealment algorithm. High-
quality concealment algorithms require substantial additional computation complex-
ity, which is acceptable for decoding still images but not tolerable in decoding real-
time video. In addition, the effectiveness of concealment depends on the amount and 
correct interpretation of received data, thus concealment becomes much harder with 
the bursty losses in wireless channels.  

Error-resilient encoding, such as Multiple Description Coding (MDC) and Layered 
Coding (LC), are proposed to combat channel-induced impairments. MDC generates 
multiple equally important, and independent substreams, also called descriptions [8]. 
Each description can be independently decoded and is of equal importance in terms of 
quality, i.e. there is no decoding dependency between any two of the descriptions. 
When the decoder receives more descriptions, the quality can be gradually increased 
no matter which description is received. LC generates one base-layer bitstream and 
several enhancement-layer bitstreams [9]. The base-layer can be decoded to provide a 
basic video quality while the enhancement-layers are mainly used to refine the quality 
of the video that is reconstructed from the base-layer. If the base-layer is corrupted, 
the enhancement-layers become useless, even if they are received perfectly.  

3   Prioritized Retransmission over Diverse Paths 

The ability to successfully decode a compressed bitstream with inter-frame dependen-
cies depends heavily on the receipt of reference frames, and to a lesser degree on 
dependent frames. Thus, we propose a mechanism to provide adaptive end-to-end 
unequal error protection for packets belonging to different frames, without sacrificing 
the timely-delivery requirement for interactive video. We achieve the unequal error 
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protection through redundant retransmissions over diverse paths between the sender 
and receiver, based on the importance of the packets. There are several ways to set up 
multiple diverse paths in a wireless network. In single hop wireless network a mobile 
node would need to establish channels to multiple base stations. In a multi-hop wire-
less network, routing protocols can utilize the mesh structure of the network to pro-
vide multiple loop-free and maximally disjoint paths. Due to the statistical independ-
ence of the packet loss events over different paths, by re-transmitting the packets over 
separate paths, we are maximizing the probability that at least one packet is received 
error-free, in least number of retransmissions. With a network loss rate l, the error rate 
can be reduced to 

Error Rate = l
L
i iM∑+ =11

 (1) 

where L is the maximum number of retransmission trials, which is typically deter-
mined by the initial playout delay in the receiver as well as the round-trip delay. Mi is 
the number of retransmission copies during the ith retransmission, which depends on 
the importance of the retransmitted data to the reconstructed video quality. The 
maximum number of copies MAX(Mi) is equal to the number of available paths be-
tween the sender and receiver.  

The scheme is adaptive in the sense that the retransmission overhead will only be 
added when there is loss in the stream, and the degree of the overhead is proportional 
to the importance of the lost packets. To ensure in-time delivery of retransmitted 
packets, and to prevent retransmitting expired packets, the retransmission is con-
trolled by the packet lifetime, as well as estimate(s) of the path delays.  

The priority for each data unit in the stream is determined by the application. Thus 
in the context of motion compensated coding, the application can assign higher prior-
ity for I-frames data, than P- or B- frames data. Also P-frames might be assigned 
varying priority levels, since P-frames that are closer to the preceding I-frame are 
more valuable for preserving picture quality than later P-frames in the group of pic-
tures (GOP). The prioritization scheme can also be applied on the macroblock basis in 
coding schemes which provides the encoder with the flexibility to select the coding 
mode, i.e. intra or inter coding, on the macroblock level [10].  

4   Implementation 

We implemented the mechanism as a sub-layer above Real Time Protocol (RTP) [11]. 
Fig. 1 shows the system architecture. We refer to this sub-layer as Multiple Path-RTP 
(MP-RTP).  

MP-RTP is responsible for: 

1. Maintaining the reliability level and the lifetime for each packet, as well as im-
plementing delay constrained retransmission,  

2. Monitoring the status of the available paths, and selecting the suitable path(s) for 
packet retransmission.  

For each video frame, the sending application assigns a priority level, which is 
based on the frame’s importance to the reconstructed video quality. I-frames are as-
signed higher reliability level than P- or B- frames. Also P-frames are assigned vary-
ing reliability levels based on their location in the GOP. In addition, the sending ap-
plication calculates the lifetime for each video frame N, TL(N),  as follows: 
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Fig. 1. System architecture. 

TL(N)  = TR(N) + DS        (2) 

where TR(N) is an estimate for the rendering time of frame N at the receiver, and DS  is 
a slack term to compensate the inaccuracies in estimating the One-Way-Delay (OWD) 
from the sender to the receiver, as will be discussed later, as well as the receiver’s 
processing delay. Assuming that there is no compression and/or expansion of total 
display time at the receiver, the rendering time for frame N, TR(N), is calculated as 
follows: 

TR(N) = T0 + TD  + N / R (3) 

where T0 is the video session initiation time, TD is the receiver’s playout delay, which 
determines the rendering time for the first frame in the sequence. Playout delay can be    
obtained from the receiver during the session initiation. R is the frame rate. As the 
MP-RTP sub-layer receives a frame it fragments it, if required, into multiple packets, 
then RTP headers are added and the packets are sent to the receiver. In addition, a 
copy of each packet is kept in a retransmission buffer, along with its lifetime and 
priority. Typically, all the packets within one frame will have the same lifetime and 
priority. MP-RTP clears packets from the retransmission buffer, as it receives the 
Real Time Control Protocol-Receiver Reports (RTCP-RR), which are sent regularly 
from the receiver, indicating the highest sequence number received, as well as other 
information regarding the quality of the received stream [11]. Initially, packets are 
sent on a primary path with the receiver, selected by the sender during the session 
initiation. 

The MP-RTP at the receiver is responsible for sending retransmission requests to 
the sender as soon as it detects a missing packet. The format of the retransmission 
request, shown in Fig. 2, is similar to RTCP-RR [11], except that it is extended to 
include the 32 bits sequence number of the missing packet. As the retransmission 
request is susceptible to losses, the MP-RTP retransmits these reports on different 
paths to the sender. 

MP-RTP uses Heartbeat packets, shown in Fig. 3.a, to maintain an estimate for the 
RTT of the available paths. The RTT estimate is an exponential average of current and 
past RTT measurements. Each heartbeat packet includes a time stamp indicating the 
transmission time. The MP-RTP at the receiver responds to the heartbeat packet by 
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sending a Heartbeat-Acknowledgment packet, shown in Fig. 3.b, on the same path 
from which the heartbeat was received. The heartbeat-acknowledgement includes a 
copy of the timestamp in the corresponding heartbeat packet. The RTT estimates are 
used to obtain an approximation for the paths OWD, i.e., OWD ≈ RTT  / 2. The appli-
cation can compensate the inaccuracies in the OWD approximation as it assigns the 
frames lifetime, as shown in equation 2. In addition, MP-RTP uses the RTT estimates 
to switch the primary path, which can break due to the mobility in the wireless net-
work. To minimize the interruption for the interactive video session, as the primary 
path RTT increases beyond a certain threshold, MP-RTP sets the alternative path with 
the shortest RTT to be the primary path. The switching threshold can be based on the 
maximum delay allowed for the interactive video application. Currently, we are using 
a fixed value for the switching threshold. In future work, we are planning to investi-
gate techniques to dynamically adapt the value of the switching threshold. 

    
 (a) (b) 

Fig. 3. (a) Heartbeat packet  (b) Heartbeat acknowledgement packet. 

As soon as the sender receives a retransmission request, it performs the following 
algorithm: 
1. If the lost packet has a low priority, go to step 2, otherwise go to step 3 
2. Check the round trip time estimate RTTi for all the available paths, maintained 

using heartbeat packets. Select the retransmission path i with the minimum OWDi, 
such that the following condition holds: 

Tc +  OWDi    < TL(j) (4) 

where Tc  is the current time at the sender and TL(j) is the lifetime for frame j, to 
which the retransmitted packet belongs.  

 

Fig. 2. Extended RTCP-RR to include the missing sequence number. 
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3. For high priority packets, the sender selects all the available path(s) that satisfies 
condition 4, and retransmits the packet on these paths simultaneously. 

By controlling the retransmission through the frames lifetime, as well as esti-
mate(s) of the path(s) delay, MP-RTP prevents retransmission of expired packets 
while trying to meet the frames lifetime constraint. If no path(s) is suitable in step 2 or 
3, the retransmission is discarded, as the packet will not be received before the render-
ing time for the frame to which it belongs. At the same time the upper layer applica-
tion is notified about the dropped packet to allow the encoder to utilize schemes, such 
as error tracking, to limit the error propagation [2]. 

5   Performance Analysis 

In order to examine the performance of the proposed mechanism, we implemented the 
mechanism in OPNET simulation and modeling tool [12]. We simulated a Multi Path 
Transport (MPT) system, with configurable number of single hop paths between the 
sender and receiver. For simplicity we assumed that the paths are identical in terms of 
available bandwidth, equal 2.0 Mbps. A two-state model Markov model, shown in 
Fig. 4, is used to simulate the bursty packet loss behavior in wireless channels [13]. 

 

Fig. 4. A two-state Markov model to simulate burst packet losses. 

The two state model, which is often referred to as Gilbert channel model, has been 
shown to be able to effectively capture the bursty packet loss behavior of the wireless 
channels. The two states of this model are denoted as Good (G) and Bad (B). In state 
G, packets are received correctly whereas, in state B, packets are assumed to be lost. 
This model can be described by the transition probabilities p from state G to B and q 
from state B to G. The average packet loss rate (PLR) is: 

Average PLR = 
qp

p
+

              (5) 

We vary the error characteristics for channel i by appropriately controlling the 
channel Good and Bad durations, according to an exponential distributions with aver-
ages pi and qi, respectively. Delay for channel i is modeled by an exponential distribu-
tion with the mean delay Di = 30 msec. We set the path maximum transfer unit 
(MTU) of 400 bytes for all the paths. The heartbeat interval is set to 150 msec.  

To generate the video sequence used in our simulation, we used open source XviD 
MPEG-4 compliant video codec [14]. Sixty seconds of a high motion video sequence 
(football match) are encoded at 15 frames per second (fps), which results in a se-
quence of 900 frames. The frame resolution is quarter common intermediate format 
(QCIF, 176 x 144 pixels), which is the most common format at low bit rates, and the 
coding rate is 200 Kbps. We repeated our experiments with limited motion video 
sequence (TV news) and we get similar results to that shown here. We limited the 
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playout delay at the receiver to 100 msec., to represent an interactive video applica-
tion. We set the switching threshold, discussed in Section 4, to 200 msec. We selected 
this value because given the channel delays and the playout delay at the receiver, 
having the RTT of the primary path higher than this threshold will result in all frames 
arriving later than their rendering time at the receiver and will be discarded. 

The average Peak Signal to Noise Ratio (PSNR) is used as a distortion measure of 
objective quality. PSNR is an indicator of picture quality that is derived from the root 
mean squared error (RMSE). Without transmission losses, the average PSNR of the 
decoded frames for the video sequence used in our performance study is 27 dB. 

After obtaining a transmission trace of a video sequence, we run the decoder on the 
trace to measure the image distortion due to packet losses, using the PSNR. In order 
to generate statistically meaningful quality measures, for each simulation scenario we 
repeated the experiment ten times with different seeds. The presented PSNR values 
are the average of the ten experiments.  

In our performance study we set the application to choose I-frames and half of the 
P-frames starting from the I-frame in a GOP to be high priority frames, while other 
frames are set to low priority frames. 

5.1   Effect of Packet Loss Rate on Video Quality 

We tested MP-RTP using two diverse paths, namely path 0 and path 1, between the 
sender and the receiver. Path 0 was selected as the primary path during the video 
session initiation. The channel average packet loss rates for path 0 and path 1 were set 
to 0.2 and 0.1 respectively. We set the encoder so that the I-frame update period, i.e. 
interval between two consecutive I-frames, equal 3 seconds. Fig. 5 shows the PSNR 
for each frame in the video sequence. For comparison we repeated the experiment 
using the retransmission scheme with single path retransmissions, where missing 
packets are retransmitted on a single path selected randomly from the paths between 
the sender and receiver. As can be shown from the figure that the redundant retrans-
mission scheme is able to maintain the video quality, at high packet loss rates. On the 
other hand, with the single path retransmission scheme, the video quality can be 
dropped for long durations due to loss of packets in reference frames, and under the 
high loss rate retransmitted packets can also be lost, leading to error propagation in 
the following dependent frames up to the next I-frame. Although the sender can keep 
retransmitting the packet, the receiver will discard these retransmissions, as they ar-
rive after the frame rendering time.  

Fig. 6, shows the average PSNR over the whole sequence versus different channel 
average packet loss rates for the primary path, i.e. path 0. The channel average packet 
loss rate for path 1 is set to 0.1. We repeated the same experiment with different I-
frame update periods. For our mechanism we used an I-frame update period equal 3 
seconds. As can be seen in Fig. 6, the single path retransmission scheme achieves a 
similar performance to MP-RTP only when the I-frame frequency is increased more 
than three times to one every 15 frames. As the I-frames have larger sizes than P- and 
B-frames, increasing the I-frame frequency for the same bit rate translates to reduced 
video quality since bits are now wasted to code I-frames. If the I-frame frequency is 
set to one in 45 frames for the single path case, it can be seen that the quality deterio-
rates rapidly.  
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Fig. 5. PSNR versus frame number. 

 
Fig. 6. Average PSNR versus average packet loss rate. 

Again this is mostly due to losses in reference frames, as a result of the high packet 
loss rate and the bounded delay for interactive video. The errors are propagated from 
reference frames to the following frames up to the next I-frame. On the other hand, 
redundant retransmissions over diverse paths ensures that in the single retransmission 
allowed at least one copy of the packet will be received, preventing the error propaga-
tion. 

5.2   Effect of Changing the Number of Paths 

We tested the redundant retransmission mechanism with different number of paths 
between the sender and receiver. In all experiments the I-frame update period is equal 
3 seconds.  

We varied the channel average packet loss rate on the primary path, i.e. path 0, 
from 0.05 to 0.3. We represented the independent packet losses for the other paths, 
i.e. paths 1-3, by choosing different channel average packet loss rates 0.01, 0.1 and 
0.2 respectively. As can be seen from Fig. 7, with a single path the quality deteriorates 
at high packet loss rates, due to error propagation. But, with MP-RTP, increasing the 
number of paths between the sender and the receiver, improves the quality due to the 
independent loss characteristics of the paths, which increases the probability that the 
retransmitted packets will be received before their deadline.  
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Fig. 7. Average PSNR versus number of paths. 

5.3   Redundant Retransmission Overhead 

In this experiment, we compared the overhead of MP-RTP, due to the redundant re-
transmissions and heartbeats, to the overhead of error control mechanisms that depend 
on increasing the I-frame frequency to limit the error propagation. 

We define the overhead ratio to be the total number of bytes sent in I-frame update 
scheme to the total number of bytes sent in MP-RTP, to attain a given video quality 
represented by the average PSNR. In order to calculate the maximum overhead for 
MP-RTP, we used 3 paths. We varied the channel average packet loss rate for the 
primary path, path 0, while the channel average packet loss rates for the other paths, 
path 1 and path 2, were set to 0.1 and 0.2 respectively. 

Fig. 8 shows the overhead ratio for average PSNR equal 23 dB. As was shown be-
fore, the single path retransmission case required an I-frame frequency of almost 1 per 
second, while the MP-RTP required 1 per 3 seconds, for a video quality of around 23 
dB. It can be seen from the figure that the overhead of our mechanism is less than that 
for the I-frames update scheme. The reason behind this is that the redundant retrans-
mission mechanism implemented in MP-RTP is adaptive, in the sense that it only 
adds the retransmission overhead when there is loss in the video stream. In addition, 
the degree of the overhead is proportional to the importance of the lost packets. Al-
though heartbeat packets are periodically sent, they have less contribution to the over-
head, as they are small in size compared to the size of video frames. 

 
Fig. 8. Overhead ratio versus average packet loss rate on the primary path. 
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6   Conclusion 

The nature of video encoded using motion compensation requires higher protection 
for reference frames than dependent frames, otherwise errors due to packet losses in 
reference frames propagate to dependent frames. Interactive video complicates the 
problem by bounding the time available for the error control. To tackle these prob-
lems, we propose a mechanism to provide unequal error protection to data within the 
video stream according to their importance to the reconstructed video quality. The 
unequal error protection is realized through extending the classic retransmission based 
error control, with redundant retransmissions on diverse paths, in order to increase the 
probability that at least one of the retransmitted packets arrive at the receiver in less 
number of retransmissions. The degree of redundant retransmission depends on the 
reliability level required for the data within the retransmitted packet. A delayed con-
strained retransmission, based on the packet lifetime and estimate of the delay from 
the sender to receiver, is used to prevent re-transmitting expired packets. We imple-
mented the proposed mechanism as an extension to RTP, refereed to as Multi Path - 
RTP (MP-RTP). Performance results show that the mechanism is able to provide a 
good quality for interactive video under different packet loss rates. In addition, com-
paring the transmission overhead of the mechanism to the overhead of reference 
frame updates error control mechanism, it is shown that for a given video reconstruc-
tion quality MP-RTP has less overhead, which is an important feature required in 
wireless networks.  

Disclaimer 

The views and conclusions in this document are those of the authors and should not 
be interpreted as representing the official policies, either expressed or implied, of the 
Army Research   laboratory or the U.S. Government. 

References 

1. International Organization for Standardization, Overview of the MPEG-4 Standard. (1999) 
2. Girod, B., Farber, N.: Feedback-Based Error Control for Mobile Video Transmission. Pro-

ceedings of the IEEE, special issue on video for mobile multimedia, Vol. 97, No. 10, 
(1999) 1707-1723 

3. Feamster, N., Balakrishnan, H.: Packet Loss Recovery for Streaming Video. International 
Packet Video Workshop (2002)  

4. Albanese, A., Blomer, J., Edmonds, J., Luby, M., Sudan, M.: Priority Encoding Transmis-
sion. IEEE Transactions on Information Theory, Vol. 42, No. 6 (1996) 

5. Dempsey, B.: Retransmission-Based Error Control for Continuous Media in Packet 
Switched Networks. Ph.D. thesis, University of Virginia (1994) 

6. Mukherjee, B., Brecht, T.: Time-lined TCP for the TCP-friendly Delivery of Streaming 
Media. International Conference on Network Protocols (ICNP) (2000) 

7. Wang, Y., Zhu, Q.: Error Control and Concealment for Video Communications: A Review. 
Proceedings of IEEE, Vol.86, No. 5 (1998) 

8. Goyal, V.: Multiple Description Coding: Compression Meets the Network. IEEE Signal 
Processing Magazine, Vol. 18 (2001) 74-93 



12      Ahmed Abd El Al et al. 

9. Lee, Y., Kim, J., Altunbasak, Y., Mersereau, R.: Layered Coded vs. Multiple Description 
Coded Video over Error Prone Networks. Signal Processing: Image Communication, Vol. 
18 (2003) 337-356 

10. ITU-T Recommendation, H.263, in Video Coding for Low Bitrate Communication (1997)  
11. Schulzrinne H., Casner S., Frederick, R., Jacobson, V.: RTP: A Transport Protocol for 

Real-Time Applications. RFC 3550 (2003) 
12. Opnet Simulation and Modeling Tool, www.opnet.com. 
13. Gilbert, E.: Capacity of a burst-noise channel, Bell System Technical Journal, Vol. 39, No. 

9 (1960)  1253-1265 
14. XviD MPEG-4 video codec, www.xvid.org 



J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 13–25, 2004. 
© IFIP International Federation for Information Processing 2004 

A Bandwidth-Efficient Application Level Framing 
Protocol for H.264 Video Multicast over Wireless LANs 

Abdelhamid Nafaa, Yassine Hadjadj Aoul, Daniel Negru, and Ahmed Mehaoua 

University of Versailles, CNRS-PRiSM Lab. 
45, av. des Etats Unis 78035, Versailles, France 
Tel: +33 1 39 25 40 59, Fax: +33 1 39 25 40 57 
{anaf,yana,dan,mea}@prism.uvsq.fr 

Abstract. Optimizing wireless bandwidth utilization is one of the numerous 
challenges in wireless IP multimedia systems design. This paper describes and 
evaluates the performance of a novel Application Level Framing protocol for 
efficient transmission of H.264 video over error-prone wireless IP links. The 
proposed ALF protocol introduces an innovative loss spreading scheme for 
video streaming services which is based on (i) a bandwidth-efficient adaptive 
H.264 video fragmentation and (ii) an unequal-interleaved protection for im-
proving FEC efficiency. Both video fragmentation and interleaving are coordi-
nated in a frame-based granularity providing bounded end-to-end delays. Per-
formance evaluation results show that the proposed protocol allows graceful 
video quality degradation over error-prone wireless links while minimizing the 
overall bandwidth consumption and the end-to-end latency. 

1   Introduction 

Wireless communication technology has gained widespread acceptance in recent 
years. The IEEE 802.11b 1 standard has led wireless local area networks (LANs) into 
greater use, providing up to 11 Mbps of shared bandwidth. With such high bandwidth, 
the demand for supporting time-sensitive traffic applications, such as video-on de-
mand and interactive multimedia, in wireless LANs has been increasing. Meanwhile, 
the recently adopted ITU-T H.264 standard 2 (known also as ISO/IEC International 
Standard 14496 Part 10) achieves efficient video encoding and bandwidth savings. 
H.264 experts have taken into account transmission over packet based networks in the 
video codec design from the very beginning. The overall performance of H.264 is as 
such that bit rate savings of 50% or more, compared to the current state of technology, 
are reported. Digital Satellite TV quality, for example, was reported to be achievable 
at 1.5 Mbit/s, compared to the current operation point of MPEG-2 video at around 3.5 
Mbit/s. In this paper, we investigate H.264 video multicast communications over 
IEEE 802.11b wireless LAN. Though the proposed protocol is network independent 
and can support various media types as well.  

In previous work 3, 4, we have addressed wireless video communication issue 
from an application point of view. Thus, we proposed a multimedia elementary 
streams classification and aggregation that provides wireless bandwidth savings and 
packet loss tolerance. However, the intrinsic wireless link characteristics involve 
unpredictable burst errors that are usually uncorrelated with the instantaneous avail-
able bandwidth. The resulting packet losses and bit errors can have devastating effects 
on multimedia quality. To overcome residual BER (Bit Error Rate), error control 
mechanisms of video streams is generally required. Error control mechanisms are 
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popular on dealing with packet loss and delay over bandwidth limited fading wireless 
channels. Such mechanisms involve Forward Error Correction (FEC), Automatic 
Retransmission ReQuest (ARQ), and error resilience tools. FEC has been commonly 
suggested for real-time applications due to (i) its proven scalability for multicast 
communications and (ii) the strict delay requirements of media streams. 

Typical communications over wireless networks involve high bit error rates that 
translate to correlated adjacent packets losses. In this case, the classical adaptive FEC 
approaches 5, 6, can be inefficient since they involve an excessive bandwidth usage. 
Actually, such approaches use FEC to protect consecutive original data packets, 
which reduce its effectiveness against burst packets losses. This often implies trans-
mitting additional FEC packets to overcome the increasing BER. Hence, we propose a 
novel low-delay interleaved FEC protection scheme. The idea is to spread the burst 
loss before FEC recovering, so that the burst loss manifests itself as a number of dis-
joint packet losses in the FEC-recovered data stream. This process first consists of 
adaptively fragmenting the H.264 Frames in order to achieve a better link utilization. 
The second phase is based on the application of an unequal-interleaved media packet 
protection, which takes into account the H.264 video Frames relevance. Thus, our 
protocol minimizes burst errors consequences, as well as the video distortion at re-
ceivers’ side, while minimizing the overall bandwidth consumption. 

The remainder of this paper is as follows. Section 2 investigates reliable H.264 
video multicasting over Wireless LAN. Then, the proposed protocol is presented in 
Section 3. Section 4 is devoted to the performance evaluation. Finally, Section 5 con-
cludes the paper. 

2   Related Works on H.264 Streaming over Wireless LAN 

2.1   H.264 over Wireless IP Networks 

A new feature of H.264 design 7 resides in the introduction of a conceptual separation 
between Video Coding Layer (VCL), which provides the core high-compression rep-
resentation of the video picture content, and Network Adaptation Layer (NAL), which 
packages that representation for efficient delivery over a particular type of network.  

The H.264 NAL design provides the ability to customize the format of the VCL 
data for delivery over a variety of particular networks. Therefore, a unique packet-
based interface between the VCL and the NAL is defined. The packetization and 
appropriate signaling are part of the NAL specification, which is not necessarily part 
of the H.264 specification itself. For the transmission of video over WLANs with 
limited bandwidth and transmission power resources, the necessity for high compres-
sion efficiency is an obvious task. Besides, adaptation of the video data to the network 
fluctuation is an additional important task due to special properties of the wireless 
channel. These two design goals, compression efficiency and network friendliness, 
motivate the differentiation between the VCL for coding efficiency and the NAL to 
take care of network issues. In the H.264 framework, all information that was tradi-
tionally conveyed in sequences, group-of-picture, or picture headers is conveyed out 
of band. During the setup of the logical channel the capability exchange takes place. 
This procedure was already subject to many discussions within H.264, and it was 
agreed that a simple version/profile/level concept should be used; current work in the 
IETF 9 is underway to enable such features. 
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2.2   Reliable Multicast Communications over Wireless LAN 

In order to reliably communicate over packet-erasure channels, it is necessary to exert 
some form of error control 8. Two classes of communication protocols are used in 
practice to reliably communicate data over packet networks: synchronous and asyn-
chronous. Asynchronous communication protocols, such as ARQ operates by dividing 
the data into packets and appending a special error check sequence to each packet for 
error detection purposes. The receiver decides whether a transmission error occurred 
by calculating the check sequence. For each intact data packet received in the forward 
channel, the receiver sends back an acknowledgement. While this model works very 
well for data communication, it is not suitable for multimedia streams with hard la-
tency constraints. The maximum delay of the ARQ mechanism is unbounded, and in 
the case of live streaming it is necessary to interpolate late-arriving or missing data 
rather than insert a delay in the stream playback. In synchronous protocols (i.e. FEC-
based protocols), the data are transmitted with a bounded delay but generally not in a 
channel adaptive manner. The FEC codes are designed to protect data against channel 
losses by introducing parity packets. No feedback channel is required. If the number 
of lost packets is less than the decoding threshold for the FEC code, the original data 
can be recovered perfectly.  

ARQ-based schemes are not appropriate for the multicast case for three reasons: (i) 
ACK explosion, that scales with the multicast group size; (ii) for significant loss rate, 
each user will require frequent packet retransmissions that are probably useless for the 
other multicast clients; and (iii) unbounded data transmission delays. Hence, using a 
FEC-based error control seems to be more appropriate for real time multicast com-
munication. 

The IEEE 802.11 standard 1 uses the same logical link layer as other 802-series 
networks (including the 802.3 wired Ethernet standard), and uses compatible 48-bit 
hardware Ethernet addresses to simplify routing between wired and wireless net-
works. As in the wired Ethernet, corrupted packets are dropped at the link layer (i.e. 
the packets with bit errors are unavailable to a multimedia application). The commu-
nication is complicated by the inability of radio transceivers to detect collisions as 
they transmit, and the potential for devices outside the network to interfere with net-
work transmissions. Communication is also hampered by the hidden node problem. 
Therefore, the IEEE 802.11b standard uses a complex MAC protocol to cope with 
these wireless communication specificities. The basic medium access protocol is a 
DCF (Distributed Coordination Function) that allows medium sharing through the use 
of CSMA/CA (Carrier Sense Medium Access / Collision Avoidance). In addition, all 
directed traffic uses immediate positive acknowledgment (ACK frame) where re-
transmission is scheduled by the sender if no ACK is received. That is, within IEEE 
802.11b unicast communications, all wireless data frames are acknowledged by the 
receiver. Furthermore, each retransmission introduces an additional latency due to 
triggering of the collision avoidance routine. The sender uses limited retransmission 
persistence, so the data can be dropped at the source after several retransmission at-
tempts.  In case of multicast or broadcast traffic, however, the data packets are not 
acknowledged, and hence no retransmission is performed on the MAC/Logical link 
layer; this mode of communication reduces transmissions delays while making com-
munications less reliable. 
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2.3   Specific Related Works 

Nowadays, most of the reliable multicast video distribution protocols propose the use 
of ARQ (see 10 and references therein). Besides, FEC for multicast streaming of 
different characteristic have been extensively studied in the literature 6, 12. In a mul-
ticast scenario, to tackle the problem of heterogeneity and to ensure graceful quality 
degradation, the use of multi resolution-based scalable bitstreams has been previously 
suggested in 10 and 13. These approaches are, however, dedicated to multilayer video 
coding throughout their design.  

In wireless communications, packet loss can exhibit temporal dependency or 
burstiness. For instance, if packet n is lost, packet n + 1 is also likely to do so. This 
translates to burstiness in network losses, which may worsen the perceptual quality 
compared to random losses at the same average loss rate. As a consequence, the per-
formance of FEC is affected, e.g., percentage of packets that cannot be recovered. 
Moreover, the final loss pattern after FEC recovering could be even burstier due to the 
dependency between losses, which affects audio/video quality and effectiveness of 
loss concealment. In order to reduce burst loss, redundant information has to be added 
into temporally distant packets, which introduces even higher delay. Hence, the repair 
capability of FEC is limited by the delay budget 14. Another sender-based loss recov-
ery technique, interleaving, which does not increase the data rate of transmission, also 
faces the same dilemma. The efficiency of loss recovery depends on over how many 
packets the source packet is interleaved and spread. Again, the wider the spread, the 
higher the introduced delay. 

In this paper, we introduce a novel technique that combines reliability and effi-
ciency advantages of both interleaving and FEC coding. Our proposal is based on an 
adaptive H.264 streams fragmentation coordinated with an unequal-interleaved pro-
tection scheme. Thus, we improve the error resiliency while minimizing the overall 
bandwidth consumption and still meeting the delay constraints. 

3   Unequal Interleaved FEC Protocol  
for Reliable Wireless Video Multicasting 

3.1   Adaptive H.264 Video Fragmentation and Packetization 

Basically, mobile devices are hand-held and constrained in processing power. In addi-
tion, the mobile environment is characterized by harsh transmission conditions in 
terms of fading and multi-user interference, which results in time- and location-
varying channel conditions. Therefore, a mobile video codec design must minimize 
terminal complexity while still remaining efficient. Consequently, in our work we 
specially focus on H.264 Baseline Profile to reduce the receiver’s decoder complex-
ity. In this H.264 coder release the data partitioning features are not enabled. 

Internally, the NAL uses NALU (NAL Units) 9. A NAL unit consists of a one-byte 
header and the payload byte string. A complete separation between the VCL and the 
NAL is difficult to obtain because some dependencies exist. The packetization proc-
ess is an example: error resilience, in fact, is improved if the VCL is instructed to 
create slices of about the same size of the packets and the NAL told to put only one 
slice per packet. The error resilience characteristics of the transmission will take profit 
of it because all the data contained in a certain packet can be decoded independently 
from the others. Note that in H.264, the subdivision of a Frame into slices has not to 
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be the same for each Frame of the sequence; thus the decoder can flexibly decide how 
to make the slices. However, they should not be too short because a decrease of the 
compression ratio would occur for two reasons, i.e. the slice headers would reduce the 
available bandwidth and the context-based entropy coding would become less effi-
cient. Moreover, in wireless channels, the size of transmitted packets influences its 
error probability; longer packets are more likely to contain transmission errors 1516. 
In this paper the trade-off involved in the packet creation process will be investigated, 
studying the performances of the video transmission as a function of the packet size. 
Actually, we try to find, for each Frame to be transmitted, the optimal slice size that 
maximizes the bandwidth utilization taking into account the fluctuating wireless link 
conditions (it is assumed that a NALU corresponds to a Slice). 

Let FRAMEsize be the Frame size, S the packet size in bytes, oh the header size in 
bytes and Lr the wireless channel loss rate. The link utilization, U, is then given by 
(1). U represents the original video data over the transmitted data (i.e. including the 
FEC redundancy). 
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Where, ohSNALUsize −= and MTUSoh ≤≤+1  In Fig. 1, U is plotted against S for 
FRAMESize=10000 and oh=40 at four different loss rates (i.e. Lr = {0, 0.05, 0.2 and 
0.3}). 

 
Fig. 1. Correlation between packet size and link utilization. 

Fig. 1 depicts the wireless channel utilization for different packet loss rates. It is 
quite obvious that a small packet size provides better performance when the channel 
loss rate is too high. In the other hand, systematically choosing a small packet size 
does not necessarily give good channel utilization. Now, it is readily realized that the 
maximum of the utilization function is obtained by resolving the equation for S. Thus, 
NALUSize is determined for each Frame to be transmitted based on the measured loss 
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rate. The fragmentation/encapsulation presented here, provides better wireless link 
utilization. Moreover, this scheme minimizes the dependency between adjacent RTP 
packets, which mitigate the dependency of H.264 decoder on any lost packet. 

3.2   Unequal Interleaved FEC Protection Protocol 

Fig. 2 illustrates a sample trace we obtained using an 802.11 AP (Access Point) and 
wireless receivers. Each point represents the packet loss rate measured at each re-
ceiver; we emphasize the channel behavior when multicasting video over wireless 
links. The AP sent multicast H.264 video packets and the receiving stations recorded 
the sequence number of the correctly received packets. It should be noted that this 
experience reveals an important number of adjacent packet losses as a consequence of 
the wireless burst errors. Furthermore, the packet loss rate is different at each receiver 
due to location-varying channel conditions. 

 
Fig. 2. Correlated multicast receivers packet losses. 

Since the wireless link fluctuation occurs usually through unpredictable adjacent 
packets losses, we propose to use an interleaved FEC protection. As depicted in 
Fig. 3, the redundant FEC packets protect temporally scattered RTP packets in order 
to cope with wireless sporadic packet losses. This increases the FEC efficiency 
through improving the error resiliency at clients’ side. 

 
Fig. 3. Scattered video packets protection. 
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Within UI-FEC, the time is divided into transmission rounds. A transmission round 
ends when the sender transmits the last packet of a Frame. Each Frame is divided into 
several UBs (Unequal loss protection Block). An UB consists of n = k + h packets 
(see Fig. 5). At this point, we define the interleaving factor (i) as the Sequence Num-
ber (SN) difference between each two successive protected RTP packets in the UB. 
The interleaving factor is fixed for the k protected RTP packets belonging to the same 
UB (see Eq.2). When i = 1, the interleaved protection is not applied and, hence, the 
FEC packets protect consecutive RTP packets. Fig. 4 summarizes the UI-FEC proto-
col working example for an interleaving i = 3. In this case, the adjacent video packets 
(in terms of transmission order) are protected in different FEC blocks. Here, the inter-
leaving factor represents the interleaving stride1.  

 

Fig. 4. UI-FEC Protocol. 

Note that for a given Frame (F), the interleaving factor (i) represents the number of 
UBs constituting F. Moreover, i is fixed for all UBs belonging to the same Frame. For 
synchronization consideration the protected media data of a given UB must belong to 
the same Frame. In other words, each Frame is transmitted as an integer number of 
UBs. After applying FEC, the media packets are transmitted in their initial order (i.e. 
according to the sequence number order). Note that the delays introduced by the FEC 
interleaving do not have important consequences, since the interleaving is applied 
over a single Frame. The induced delays can be resolved through an initial buffering 
time. This novel interleaving schema over a single Frame is used to provide an adap-
tive and unequal FEC protection. 
                                                           
1  By interleaving stride, we mean the separation (in terms of packet transmission order) be-

tween two consecutive data packets in the same FEC block. This is useful in spreading the 
burst loss, so that the burst loss manifests itself as a number of disjoint packet losses in the 
FEC-recovered data stream. 
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Fig. 5. UB structure details. 

For FEC efficiency 6, it is suitable to keep the number of information packets (k) 
as high as possible with few redundant packets. Actually, a higher number of informa-
tion packets leads to better granularity, which allows adjusting the redundancy rate 
more precisely according to wireless channel conditions. As an example, if a Frame to 
be transmitted has a size of 10 Kbytes, a packet payload size (NALUSize) of 1 Kbyte 
will result in 10 RTP packets. This makes the precision at which the error protection 
can be applied in units of 10%. 

In our study, we take a minimum of 10 information packets for each UB (i.e. guar-
antying a minimum precision of 10%). This is insured using an appropriate l ≥ 10 
taking into account the mean Frame size (see formula (2)). For a fixed l, both inter-
leaving factor (i) and the number (k) of media packet per UB are then easily stated; 
where the FRAMESize is obtained from the Frame header, while the NALUSize is 
fixed by our H.264 video packetization process (see section 3.1). 
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It is clear that the interleaving factor is tightly dependent on Frame size. Since the 
different Frames (pictures) of a coded H.264 video sequence have a different size, the 
interleaving factor (i) scales along with the Frame size. Consider that an intra-coded 
picture (picture-I) is larger than an inter-coded picture (picture-P or picture-B). Basi-
cally, the large inter-coded picture conveys a lot of motion vectors and error predic-
tion information. Otherwise, the larger the inter-coded picture is, the more it codes a 
highly changeful scene with different texture, and the more it involves an important 
video distortion when lost. As a consequence, within our UI-FEC, the interleaving 
protection is applied differently based on Frame size and hence Frame relevance, 
which provides a better loss recovery for the most sensitive H.264 bitstream. Thus, 
the different Frames are interleaved unequally, protected, then transmitted based on 
their relevance and without using any previous video stream classification scheme. 

The adaptive FEC scheme proposed in this paper is based on systematic RS(n, k) 
codes, where n, k and i are reassigned for each Frame to be transmitted based on the 
relevant priority of the Frame and the current loss rate of the communication channel. 
When using k source data in an UB, transmitting h FEC packets provides an erasure 
resiliency against a packet loss rate of h/n. Therefore, it is easy to calculate the 
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amount of redundant packets (h) using the packet loss rate (p) and the number (k) of 
original media packets of current UB to be transmitted (see formula (3)).  

p
kp

h
−

=
1
.

 
(3) 

The amount of redundancy introduced is computed once per each Frame to be 
transmitted depending on (i) current transport-level packet loss rate (i.e. measured 
before FEC recovering) and (ii) video fragmentation parameters. This is achieved 
according to (1) and (3). 

3.3   UI-FEC Signaling 

In this section, we highlight the key components involved by UI-FEC deployments. 
Since the successive UBs will have different structure, we propose a simple signaling 
of required parameters for UB decoding (see Fig. 6). We transmit together within 
FEC stream (i.e. FEC header) the base RTP sequence number (BSeq) of the protected 
RTP packets, the UB size (n), the protected original data (k), and the interleaving 
factor (i). Thus, both interleaving and redundancy are adjusted to match the overall 
measured BER. 

 

Fig. 6. FEC parameters signaling. 

This signaling is sufficiently flexible to provide an adaptive error control based on 
the signaled FEC interleaving parameters. In addition, the original media stream is 
decoupled from the FEC stream and its associated parameters, which allows clients 
without FEC capabilities to decode the original media stream. 

4   Performance Evaluation 

UI-FEC is evaluated with Network Simulator v2 using different network configura-
tions. We emphasize the robustness and efficiency of our proposal with the classical 
FEC protection (i.e. non interleaved FEC protection) for wireless multimedia com-
munications. 

4.1   Simulation Model 

Video multicasting applications are considered for the simulation. With our proposed 
technique, the H.264 multicast server generates FEC packets that protect interleaved 
RTP media packets, while, with classical approach, FEC protection is applied to con-
secutive RTP media packets. It should be noted that both approaches are evaluated for 
the same network configurations and using the same amount of FEC protection as 
well. In our simulation, we use a QCIF Foreman H.264 coded sequence with a con-
stant quantization parameter of 10 (sequence parameters are depicted in Table1); the 
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video sequence was generated using the current release of the TML software, JM80. 
We choose a highly changeful video sequence in order to highlight the unequal-
interleaved protection efficiency.  

Table 1. Source Video Statistics. 

 

We use the network simulation models depicted in Fig. 7 for evaluating and com-
paring our proposal with the classical approach. The MPEG-4 sender attached to the 
node “1” transmits a multicast MPEG-4 stream to the wireless receivers “5” and “7”. 
We include constant-bit-rate (CBR) traffic over UDP to allow loading the network 
differently each time in order to get further information about UI-FEC behavior.  

 

Fig. 7. Network model. 

4.2   Results Analysis 

Fig. 8 represents the final packet loss rates measured for each received H.264 Frame 
after recovering with FEC; it reveals relatively high bit error rates due to (1) wireless 
channel burst errors and (2) absence of MAC-level retransmissions in multicast com-
munications. Consider that the measured high loss rates are often provoked by tempo-
rally consecutive packet losses affecting the same Frame. We observe that for the 
same network conditions, UI-FEC increases error resiliency at receivers’ side through 
recovering more RTP packets.  

Fig. 9 illustrates the bandwidth consumption measured during the simulation (i.e. 
for 400 Frames). UI-FEC is more bandwidth efficient than the classical FEC; the 
measured mean bandwidth saving is around 76 Kbps. This bandwidth saving is prin-
cipally due to a better error resiliency, which implies a reduced FEC transmission. We 
observed that the unequal-interleaved FEC scheme provides better robustness in net-
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works with a high BER and, consequently, a likely small MTU size. Moreover, UI-
FEC behaves better when transporting high bit-rate video streams (i.e. video streams 
with a large mean Frame size). 

 

Fig. 8. Instantaneous loss rates. 

 

Fig. 9. Instantaneous bandwidth consumption. 

We experienced 4 dropped Frames that can not be decoded when transmitting 
video protected by the classical adaptive FEC, whereas we were able to decode the 
whole video sequence (400 Frames) through using UI-FEC protocol. Fig. 10 depicts 
the objective quality measurements of reconstructed video streams when transmitted 
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and protected using both FEC techniques. It is clear that UI-FEC protection achieves 
smoother video quality degradation than a classical FEC protection; the average 
PSNR gain over the whole communication is around 2.18 dB. 

 

Fig. 10. Objective video quality measurements. 

5   Conclusion 

In this paper we designed, implemented and tested a new Application Framing Proto-
col named UI-FEC to cope with the problem of efficiently stream real-time com-
pressed video over error-prone wireless links. A distinct feature of UI-FEC is the 
efficient wireless bandwidth management by means of an adaptive video stream 
fragmentation coupled with an unequal-interleaved FEC protection. UI-FEC perform-
ance was evaluated by simulation with an H.264 multicast distribution service. Re-
sults analysis show that UI-FEC offers considerable gains over conventional adaptive 
FEC in effectively protecting sensitive H.264 video frames, and consequently improv-
ing both bandwidth utilization and end-user perceived video quality.  
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Abstract. Real-time video streaming with rate adaptation to network
load/congestion represents an efficient solution to its coexistence with
conventional TCP data services. Naturally, the streaming rate control
must be efficient, smooth and TCP friendly. As multimedia clients be-
come mobile, these properties must be preserved also over wireless links.
In particular, they must be robust to random wireless losses. Existing
schemes such as TCP Friendly Rate Control (TFRC) perform well in the
wired Internet, but show serious performance degradation in the pres-
ence of random wireless losses. In this paper we introduce the Video
Transport Protocol (VTP) with a new rate control mechanism based on
the Achieved Rate (AR) estimation and Loss Discrimination Algorithm.
We show that VTP can preserve efficiency without causing additional
performance degradation to TCP, in both error-free and error-prone sit-
uations.

1 Introduction

Real-time video streaming is becoming increasingly important on the Internet.
Unlike conventional applications, real-time streaming generally requires a mini-
mum, continuous bandwidth guarantee as well as stringent bounds on delays and
jitters. Earlier work largely relied on the unresponsive UDP traffic and imposed
potential menace to network stability. Thus the more recent research is focused
on adaptive schemes that respond to the network dynamics and avoid possible
congestion collapses.

TCP, the dominant transport protocol on the Internet, has also been consid-
ered for streaming [11]. However, the instantaneous sending rate of TCP changes
drastically such that buffering is needed at the receiver to accommodate rate
fluctuations [14]. Buffering smoothes the playback rate but also brings up two
concerns. First, it causes a startup delay. For Video-on-Demand (VoD) appli-
cations, startup delays of a few seconds or slightly longer are tolerable, but for
real-time, interactive applications, e.g. video conferencing and online gaming,
startup delays have to be tightly bounded [16]. The second concern is that more
and more mobile/wireless devices are connected to the Internet. These devices
are often small and inexpensive with limited computation and buffer capacities;
storing a large amount of data is simply impractical.

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 26–38, 2004.
c© IFIP International Federation for Information Processing 2004
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To address the concerns, real-time streaming needs more intelligent rate adap-
tation or rate control mechanisms. Solutions are usually based on two types of
feedback: a) cross-layer feedback from lower layers [9], or b) end-to-end feedback.
On the Internet, cross-layer approaches require modifications on both end hosts
and intermediate nodes, which is not practical, thus end-to-end rate control has
been the preferred choice [3][7].

TCP Friendly Rate Control (TFRC) [7] is one of the most popular end-to-
end streaming protocols and often used as the reference and benchmark. TFRC
attempts to match the long-term throughput of legacy TCP (e.g. Reno) and is
smooth, fair and TCP friendly in wired networks. However, with the increasing
popularity of wireless Internet terminals and the demand for delivering multi-
media to mobile users, it is necessary for streaming protocols to work efficiently
also on wireless links, withstanding the high random wireless errors. Legacy
TCP does not work well in this case; it tends to over-cut its window, leading to
a severely degraded performance. Since TFRC attempts to faithfully match the
throughput of TCP, it suffers the same low efficiency in the presence of moderate
to high random errors [18].

Our goal is to develop a real-time streaming protocol that behaves well in the
wired Internet, and moreover is robust to random errors and can be deployed
with wireless links. We have proposed the Video Transport Protocol (VTP) [2],
which measures the Achieved Rate (AR) and adapts its sending rate according
to the network dynamics. However, we have recently found that the original VTP
tends to be unfriendly to TCP in some scenarios. The main contribution of this
paper is to refine the VTP rate control. The new mechanism should provide
efficient and smooth rate control in both error-prone and error-free situations,
while maintaining fairness and friendliness to coexisting flows.

The rest of the paper is organized as follows: Section 2 lists our design goals
of the VTP rate control. The Achieved Rate (AR) estimation and Loss Discrim-
ination Algorithm (LDA) are introduced in Section 3, followed by the VTP rate
control mechanism in Section 4. We evaluate the performance of VTP in the
Ns-2 simulator in Section 5. Related work is summarized in Section 6 and finally
Section 7 concludes the paper.

2 Design Goals

In this section we discuss the main design goals of the VTP rate control mech-
anism, namely robustness to random errors and TCP friendliness.

2.1 Robustness to Random Errors

As the Internet evolves into a mixed wired-cum-wireless environment, more and
more devices are interconnected via wireless technologies. Wireless links are usu-
ally error-prone due to interference, noise, fading, mobility, etc. [13]. However,
popular error recovery techniques, such as Automatic Repeat reQuest (ARQ)
and Forward Error Correction (FEC), may not completely solve this problem.
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First of all, ARQ increases both the end-to-end delay and its variance, which
is undesirable for real-time streaming. Applying ARQ in a single FIFO queue,
as performed in the majority of commercial MAC layer implementations, also
introduces the problem of head-of-of-line blocking, where retransmission of a
packet forces subsequent packets in the same queue to wait. On the other side,
FEC is more effective when errors are sporadic. In practice, errors are usually
bursty due to the interference by external sources. In conclusion, after apply-
ing limited ARQ/FEC where appropriate, packet error rates of a few percent
or higher are still expected in wireless networks [17]. This is the key working
assumption that motivates the rest of the paper. The first design goal of VTP is
to provide efficient streaming rate control in presence of random wireless errors.

2.2 TCP Friendliness

TCP is deployed virtually on every computer. Years of operation have proved
that the well-designed congestion control in TCP contributes significantly to the
stability of the Internet. New protocols must be TCP friendly to avoid potential
congestion collapses.

Different definitions of “TCP friendliness” exist in the literature. A widely
used one is based on Jain’s fairness index [8], which belongs to the class of
max-min fairness. Applying Jain’s fairness index to TCP friendliness results in
a statement like “a flow of the new protocol under evaluation must achieve a
rate similar to the rate achieved by a TCP (usually Reno/NewReno) flow that
observes the same round-trip time (RTT) and packet loss rate”. VTP must com-
ply with this definition in the region where TCP performs efficiently (i.e., with
zero random errors) and can potentially use the entire bandwidth. In the case
of frequent random errors, however, legacy TCP cannot achieve full bandwidth
utilization. Thus the conventional definition of friendliness must be modified
to allow a new, more efficient protocol to opportunistically exploit the unused
bandwidth, even beyond the “fair share”.

In this paper we introduce the notion of opportunistic friendliness to refer
to the ability of a new flow to use the bandwidth that would be left unused by
legacy flows. More precisely, a new protocol NP is said to be opportunistically
friendly to legacy TCP if TCP flows obtain no less throughput when coexisting
with NP, compared to the throughput that they would achieve if all flows were
TCP (i.e., NP flows replaced by TCP). The second design goal of VTP is to
have opportunistic friendliness to legacy TCP.

3 Achieved Rate and Loss Discrimination Algorithm

3.1 Achieved Rate

The Achieved Rate (AR), together with the Loss Discrimination Algorithm
(LDA) that will be introduced shortly, are two important components in VTP.
AR is the rate that the sender succeeds in pushing through the bottleneck. This
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is the rate that the receiver can measure, plus the fraction corresponding to
packet losses at the exit of the bottleneck due to random errors.

For the time being, let us assume zero errors. The receiver samples and filters
the receiving rate, using an Exponentially Weighted Moving Average (EWMA).
AR has an intuitive interpretation. Assuming we start with an empty bottleneck,
each sender can safely transmit for an unlimited time at AR and expect its
packets to be delivered to the receiver with no buffer overflow. If the sender
transmits at a rate higher than AR, there is a chance that the extra packets
will get buffered at the bottleneck queue. The sender will typically transmit,
over limited periods of time, at rates higher than AR to probe the bandwidth.
However, following a packet loss, it will step back and restart at or below AR.

An AR sample Sk is obtained, by the receiver, as the number of received
bytes during a time period of T , divided by of T . AR samples are reported back
to the sender, which updates its smoothed AR value ARk as

ARk = σ · ARk−1 + (1 − σ) · 1
2
(Sk + Sk−1) (1)

where σ is a fraction close to 1.
The above scheme works well when no random errors are present. If packets

can get lost at the exit of the bottleneck due to errors, they will not be re-
ceived and counted by the receiver, although they do have succeeded in squeez-
ing through the bottleneck. These packets should be included in the sender’s AR
value. This is done jointly with the LDA. Via the LDA, the VTP sender is able
to estimate the fraction of packet losses that are error-induced, i.e., the error
rate e. The AR sample reported by the receiver is then prorated by 1 + e.

3.2 Loss Discrimination Algorithm

The Loss Discrimination Algorithm (LDA) allows VTP to distinguish error losses
from congestion losses. Intuitively, it suffices to measure the RTT. If RTT is
close to RTTmin measured on this connection, we know the bottleneck is not
congested; the loss must be an error loss. On the contrary, if RTT is quite larger
than RTTmin, the loss is likely to be due to congestion. We propose to use the
Spike [4] scheme as the LDA in VTP. Spike, as illustrated in Figure 1, is an end-
to-end algorithm based on RTT measurement. A flow enters the spike state if 1)
it was not in the spike state, and 2) RTT exceeds a threshold Bstart. Similarly,
the flow exits the spike state if 1) it was in the spike state, and 2) RTT falls
below another threshold Bend. Bstart and Bend are defined as:

Bstart = RTTmin + α · (RTTmax − RTTmin) (2)
Bend = RTTmin + β · (RTTmax − RTTmin) (3)

where α and β are adjustable parameters. If a loss occurs when the flow is in the
spike state, it is believed to be congestion-induced; otherwise it is error-induced.

We must point out that the above LDA works only if the error-prone link is
also the bottleneck. If not, flows that share the bottleneck but do not traverse
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Fig. 1. Spike as a loss discrimination algorithm.

the “error” link will keep the bottleneck loaded and the value of RTT high.
Other flows that also traverse the error link will suffer extra losses. However, the
corresponding senders will not be able to classify these losses as error-induced
due to the consistently high value of RTT. Those latter flows will reduce their
rates and be “suppressed” by the flows that do not experience random errors.
Fortunately, in virtually all wireless scenarios the wireless error-prone link is
also the bottleneck, e.g. a satellite link or last-hop wireless segment. Thus all
bottlenecked flows are subject to random errors. Our LDA scheme thus applies
to most wireless situations.

4 VTP Rate Control

In this section we present the rate control mechanism in VTP. Similar to the
Additive Increase in TCP congestion control, VTP linearly probes the band-
width until congestion is detected. VTP does not perform Multiplicative De-
crease though; instead it reduces the rate to AR, with extra adjustments required
to mimic the TCP behavior.

4.1 TCP Behavior in Terms of Rate

While most streaming protocols operate on the concept of rate, TCP is window-
based: a congestion window cwnd is used to control the number of outstanding
packets. Due to this difference, streaming protocols must first understand the
TCP behavior, in terms of its instantaneous sending rate rather than the window
size, in order to achieve TCP friendliness.

We now consider TCP NewReno operating in congestion avoidance. We ig-
nore slow start since it has less impact on the steady state performance. We also
focus on the losses caused by congestion and assume no random errors. Consider
the topology in Figure 2. C, B and P are the link capacity, queue buffer size and
round-trip bandwidth-delay product (namely the pipe size), respectively. As-
suming the buffer size is equal to the pipe size, we have B = P . Cwnd oscillates
between P and B + P = 2P as the left diagram in Figure 3 shows.

Although TCP increases cwnd at the speed of 1 packet/RTT, it does not
necessarily increase the sending rate, since the extra packets may be buffered
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Fig. 2. A simple topology with buffer size equal to pipe size.
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Fig. 3. Congestion window and instantaneous sending rate of TCP NewReno.

in the queue. With the assumption of B = P in Figure 2, the sender detects
a packet loss when the queue is full, i.e., cwnd = 2P . Cwnd is then halved to
P . Since there are 2P outstanding packets, the sender must temporarily stop
sending and wait until P ACKs have been received, before it can resume the
transmission. Having P outstanding packets means that the queue is drained
while the pipe is full. Next, cwnd will increase by 1 packet/RTT, allowing the
sender to transmit an extra packet every RTT. Other than this, TCP is regularly
transmitting at the rate of the bottleneck capacity C, limited by the arriving
rate of ACKs (i.e., self-clocked).

The right diagram in Figure 3 illustrates the instantaneous sending rate of
TCP as we discussed above. The sending rate of TCP in congestion avoidance,
in the topology of Figure 2, is C + 1/RTT . Note that as RTT grows with more
packets get buffered, the sending rate actually decreases slightly.

4.2 VTP Rate Control

As we explained earlier, TCP instantaneous sending rate drops drastically when
cwnd is cut by half, due to the fact that the sender must wait until half of the
outstanding packets are drained from the queue/pipe. This rate reduction, as
shown in Figure 3, can not be implemented as such in VTP. Yet VTP must
respond to congestion by reducing, on average, its rate in the same way as TCP
in order to be TCP friendly. The tradeoff is between the amount of rate reduction
and the length of time this rate is maintained. Simply speaking, VTP may reduce
the rate by less but keep it longer.

Figure 4 illustrates the VTP rate control mechanism and compares it to TCP.
Note that Figure 4 reflects just one of the three cycles in Figure 3. Also, curves
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are approximated by line segments. In Figure 4, TCP chooses the “deep but
short” strategy where its rate is cut to near zero for RTTmin and then restored
to C+1/RTT immediately. In contrast, VTP reduces its rate by a smaller portion
but keeps it longer. The two shaded areas A1 and A2 in Figure 4 represent the
amount of extra data that TCP and VTP would be able to transmit if the loss
did not happen. To make VTP friendly to TCP, these areas should be equal.

sending rate

time

RTTmin

rate reduction

TCP

VTP
A1

A2
C+1/RTT

Fig. 4. Comparsion of rate control between TCP and VTP.

A parameter γ between 0 and 1 is selected as the tolerable rate reduction
ratio. When congestion is detected, VTP reduces its rate to γ ·AR, where AR is
equal to C in this case. Since A1 = A2, the interval over which the reduced rate
is maintained is τ = A1/((1−γ) ·AR) = RTT/(2(1−γ)) = RTTmax/(2(1−γ)).
When τ has elapsed, VTP has given up the same amount of data transmission
as TCP and should then enter congestion avoidance.

During congestion avoidance, VTP must match the TCP behavior. For con-
venience we introduce the concept of equivalent window in VTP and denote it
as ewnd. Ewnd is defined as the number of packets transmitted by the sender
during one RTT. The VTP sender computes its sending rate as follows:

1. The sender measures its current ewnd by counting the packets transmitted
within the current RTT. Letting R be the current transmit rate, we have

ewnd = R · RTT (4)

2. Following Additive Increase, the new window ewnd′ is given as

ewnd′ = R · RTT + 1 (5)

3. Converting from window to rate, we have the new rate R′ as

R′ = (R · RTT + 1)/(RTT + ∆RTT ) (6)

where ∆RTT is the RTT increase after a round.
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4. Assuming RTT increases linearly at each round, then

R′ = (R + 1/RTT )/(2− RTT [−1]/RTT ) (7)

where RTT [−1] is the round-trip time during the previous round. Note that
R′ is lower than what would be derived from the conventional linear rate
increase by 1 packet/RTT. All necessary quantities can be readily measured
by the sender.

5 Performance Evaluation

In this section, we evaluate the performance of VTP in terms of efficiency, intra-
protocol fairness and opportunistic friendliness, for both error-prone and error-
free cases. We also examine the ability of VTP to adapt to bandwidth changes.
The experiments are carried out with the Ns-2 simulator.

5.1 Simulation Setup

The topology in Figure 5, representing a mixed wired-cum-wireless scenario, is
used throughout this paper. The Internet segment is abstracted as a set of error-
free links, while the wireless segment, e.g. a wireless LAN, is abstracted as a
shared error-prone link. The wireless link is the only bottleneck in the system
which all traffic goes through. The round-trip propagation delay is 72 msec, a
typical value for a cross-continent path. All queues are drop-tail; the bottleneck
buffer size is 99 packets, equal to the pipe size. Simulation time is 300 seconds
for all runs.

100Mbps
35msec

100Mbps
35msec

11Mbps
1msec

...

Fig. 5. Simulation setup.

5.2 Rate Adaptation and Robustness to Random Errors

First we test the rate adaptation of VTP to bandwidth changes under different
error rates, where a solo VTP flow runs against varying rate CBR traffic. This
test is indicative of the “agility” of the protocol and also of its efficiency in
different loss rate conditions. For comparison we also replace VTP with TFRC
and repeat all experiments.

Figure 6 shows the sending rates of VTP and TFRC as they adapt to the
bandwidth changes caused by CBR traffic. Bandwidth available to VTP/TFRC,
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computed as the bottleneck capacity minus the aggregate CBR rate, is included
in Figure 6 for reference. In the absence of random errors, both VTP and TFRC
manage to utilize the bandwidth efficiently, maintain a smooth rate, and react
to bandwidth changes quickly. When errors are present, e.g. 1% or 5% as shown,
VTP is able to maintain its efficiency in bandwidth utilization, while TFRC
suffers the inefficiency problem as we have discussed.
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Fig. 6. Solo VTP/TFRC under different random error rates.

5.3 Inter-protocol Opportunistic Friendliness

We now evaluate the opportunistic friendliness between VTP and TCP under
different error rates. For each error rate we run a couple of experiments. In
the first experiment, one VTP flow and one TCP flow share the bottleneck.
VTP is then replaced by TCP and the experiment is repeated. According to the
definition, if the TCP throughput in the first experiment is comparable to that
in the second, VTP is said to be opportunistically friendly to TCP.

We show the experiment results in Figure 7. Graphs are grouped in pairs
by different error rates. In each pair, the left graph presents the instantaneous
sending rates of VTP and TCP when they coexist; the right graph presents
the rates when the VTP flow is replaced by TCP. More precisely, Table 1 lists
the long-term1 throughput of a TCP flow when it coexists with either VTP or
another TCP flow. In all cases, impact of VTP on TCP throughput is minimal.
Moreover, VTP is able to utilize the residual bandwidth when errors are present,
a perfect reflection of opportunistic friendliness.

We need to point out that in the zero error case, TCP slow start tends to
overshoot the TCP window and result in multiple losses, where NewReno takes
1 500 seconds.
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Table 1. TCP throughput: coexisting with VTP or itself under different error rates.

TCP Throughput (Mbps): TCP Throughput (Mbps): TCP Performance
Coexisting with VTP Coexisting with Another TCP Degradation

0% Error 5.09 5.14 1%

1% Error 1.22 1.21 0%

5% Error 0.38 0.38 0%

multiple RTTs to recover. During this period the TCP sending rate drops to near
zero. Since VTP rate probing is less aggressive than slow start, TCP overshoots
its window even higher when coexisting with VTP than with another TCP. Thus
in Figure 7 the TCP recovery time is longer when coexisting with VTP. Once
TCP is recovered, VTP is able to share the bandwidth in a friendly manner. We
are still investigating this issue to make TCP recover faster.
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Fig. 7. Opportunistic Friendliness of VTP to TCP under different error rates.

5.4 Intra-protocol Fairness

By fairness we refer to the relationship between flows of the same protocol. To
evaluate the fairness property of VTP, we run a set of experiments with two VTP
flows sharing the bottleneck. Since both flows have identical network parameters,
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they should equally share the bottleneck bandwidth. Figure 8 presents the VTP
sending rates in different error situations. In all tested cases, VTP flows are able
to fairly share the bottleneck while achieving high link utilization in presence of
random errors. This confirms that VTP has an excellent property of fairness to
itself.
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Fig. 8. Fairness between VTP flows.

6 Related Work

In this section we briefly summarize some of the related work. TCP Friendly
Rate Control (TFRC) [7] is an equation-based protocol aiming to achieve the
equivalent long-term throughput of TCP with less short-term fluctuation. TFRC
per se is not robust to wireless losses, but extensions that can operate in mixed
wired-cum-wireless environments have been recently reported. For example, [4]
proposes to apply a LDA to the TFRC receiver and exclude error losses from
the calculation of packet loss rate p used in the equation. [5] proposes another
approach that creates multiple parallel TFRC connections when a single con-
nection is inefficient. We plan to compare VTP to these TFRC extensions in the
future work.

Rate Control Scheme (RCS) [17] uses low-priority dummy packets to probe
the available bandwidth on the path. RCS is able to estimate an admissible
rate similar to the AR and effectively distinguish between error and congestion
losses. However, RCS requires all intermediate gateways to implement a multiple-
priority mechanism. This feature is currently not available on the Internet.

Explicit Congestion Notification (ECN) [12] is a general method to handle
error losses. It is often implemented in conjunction with Random Early Detection
(RED) [6]. It stamps a packet with a designated bit to indicate buffer congestion.
If the sender detects a loss but no ECN bit is reported, it assumes the loss to be
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random and does not trigger congestion recovery. The ECN scheme is generally
used for TCP but can also be used for streaming. The main limitation again is
the cost of the network layer implementation.

Binomial algorithms [3] aim to provide smoother rate control than AIMD
for real-time streaming. Wireless losses are not specifically addressed. Streaming
Control Transmission Protocol (SCTP) [15] and Datagram Congestion Control
Protocol [10] are transport protocols that can be used for real-time streaming.
Again they were designed mostly for wired networks and lack a rate control
mechanism that handles wireless losses efficiently.

7 Conclusion and Future Work

In this paper we have proposed a new rate control mechanism for the adaptive
real-time video streaming protocol VTP. This new protocol measures the end-
to-end Achieved Rate (AR) and adjusts the sending rate accordingly when con-
gestion is detected by the Loss Discrimination Algorithm (LDA). Rate decreases
and increases are carefully designed so as to mimic the TCP behavior and main-
tain intra-protocol fairness and opportunistic friendliness to legacy TCP. We
have shown via Ns-2 experiments that under all tested error rates (up to 5%),
VTP is able to utilize the bandwidth efficiently, while at the same time keeping
excellent properties of fairness and friendliness.

To our knowledge, VTP is one of the few truly end-to-end schemes that
perform well in the wireless environment without requiring the support from
lower layer feedback and AQM mechanisms. In the future we plan to compare
VTP to the recently proposed TFRC extensions for the wireless scenario. We
are currently in the process of developing a Linux-based implementation of VTP
and will carry out testbed/Internet measurements in the near future.
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Abstract. Most adaptive delivery mechanisms for streaming multimedia con-
tent do not explicitly consider user-perceived quality when making adaptations. 
We show that an Optimal Adaptation Trajectory (OAT) through the set of pos-
sible encodings exists, and that it indicates how to adapt encoding quality in re-
sponse to changes in network conditions in order to maximize user-perceived 
quality. The OAT is related to the characteristics of the content, in terms of spa-
tial and temporal complexity. We describe an objective method to automati-
cally determine the OAT in response to the time-varying characteristics of the 
content. The OAT can be used with any transmission adaptation policy. We 
demonstrate content-based adaptation using the OAT in a practical system, and 
show how this form of adaptation can result in differing adaptation behaviour.  

1   Introduction 

Best-effort IP networks, particularly wireless networks, are unreliable and unpredict-
able. There can be many factors that affect the quality of a transmission, such as de-
lay, jitter and loss. Adaptation techniques should attempt to reduce network conges-
tion and packet loss by matching the rate of the video stream to the available network 
bandwidth. Without adaptation, any data transmitted exceeding the available band-
width could be discarded, lost or corrupted in the network. This has a devastating 
effect on the playout quality of the received stream. A slightly degraded quality but 
uncorrupted video stream is less irritating to the user than a corrupted stream. In gen-
eral, adaptation policies (whether sender-based [1], receiver-based [2],[3], or encoder-
based are [4]) address the problem of how to adapt only in terms of adjusting the 
transmission rate or the window size and are thus bitrate centric. Other adaptation 
approaches include utility-based schemes [5],[6], which adapt video quality encoding 
configurations by using a utility function (UF). However, rapidly fluctuating quality 
should also be avoided as the human vision system (HVS) adapts to a specific quality 
after a few seconds and it becomes annoying if the viewer has to adjust to a varying 
quality over short time scales [7]. Controlled video quality adaptation is needed to 
reduce the negative effects of congestion on the stream whilst providing the highest 
possible level of service and perceived quality.  

In previous work we proposed that there is an optimal way in which multimedia 
transmissions should be adapted in response to network conditions to maximize the 
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user-perceived quality. Extensive subjective testing demonstrated the existence of an 
Optimum Adaptation Trajectory (OAT) in the space of possible encodings and that it 
is related to the content type [8]. However, due to the time-varying nature of content 
characteristics, there is a need to automatically and dynamically determine the OAT 
based on these contents characteristics in order to properly apply the OAT. This 
knowledge can then be used as part of a content-based adaptation strategy, which 
aims to maximize the user-perceived quality of the delivered multimedia content.  

This paper is structured as follows. Section 2 describes the concept of an Optimum 
Adaptation Trajectory (OAT) that exists for each class of video content. Section 3 
describes how content can be characterized by its spatial and temporal complexities. 
Section 4 presents an objective means of determining the OAT that is dynamic and 
can react to the time varying characteristics of content. Section 5 describes our con-
tent-based adaptive streaming system. The system is demonstrated using the existing 
Loss-Delay Adaptation (LDA) algorithm using a content-based dynamic OAT. Some 
preliminary simulation results from our system are presented to show system opera-
tion and behavior. Conclusions and directions for future work are presented in Sec-
tion 6. 

2   Optimum Adaptation Trajectories 

In previous work, the concept of an Optimum Adaptation Trajectory (OAT) has been 
presented [8] and has been shown to complement the sender-based Loss-Delay Adap-
tation algorithm using a static OAT determined by subjective testing, or as the basis 
of a Perceptual Quality Adaptation (PQA) algorithm [9].  

The OAT embodies the idea that there is an optimal way in which multimedia 
transmissions should be adapted (upgraded/downgraded) in response to network 
conditions to maximize the user-perceived quality. This is based on the hypothesis 
that within the set of different ways to achieve a target bit rate, there exists an encod-
ing configuration that maximizes the user-perceived quality. If a particular multime-
dia file has n independent encoding configurations then, there exists an adaptation 
space with n dimensions. Adaptation space consists of all possible dimensions of 
adaptation for the content that can be implemented as part of an adaptive streaming 
server or adaptive encoder. When adapting the transmission from some point within 
that space to meet a new target bit rate, the adaptive server should select the encoding 
configuration that maximizes the user-perceived quality for that given bit rate. The 
example shown in Figure 1 indicates that, when degrading the quality from an encod-
ing configuration of 25fps and a spatial resolution of 100%, there are a number of 
possibilities – such as reducing the frame rate only to 15fps, reducing the spatial reso-
lution only to 70%, or reducing a combination of both the frame rate and resolution. 
The choice of which encoding configuration that should be adopted is determined as 
the encoding configuration that maximizes the user-perceived quality. When the 
transmission is adjusted across its full range, the locus of these selected encoding 
configurations should yield an OAT within that adaptation space. 

There is much research into developing objective metrics for video quality assess-
ment [10],[11],[12],[13]. The most commonly used objective metric of video quality 
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assessment is the Peak Signal to Noise Ratio (PSNR), which has been widely used in 
many applications and adaptation algorithms [14] to assess video quality. The advan-
tage of PSNR is that it is very easy to compute using the Mean Square Error (MSE) 
of pixel values of luminance for frames from the degraded and reference clips. How-
ever, PSNR does not match well to the characteristics of the human vision system 
(HVS) [15]. However, the main problem with using PSNR values as a quality as-
sessment method is that even though two images may be different, the visibility of 
this difference is not considered. The PSNR metric does not take into consideration 
any details of the HVS such as its ability to “mask” errors that are not significant to 
the human comprehension of the image. Several objective metrics, namely the Video 
Quality Metrics (VQM) and PSNR were investigated to determine whether they 
yielded an OAT. The ITU-T has recently accepted the VQM as a recommended ob-
jective video quality metric that correlates adequately to human perception in [16], 
[17], [18]. However, our findings were that these objective metrics produce an OAT 
which jumped through adaptation space with no sense of direction or continuity. In 
contrast, subjective methods were consistent across content types and produced a 
smooth graceful OAT through adaptation space.  

The OAT is dependent on the characteristics of the content. There is a content 
space in which all types of video content exist in terms of spatial and temporal com-
plexity (or detail and action). The OAT was discovered through extensive subjective 
testing for a number of different content types using the forced choice methodology. 
Subjective testing results showed that the OAT is logarithmic with the general form 

Resolution = A*Ln(Frame rate) + B (1) 

for some constants A and B. It was also found that the temporal and spatial complex-
ity of the scene plays an important role in the curvature of the OAT. The usefulness 
of the OAT relies on the contents’ spatial and temporal characteristics being known 
by the adaptive server. Since the spatial and temporal complexity of content will vary 
over time, we propose a method to automate the process of determining the OAT in 
response to these changing content characteristics. 

 

Fig. 1. Encoding Quality Options. 
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3   Spatial and Temporal Complexity Metrics 

User perception of video quality varies with the content type; for example, viewers 
perceive action clips differently from slow moving clips. Thus, there exists a different 
OAT for different types of content based on their spatial and temporal characteristics. 
The spatial and temporal complexity of content can be determined using the metrics 
Spatial Information (SI) and Temporal Information (TI).  

The Spatial Information parameter, SI, is based on the Sobel filter, and is imple-
mented by convolving two 3 x 3 kernels over the luminance plane in the video frame 
[19]. Let Conv1n(i, j) be the result of the first convolution for the pixel of the input nth 

frame at the ith row and jth column and let Conv2n(i, j) be the result of the second 

convolution for the same pixel. The output of the Sobel filtered pixel at the ith row 
and jth column in the nth frame, yn(i,j), is the square root of the sum of the squares of 

both convolutions. The SI value is the standard deviation (stdspace) over all pixels in 

the nth frame and is computed as follows: 

[ ] [ ]22 ),(2),(1),( jiConvjiConvjiy nnn +=
 

(2) 

[ ]nspace ystdSI =  (3) 

This process is repeated for each frame in the video sequence and results in a time 
series of spatial information of the scene. The calculations are performed on a sub-
image of the video frame to avoid unwanted edge and border effects. The size of the 
original image is QCIF (176x144 pixels) and so a centrally located sub-image of 
100x100 was used.  

The Temporal Information parameter, TI, is based upon the motion difference fea-
ture in successive frames. The motion difference, Mn(i, j), is the difference between 

the pixel values in the ith row and jth column in nth frame Fn (i, j), and the value for 

the same pixel in the previous frame, Fn-1 (i, j). The measure of Temporal Informa-

tion, TI, is the standard deviation over all pixels in the sub-image space (stdspace) and 

is computed as follows:  

),(),(),( 1 jiFjiFjiM nnn −−=  (4) 
][ nspace MstdTI =  (5) 

Both the SI and TI values result in a time varying measure of the spatial and tem-
poral complexity of a piece of content. This information can be used to create a time 
varying understanding of the characteristics and requirements of the content to gener-
ate the OAT. The calculation of the SI and TI complexity parameters is not computa-
tionally expensive for small image sizes such as QCIF. 

4   Objective OAT 

Upon analysis of the OATs discovered by subjective testing, it was observed that the 
OAT for different content types was not strongly dependent on the precise SI-TI 
values, but more influenced by the relationship between spatial and temporal com-



Content-Based Adaptation of Streamed Multimedia      43 

plexity. For example, when the SI value was significantly greater than the TI value, 
the resulting OAT tended towards the spatial resolution, and vice versa. However, for 
a number of test sequences where the spatial and temporal complexities were ap-
proximately equal, the OATs were “neutral”.  

To represent the relative dominance of one characteristic over another, a weighting 
factor, W, is introduced which is determined using the SI and TI metrics. The factor 
W is the relative dominance of temporal complexity over the spatial complexity. 
Since the scales of spatial complexity and temporal complexity are different, both 
parameters were converted to their respective fractional values. The fractional SI 
value is thus the SI value divided by the maximum SI value; similarly, the fractional 
TI value is the TI value divided by the maximum TI value. The maximum SI and TI 
values can be found by applying the equations to the luminance plane of an image 
with alternating black and white pixels.  

MAXSI
SISIFractional =_  (6) 

MAXTI
TITIFractional =_  (7) 






== SIFractional

TIFractional
_

_ factor   WeightingW  (8) 

From Figure 2, it can be seen that when SI=TI, the weighting factor, W, is equal to 
1, therefore there is no dominant characteristic and the OAT is neutral. If SI>TI, then 
the weighting factor W<1 and the spatial complexity is dominant, and the resulting 
OAT should tends towards maintaining the spatial resolution during adaptation. Con-
versely, when SI<TI, the weighting factor W>1 and the resulting OAT should tend 
towards maintaining the frame rate during adaptation. The following empirical equa-
tion (Eqn. 9) was derived to relate the OATs discovered by subjective testing, the 
weighting factor, W, resolution and frame rate: 

( ))()1()()(
ReRe MAXMAX

MAX FLnWFWLnFLn
ss −−





=

 
(9) 

where: 

Res = Spatial resolution; 
ResMAX = Maximum spatial resolution = 100%; 

FMAX = Maximum frame rate = 25fps; 

F = Frame rate. 

From Figure 3 it can be seen that the OAT increases in curvature towards the 
frame rate with increasing values of W. For very low values of W only the spatial 
resolution should be degraded: this would be expected for film credits or panoramic 
still shots, where there is very low temporal information but high spatial resolution 
requirements. The objective OATs demonstrate that a piece of content containing a 
static still image (TI value of zero) should be adapted in the frame rate dimension 
only. However, it is not possible for a piece of content to have a zero SI value and a 
non-zero TI value. 
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Fig. 2. Spatial-Temporal Space. 
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Fig. 3. Objective OAT variance with different weighting factors. 

The objective OAT was validated by comparing the OAT discovered by subjective 
testing and that determined using the objective OAT. The SI and TI values for several 
different content types were measured to determine the weighting factor. From this, 
the objective OAT was calculated and then compared against the OAT discovered by 
subjective testing. The results in Figure 4 indicate a high degree of correlation be-
tween the objective OAT and the subjective OAT, which, in most cases was over 
98%.  
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5   Content-Based Adaptation 

Dynamic content-based adaptation can be integrated into a client server system with 
either in a real-time system with real-time encoding and analysis (Figure 5) or else for 
streaming of pre-analyzed pre-encoded content (Figure 6). Our prototype system is of 
the latter architecture. Both client and server consist of the RTP/UDP/IP stack with 
RTCP/UDP/IP to relay feedback messages between the client and server. The content 
is pre-encoded and hinted with an MPEG-4 encoder. The content contains multiple 
tracks, each encoded with a different resolution. By switching tracks the server can 
dynamically and discretely adapt the resolution. The server can also apply a frame 
dropping policy to dynamically adapt the frame rate. By controlling these two opera-
tions the server is able to implement the two-dimensional adaptation trajectory given 
by the OAT.  

 

Fig. 5. Basic System Architecture for Live Content. 

 

Fig. 6. Basic System Architecture for Pre-encoded Content. 
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To demonstrate how the objective OAT can be used to provide content-based ad-
aptation to complement the LDA adaptation algorithm, a prototype client-server sys-
tem was developed. The client returns standard RTCP-RR feedback containing in-
formation about loss, delay and bottleneck bandwidth values. When the server 
receives feedback from the client, the LDA algorithm indicates how the bit rate 
should be adjusted in response to fluctuations in the available end-to-end bit rate 
between client and server. The server finds the intersection of the OAT and the new 
target bit rate as determined by the adaptation algorithm. From this intersection point 
of the new target bit rate and the OAT, the server finds the corresponding encoding 
configuration on the OAT indicating the quality-encoding configuration that maxi-
mizes the user-perceived quality for the content. Having found this new encoding 
configuration, the server adjusts the frame rate and/or adapts the resolution by switch-
ing tracks. The OAT is constantly varied in response to the changing characteristics 
of the content.  

Given that the weighting factor of the content typically changes in a subtle and 
gradual manner (with the exception of scene changes), the weighting factor was aver-
aged over 20 second intervals. The time variance of the weighting factor can be seen 
in Figure 7(a). A challenging network condition has been selected to demonstrate the 
efficacy and use of content-based adaptation using the OATs with LDA. This would 
be typical of a wireless IP network where mobility can result in sudden and substan-
tial changes in the available bit rate. In the simulations, RTCP feedback was fixed at 
every 5 seconds. The stability of our system and its ability to react to network condi-
tions is entirely dependent on the frequency of feedback as the system can adapt on 
each feedback report. In the example below, Figure 7(b) shows how the server’s 
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transmission rate  (using both a fixed weighting factor and a dynamic weighting fac-
tor) adapts in response to the available bandwidth (“Avail BW”) at the client using 
the LDA algorithm whilst Figure 7(c) shows the loss rate. The intersection of the 
target transmission rate given by LDA and the intersection with the OAT gives the 
required resolution and frame rate. Figures 7(d) and Figure 7(e) show how the resolu-
tion and frame rates are adapted. Adaptation occurs in both dimensions of frame rate 
and resolution simultaneously as indicated by the OAT. These examples show the 
very different behaviors that can result from content-based adaptation. When the 
weighting factor is low, the resolution is increased faster during periods of no conges-
tion and decreased at a slower rate when congestion occurs. By using an automati-
cally generated OAT that is related to the characteristics of the content, it is expected 
that this would enhance the user perception and quality of the session since the qual-
ity is degraded and upgraded in a known and controlled manner that has the least 
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Fig. 7c. Loss rate variations with time. 
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negative impact on the perceptual quality of the content and is based on the character-
istics of the content. 

6   Conclusions and Future Work 

We have built upon previous work in which the concept of an Optimum Adaptation 
Trajectory was proposed and shown to exist by subjective testing. The OAT proposed 
that there is an optimal way in which multimedia transmissions should be adapted 
(upgraded/downgraded) in response to network conditions to maximize the user-
perceived quality. The OAT is related to the spatial and temporal characteristics of 
the content or more specifically the relative dominance of one characteristic over 
another. In this paper we have indicated how the characteristics of the content can be 
encapsulated by a weighting factor. This weighting factor plays an important role in 
the empirically derived equation used to generate the OAT. This equation was shown 
to correlate well to the OATs discovered by subjective testing. Finally, we showed 
how the dynamic content-based OAT can be used with the sender-based LDA algo-
rithm. 
 

Future work involves integrating content-based adaptation into an adaptation algo-
rithm that uses the OAT directly as a means of adaptation. Further subjective testing 
is required to verify overall better user-perceived quality using content-based adapta-
tion. It is possible to increase the feedback frequency and work is underway to im-
plement and investigate the effects and efficacy of increased feedback frequency, as 
proposed by the 3GPP organization who suggest using a bandwidth modifier in the 
Session Description Protocol (SDP) to increase the RTCP feedback frequency [20] 
such that an RTCP feedback packet is sent at least once a second [21]. 
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Abstract. This paper focuses on the experimental performance assessment of 
the Quality-Oriented Adaptation Scheme (QOAS) when used for streaming 
high quality multimedia-based services via local broadband IP networks. Re-
sults of objective tests using a QOAS simulation model show very efficient ad-
aptation in terms of end-user perceived quality, loss rate, and bandwidth utiliza-
tion, compared to existing adaptive streaming schemes such as LDA+ and 
TFRCP. Subjective tests confirm these results by showing high end-user per-
ceived quality of the QOAS under various network conditions. 

1   Introduction 

Bursty losses, or excessive and extremely variable delays, caused by increased traffic 
have a devastating effect on multimedia delivery over IP networks by severely affect-
ing the end-users’ perceived quality. Regardless of the infrastructure architecture used 
for delivering rich content multimedia-based services [1], the service providers and 
network operators aim at increasing its utilization and thus their revenues. On the 
other hand the customers always want the best quality for the services at the lowest 
price possible. 

The Quality-Oriented Adaptation Scheme (QOAS) - an end-to-end application-
level adaptive control solution proposed in [2], [3] and described in [4], [5], [6] - 
balances these opposing requirements and works best in increased traffic conditions. 
The adaptation is based on a client-located grading scheme that maps some network-
related parameters’ values and variations to application-level scores that describe the 
quality of delivery. In order to maximize the quality of service in existing conditions, 
estimates of end-user perceived quality are actively considered during this grading 
process. The computed quality scores are used by a server-side feedback-controlled 
QOAS mechanism to take adaptive decisions. 

Results of extensive testing that assess QOAS in local broadband IP-networks [7] 
are presented and discussed in this paper. They illustrate QOAS performance and its 
potential benefits for delivering multimedia-based services to the customers. These 
tests involve both simulations and subjective perceptual testing and their results are 
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presented in section 4. Section 2 discusses some related work whereas section 3 gives 
details about QOAS. At the end of the paper, performance analysis, conclusions and 
possible future work directions are presented. 

2   Related Work 

Extensive research has focused on proposing different adaptive schemes based on 
rate control and various directions have been taken. They were mainly classified in 
the literature [8], [9], [10] according to the place where the adaptive decision is taken.  

Source-based adaptive control techniques require the sender to respond to varia-
tions in the delivery conditions. Among them there are solutions based on probing 
tests that try to estimate the available bandwidth while maintaining the loss rate be-
low a certain threshold [11], [12]. 

Other solutions follow a throughput model that determines the transmission rate in 
certain conditions. The TCP-Friendly Rate Control Protocol (TFRCP)-based adaptive 
scheme [13] relies only on the TCP model proposed in [14], whereas the Loss-Delay 
Adjustment Algorithm (LDA) [15] also uses another model for rate adaptation.  

A third direction that relies on heuristic knowledge, experimental testing and mod-
els encompasses many of the proposed schemes. Among the most significant are the 
Loss-Delay-based Adaptation Algorithm (LDA+) [16] that extends LDA; the Rate 
Adaptation Protocol (RAP) [17] which uses a similar approach to TCP’s AIMD adap-
tation; Layered Quality Adaptation (LQA) [18] that bases its rate control on a layered 
approach; and the scheme described in [19] that bases its adaptation on information 
about the network state acquired by a TCP-like mechanism.  

Receiver-based schemes provide mechanisms that allow for the receivers to select 
the service quality and/or rate, such as Receiver-driven Layered Multicast (RLM) 
[20] and Receiver-driven Layered Congestion Control (RLC) [21]. Among the hy-
brid adaptive mechanisms that involve both the sender and the receiver in the adap-
tation process, the TCP Emulation At Receivers (TEAR) scheme was described in 
detail in [22]. Transcoder-based solutions focus on matching the available band-
width of heterogeneous receivers through transcoding or filtering, and significant 
solutions were presented in [23], [24]. 

Commercial adaptive streaming solutions like Real Networks’ SureStream [25] 
and Microsoft’s Multimedia Multi-bitrate (MBR) solution [26] are proprietary and 
detailed technical information has never been revealed. However the available infor-
mation states that they were specially designed to allow for adaptations at very low 
bit-rates, unlike QOAS which addresses high quality high bit-rate video streaming. 

3   Quality-Oriented Adaptation Scheme (QOAS) 

Although the adaptive schemes presented in the “Related Work” section have shown 
good adaptation results in certain scenarios, their adjustment policies are not directly 
related to the quality of the streaming process as perceived by the customers. Unlike 
them, QOAS bases its adaptation process on estimates of the end-user perceived qual-
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ity made at the receiver. This perceived quality is estimated in-service using the no-
reference moving picture quality metric-Q proposed in [27] that describes the joint 
impact of MPEG rate and data loss on video quality. More details about Q and its 
usage are presented in [4]. 

QOAS is distributed and consists of server-side and client-side components. It 
makes use of a client-located Quality of Delivery Grading Scheme (QoDGS) and of a 
Server Arbitration Scheme (SAS) that co-operate in order to implement the feedback-
controlled adaptation mechanism. The QOAS principle is schematically illustrated in 
Figure 1 for pre-recorded multimedia streaming used for Video-on-Demand (VoD) 
services, and is briefly described next. 
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Fig. 1. QOAS principle, illustrated for pre-recorded multimedia streaming. 

3.1   Principle of Quality-Oriented Adaptive Scheme 

Multimedia data is received at the client where the QoDGS continuously monitors 
both some network-related parameters such as loss rate, delay and jitter and the esti-
mated end-user perceived quality. According to their values and variations, QoDGS 
grades the quality of delivery (QoD) in terms of application-level quality scores 
(QoDScores) that are sent to the server as feedback. These scores are analyzed by the 
SAS that may suggest taking adaptive decisions in order to maximize the end-user 
perceived quality in existing delivery conditions. These decisions affect an internal 
state defined for the QOAS server component that was associated with the streamed 
multimedia clip’s quality as shown in Figure 1. The figure presents the five-state 
quality model used during testing with the following states: excellent, good, average, 
poor and bad. Between adjacent states the adaptation step is 0.5 Mbps in the experi-
ments described in this paper. Any QOAS server state modification affects the mul-
timedia data transmission rate. For example, when increased traffic in the network 
affects the client-reported quality of delivery, SAS switches to a lower quality state. 
This results in a reduction in the quantity of data sent, thus helping to improve the 
situation. This is performed because research has shown [28] that viewers prefer a 
controlled reduction in multimedia quality to the effect of random losses on the 
streamed multimedia data. In improved delivery conditions, the QOAS server com-
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ponent gradually increases the quality of the transmitted stream and therefore the 
transmission rate. In the absence of loss this causes an increase in end-user perceived 
quality. 

3.2   Quality of Delivery Grading Scheme (QoDGS) 

QoDGS maps some transmission related parameters values and variations and esti-
mates of end-user perceived quality into application-level scores that describe the 
quality of delivery. It monitors some parameters such as delay, jitter and loss rate, 
computes estimates of end-user perceived quality using Q and analyses their short-
term and long-term variations. Short-term monitoring is important for learning 
quickly about transient effects, such as sudden traffic changes, and for quickly react-
ing to them. The long-term variations are monitored in order to track slow changes in 
the overall delivery environment, such as new users in the system. These short-term 
and long-term periods are set to be an order and two orders of magnitude (respec-
tively) greater than the feedback-reporting interval in the experiments described here. 

In the first of QoDGS’s three stages, instantaneous values of the monitored pa-
rameters are saved in different length sliding windows and their short-term and long-
term variations are assessed. At the same time, session-specific lower and higher 
limits are maintained for each parameter, allowing for corresponding partial scores to 
be computed in comparison with them. In the second stage, the relative importance of 
all the monitored parameters in this delivery infrastructure is considered (by weight-
ing their contributions) and the partial scores are used to compute short-term (QoDST) 
and long-term (QoDLT) quality of delivery grades. This second stage also takes into 
account estimates for short-term and long-term end-user perceived quality. In the 
third stage, QoDST and QoDLT are weighted to account for their relative importance 
and the overall client score (QoDScore) is computed. 

Extensive tests were performed in order to make sure that the design of QODGS 
ensures that best results will be obtained in terms of adaptiveness, responsiveness to 
traffic variations, stability, link utilization, and end-user perceived quality in local 
broadband IP-networks. A detailed presentation of QoDGS is given in [4].  

3.3   Server Arbitration Scheme (SAS) 

SAS takes adaptive decisions based on the values of a number of recent feedback 
reports, in order to minimise the effect of noise in the QoDScores. This arbitration 
process is asymmetric, requiring fewer feedback reports to trigger a decrease in 
quality than for a quality increase. This ensures a fast reaction during bad delivery 
conditions, helping to eliminate their cause and allowing the network conditions to 
improve before any quality upgrade. These adaptive decisions are taken to maintain 
system stability by minimising the number of quality variations. The late arrival of a 
number of feedback messages is considered as an indication of network congestion, 
and triggers quality degradations. This permits the streaming scheme to work even if 
feedback is not available. More details about SAS are presented in [4]. 
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4   Testing Results 

In order to test QOAS performance when delivering multimedia clips in local multi-
service broadband IP-networks to home residences and business premises, QOAS 
was implemented by both a simulation model, built using Network Simulator 2 (NS-
2) [29], and a prototype system, built using Microsoft Visual C++ 6.0. The simulation 
model was used for objective testing whereas the prototype system was used for sub-
jective assessment of the end-users’ perceived quality. 

4.1   Objective Testing of QOAS 

The objective testing employs NS-2 simulations in order to assess the QOAS per-
formance. The simulation setup requires a network topology, simulation models, 
multimedia clips, simulation scenarios and performance assessment principles. These 
issues and the simulation results are presented next. 

Network Topology. The NS-2 simulations use a “Dumbbell” topology that assumes 
a single shared bottleneck link with characteristics as in Figure 2. The 100 ms latency 
was chosen such the adaptation of the feedback-based schemes in highly loaded de-
livery conditions is tested. The sources of traffic, including QOAS server application 
instances and a source of multimedia-like background traffic are located on one side 
of the bottleneck link, and the receivers are on the other side. The links are provi-
sioned such as the only significant delays and packet drops are caused by congestion 
that occurs on the bottleneck. 
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Fig. 2. “Dumbell” topology for NS-2 simulation tests. 

Simulation Models. For testing QOAS a simulation model that implements the 
mechanism described in section III was built, using a five-quality state model for the 
server. The SAS upgrade period was 6 s and the downgrade one was 1 s. The QoDGS 
short-term and long-term periods were set to 1 s and 10 s, respectively.  

When comparing QOAS to other adaptive schemes, NS-2 models for TFRCP [13] 
and LDA+ [16] were used and maximum rate of 4 Mb/s was imposed for consistency. 
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TFRCP uses estimates of round-trip delay and loss rates to determine the adaptive 
policy. When loss occurs, the rate of transmission is limited to the one computed by 
the TCP model [14]. In case of no loss, the current rate is doubled. This TFRCP 
model uses 5 s for rate update intervals, as suggested in [13] for latencies greater than 
0.1s, as in this setup.  

LDA+ is an AIMD algorithm based on estimates of network condition and band-
width share used. In zero loss periods, the sender increases its rate with minimum 
from an estimated bandwidth share rate increase, a bottleneck bandwidth share rate 
limit, and a corresponding TCP rate update. In nonzero loss periods, the server re-
duces its rate by a value that depends on the current rate and the rate determined by 
the TCP model [14]. The LDA+ implementation used an RTCP feedback interval of 5 
s as suggested in [16]. 

Multimedia Clips. Five video sequences were selected from movies with various 
types and different degrees of motion content: diehard1 – high, jurassic3 and dont-
sayaword – average, familyman – low, whereas roadtoeldorado is a typical cartoon 
sequence. The clips were MPEG-2 encoded at five rates between 2 Mb/s and 4 Mb/s 
using the same frame rate (25 frames/sec) and the same IBBP frame pattern (9 
frames/GOP). Traces were collected, associated with QOAS server states and used 
during simulations. Statistics related to the ratio between the peak and mean rates for 
each version of the multimedia sequences used during simulations are presented in 
Table 1. Peak/mean rate ratios are close related to both the motion complexity and 
type of multimedia sequences and are the cause for the burstiness of transmissions. 

Simulation Scenarios and Results. Simulations involved streaming each multimedia 
clip indicated in Table 1 for 500s, but 50s long transitory periods at the beginning and 
the end were not considered when analysing the results. Since in local multi-service 
broadband IP networks multimedia is expected to account for the majority of traffic, 
the complex multimedia-like background traffic presented in Figure 3 is used. This 
traffic simulates possible user interactions such as consecutive play commands that 
increase the traffic in a staircase-up manner, different frequency pause-play interac-
tions applied on different rate clips and consecutive stop’s. In order to create highly 
loaded network conditions, CBR-UDP background traffic with a rate of 95.5 Mb/s is 
generated using NS-2. This traffic represents the well-multiplexed aggregation of a 
high number of data flows of different types commonly expected in IP networks. 

Table 1. Peak/mean rate ratio for all quality versions of the clips used during simulations. 

Quality Version 
(average rate) 

Clip Name 

2.0 Mb/s 
version 

2.5 Mb/s 
version 

3.0 Mb/s 
version 

3.5 Mb/s 
version 

4.0 Mb/s 
version 

diehard1 7.48 7.43 6.31 5.65 4.06 
roadtoeldorado 6.91 6.51 6.23 6.12 6.05 
dontsayaword 5.56 4.51 4.36 4.08 3.56 

jurassic3 4.83 4.38 4.04 3.71 3.41 
familyman 3.99 3.67 3.42 3.09 2.93 
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Fig. 3. Multimedia-like background traffic on top of 95.5 Mb/s CBR traffic. 

Table 2. Performance comparison when streaming diehard1 with QOAS, TFRCP and LDA+. 

Streaming 
Scheme 

Avg. Tx. Rate 
(Mb/s) 

Avg. Loss  
(%) 

Avg. Quality     
(1-5) 

Avg. Utilis. 
(%) 

QOAS 3.21 0.013 4.42 99.91 
TFRCP 3.16 1.057 3.79 99.88 
LDA+ 2.95 1.465 3.77 99.67 

 
Table 2 presents comparative performance statistics gathered when streaming 

diehard1 using QOAS, TFRCP and LDA+, respectively in these traffic conditions. 
The performance was assessed in terms of average bit-rate, end-user perceived qual-
ity, loss rate and infrastructure utilization. End-user quality is computed using the no-
reference metric Q [28] and is expressed on the ITU-T five-point scale [30]. 

Since QOAS maintains very low loss rate (0.01%) by successfully adapting even 
to most difficult background traffic variations, the consequent average end-user per-
ceived quality is between “good” and “excellent” quality level (4.42). Higher loss 
rates than 1% are experienced when using both TFRCP and LDA+, determining de-
creases of the end-user perceived quality much below the “good” perceptual level.  

Tests were performed using multimedia clips with different motion content and the 
results were similar. For exemplification Figure 4 presents a comparison between 
end-user perceived quality variations when streaming a single multimedia sequence 
with very complex motion content - diehard1 using QOAS, TFRCP and LDA+. 
QOAS successfully adapts to the staircase-up increase in the background traffic that 
exceeds the available bandwidth, reducing the quantity of data transmitted and avoid-
ing losses that significantly degrade end-user perceived quality in the TFRCP and 
LDA+ cases. 

When the background traffic varies in a periodic manner with steps comparable to 
the adaptation step of 0.5 Mb/s (see Table 1), QOAS obtains better results in terms of 
perceived quality in comparison to both other solutions due to its conservative policy 
of slowly increasing the transmission rate to a level determined according to long-
term information it maintains. Both LDA+ and TFRCP use a more aggressive manner 
of recovery after network problems and increase their transmission rate faster. This 
policy achieves in generally high throughput, but when the background traffic varies 
sharply like in this situation, it leads to packet loss. 



Performance Assessment of the Quality-Oriented Adaptation Scheme      57 

 

 

 
Fig. 4. Comparison between end-user perceived quality when streaming diehard1 with QOAS, 
TFRCP and LDA+. 

The effect of a steep increase in the background traffic when the system is already 
heavily loaded is tested at 250s and 360s. QOAS performs significantly better that 
both TFRCP and LDA+-based adaptations, reacting much faster to the sharp change 
in traffic. This minimizes the losses and therefore reduces the period when the per-
ceived quality is degraded from 20s in TFRCP case and 17s in LDA+ case to only 
1.2s. 

At the end, the effect of stopping the multimedia cross traffic was tested. All the 
adaptive schemes increased their rates to compensate for the decrease in background 
traffic, but TFRCP and LDA+ did this faster than QOAS. However, the difference in 
the perceived quality between the consequent results was less than 2%. 

After obtaining similar results when the other multimedia clips were used for 
streaming, it can be concluded that the QOAS-based solution showed superior per-
formance to both TFRCP and LDA+. QOAS reacts quickly to changes in network 
traffic, reducing the quantity of the transmitted data, both preventing and minimizing 
losses, if they occur. Therefore the consequent end-user perceived quality was much 
higher than in the other cases when it even reached the “very annoying” level for long 
periods. QOAS’s more conservative upgrade approach pays off if unexpected deliv-
ery problems occur. In terms of average utilization, all the solutions have highly per-
formed, although QOAS slightly out-performs the other schemes. 
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4.2   Subjective Testing of QOAS 

Subjective tests were performed in order to verify the objective end-user quality re-
sults obtained during simulations. They have involved the prototype system and 60 s 
long multimedia sequences taken from movies with different motion content (see 
Table 1). Increased traffic conditions were emulated using the NistNet network emu-
lator [31] determining QOAS-based adaptations and consequent variations in the 
viewers’ perceived quality. 
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Fig. 5. Testbed setup for subjective testing. 

The testbed presented in Figure 5 was set up, testing conditions suggested in [30] 
were ensured and the Single Stimulus Method with explicit reference was selected as 
testing methodology for two perceptual tests. These aimed at testing the subjects’ 
perceived quality when using QOAS for streaming in very difficult delivery condi-
tions, as shown by the simulations. The effects of consecutive play commands in the 
delivery system that are emulated by background traffic that varies in a staircase-up 
manner are tested in Test1. The effects of periodic variation of traffic with steps of 
0.7 Mb/s, higher than the adaptation step of 0.5 Mb/s, are assessed in Test2. Figure 6 
and Figure 7 show both the background traffic variations and the consequent QOAS 
rate adaptations during these tests, when the diehard1 clip was selected for streaming. 
Similar results were obtained when the other clips were used. 

In each of the two tests 42 subjects, aged between 18 and 48, graded the quality of 
each streamed clip on the 1-5 ITU-T R. P.910 scale [30]. Among the subjects, 19 and 
16 in the first and the second tests respectively wore glasses or contact lenses and 
none had other visual impairments that may affect their perception of multimedia 
quality. From the subjects, 23 and 21 respectively were familiar with multimedia 
streaming, 1 and 2 respectively have considered themselves experts. 

The results presented in Table 3 show how QOAS streaming was very appreciated 
by the test subjects, scoring on average above 4, the “good” quality level on the ITU-
T scale, for all the movies and close to the “good” level for the cartoons sequence.  

Table 3. Subjective Test Results: mean end-user perceived quality scores for TEST1 and TEST2. 

Sequence Motion Content / Type Test 1 Test 2 

diehard1 High / Movie 4.00 4.22 

dontsayaword Average / Movie 4.18 3.98 

familyman Low / Movie 4.21 4.24 

roadtoeldorado Average / Cartoons 3.74 3.85 



Performance Assessment of the Quality-Oriented Adaptation Scheme      59 

 

Fig. 6. Test 1: QOAS bit-rate adaptation with background traffic variation when streaming 
diehard1. 

 
Fig. 7. Test 2: QOAS bit-rate adaptation with background traffic variation when streaming 
diehard1. 

The results of Test1 suggest that the higher the motion complexity of a sequence 
the lower the subjective appreciation in loaded delivery conditions is, fact supported 
by an ANOVA test which indicated that the results are significantly different (p < 
0.05). However, during Test2 when the delivery conditions have triggered loss, the 
viewers’ perceived quality was affected independent from the motion content as 
shown in Table 3. This finding was supported by an ANOVA test that found the re-
sults significantly different (p < 0.05). 

Although the results of the second set of subjective test seem higher than those of 
the first set of tests, by performing t-tests on Test1 and Test2 results for each multi-
media sequence involved in testing, the null hypothesis that there is no statistical 
difference between the results of Test1 and Test2 respectively cannot be rejected. This 
finding is stated with a very high level of confidence of 99% (significance level α = 
0.01). 

At the same time there is a significant statistical difference between the subjective 
scores obtained for the clips that contain movie scenes and the cartoons clip. This 
result was confirmed by paired t-tests that were performed for each movie sequence 
and the cartoons sequence with a significance level of α = 0.01. A potential cause 
might be the different MPEG-2 encoding output for the cartoons sequences as shown 
in Table 1. Unlike for the movie content, for cartoons content the peak/mean ratio 
computed in relation to the size of the encoded frames does not significantly increase 
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with the decrease in the average encoding bit-rate. Also the content with many colors 
and edges might be more affected in terms of the end-user subjective quality cor-
rupted during streaming. 

In conclusion, although slightly lower than the simulation test results obtained in 
the same conditions (for example when streaming the diehard1 sequence the mean 
scores were 4.42 and 4.22 respectively) the subjective test results verify them and 
confirm the very good performance of QOAS.  

5   Performance Analysis 

The significant advantages of a QOAS-based solution come with a cost in terms of 
extra processing requirements and some bandwidth used for feedback.  

The fact that this processing is distributed among the QOAS clients whose 
QoDGSs monitor and grade the quality of streaming at the receivers, significantly 
reduces the load of the QOAS server machine that runs only the SAS. The QOAS 
server has only to acquire the client transmitted QoDScores, to process them (this can be 
performed incrementally) and to take adaptive decisions (this does not involve exces-
sive CPU load). 

Regarding the feedback, it is significant to mention that each feedback report con-
sists only of a QoDScore. If RTCP packets are used, for standard values for the headers’ 
sizes (20 Bytes – IP header, 8 Bytes – UDP header, 8 Bytes – RTCP receiver report 
packet header) and for a 4-Byte payload, the feedback packet size becomes 40 Bytes 
long. For a very low inter-feedback transmission time of 0.1 sec the bandwidth used 
by feedback for a single client becomes BWfeedback = 400 Bytes/s. Since QOAS was 
designed for local broadband multi-service IP-networks, this represents an insignifi-
cant bandwidth usage. For example over 300 customers that are served simultane-
ously via a gigabit Ethernet infrastructure consume only 0.1 % of the available band-
width for feedback. 

6   Conclusions and Further Work 

The Quality-Oriented Adaptation Scheme (QOAS) is an end-to-end application-level 
solution for streaming multimedia that considers the end-user perceived quality as an 
active factor in the adaptation process. The scheme is tested in conditions expected 
for delivering multimedia-based services to residential homes or businesses premises 
via a local broadband multi-service IP network. 

Simulation-based objective tests have shown very good performance of QOAS, as-
sessed in terms of remote user perceived quality, average loss rate and network infra-
structure utilization when streaming multimedia in loaded network conditions and in 
the presence of highly variable multimedia-like background traffic. The perceived 
quality was between the “good” and “excellent” ITU-T quality levels, the loss rate 
was around 0.01 % and the utilization greater than 99.9 %, results that out-perform 
those obtained when other adaptive schemes such as TFRCP and LDA+ were tested 
in the same conditions. Subjective tests performed in difficult emulated traffic condi-
tions verify these results. 
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These results highly recommend QOAS as a very efficient solution for delivering 
good quality multimedia-based services in local broadband IP-network to customers, 
even in increased and highly variable traffic conditions. 

Further work will test in detail the performance of QOAS if deployed in local 
broadband multi-service IP networks against different types of individual traffic 
flows such as long-lived or short-lived TCP. These tests will study not only the effect 
this traffic has on multimedia streams transmitted using QOAS, but also the effect 
QOAS streaming has on the other traffic. In this context QOAS’s degree of TCP 
friendliness is of significant importance. Also experiments that involve streaming of 
more than one type of multimedia clips at the same time are envisaged. Next QOAS 
will be extended for multicast transmissions, taking into account some multicast spe-
cific characteristics such as multiple feedback and arbitration of heterogeneous client 
reports in order to make more efficient live multimedia streaming. 
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Abstract. Large-scale steaming media applications usually consume a signifi-
cant amount of server and network resources due to the high bandwidth re-
quirements and the long-lived nature of the streaming media objects. In this pa-
per, we address the problem of efficiently streaming media object to the clients 
over a distributed infrastructure consisting of video server and proxy caches. 
We build on the earlier work and propose an adaptive batched patch caching 
scheme, which tightly combine the transmission scheduling with proxy caching. 
This scheme adaptively caches the next segment data at proxy from the ongoing 
entire stream, which depends on the current batching interval that has non-zero 
requests. We demonstrate the benefits of our scheme compare to the classical 
streaming strategies. Our evaluations show that this scheme can reduce signifi-
cantly the consumption of aggregate bandwidth on backbone link within much 
wider range of request arrival rate.  
 

Keywords: Streaming media, Batched patch, Proxy cache, Multicast, Server 
scheduling. 

1   Introduction 

The emergence of the Internet as a pervasive communication medium, and a mature 
digital video technology have led to a rise of various networked streaming media 
applications such as video-on-demand, distance learning, video game and video con-
ferencing. As access providers are rolling out faster last-mile connections, the bottle-
neck is shifting upstream to the provider’s backbone, peering links and best-effort 
Internet. Due to the large size, long-lived nature of the streaming objects, they need to 
consume much more network bandwidth and server system resource in distribution 
and delivery. At the same time, the I/O capacity of the video server and network 
bandwidth are impossible to be unrestrained enhancement because of hardware costs 
limitation. So, in the process of distributing streaming media over the Internet, how to 
reduce the backbone bandwidth consumption and efficiently utilize the video server 
system resource have become the research hotspot in the area of streaming media 
applications in recent years. 

Existing research has focused on developing transmission schemes that use multi-
cast or broadcast connections in innovative ways to reduce server and network loads, 
                                                           
* This work is supported by the NNSF of China under grant 60103005. 
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for serving a popular video to multiple asynchronous clients. Batching [1], Patch [2], 
[4], HMSM[11] and Optimized Batch Patching [3] are reactive in that the server 
transmits video data only on demand, in response to arriving client requests. These 
schemes have an underlying requirement that the multicast or broadcast connectivity 
between the server and the clients is available. However, IP multicast deployment in 
the Internet has been slow and even today remains severely limited in scope and 
reach. Therefore, transmission schemes that can support efficient delivery in such 
predominantly unicast settings need to be developed.. 

Another attractive solution for reducing server loads, backbone network traffic and 
access latencies is the use of proxy caches. This technique has proven to be quite 
effective for delivering traditional Web objects. However, streaming media object can 
be very large, and traditional techniques for caching entire objects are not appropriate 
for such media. Caching strategies that have been proposed in recent years 
[7],[12],[13],[14] cache a portion of streaming media object at the proxy. These prefix 
and segmentation-based caching methods have a number of advantages including 
reducing startup latency and jitter on the server-proxy path, while saving bandwidth 
usage along that path. However, they do not take the issue of the transmission sched-
uling into consideration. Recent work [10] combines prefix caching with proxy-
assisted reactive transmission schemes for reducing the transmission cost of multiple 
heterogeneous videos. Another work [5],[6],[8],[9] combines multicast-based server 
scheduling with proxy caching to minimize the aggregate bandwidth usage. In par-
ticular, the Batched Patch Caching (BPC) proposed in [5] which caches the patch data 
at caching proxy in order to make more clients to share it, and as thus achieve better 
performance. However, when the request arrival rate is very high, these schemes 
mentioned above are still consume quite a few system resources. 

In this paper, we build on early work and propose an adaptive batched patch cach-
ing scheme knows as ABPC which combines dynamic caching at the proxy with scal-
able transmission scheme at the origin server. In this scheme, the server-proxy net-
work connections only provide unicast service, and on the proxy-client path offers 
multicast capability. By adaptive pre-caching the patch data for the upcoming request 
in the next batching interval, it achieves lower bandwidth consumption than the BPC 
scheme over a wider range of request arrival rate.  

The rest of this paper is organized as follows. In section 2, some previous works in 
the multicast and streaming media caching areas are reviewed. In section 3, we pre-
sent and formulate our scheme in detail. Section 4 shows results that compare the 
performance of new scheme and BPC. Finally we present our conclusions and ongo-
ing work in section 5.  

2   Previous Work 

Streaming media objects over multicast consumes less network bandwidth and im-
poses less of a load on the server than does streaming media objects over multiple 
unicast channels. Batching is a simple scheduling strategy based on multicast. It de-
lays the earlier arrival request to wait for much more clients, and serves them over a 
single channel. Patching is certainly one of the most efficient techniques. The server 
streams the entire video sequentially to the very first client. A later client receives its 
future playback data by listening to an existing ongoing multicast of the same video, 
and the server only transmits afresh only the missing portion (patch data). 
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The concept of optimized batch patching (OBP) in literature [3] has recently been 
proposed, which aimed at minimizing the average backbone rate. Basically, client 
requests are batched together on an interval basis before requesting either a patch or a 
regular multicast from the server. There is an optimal patching window after which it 
is more bandwidth efficient to start a new entire stream rather than send patches. This 
scheme outperforms other multicast-based techniques such as optimal patching [4] in 
terms of average backbone rate over a large range of request rates [3]. 

The Batched Patch Caching (BPC) was built on the Optimized Batch Patching 
idea. Upon reception of a patch, the proxy stores it in the buffer for a period of the 
patching window size, so that it is available for the last requests of the same patching 
window and consequently reduces the bandwidth usage of the extra channel. By cach-
ing the patch data in the proxy, this scheme demands the average backbone rate 
smaller than that of OBP scheme. But, it needs to retransmit all of the patch data.  

We differ from all the above works in that we develop a new mechanism to pre-
fetch the patch data from the ongoing entire stream along the unicast connection of 
the server and the proxy. At the same time, the pre-fetching data is cached dynami-
cally at the proxy. They can serve the requests of the same patching window. More-
over, by varying the size of the patching window according to popularity of the 
streaming media object, the minimum consumption of the backbone bandwidth can 
achieve, and limited storage space of proxy can utilize efficiently. 

SERVER

Pr ox y Pr ox y

Cl i entCl i ent Cl i entCl i ent  

Fig. 1. Illustration of proxy cache for streaming media. 

3   Adaptive Batched Patch Caching Scheme 

In this section, we consider a delivering architecture of streaming media object, which 
composed of an origin server, a set of proxies, and a finite set of media objects. Each 
proxy is responsible for a group of clients as shown in Fig.1. We assume reliable 
transmissions over the server-proxy path, and the access network (proxy-client) is 
lossless and multicast enabled. We further assume that the clients are always request 
play back from the beginning of the media object. Moreover we impose the proxy to 
play the role of a client for server. That is, all the streaming media object data 
streamed out of the server are requested by the proxy and are thereby forwarded 
through it. A proxy streams the prefix directly to its clients if a prefix of the media 
object is present locally, and contacts the server for the remainder (suffix) of the 
stream. Otherwise, the proxy sends the server a request to start a full stream (unicast) 
and multicasts it to a set of clients. In order to shield the client-perceived startup la-
tency, the proxy immediately sends client the first segment data by unicast channel 
once a request arrives in each batching interval. This unicast stream will terminate at 
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the boundary of the batching interval. At this time, the client will join the full stream 
and the patch data stream that started by the proxy via multicast channel. 

We next introduce the notations used in this paper, as presented in Table 1. We 
consider a server with a repository of M Constant-Bit-Rate (CBR) media objects. Let 
media object m∈M is characterized by its playback rate rm, duration Lm, and average 
access rate λm.  

Table 1. Parameters used in this paper. 

Para. Definition 
M Number of the media objects 
Lm Length of media object m (sec.) 

rm Playback rate of media object m(bps) 

S The cache size of proxy 

Ω Normalized transmission rate 

λm Average request arrival rate for object m 

Wm Patching window size for object m 

µm Total patch data for object m 

bm The batching interval  

3.1   Scheme Description 

The basic idea of the adaptive batched patch caching is that whenever a full stream is 
started, the proxies that receive the data from this stream allocate a buffer size of bm 
units to cache the upcoming data. And at the end of each batch in the same patching 
window, these proxies check to see whether or not there are requests. If there are 
requests, these proxies separately add bm units to the buffer and cache the ongoing 
stream continuously. Otherwise they stop caching. Since we do not cache the data 
segments at the end of each batch of zero requests, the proxy will need to start an 
extra channel to afresh them if there are requests in the subsequent batching intervals.  

S e r v e r  t i m e
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Lm Lm

t0 ti-1 tit
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ti+1

F u l l  s t r e a m
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Fig. 2. Timing Diagram for adaptive batched patch caching. 

Our scenario is illustrated in Fig.2, The proxy divides uniformly the time axis into 
intervals [ti-1, ti] of duration bm, Assume a request arrives at the proxy at time t∈[ti-1, 
ti], and the most recent full stream was started at time t0. If ti is such that ti < t0 + Wm, 

the proxy need to transmit patch data of duration ti − t0 =ibm to the client at time ti, 
also the proxy joins the full stream at time ti, and multicasts it to the clients. However, 
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if ti > t0 + Wm, a new full stream will be started at time ti. Since the first segment data 
[0, bm] of the streaming media object has been stored at the proxy at time t1 after the 
full stream is started, whether the subsequent segment data need to be cached depends 
on the current batching intervals that have no-zero requests before time ti. This is 
better explained with the following example. 

Suppose there are eight batching intervals in the patching window, that is Wm=8bm. 
The full stream was started at time t0. Also at time t0 the proxy began to buffer the 
first segment data from this steam. Suppose [t0, t1] had requests, then at time t1 the 
proxy adds bm units to the buffer and caches the ongoing stream continuously. This 
makes the proxy can serve the requests arrive at time intervals [t0, t1] and [t1, t2], and 
does not request server for any patch bytes. Suppose the next two intervals do not 
have any requests, and the proxy does not cache the corresponding data segment 
[2bm,3bm],[ 3bm,4bm]continuously. If the fourth interval [t3, t4] has requests, at time t4, 
the buffer of the proxy has only contained two segment data [0, bm] and [bm, 2bm]. 
The requests arrive in the fourth interval requires the patches to be 4bm-long, and so 
the proxy expands the buffer from having 2bm units to having 5bm units, and then 
fetches the missing patch data [2bm,3bm] and [3bm,4bm] from the server by the extra 
channel while storing the segment data [4bm,5bm] from the ongoing full stream. The 
processing method for subsequence intervals is similar to that for the preview inter-
vals. At last, whether the eighth interval [t7, t8], has requests or not, the proxy will not 
store the next segment data from the full stream at time t8. 

Our scheme has a remarkable characteristic. That is, the more probability of the re-
quest arrival each batching interval has (That means the request arrival rate is very 
high), the little patch data need to be transmitted afresh become. When each batched 
interval of patching window has no-zero requests, the pre-fetching mechanism can 
assure that the demanded patching data just obtaining from full stream can satisfy all 
the request arrived in the same patching window. On the other hand, if only the last 
batching interval has requests, the proxy will need to fetch the patch data up to  
(N – 1)bm via the extra channel. 

3.2   Scheme Analyses and Problem Formulation 

For simplicity of exposition, we ignore network propagation latency. In order to de-
rive analytic expressions in evaluating the performance of our scheme, we first make 
an abstract of our scheme as follows: 

• Assume the access rate of media object m are modeled by Poisson process with 
parameter λm such that mmb-ep λ=  is the probability to have an empty batch (zero 
request) of duration bm. 

• The proxy stores the patch data in the buffer at least for a period of Wm=Nbm, so 
that it is available for the all requests arrived in the same patching window. 

• Suppose xi denotes the requests that arrive in the ith batching interval [ti-1, ti ]. Let 
x1 , x2 ,…, xN be a sequence of independent random variables with common prob-
ability distribution. 
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• Whether the proxy need to fetch the patch data by extra channel at time ti depends 
on the values of x1 , x2 , …,xi-1 and xi. In particular if x1 = x2 = …=xi=0 or x1 =x2 = 
…=xi≠0, the proxy does not request server for any patch bytes. 

• Assume the proxy request server for the patches size is ψ in the patching window. 
It is obviously ψ will likely take one among the values 0,1bm,2bm ,…,(N – 1)bm, we 
might as well let pi denotes the probability of ψ=ibm, that is p(ψ=ibm)= pi , 
i=0,1,2,…,N – 1.  

With the above assumption, we can achieve the mean value of η, namely 
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Now we need to determine pi. Obviously,  
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Thus the expression of pi can be written as: 
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Substituting equation (2).into equation (1), by computing all the different possibilities 
of batching interval along the patching window, we get the average number of 
patched data segments, µm at proxy. It is given by 
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The aggregate transmission rate on the backbone link, Rm, includes the transmission 
of patches (µm) and the full stream of duration Lm from the server. Its normalized 
transmission rate Ω is thus obtained from: 
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Where Im represents the interval duration between two adjacent full streams: 

  1/)1( mλ++= mm bNI  (5) 

The average buffer capacity S needed for caching at proxy is then given by 

   )rµ(µS mmm ′+=
 

(6) 

Where µ' denotes the segment data received from the full stream. According to the 
buffer allocating mechanism in our scheme, µ' is given by 

  )1)(1( mmm bpNbµ −−+=′
 (7) 

We now compute the proxy network bandwidth. Recall that the proxy deliver the first 
segment data to clients via unicast channel, and forwards the full stream and the other 
patching data via multicast channel. Thus its normalized bandwidth Bproxy is given by: 
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4   Numerical Results and Comparisons 

In this section, we evaluate the performance of our proposed scheme ABPC and con-
trast it against BPC in three aspects using numerical result. Suppose the duration of 
the streaming media object is 120 minutes, and its average play back rate is 1.5 Mbps 
(MPEG-1). 

First, we examine the transmission quantities of patching data that needed to get by 
the extra channel with respect to the request arrival rate and the patching window size. 
As shown in Fig.3, adopting the ABPC scheme, the average number of transmitted 
patches decreases rapidly as the request arrival rate increases, and that close to zero. 
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This indicates that ABPC scheme only needs to fetch few patch data through the extra 
channel while the request arrival rate reaches relative high. But the BPC scheme 
needs to fetch all the patch data through the extra channel, and that close to the patch-
ing window size. In other words, whatever the request arrival rate and the patching 
window change, under the same conditions, the ABPC scheme can save much more 
bandwidth of extra channel than the BPC scheme. 
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Fig. 3. Average number of transmitted patches through extra channel versus the request arrival 
rate, bm=1[min]. 

Secondly, we compare the normalized backbone rate demanded in the case of 
transmitting one media object for both schemes ABPC and BPC by showing in Fig. 
4(a) ~ (d). From these diagrams we see that the normalized backbone rate required in 
the ABPC scheme is always smaller than that in the BPC scheme at different values 
of the patching window as well as request arrival rate. Also, as the patching window 
size increases, the normalized backbone rate decreases. 
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Fig. 4. Normalized backbone rate versus request arrival rate at different values of patching 
window, bm=1[min]. 
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Thirdly, we show in Fig.5 (a) ~ (d) the buffer requirement at proxy to deal with one 
media object for both schemes ABPC and BPC with respect to the patching window 
size and the request arrival rate. As the patching window size increases, the buffer 
requirement also increases. Moreover, under the same conditions, both of these 
schemes consume almost the same buffers at proxy, especially in the high request 
arrival rate. This evidence indicates that ABPC scheme archives the lower bandwidth 
saving than the BPC scheme, while it does not consume much more buffer size. 
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Fig. 5. Average buffer occupancy at proxy versus request arrival rate at different values of 
patching window, bm=1[min]. 
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Fig. 6. Normalized backbone rate versus patching windows size. 

Finally, Fig.6 shows the evolution of the normalized backbone rate Ω versus the 
duration of the patching windows under different request arrival rate and the batching 
interval by adopting ABPC scheme. We clearly find that the normalized backbone 
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rate may no longer exhibit a minimum value for the patching window duration within 
Tm. Moreover, the longer the duration of patching window, the higher buffer size 
required at the proxy. Accordingly, in practice the initial value of the patching win-
dow can be determined using the expression in literature [3], afterwards, we let the 
patching window size to adaptively expand or shorten in terms of request arrival rate. 
Intuitively, if all batches during the duration of the stream have no-zero requests, this 
media object is really very popular and we ought to expand the patching window in 
order to much cache this entire object at proxy and not have to request from the 
server. With such a dynamical control of patching window, it instructs the proxy to 
implement an optimal cache for each media object, thereby achieving the better trade-
off between backbone bandwidth and storage requirements. 

5   Conclusions and Ongoing Work 

In this paper, we proposed an adaptive batched patch caching scheme that joints 
server scheduling and proxy caching aimed at reducing the bandwidth streamed from 
the server. We formulate the on-demanded numbers of normalized backbone trans-
mission rate for considering a particular streaming media object. Compared with the 
traditional batched patch-caching scheme, the proposed scheme achieves much more 
savings of backbone bandwidth by adaptive pre-caching the patch data from full 
stream. In addition, the adaptability of the proposed scheme keeps on very well within 
wide range of request arrival rate. The numerical results show that the adaptive 
batched patch caching is a highly efficient method that alleviates bottlenecks for the 
delivery of streaming media objects. 

For simplicity of exposition, we ignore network propagation latency throughout the 
paper. Note that our scheme can be easily adapted to the scenario when the network 
propagation latency along server-proxy path is not ignorable. In order to hide the 
transmission delay for a streaming media object from the server, the proxy cache has 
to be allocated to accommodate a prefix for each media object.  

We are currently investigating the trade-offs between bandwidth reduction and 
buffer occupancy at proxy. We are also exploring the scenarios based on ABPC 
where the proxies can cooperate.  
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Abstract. Today’s advances in sensor technology make it feasible to
embed sensing, communication and computation capabilities in small
untethered nodes. However, node lifetime is still severely restricted by
the limitations of power supply. By improving power consumption effi-
ciency of sensor node operations, a sensor node’s lifetime can be signifi-
cantly extended. A well designed MAC protocol can achieve this goal by
minimizing the amount of data transmitted through the network. In sce-
narios where data retrieval operations are infrequent and localized (e.g.
target detection applications), pre-configuring an entire sensor network is
detrimental to power conservation. Therefore, restricting data gathering
operations to nodes with valuable information can significantly reduce
energy consumption. In this paper, we propose and evaluate a new MAC
protocol, and demonstrate the advantages of our scheme for specific types
of applications.

1 Introduction

Recent technological advances have enabled the development of tiny devices em-
bedding communication, sensing and computation capabilities. These devices
are self-organized after deployment and coordinate themselves to perform some
common tasks, such as sensing the environment, retrieving accurate data, and
gathering data for further processing. Sensor networks are envisioned to find
applications in diverse fields such as environment monitoring, battlefield surveil-
lance, target tracking, traffic analysis, etc. They are intended to be deployed in
any environment, outdoor or indoor, and cover large-scale areas, often making it
infeasible to replace the nodes’ limited power supply. As some applications (envi-
ronment monitoring, fire detection, etc.) require sensor nodes to have a lifetime
in the range of several months or years, one solution to extend the lifetime of
the sensor nodes is to reduce the number of messages sent through the network
during data gathering operations and during the network self-organization pro-
cess. In the recent literature, the most commonly proposed solution relies on the
concept of cluster formation [1], [2], [3], [4]. Some nodes in the sensor network
are elected to act as cluster heads and collect data from the other nodes located
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in their close vicinity. This configuration is particularly adapted to applications
that require constant data retrieval from all the nodes in the network. However,
cluster formation is not advantageous for applications needing only infrequent
sensing operations on localized events.

Consider an application such as target tracking. Only the sensor nodes in
proximity to the tracked target should participate in the data gathering process.
Thus, the overall network lifetime can be significantly improved if we consider
the formation of cells (groups of nodes located in the same vicinity), created in
reaction to the detection of a specific stimulus, instead of a proactive network
organization. Such approach is also more adapted to the tracking of moving
targets.

We propose a Dynamic Cell-based MAC Protocol (DCP) whose principle is
the following: using a multi-frequency mechanism, a self-elected cell head coor-
dinates the data transmission of a set of neighboring nodes in order to minimize
data collision. This paper describes the features of DCP and its performance in
comparison to a traditional Time Division Multiple Access scheme. In this pa-
per, we focus only on local node organization and we are therefore not concerned
with the routing aspect of data transmission.

The paper is organized as follows. After a discussion of related works in
Section 2, we present the design and implementation of DCP in Section 3. In
Section 4, we show the results of the conducted simulations and demonstrate the
advantages of DCP for the targeted application scenarios.

2 Related Works

An important research effort in wireless sensor networks has been conducted to
reduce energy consumption of sensor nodes operations in order to increase the
network’s lifetime. Several mechanisms have been proposed to achieve this goal
by turning on/off the sensor nodes or by implementing data gathering processes
aiming at decreasing the overall traffic load. In this paper, we focus on the latter
mechanism.

Several data gathering mechanisms have been designed for wireless sensor
networks. They essentially adopt the same clusters formation approach excepted
PEGASIS [5], which proposes to construct a chain among the nodes in the
sensor network, with the election of a random leader node responsible for the
transmission of the gathered data to the destination station.

Among the clustering approaches, a cyclic scheme has been proposed by
LEACH (Low-Energy Adaptive Clustering Hierarchy) [6]. At the beginning of
each round, each node decides to elect itself as a cluster head with a probability
directly related to its energy level. To avoid collision, a transmission schedule
is then established between the cluster head and the nodes in its cluster. In-
stead of a proactive configuration of the network, our proposal tries to avoid the
synchronization problem through a reactive cell formation.

Chevallay, Van Dyck and Hall [1] took a different approach by limiting the
number of nodes per cluster (they suggested 8). The cluster heads then form the
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backbone of the network. The clusters can be merged according to a predefined
criterion called attractiveness (geographical proximity of the cluster heads). This
protocol assumes the existence of node and group identifiers. DCP eliminates the
problem of node identifiers using the multi-frequency approach described in the
next section.

Krishnan and Starobinski proposed in [3] a node organization based on a
growth budget defined by an initiator node (the growth budget corresponds to
the number of children a node is allowed to have). Two algorithms for clusters
formation are proposed: in the first one, Algorithm Rapid, the initiator node
sends a message to its neighbors, which, according to the allocated budget, for-
ward this message to their neighbors except the parent node. The process stops
when the budget is exhausted. If a node is a leaf node, the allocated budget is
wasted. In the second algorithm, Algorithm Persistent, a system of reallocation
of unutilized budgets was introduced as an improvement of the first algorithm.
In our approach, the node acting as initiator node does not have to be aware of
the number of existing neighbor nodes.

Zhang and Arora proposed an algorithm for self-organization and self-healing
of wireless sensor networks based on a cellular structure [7]. The destination sta-
tion is defined as the center of the first cell. The algorithm begins by determining
the heads of the neighboring cells. The cell heads thus selected run the same al-
gorithm and the process goes on until the discovery of the whole network. Nodes
are supposed to be able to detect the locations of other nodes, facilitating the
process of self-healing in case of failure of the cell heads. After selection of the
cell heads, the remaining nodes decide to join the cell with which the communi-
cation is the least energy-consuming (the cell head is the nearest geographically).
This scheme and DCP explore the same idea of cell formation but in different
ways. Whereas [7] assumes a fixed cellular topology, we propose a dynamic cell
creation with the self-election of the cell head at the location where the targeted
event takes place.

Some schemes based on the dynamic formation of cells have been recently
proposed. However, they often rely on the assumption of the presence of nodes
with enhanced capabilities, which are able to assume the role of cluster head [8].
In this paper, we intend to alleviate such constraints by considering the election
of what we call cell coordinators at close vicinity to the event being monitored
without any assumption on their capabilities. In addition, only the nodes with
relevant information transmit data to the cell coordinator.

3 Dynamic Cell-Based MAC Protocol (DCP)

DCP is best suited for applications with sporadic data retrievals, such as safety
applications (threat detection), surveillance systems or alarm generation. We
believe that due to the infrequency of data retrieval operations, triggered by
specific localized phenomena, only a limited number of nodes should be involved
in the data gathering process. Such localized event does not justify the cost
of pre-configuring an entire sensor network. For these applications, dynamic
network organization is more suitable than traditional clustering approaches.
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The idea underlying DCP is as follows: after detecting a specific event, a
node informs its neighbors of its intention to report the results of its sensing op-
erations to the remote destination station. Through this action, it automatically
elects itself as the cell coordinator and becomes responsible for organizing data
transfers from its neighbors, via a registration process. We devise a transmission
schedule among registered nodes based on a time slot scheme. One major advan-
tage of our model is that only the neighbor nodes willing to transmit information
to the cell coordinator have to go through the registration process. As the cell
coordinator is elected only for one data gathering process, the process of cell
formation is repeated every time a node has information to report to the remote
destination station.

We assume that the nodes in proximity of each other have correlated and
often identical data to send to the destination station. Indeed, the perception of
the same event occurring in a localized area will not differ significantly from one
sensor node to another. Thus, if a sensor node dies (energy depletion, failure,
etc), its loss will not affect the accuracy of the data sent by the surrounding
nodes to the destination station.

DCP presents two apparent advantages. First, it is non-cyclic and therefore
requires no synchronization. Second, we do not have any loss of bandwidth due
to unused time slot because the node organization is dynamic, reactive, and
involves only nodes with relevant information to send.

3.1 DCP Design

At any time, upon detection of an external event requiring an immediate report
to the destination station, a node can initiate the cell creation process. We
adopte a multi-frequency approach with simultaneous registrations to reduce the
overhead entailed by node identification. Nodes are identified by the frequency
they choose to register on. Moreover, for the implementation of our protocol,
we assume that a control frequency f is set before the deployment of the sensor
network. The control frequency is used to avoid multiple cell formations at the
same time, in the same location. Prior to electing itself as a cell coordinator, a
node has to listen to the control channel for a predetermined period of time. If
the channel is idle, it then deduces that it can proceed with the cell formation
process. A group of frequencies f1,. . . , fN is also set for the registration process.

The data gathering process can be divided into three phases (Figure 1):

1. The self-elected cell coordinator informs its neighbors that it has data to re-
port to the destination station. This information is conveyed to its neighbors
via a TR INFO packet sent on the control frequency (Figure 1 (a)).

2. The nodes located in the cell (range of emission of the cell coordinator)
register themselves by replying with a TR RESP message, if they have in-
formation to send. Each node chooses a random frequency among the group
specified in the TR INFO message (Figure 1 (b)). To address the problem of
multiple nodes colliding on the same frequency, each node begins its trans-
mission after a random backoff time. During this period, the nodes listen
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TR_INFO

TR_RESP

TR_ACK

(a) Invitation process (b) Registration Phase (c) Registration Confirmation

Fig. 1. Data gathering mechanism

to the chosen channel. If the channel is busy, a node immediately chooses
another channel and resumes its waiting period. If the new chosen channel is
also busy, the node then considers that the information it wants to transmit
is redundant (as a number of other nodes in close vicinity will transmit the
same information), and switches to sleep mode.
During the transmission of TR RESP signals, the cell coordinator scans the
range of frequencies to determine which frequency is in use (if a frequency
is used, that means that a node wants to register).

3. The cell coordinator builds a list of the frequencies used and sends it back
to the nodes in a TR ACK packet (Figure 1 (c)).
Finally, the registered nodes wait until their allocated time slot to wake up
and transmit their data.

3.2 Dimensioning of the Number of Frequencies

In wireless environments, where the number of frequencies available is highly
restricted, loss of bandwidth due to data collision is a critical problem that can
be partially alleviated by the implementation of collision avoidance mechanisms
such as the CSMA/CA MAC protocol. In multi-frequency approaches, further
constraints are introduced in that the same frequency should not be allocated
to neighboring cells (inter-cell collision) or to neighboring nodes in the same cell
(intra-cell collision). Moreover, as the number of frequencies per group and the
number of frequency groups directly impact the throughput available for data
transmission, a tradeoff has to be made between these two factors.

Inter-cell Collisions. If several nodes elect themselves as cell coordinators in
the same geographical area, formation of overlapping cells may occur. Hence, if
the same frequency is selected by several neighboring cells, the chance of data
collision will increase dramatically. In order to avoid this situation, different
frequency groups have to be defined, so that each cell will choose a group different
from its neighbors, such as no inter-cell collision occurs. To achieve this objective,
we need to determine the exact number of frequency groups needed, which is
mainly dependent on the cell distribution in the sensor field. By considering
the worst case, illustrated in Figure 2, we can derive an upper bound for the
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Fig. 2. Overlapping cells - This is similar to the Graph-Coloring problem, where two
adjacent cells (graphically represented with a disk) must not transmit on the same
frequency band

maximum possible number of adjacent cells and then choose an average number
of frequency groups. Actually, by using 4 different frequency bands, it is possible
to avoid inter-cell interference.

Some inter-cell collisions may appear during the cell formation (collisions
on TR INFO packets). The use of random backoff time before the transmission
of a TR INFO packet reduces the probability of collision but cannot totally
prevent it from happening. One feasible solution is to implement a process of
negative acknowledgments. While listening to the control channel, if a node (any
node in the cell but the cell coordinator which can not detect a collision while
transmitting) detects a collision, it sends on the control channel a busy tone
warning the cell coordinators that a collision occurred on the TR INFO packets.
As some nodes may not be aware of the collision, the cell coordinators have to
send another busy tone on the control channel to inform every node in the cell
that a collision occurred and that a new cell formation process has to be started
again.

Intra-cell Collisions. The probability of intra-cell collision is defined as the
probability of two or more nodes deciding to choose the same frequency for the
registration process (we suppose that the choice of a frequency is random).

In the following, we assume that the network density is such that the number
of frequencies available will always be greater than the number of nodes willing
to register in a specific cell. Let us consider a group of k sensor nodes located
geographically in the same cell, F = {fi, i = 1..N} the set of frequencies available
for the registration process and C = {ci, i = 1..k} the frequencies selected by
the nodes.

The probability of collision can be defined as:

P (collision) = 1 − P (Dk,N ) (1)

where Dk,N is the event where k nodes choose k different frequencies among N,
such that:

Dk,N =
k⋂

i=1

Fi,N
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where Fi,N is the event that node i chooses a frequency different from node j,
for all j < i, among a group of N frequencies available.

We can then deduce the probability of collision:

P (collision) = 1 − P (Fk,N |Dk−1,N )P (Dk−1,N )

P (collision) = 1 − P (D1,N)
k∏

i=2

P (Fi,N |Di−1,N )

This probability, dependent on the number of frequencies available N and on
the number of nodes willing to register k, can be expressed as:

P (collision) = 1 − N !
(N − k)!Nk

(2)
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Fig. 3. (a) Probability of collision (b) Probability of collision with the “second chance”
mechanism

In Figure 3 (a), by varying the number of frequencies per frequency group,
we illustrate the probability of intra-cell collisions based on the number of nodes.
We observe that as the number of nodes in a neighborhood increases, regardless
of the number of frequencies available for use, the probability of collision tends to
unity. To have a probability of collision below 50% with a number of frequencies
equal to 30 requires that the number of nodes in a neighborhood be below 6. To
relax this constraint, we introduce a “second chance” mechanism. In this scheme,
every node (that has information to report) attempts to register itself twice.
During the first attempt, if the randomly chosen frequency appears to be busy,
the node will randomly choose another frequency and repeat the registration
process.

Using the same method as for the previous calculation of the probability of
collision, we define the probability of collision when using the “second chance”
mechanism as:

P (collision) = P (C2|C1)P (C1)
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where C2 is the event where at least one over k nodes experiences a collision
during the second round of the registration process and C1 is the event where
at least one over k nodes experiences a collision during the first round of the
registration process. Then, an approximation can be derived as:

P (collision) = P (C2)P (C1)

P (collision) = (1 − P (D1,N−1)
k∏

i=2

(P (Fi,N−1|Di−1,N−1)))

(1 − P (D1,N )
k∏

i=2

P (Fi,N |Di−1,N ))

This probability of collision, shown in Figure 3 (b), can be expressed as:

P (collision) = (1 − (N − 1)!
(N − k)!(N − 1)k−1

)(1 − N !
(N − k)!Nk

) (3)

Tradeoff. Let Scan Time denote the time to scan the range of frequencies,
Detect Time denote the time to detect energy on a channel, Hop Time denote
the time to switch from one frequency to another and N the number of frequencies
so that:

Scan Time = Detect Time ∗ N + Hop Time ∗ (N − 1)

The number of frequencies per group has a direct impact on the scan time,
and hence, on the overall registration delay. An under-proportioned number of
frequencies would lead to a high level of collisions and a limited number of reg-
istered nodes. At the opposite end, an over-proportioned number of frequencies
would allow more registration possibilities but a longer registration process.

If we consider 30 frequencies per group and 21 frequency groups (5 times
the minimum required plus 1 group for the control channel), the bandwidth
available1 per frequency group becomes:

ISM band
Number of Frequency Groups

=
26
21

= 1.238MHz

As there is no synchronization between the cells, the probability that two cells
would decide to transmit at the same time is negligible. In order for two cells
to transmit simultaneously, they must first contend for the control channel and
then choose the same frequency group. This scenario happens with a probability
of the order of 10−6 for an initial contention window of 31.

The local synchronization during data transmission is maintained thanks to
the geographical proximity of all the nodes in a cell. Actually, every node in a cell
is at most 20m away from the cell coordinator. Upon reception of the TR ACK

1 We consider the 902-928 MHz Industrial, Scientific and Medical (ISM) band.
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packet, the nodes go to sleep and wake up during their allocated time slots. For
each time slot, the maximum overlapping period lasts 66ns (propagation time
for a distance of 20m at 300000 km/s). Knowing that the precision of a GPS
system is around 200ns [9], we can consider that the cell coordinator acts as a
beacon and synchronizes all the nodes in the cell by sending first the TR INFO
packet and next the TR ACK packet.

4 Performance Evaluation

4.1 Energy Consumption Evaluation

We present our analysis and evaluate our framework according to the radio
propagation model described in [2]. The energy ETx to transmit a packet and
ERx to receive a packet can be stated as:

ETx = lEelec + lεd2

ERx = lEelec

where Eelec = 50nJ/bit, l is the packet size, ε = 100pJ/bit/m2 and d is the
transmission distance.

By applying these formulas to our protocol, we obtain:

Ecoordinator = ETx,TR INFO + ETx,TR ACK + NERx,Scan (4)
Enon−coordinator = ERx,TR INFO + ERx,TR ACK + ETx,TR RESP

Enon−coordinator = ERx,TR INFO + ERx,TR ACK + ETx,TR RESP

Let us suppose that we have k nodes in the cell and N frequencies available for
the registration process, the total energy consumption can thus be expressed as:

Etotal = ETx,TR INFO + ETx,TR ACK + NERx,Scan + (k − 1)(ERx,TR INFO

+ ERx,TR ACK + ETx,TR RESP )

Etotal = (klTR INFO + klTR ACK + (k − 1)lTR RESP + NlScan)Eelec

+ (lTR INFO + lTR ACK + (k − 1)lTR RESP )εd2

In this analysis, we use a 100x100 meters network, and vary the number of nodes
per cell. For simplicity, we consider that the transmission distance can not exceed
20 meters. The area covered by one cell is thus in the order of 1200m2. Thus a
minimum of 8 simultaneous cells (called clusters) can be formed. We compare
three types of network organizations: a single cell, three cells and 8 cells, with
varying network density (we suppose a uniform node distribution).

Intuitively, the result obtained is not surprising. The energy saving obtained
from a single cell formation (DCP 1 cell) is advantageous when the data retrieval
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Fig. 4. Energy dissipation evaluation

is infrequent. When considering three cell formations, we can see that the energy
consumption increases. But the gain of dynamic cells formations compared to
a global network organization is largely dependent on the size of the network
(this analysis only considers a very small number of clusters). This model is best
adapted for scenarios where the data retrieval is localized and infrequent. As
previously mentioned, some real world applications like target tracking exhibit
these characteristics. A cell of 1200m2 is large enough for such applications.
Moreover, the advantage of our model is more apparent in large scale networks.

4.2 Simulation Parameters

We evaluate the performance of our model by simulations using OMNET++
[10], an object-oriented discrete event simulator. We compare our design to a
cell formation based on a TDMA scheme without acknowledgment process. The
initial schedule is established by contention according to the IEEE 802.11 specifi-
cations. For simplicity, we kept the same designation for the name of the packets,
even if the packets exchanged in both models are different. In the TDMA ap-
proach, TR INFO packets are composed of a header and a 2-byte cell coordinator
identifier. TR RESP packets also include a header, the cell coordinator identifier
and the sender node identifier. TR ACK packets are composed of a header, the
cell coordinator identifier and the list of IDs of the registered nodes.

We set our simulation parameters as follows:

• The time to detect energy on a frequency is set to Detect Time=15 µs [11].
• The hop time to change from one frequency to another is set to Hop Time=

224 µs [11].
• We consider only the case of one cell formation.
• DCP is based on a combination of FDMA, TDMA and Direct Sequence

Spread Spectrum (to reduce narrowband interference and noise effects) with
a nominal data rate fixed at 112kbps.
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• For the cell formation process based on TDMA, we consider a Direct Se-
quence Spread Spectrum over 21 frequency bands of 1.2MHz each2. The
nominal data rate is fixed at 112kbps.

• Time intervals are set to 15 µs.
• Packet headers are set to 25 bytes.

In DCP, at the beginning of each registration process, the nodes randomly
choose a frequency and transmit a busy tone on this frequency after a random
backoff time. In the simulations, we set the contention window to 44. Thus, we
have 45 time slots (1 time slot=15 µs) for the backoff period, which corresponds
to 3 times the average number of neighbor nodes in case of a node density of
0.01 nodes/m2.

We evaluate our protocol according to two criteria. First, we study the reg-
istration delay in order to demonstrate the effectiveness of our scheme for time-
sensitive applications such as target detection. Second, we estimate the number
of registered nodes, a critical indicator for the accuracy of the sensing opera-
tions. In fact, it is necessary to ensure that the number of nodes successfully
registered is above a certain threshold (the determination of this threshold is
application-dependent).

4.3 Simulation Results

By increasing the number of nodes in a cell, we show that DCP still performs
better than the TDMA scheme in terms of delay, while maintaining a high level of
node registration rate. We define the Registration Delay as the global setup time
of the registration process (from sending the TR INFO packet to the reception of
the last TR ACK packet) and Number of Nodes as the total number of nodes in
the cell, including the cell coordinator. Hence the maximum number of registered
nodes at most equals to the total number of nodes minus 1.

Figure 5(a) depicts the average registration delay as defined previously and
the corresponding number of nodes in the cell. The top curve represents the
registration delay for the TDMA-based cell formation (referred as Cluster). The
simulation is performed over multiple iterations, where the number of nodes
in the cell is incremented per iteration. For each iteration, the simulation is
repeated 100 times. The registration delay increases almost linearly with the
number of nodes. This increase in registration delay corresponds to the time
needed to transmit the TR RESP packet to the cell coordinator. The bottom
curve depicts the registration delay for DCP. We only observe a slight increase
in the delay corresponding to the increase in the size of the TR ACK packets
(the TR ACK packets include the ID/frequencies of the registered nodes). DCP
performs better than a classic TDMA-based cell formation when the number
of nodes in the cell increases above 3 nodes. This result can be explained by

2 The number of orthogonal codes being limited, the occurrence of inter-cells interfer-
ence can be reduced by the addition of a frequency band division technique, whose
description is beyond the scope of this paper.
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Fig. 5. (a) Average Delay (b) Average number of registered nodes

the implementation of the scanning process in DCP, which involves a minimum
registration delay that is rapidly amortized when the number of neighbors is
above 2.

Figure 5(b) depicts the average number of registered nodes, as well as the
total number of nodes in the cell. The top curve represents the average number
of registered nodes for the DCP model. Similar to the above case, we run the
simulations 100 times and compute the average. The bottom curve represents
the average number of registered nodes for a cluster formation without acknowl-
edgment process. The “second chance” mechanism implemented in our protocol
allows the nodes two attempts to register and accounts for the performance gain
over the cluster formation.

In order to analyze the efficiency of our protocol, we implemented a cluster
of 15 nodes, and ran the simulation for 200 iterations. We only consider the
registration process without data transmission. The results of the simulations
are summarized in Table 1 and in Table 2.

The analysis of the standard deviation for the registration delay and for the
number of registered nodes gives insights on the stability of both protocols. DCP
appears to be much more stable than the TDMA scheme, and performs signifi-
cantly better in terms of number of registered nodes and registration delay. This
is due to the fact that the fluctuations of the TDMA scheme are directly corre-

Table 1. Analysis of the TDMA scheme behaviour over a large number of simulation
runs for 15 nodes per cell

Number of Registered 
Nodes 

Registration Delay 
(ms) 

Mean 10.285 31.751185 

Maximum 14 35.986 

Minimum 5 26.086 

Standard Deviation 2.21547209 2.466758021 

95% Confidence Interval 0.307042937 0.341868729 

99% Confidence Interval 0.403523385 0.449292298 
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Table 2. Analysis of DCP behaviour over a large number of simulation runs for 15
nodes per cell

Number of Registered 
Nodes 

Registration Delay 
(ms) 

Mean 13.395 12.579045 

Maximum 14 12.622 

Minimum 10 12.338 

Standard Deviation 0.756197177 0.05369 

95% Confidence Interval 0.104801592 0.007440913 

99% Confidence Interval 0.137732832 0.009779031 

lated to the number of collisions that occurred during the registration process.
For DCP, the slight fluctuations are due to the number of unregistered nodes
(decreasing the size of the TR ACK packet). Concerning the number of regis-
tered nodes, our model guarantees a better performance compared to a classic
cluster formation. The minimum number of registered nodes for a cell of 15 nodes
(including the cell coordinator) is 10 for DCP, whereas for the cluster formation
this number drops to 5. The 95% and 99% confidence intervals illustrate the
improvement of DCP over the TDMA scheme.

Overall, DCP performs better than the TDMA scheme both in terms of
registered nodes and in terms of delay, particularly when the number of nodes
in the network increases. More precisely, our protocol initially outperforms the
cluster formation approach based on a TDMA scheme. This performance gain
wanes over time, because the performance of cluster formation is amortized
over several rounds. The advantage of our model is the dynamic and rapid cell
formation.

5 Conclusion

Given that some applications need only infrequent sensing operations, we pro-
posed a MAC protocol based on the creation of cells in the vicinity of the targeted
event. The proposed Dynamic Cell-based MAC Protocol adopts a reactive ap-
proach, with a data gathering process that is triggered by the detection of a
specific stimulus requiring an immediate report to the destination station. The
advantages of our protocol are to reduce bandwidth loss due to unused time slots
in TDMA schemes and to provide a faster cell formation while avoiding data col-
lisions. At the same time, our multi-frequency approach does not require node
identification. Moreover, no global synchronization is necessary because the cell
coordinator is used as a beacon node to organize the data transmission process.

The preliminary analysis of energy consumption gives an estimate of the
amount of energy dissipation during the cell formation process and supports the
theory that if the data retrieval is localized and infrequent, a complete network
organization is expensive. The results of the conducted simulations show that
DCP performs better than traditional TDMA approaches in terms of delays
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and collisions reduction. The sending of tones on a frequency range during the
registration process reduces the overall delay and decreases packet header size
by avoiding the exchange of node identification.
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Abstract. Mobile units, such as vehicles in a traffic flow or robots in a factory, 
may use sensors to interact with their environment and a radio to communicate 
with other autonomous units in the local area. Collaborative decision making 
can be carried out through information sharing amongst these units and result in 
cooperative problem solving. Examples of solutions include coordinated vehicle 
control for collision avoidance and executing complementary path plans for ro-
bots on a factory floor. We propose an application-level protocol that enables 
units to contribute their local knowledge and actions to a shared global view of 
the problem space. The protocol uses a time-driven token ring architecture to 
permit any unit to reliably broadcast a message to the entire group. The protocol 
ensures that all units commit the same set of received messages in the same or-
der by a deadline, and it upholds these guarantees in the presence of channel 
failures, hidden units, and a changing set of collaborators. Units in the network 
are made aware of when others fail to maintain the global view. Failing units 
may be required to operate autonomously, pending information recovery. 

1   Introduction 

The growing ubiquity of both mobile computing and wireless networking will moti-
vate new applications for this technology, including cooperative problem solving. 
Mobile units, such as vehicles in a traffic flow, tanks on a battleground, or robots in a 
factory, may be equipped with sensors to interact with their local environment, a radio 
to share information with other autonomous units in the immediate area, and a com-
puter to execute a program. These resources enable the units to collaborate in the 
collection and dissemination of environmental information that can be used to make 
decisions that ultimately result in a single coherent solution to a problem. Examples 
of solutions include coordinated vehicle control for collision avoidance and comput-
ing non-intersecting trajectories for robots on a factory floor. 

Units are enabled to act coherently and achieve common goals if they use a com-
munication protocol that permits their local knowledge and actions to contribute to a 
shared global view of the problem space. Units may either carry out local, decentral-
ized decisions or be directed by one or more units making centralized decisions. In the 
former case, the global view supports local decision making so that globally-optimal 
behavior results. In the latter case, the global view permits any unit to take the role of 
decision maker if communication with a centralized resource is lost. Both approaches 
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must contend with an environment where communication channel limitations and unit 
failures can result in a continuously changing set of collaborating units. 

We propose an application-level protocol, the Mobile Reliable Broadcast Protocol 
(M-RBP), that is particularly well-suited to collaborative decision making in this 
environment. The protocol permits any unit to reliably send a message to every other 
unit in the group and is time-driven to ensure that all units commit the same set of 
received messages in the same message order by a maximum delay following initial 
message acknowledgement; this enables the global view to be kept up-to-date in a 
timely fashion. Units also learn when they have lost the global view and may be re-
quired to operate autonomously using a different, more conservative set of assump-
tions until sufficient information is recovered. Other units in the group are made 
aware of these failures and can react appropriately. 

The remainder of this paper is organized as follows. The scope of the network con-
sidered is described in Section 2. Section 3 introduces the architecture of M-RBP and 
its operation. Section 4 presents a comparison of M-RBP with other existing reliable 
broadcast and multicast protocols for this application. Section 5 briefly discusses 
protocol scalability and performance tradeoffs, and Section 6 concludes the paper. 

2   Scope of the Networking Problem 

Figure 1 is an example of the scope of networking that we will address for collabora-
tive decision making. A number of mobile units (e.g., a through f) are collaborating in 
a localized geophysical region, or LAN. Some units may be within direct communica-
tion range of all other units, while others may separated (i.e., hidden) from each other 
by greater than one hop distance and need to rely on neighboring units to relay infor-
mation (e.g., a to c, e, or f). The relaying of information may also be required when an 
obstruction prevents direct communication between units (e.g., d and e). 

 
Fig. 1. Scope of the collaborative decision making network. 

Our protocol provides delivery guarantees for broadcast transmissions from any of 
the units to the rest of the group. Some of the guarantees, such as maximum delay, 
scale with the network hop diameter and number of units. Although this protocol will 
function properly on larger multi-hop networks, it is best suited to implementations in 
which most units can directly communicate with one another. Providing a global view 
for the group remains difficult, even for small-diameter networks, due to a changing 
set of collaborators and the unreliability of wireless network connectivity. 
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3   M-RBP Architecture 

M-RBP is an application-layer protocol that accepts data from user applications and 
transmits it using the IP broadcast address. We assume a networking stack consisting 
of UDP/IP services and an IEEE 802.11 MAC and PHY design [1] with the distrib-
uted coordination function. This medium provides physical signaling, a broadcast 
addressing scheme, and carrier sensing with collision avoidance. It does not provide a 
request-to-send, clear-to-send handshake or a data transfer acknowledgement. 

Mobile units that share the global view participate in a token ring protocol. Previ-
ous work on token ring protocols for reliable broadcast and multicast focused on 
wired network implementations [2], [3], [4]. Figure 2 is an illustration adapted from 
the Reliable Broadcast Protocol [4] of a token ring comprised of receivers in a broad-
cast group. In our application, n mobile units can serve as both message sources and 
receivers. Sources transmit messages at will into the medium, with an identification of 
the source unit, s, and a source-specific sequence number, Ms. Ms is incremented for 
each unique broadcast message so that duplicate transmissions may be identified. 

 

Fig. 2. Receivers in the broadcast group belong to a token ring. 

A token is passed amongst the units in the receiver group on a timed schedule. The 
receiver with the token is referred to as the token site, and it is responsible for ac-
knowledging any source messages received from the source unit, s, while in posses-
sion of the token, as well as some additional messages described in Section 3.5. The 
token site acknowledges messages using a single bulk acknowledgement (ACK) that 
references the messages and assigns them a relative sequence order. Sources retrans-
mit messages until they receive an acknowledgement from a token site. Units that do 
not receive the token site’s ACK shortly after its scheduled transmission time are 
permitted to broadcast a retransmission request. Units that receive the ACK broadcast 
a negative acknowledgement (NACK) for any messages that they are missing. The 
NACK is repeated until a peer services the retransmission request or other criteria 
described in Section 3.3 is met. Broadcast retransmissions include the original mes-
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sage identifier (s, Ms) and the retransmitter’s source identifier; this prevents retrans-
missions from being mistaken for transmissions from the message source. 

On a timed schedule, the group collectively determines what ACKs to use for 
global message ordering and what messages should be committed. By a specific dead-
line, all surviving units learn what messages are committed by their peers. 

In the following sections, we describe aspects of the protocol in more detail. 

3.1   Implicit Time-Based Token Passing 

The token site is responsible for acknowledging messages and initiating global se-
quencing. In several token ring protocols [2], [3], [4], an explicit handshake is used 
to: 1) acknowledge source messages, 2) confirm acceptance of the token from the 
previous token site, and 3) request transfer of the token to the next token site, as 
shown in Figure 3. This approach prevents continuous circulation of the token in the 
presence of frequent unit and communication failures because, in these cases, the 
required handshake may not transpire.  

 

Fig. 3. Explicit ACK handshake used by many token ring protocols. If the token site, r, fails 
then the token ceases to circulate until the ring completes a lengthy repair process [2]. 

M-RBP, by contrast, uses a token that is passed based on time, without further 
qualification. Each receiver holds the token for a duration of ∆T seconds in a time slot 
specified by a token passing list (TPL) and is expected to transmit a single ACK at the 
end of its assigned token passing interval. In addition to its role in message acknowl-
edgement, the ACK is used to indicate continued participation of the acknowledging 
unit and enables each receiver, through an algorithm described in Section 3.2, to keep 
identical, and perform the same maintenance on, local copies of the TPL. Because no 
explicit handshake is required to pass the token, the communication with the token 
site may fail without disrupting token circulation. Relative synchronization of units is 
required, but is not addressed in this work. 

3.2   Maintaining the Token Ring Using a Distributed Time-Driven Algorithm 

A unit can infer that a token site has failed if its scheduled ACK broadcast is not re-
covered by a deadline. Individual units, however, may disagree on the failure, de-
pending on how successful their own recovery efforts are. Units could use a gossip 
protocol [5], [6] to spread the ACK or the token site could require positive acknowl-
edgement of its ACK by every other unit in the group, but these approaches would 
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only provide highly probable agreement by a deadline. We have devised a distributed 
time-driven token ring repair process that ensures agreement by a deadline. 

A conceptual timeline for the ring repair process is shown in Figure 4. Since all 
units have a copy of the TPL and can identify when a specific unit is scheduled to 
transmit its ACK as the token site, they all know when to expect the ACK and can 
begin attempting recovery (described below) shortly thereafter. Each unit that does 
not recover the ACK by a deadline assumes the token site has failed. After making a 
determination, each unit in the group broadcasts a “yes” or “no” vote to drop the unit 
in question. All units attempt to recover as many of these votes from peers as possible 
and, at a prescheduled deadline, they each attempt to determine a group consensus 
using an agreement function. The consensus will either be to take no action or to re-
move the unit from the TPL. If the unit is removed, its TPL entry is deleted and the 
entries below are shifted up to fill the void. 

 

Fig. 4. Timeline for the time-driven distributed token ring repair process. 

In M-RBP, the votes are transmitted in ACK messages to minimize control over-
head. The relationship between scheduled ACKs and the votes they carry is shown in 
Figure 5. A token site is assigned a time slot of ∆T seconds based on its offset in the 
TPL. The offset numbers are shown on the x-axis, with token round x having mx slots. 
As shown on the y-axis, each token site transmits an ACK with a sequence number j 
at the end of its time slot. The set of scheduled ACK transmissions is delineated by 
the solid line on the chart. The units attempt to recover each ACK using a time-driven 
process involving k iterations, each of length ∆k. The parameters for the process are 
chosen so as to guarantee a high probability of ACK recovery by the final iteration. 
The recovery period for each ACK is shown by the gray band in the chart, the end of 
which is delineated by a dashed line. Each unit that did not receive an ACK by the 
end of its recovery phase indicates this by including a drop field in its next ACK 
transmission that references the source and sequence number of the missing ACK (a 
vote against unit removal is implied by the absence of this field). In the example 
shown in Figure 5, the votes applying to the ACK transmitted by unit a, at the posi-
tion labeled 1, are transmitted by peers in subsequent ACKs with sequence numbers j3 
through j4. 

Because each peer transmits its ACK, including votes, only once per token ring cy-
cle, each ACK carries votes pertaining to all ACKs that reached the end of the recov-
ery phase in the last token ring cycle. For example, the ACK transmitted by unit b at 
the position labeled 2 includes votes relevant to ACKs with sequence numbers j1 
through j2. 

When all of the ACKs associated with a particular vote (e.g., the range labeled 1 
and associated with the ACK transmitted by unit a) have themselves completed their 
recovery phase, the group decides on whether to take action and remove the respec-



Reliable Collaborative Decision Making in Mobile Ad Hoc Networks      93 

tive unit from the TPL. If all units take the same action at this point in time, their 
TPLs will be adjusted in the same manner and time slot reassignment can take place 
to fill in the vacant slot. However, attaining unanimous agreement is complicated by 
the fact that each unit may recover a different subset of the ACKs associated with a 
particular vote. 

The units ensure unanimous agreement on TPL changes through the use of a ma-
jority agreement function that returns one of three possible values. If a unit recovers a 
sufficient number of ACKs to determine that the group consensus is “yes” or “no” on 
an action, the function returns a value of Y or N, respectively. If a unit fails to recover 
enough ACKs to determine the group consensus, the function returns a value of U for 
“unknown”. In this case, the unit must forfeit its time slot in the token ring until it has 
rejoined the token ring with a new time slot assignment (see Section 3.4).  

To make a decision based on a majority, each unit must determine that either  
greater than 50% of the expected vote transmissions, V, are “yes” votes or at least 
50% of the transmissions are “no” votes. The total number of votes received by each 
unit is less than or equal to the number transmitted because some of the units may not 
transmit a vote (e.g., due to failure) and some votes may not reach a particular unit by 
the time the consensus deadline is reached. Given that unit i recovers Yi “yes” votes 
and Ni “no” votes, the tri-valued function F is expressed as: 
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Fig. 5. Timeline for scheduled ACK transmission and recovery. 
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We have chosen to use threshold values that require either a majority of “yes” 
votes or a majority of “no votes to be recovered to determine group consensus with 
certainty. Our choice minimizes the maximum number of “yes” or “no” votes that a 
unit must recover in order to avoid an “unknown” determination. Other threshold 
choices may better maximize a unit’s probability of survival, especially if the selec-
tion is based on estimated probabilities of receiving a “yes” vote or a “no” vote. In 
any case, the thresholds chosen must guarantee a mutually-exclusive “yes” or “no” 
determination by F, no matter how many votes an individual unit successfully recov-
ers. This can be accomplished by ensuring that the following holds for the choice 
“yes” and “no” thresholds, TY and TN: 

1+ ≥ +y NT VT  , (2) 

In summary, by using F to determine the voting consensus and by acting in accor-
dance with the consensus at the prescribed deadline, all units remaining in the token 
ring maintain identical copies of the TPL. 

3.3   Reliable and Consistent Messaging with a Delay Guarantee 

The distributed protocol used to maintain each unit’s TPL can also be used to provide 
reliable and consistent message delivery between all sources and receivers. For real-
time collaborative decision making, we desire to provide: 1) global sequencing of 
messages; 2) consistent commitment of messages across the group of receivers; and 
3) notification of message commitment between each unit and its peers. Because the 
protocol provides units with a concept of time and units take action on a schedule, we 
can offer reliable and consistent message delivery with a delay guarantee. 

A typical approach to defining the probability of reliable message delivery, Pr(t), is 
to state that it monotonically increases to a value sufficient to meet application re-
quirements at some time τ following a number of retransmission attempts, as shown 
in Figure 6. We desire a definition of reliability that is more suited to a continuously 
changing receiver set and that offers a specific reliability guarantee at a deadline. To 
this end, we pursue a guarantee that a receiver remaining in contact with its peers and 
participating in the token ring protocol for > τ1 seconds after a message is initially 
acknowledged will commit that message if the group reaches a consensus to do so. 
Furthermore, if the receiver remains in the group for > τ2 seconds, where τ2 > τ1, its 
peers can verify that it has committed the message. 

 

Fig. 6. Typical reliability guarantee. 

The timeline for providing the new reliability guarantee is shown in Figure 7. The 
timeline starts at time t with acknowledgement of message (s, Ms) by scheduled 
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ACK j. The process proceeds in three phases, with each phase involving information 
recovery followed by a group consensus vote on the success of the recovery. Since the 
token ring length may increase or decrease by one unit each ∆T, the number of ex-
pected votes associated with each phase is labeled uniquely as ma, mb, and mc. A unit 
that cannot determine the voting consensus for any vote must relinquish its place on 
the TPL. 

The first phase of the process involves recovery of the scheduled ACK j that ac-
knowledges the source message of interest, in this case message (s, Ms). Since the 
ACK is also used to infer the token site’s continued operation, the first vote both 
determines whether the associated token site is considered operational and whether 
the ACK will be used for message sequencing.  

Some messages referenced by dropped ACKs may never be referenced again by 
future ACKs. These may be discarded > τ1 seconds after their reception without con-
cern that they need be committed. 

The second phase involves message recovery. Units that successfully recover the 
ACK attempt to recover the associated message(s) until one of the following events 
occur: 1) the message is recovered; 2) the group reaches a consensus to not use the 
ACK; or 3) the deadline for message recovery is reached. The deadline for message 
recovery follows the deadline for ACK recovery by k·∆k seconds. At the deadline for 
message recovery, each unit that recovered ACK j, but not message (s, Ms), conveys 
this in its next scheduled ACK transmission by voting to drop (s, Ms). In general, the 
ACK may indicate that one or more messages be dropped in a variable-length field. If 

 

Fig. 7. Time-driven process for global message ordering, commitment, and delivery confirma-
tion. 
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the voting unit did not recover ACK j, it votes generically to drop all messages refer-
enced by the ACK. Message reception is implied for all messages referenced in ACK 
j that are not listed in the drop field of the ACK used in the vote. If a majority verifies 
message reception, the message is committed. If the majority votes to drop the mes-
sage, it is discarded. 

In the third phase, ACK recovery is used to determine the set of receivers that sur-
vived to commit the message. A unit determines that a peer has survived to receive 
the message if the peer transmits its scheduled ACK in the token round starting at 
t+τ1. If the unit either directly receives the peer’s ACK or if any other peer indicates 
that it received the peer’s ACK via a vote, then the peer in question survived to com-
mit the message. A unit can verify the set of peers that received the message by apply-
ing this test to each peer in the TPL after time t + τ1. This verification is complete no 
later than time t + τ2. τ1 and τ2 are a deterministic function of the number of units in 
the group during several token ring cycles as well as a few protocol time constants. 

This three-step process ensures that every unit that continues to collaborate in deci-
sion making has committed a message within, at most, three recovery periods and one 
token ring cycle of when it was initially acknowledged and that every unit knows 
what peers have committed the message within, at most, four recovery periods and 
two token ring cycles. 

3.4   Join Requests 

Units that intend to join the ring for the first time, or that were dropped and want to 
rejoin, must transmit a source message with a Join Request field. The token site that 
acknowledges this message will respond with an ACK that includes a copy of the 
TPL and protocol parameters. The unit is neither admitted to the token ring, nor does 
it begin sharing the global view, until its source message is committed by the group. 
The new unit is assigned the TPL entry corresponding to the first token passing inter-
val that begins after the time of message commitment. 

The unit must be ready to participate in the ring repair process as soon as it is 
added to the TPL. Therefore, it must begin to recover ACKs and monitor vote out-
comes as soon as its message is acknowledged. Since all transmissions, scheduled or 
not, include source identifiers, the unit can maintain an updated list of one-hop 
neighbors. It may transmit unicast ACK Retry messages to these neighbors in a 
round-robin fashion each ∆k seconds. The addressed neighbor may service the request 
by retransmitting it or, if the requested ACK was dropped by the group, respond with 
a unicast ACK that includes a drop field for the requested ACK. Changes to the TPL 
are inferred through the ACK history. 

Units that are rejoining the group after being recently dropped and that desire to 
maintain a continuous global view must, in addition, request missing source messages 
via unicast NACK messages. The addressed neighbor may service the request with a 
message retransmission or respond with a unicast ACK that includes a drop field for 
the requested message(s). 

3.5   Dealing with Hidden Units 

The presence of hidden units challenges the delivery of messages to receivers hidden 
from a source and the acknowledgement of messages when the token site is hidden 
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from a source. To solve these problems, ACK and source message retransmission 
requests are serviced by nearest-neighbor peers using a time-based recruitment proc-
ess.  

During the recovery window for a particular ACK, the units on the TPL are pro-
gressively recruited to service retransmission requests for the ACK and to request its 
retransmission themselves. The recruitment starts with the unit on the TPL that was 
originally scheduled to transmit the ACK and continues until the entire TPL is re-
cruited. The number of units recruited per iteration may adhere to any number of 
profiles. For example, one strategy may be to exponentially recruit units until the 
entire TPL is recruited, so that a total of 2j units are recruited j·∆k seconds following 
the scheduled time of the ACK transmission. Another strategy would be to recruit one 
unit in the first iteration and all remaining units in the second iteration. In any case, 
the process halts when some k, where k > j, number of recovery iterations of length ∆k 
have occurred. This mechanism grants all units an opportunity to service and request 
ACK retransmissions while lowering initial contention for the broadcast medium. 
Carrier sensing and collision avoidance is the MAC layer’s responsibility and is out-
side the scope of this research. 

Source message retransmissions, driven by NACKs, use the same mechanism, with 
the only difference being when the recovery window starts, and completes (see Figure 
7). The recruitment process for message retransmissions begins when the ACK recov-
ery process completes, and continues for a period of k·∆k seconds. The process is 
executed independently for each source message, and starts with the unit that origi-
nally acknowledged the message. 

An example of message recovery between units hidden from one another is shown 
in Figure 8. All four of the units shown participate in the token ring, and unit 3 is the 
token site when unit 4 transmits message (4, M1). The message is received by units 2 
and 3. Unit 3 acknowledges message (4, M1) with ACK Y. A specified delay after the 
scheduled transmission of ACK Y, unit 1 realizes that it missed the transmission and 
repeatedly transmits a retry for ACK Y. This retry is eventually received by unit 2, 
which services the retry by transmitting the ACK. Unit 1 then repeatedly transmits a 
NACK for (4, M1). This NACK is eventually received by unit 2, which services the 
NACK by retransmitting the source message. 

 

Fig. 8. ACK and source message recovery for hidden units. 

Another problem that arises with hidden units is that a source transmitting a mes-
sage may be hidden from the token site. To deal with this, the source retransmits the 
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message at regular intervals of ∆T seconds until it receives an ACK that references the 
message. The ACK may be either a scheduled ACK transmitted by a token site or an 
unscheduled ACK transmitted by any unit within one hop. Units other than the token 
site may be recruited to respond to the transmission if it is repeated one or more times. 
The neighbors are recruited in growing numbers (e.g., exponentially) according to 
their relative offset in the TPL from the unit that was token site during the original 
message transmission. Unscheduled ACKs (i.e., those not transmitted by the token 
site) do not have an ACK sequence number and are not used for message ordering; 
they simply inform the source that the message will be acknowledged later when the 
responding unit becomes the token site. 

3.6   Global Message Ordering 

As described previously, each ACK includes a sequence number j, indicating that it 
was transmitted at scheduled time tj = j·∆T. ACK j assigns each message received, 
identified by the label (s, Ms), the relative sequence number k. Messages that were 
either acknowledged by a unit during the previous token round using an unscheduled 
acknowledgement, or received during its token passing interval, are assigned relative 
sequence numbers k = 1, 2, ... in the order received. The 2-tuple (j, k) is used to assign 
message (s, Ms) a global order. 

The received messages associated with ACK j are not assigned a global sequence 
number until all messages associated with ACK i, for ∀i < j, are sequenced. Duplicate 
references to message (s, Ms) may arise because sources can retransmit messages and 
because messages may reach units after a variable amount of propagation delay. To 
resolve this, all units commit messages according to the ACK with the lowest se-
quence number that references the message, and discard duplicate references. Then, 
the remaining messages associated with ACK j are ordered by increasing, not neces-
sarily contiguous, relative sequence number k. This procedure results in the same 
message sequencing in all units that received the same acknowledgements. 

4   Attributes of M-RBP 

Token ring protocols have been studied for application to mobile ad hoc networks 
(MANETs) [7], [8]. The work described in [7] is limited to the study of several algo-
rithms that permit a token to circulate amongst all members of a graph. WTRP [8] 
was developed for communication between unmanned vehicles. To provide band-
width guarantees, each source is only permitted to transmit source messages in a time 
slot assigned by its position in the token ring. WTRP does not support mechanisms 
for reliable message delivery. 

Numerous reliable broadcast and multicast protocols have been proposed for 
MANETs that do not use token rings [5], [6], [9], [10], [11], [12], and cannot provide 
global message ordering for many-to-many communication in multi-hop networks. 
These protocols are compared with M-RBP in Table 1, where attributes important for 
the support of collaborative decision making in a MANET are listed. None of these 
protocols were specifically developed for this application, and they all lack support 
for either message delivery confirmation with the source, or peer retransmission ser-
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vice. Furthermore, the gossip-based protocols, which do provide peer retransmission 
service, provide relatively weak reliability guarantees due to their probabilistic nature. 

Because M-RBP was specifically developed to support collaborative decision mak-
ing, it possesses all of the desirable characteristics. 

Table 1. A comparison of M-RBP with other reliable broadcast and multicast protocols. Sup-
port of attributes that enable collaborative decision making in a MANET is indicated. 

Protocol Support 
Class Scheme Many-to-

Many1 
Peer  
Service2 

ACK-
Based 
Delivery3 

Confirm 
Delivery 
w/ Source 

Global 
Ordering4 

MAC BMW w/ 
ODMRP [9] 

! ! !   

RALM [10] !  ! On retry  Source 
Service RMA [11] !  ! !  
Hierarchical 
Service 

FAT [12] In omni 
mode 

! !   

AG [5] ! !    Gossip 
Service RDG [6] ! !    
Time-Driven 
Token 

M-RBP ! ! ! ! ! 

1 Assuming a single instance of the protocol on each unit. 
2 Information may be recovered from any peer, even if source fails. 
3 Retry until positive acknowledgement. 
4 For many-to-many broadcast or multicast. 

5   Comments on M-RBP Performance 

Units that fail to recover ACKs and messages used in the global view are temporarily 
removed from the token ring. Therefore, the more effectively units recover informa-
tion, the more likely they are to remain participating members of the group. As previ-
ously discussed, hidden units recover information using time-based retransmission 
protocols. Using a larger iteration interval, ∆k, in these protocols provides units with 
more time to retransmit information and deal with congestion. However, the delay 
guarantees, τ1 and τ2, relax as ∆k increases. This trade-off between delay guarantees 
and probability of unit failure will be analyzed in future work using the QualNet 
simulator [13]. 

The number of iterations, k, required of the time-based recovery processes has not 
yet been discussed. Independent of the profile used to qualify units to retry, or service 
retransmissions (e.g., one unit in the first iteration and all remaining units in the sec-
ond iteration, exponential unit recruitment, etc.), the worst-case number of iterations 
occurs when: 1) all units, other than the token site, did not receive the original trans-
mission, 2) the last unit permitted to retry is the only 1-hop neighbor of the token site, 
and 3) the network diameter is maximal, given the number of units (i.e., m - 1).  

A worst-case network topology is illustrated in Figure 9. In this example, unit 1 is 
required to recover information from unit m by the end of the recovery period. 



100      Theodore L. Willke and Nicholas F. Maxemchuk 

The worst-case recovery process delay for the network depicted in Figure 9 using 
an exponential unit recruitment example is depicted in Figure 10. For this example 
and m units, the maximum number of iterations, k, required is: 

2log 2= + −  k m m . (3) 

In contrast, for a recruitment policy of a single unit in the first iteration and all 
units in the second, the relationship between iterations required and unit count is sim-
ply k = m. However, with this policy, medium contention may increase. 

As an example of ACK recovery using the described network and exponential unit 
recruitment process, if m = 9 and unit 9 is the token site, it takes 11 iterations of the 
recovery process for unit 1 to recover unit 9’s ACK. Thus, recovery is complete 11·∆k 
after the scheduled transmission of the ACK, if the network remains connected. 

 

Fig. 9. Worst-case network topology (token ring shown) for a recovery process. 

 

Fig. 10. Worst-case recovery delay for the scenario in Figure 9, using exponential recruitment. 
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6   Concluding Remarks 

In this paper, we have discussed the problem of collaborative decision making in a 
mobile ad hoc networking environment. We have introduced an application-level 
protocol, the Mobile Reliable Broadcast Protocol, that provides the services necessary 
for collaborating mobile units to construct and share a real-time global view of the 
problem space, despite the potential for communication failures, a continuously-
changing set of collaborators, and units that are hidden from one another. To the best 
of our knowledge, this support is not offered by any other existing protocol. 

M-RBP uses a time-based token ring protocol to provide specific reliability and de-
lay guarantees for source message commitment, something that is difficult, if not 
impossible, to accomplish with an event-driven protocol. It was shown that the delay 
guarantees provided can be tuned to alter the scalability of the protocol. It was also 
shown how novel time-based decision processes incorporated into M-RBP enable 
collaborating units to globally commit and order messages. 
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Abstract. In this paper, we attempt to solve the problem of min-cost multicast 
routing for multi-layered multimedia distribution. More specifically, for (i) a 
given network topology (ii) the destinations of a multicast group and (iii) the 
bandwidth requirement of each destination, we attempt to find a feasible rout-
ing solution to minimize the cost of a multicast tree for multi-layered multime-
dia distribution. This problem has been proved to be NP-hard. We propose two 
adjustment procedures, namely: the tie breaking procedure and the drop-and-
add procedure to enhance the solution quality of the modified T-M heuristic. 
We also formally model this problem as an optimization problem and apply the 
Lagrangean relaxation method and the subgradient method to solve the prob-
lem. Computational experiments are performed on regular networks, random 
networks, and scale-free networks. According to the experiment results, the La-
grangean based heuristic can achieve up to 23.23% improvement compared to 
the M-T-M heuristic. 

1   Introduction 

Multimedia application environments are characterized by large bandwidth variations 
due to the heterogeneous access technologies of networks (e.g. analog modem, cable 
modem, xDSL, and wireless access etc.) and different receivers’ quality require-
ments. In video multicasting, the heterogeneity of the networks and destinations 
makes it difficult to achieve bandwidth efficiency and service flexibility. There are 
many challenging issues that need to be addressed in designing architectures and 
mechanisms for multicast data transmission [1].  

Unicast and multicast delivery of video are important building blocks of Internet 
multimedia applications. Unicast means that the video stream goes independently to 
each user through point-to-point connection from the source to each destination, and 
all destinations get their own stream. Multicast means that many destinations share 
the same stream through point-to-multipoint connection from the source to every 
destination, thus reducing the bandwidth requirements and network traffic. The effi-
ciency of multicast is achieved at the cost of losing the service flexibility of unicast, 
because in unicast each destination can individually negotiate the service contract 
with the source. 

Taking advantage of recent advances in video encoding and transmission tech-
nologies, either by a progress coder [2] or video gateway [3] [4], different destina-
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tions can request a different bandwidth requirement from the source, after which the 
source only needs to transmit signals that are sufficient for the highest bandwidth 
destination into a single multicast tree. This concept is called single-application mul-
tiple-stream (SAMS). A multi-layered encoder encodes video data into more than one 
video stream, including one base layer stream and several enhancement layer 
streams. The base layer contains the most important portions of the video stream for 
achieving the minimum quality level. The enhancement layers contain the other por-
tions of video stream for refining the quality of the base layer stream. This mecha-
nism is similar to destination-initiated reservations and packet filtering used in the 
RSVP protocol [5]. 

The minimum cost multicast tree problem, which is the Steiner tree problem, is 
known to be NP-complete. Reference [6] and [7] surveyed the heuristics of Steiner 
tree algorithms. For the conventional Steiner tree problem, the link costs in the net-
work are fixed. However, for the minimum cost multi-layered video multicast tree, 
the link costs are dependent on the set of receivers sharing the link. It is a variant of 
the Steiner tree problem. The heterogeneity of the networks and destinations makes it 
difficult to design an efficient and flexible mechanism for servicing all multicast 
group users.  

Reference [8] discusses the issue of multi-layered video distribution on multicast 
networks and proposes a heuristic to solve this problem, namely: the modified T-M 
heuristic (M-T-M Heuristic). Its goal is to construct a minimum cost tree from the 
source to every destination. However, the reference provides only experimental evi-
dence for its performance. Reference [9] extends this concept to present heuristics 
with provable performance guarantees for the Steiner tree problem and proof that this 
problem is NP-hard, even in the special case of broadcasting. From the results, the 
cost of the multicast tree generated by M-T-M heuristics was no more than 4.214 
times the cost of an optimal multicast tree. However, no simulation results are re-
ported to justify the approaches in [9]. The solution approaches described above are 
heuristic-based and could be further optimized. Consequently, for multimedia distri-
bution on multicast networks, we intend to find the multicast trees that have a mini-
mal total incurred cost for multi-layered video distribution. 

In this paper, we extend the idea of [8] for minimizing the cost of a multi-layered 
multimedia multicast tree and propose two more precise procedures (tie-breaking 
procedure and drop-and-add procedure) to improve the solution quality of M-T-M 
heuristic. Further, we formally model this problem as an optimization problem. In the 
structure of mathematics, they undoubtedly have the properties of linear program-
ming problems. We apply the Lagrangean relaxation method and the subgradient 
method to solve the problems [10][11]. Properly integrating the M-T-M heuristics 
and the results of Lagrangean dual problems may be useful to improve the solution 
quality. In addition, the Lagrangean relaxation method not only gets a good feasible 
solution, but also provides the lower bound of the problem solution which helps to 
verify the solution quality. We name this method Lagrangean Based M-T-M Heuris-
tics.  

The rest of this paper is organized as follows. In Section 2, we describe the detail 
of the M-T-M heuristic and present the evidence that the M-T-M heuristic does not 
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perform well under some often seen scenarios. We propose two procedures to im-
prove the solution quality. In Section 3, we formally define the problem being stud-
ied, as well as a mathematical formulation of min-cost optimization is proposed. Sec-
tion 4 applies Lagrangean relaxation as a solution approach to the problem. Section 5, 
illustrates the computational experiments. Finally, in Section 6 we present our con-
clusions and the direction of future research. 

2   Heuristics of Multi-layered Multimedia Multicasting 

Reference [12] proposes an approximate algorithm named T-M heuristic to deal with 
the Steiner tree problem, which is a min-cost multicast tree problem. The T-M heuris-
tic uses the idea of minimum depth tree algorithm (MDT) to construct the tree. To 
begin with, the source node is added to the tree permanently. At each iteration of 
MDT, a node is temporarily added to the tree until the added node is a receiver of the 
multicast group. Once the iterated tree reaches one of the receivers of the multicast 
group, it removes all unnecessary temporary links and nodes added earlier and marks 
the remaining nodes permanently connected to the tree. The depth of the permanently 
connected nodes is then set to zero and the iterations continue until all receivers are 
permanently added to the tree. In [8], the author gives examples of the performance 
of the T-M heuristic and shows that in some cases the T-M heuristic does not achieve 
the optimum tree.  

Reference [8] modified the T-M heuristic to deal with the min-cost multicast tree 
problem in multi-layered video distribution. For multi-layered video distribution, 
which is different from the conventional Steiner tree problem, each receiver can re-
quest a different quality of video. This means that each link’s flow of the multicast 
tree is different and is dependent on the maximum rate of the receiver sharing the 
link. The author proposes a modified version of the T-M heuristic (M-T-M heuristic) 
to approximate the minimum cost multicast tree problem for multi-layered video 
distribution. 

The M-T-M heuristic separates the receivers into subsets according to the receiv-
ing rate. First, the M-T-M heuristic constructs the multicast tree for the subset with 
the highest rate by using the T-M heuristic. Using this initial tree, the T-M heuristic is 
then applied to the subsets according to the order of receiving rate from high to low. 
For further details of the M-T-M heuristic, please refer to reference [8]. 

2.1   Some Scenarios of the Modified T-M Heuristic 

In most networks, the performance of the Modified T-M heuristic is better than the T-
M heuristic in multi-layered video multicasting. But, in some scenarios, we have 
found that the M-T-M does not perform well. 

Consider the network in Figure 1 with node 1 as the source and nodes 3 and 4 as 
the destinations requiring rates 2 and 1, respectively. Assume the base costs of all 
links are the same, which is 1. First, the M-T-M heuristic separates the receivers into 
two subsets, one for rate 1 and the other for rate 2. It then runs a MDT algorithm such 
as Dijkstra algorithm to construct the tree with the highest rate subset. At Step 4, the 
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T-M heuristic reaches the destination with the highest rate and removes all unneces-
sary intermediate links. After setting the depth of the permanently connected nodes to 
zero, it continues the search process for the other destinations. At Step 5, the M-T-M 
heuristic tree is found and the sum of the link costs is 5. But the sum of the link costs 
for the optimum tree shown is 4. 

 

Fig. 1. Example of the M-T-M heuristic for multi-layered distribution with constant link cost. 

 

Fig. 2. Example of the M-T-M heuristic for multi-layered distribution with arbitrary link cost. 

Consider the other network in Figure 2 with node 1 as the source and nodes 2 and 
4 as the destinations requiring rates 1 and 2, respectively. The link costs are indicated 
by the side of the links. At Step 6, the M-T-M heuristic tree is found and the sum of 
the link costs is 11. But, the sum of the link costs for the optimum tree shown is 10. 

2.2   Enhanced Modified T-M Heuristic  

With reference to the above scenarios, we propose two adjustment procedures to 
improve the solution performance. The first one is the tie breaking procedure, which 
is used to handle the node selection when searching the nearest node within the M-T-
M heuristic. The second is the drop and add procedure, which is used to adjust the 
multicast tree resulting from the M-T-M heuristic in order to reach a lower cost. 
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Tie Breaking Procedure. For the MDT algorithm, ties for the nearest distinct node 
may be broken arbitrarily, but the algorithm must still yield an optimal solution. Such 
ties are a signal that there may be (but need not be) multiple optimal solutions. All 
such optimal solutions can be identified by pursuing all ways of breaking ties to their 
conclusion. However, when executing the MDT algorithm within the M-T-M 
heuristic, we found that the tie breaking solution will influence the cost of the 
multicast tree. For example in Figure 2, the depth of nodes 2 and 4 is the same and is 
minimal at Step 1. The tie may therefore be broken by randomly selecting one of 
them to be the next node to update the depth of all the vertices. In general, we choose 
the node with the minimal node number within the node set of the same minimal 
depth for implementation simplicity. Although we choose node 1 as the next node to 
relax, node 2 is the optimal solution. 

We propose a tie breaking procedure to deal with this situation. When there is a 
tie, the node with the largest requirement should be selected as the next node to join 
the tree. The performance evaluation will be shown in section 5. 

Drop and Add Procedure. The drop and add procedure we propose is an adjustment 
procedure to adjust the initial multicast tree constructed by M-T-M heuristic. 
Nevertheless, redundantly checking actions may cause a serious decline in 
performance, even if the total cost is reduced. Therefore, we consider the most useful 
occurrence to reduce the total cost and control the used resources in an acceptable 
range. The details of procedures are: 

1. Compute the number of hops from the source to the destinations. 
2. Sort the nodes in descending order according to {incoming traffic/its own traffic 

demand}. 
3. In accordance with the order, drop the node and re-add it to the tree. Consider the 

following possible adding measures and set the best one to be the final tree. Either 
adds the dropping node to the source node, or to other nodes having the same hop 
count, or to the nodes having a hop count larger or smaller by one.  

3   Problem Formulation 

3.1   Problem Description 

The network is modeled as a graph where the switches are depicted as nodes and the 
links are depicted as arcs. A user group is an application requesting transmission in 
this network, which has one source and one or more destinations. Given the network 
topology, the capacity of the links and bandwidth requirement of every destination of 
a user group, we want to jointly determine the following decision variables: (1) the 
routing assignment (a tree for multicasting or a path for unicasting) of each user 
group; and (2) the maximum allowable traffic rate of each multicast user group 
through each link. 

By formulating the problem as a mathematical programming problem, we intend to 
solve the issue optimally by obtaining a network that will enable us to achieve our 
goal, i.e. one that ensures the network operator will spend the minimum cost on con-
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structing the multicast tree. The notations used to model the problem are listed in 
Table 1. 

3.2   Mathematical Formulation 

According to the problem description in pervious section, the min-cost problem is 
formulated as a combinatorial optimization problem in which the objective function is 
to minimize the link cost of the multicast tree. Of course a number of constraints must 
be satisfied.  

Objective function (IP): 

min   IP l gl
g G l L

Z a m
∈ ∈

= ∑∑
 

(1) 

subject to: 

gd

gpd gd pl gl
p P

x mα δ
∈

≤∑
 

, ,gg G d D l L∀ ∈ ∈ ∈  (2) 

[0,max ]
g

gl gd
d D

m α
∈

∈  ,l L g G∀ ∈ ∈  (3) 

Table 1. Description of Notations. 
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l I

y
∈
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p P

x
∈

=∑
 

GgDd g ∈∈∀ ,  (9) 

=gpdx 0 or 1 , ,g gdd D g G p P∀ ∈ ∈ ∈  (10) 

The objective function of (1) is to minimize the total transmission cost of servicing 
the maximum bandwidth requirement destination through a specific link for all multi-
cast groups G, where G is the set of user groups requesting connection. The maxi-
mum bandwidth requirement on a link in the specific group mgl can be viewed so that 
the source would be required to transmit in a way that matches the most constrained 
destination. 

Constraint (2) is referred to as the capacity constraint, where the variable mgl can be 
interpreted as the “estimate” of the aggregate flow. Since the objective function is 
strictly an increasing function with mgl and (1) is a minimization problem, each mgl 
will equal the aggregate flow in an optimal solution. Constraint (3) is a redundant 
constraint which provides upper and lower bounds on the maximum traffic require-
ment for multicast group g on link l. Constraints (4) and (5) require that the number 
of links on the multicast tree adopted by the multicast group g be at least the maxi-
mum of hg and the cardinality of Dg. The hg and the cardinality of Dg are the legitimate 
lower bounds of the number of links on the multicast tree adopted by the multicast 
group g. Constraint (6) is referred to as the tree constraint, which requires that the 
union of the selected paths for the destinations of user group g forms a tree. Con-
straints (7) and (8) are both redundant constraints. Constraint (7) requires that the 
number of selected incoming links ygl to node is 1 or 0, while constraint (8) requires 
that there are no selected incoming links ygl to the node that is the root of multicast 
group g. As a result, the links we select can form a tree. Finally, constraints (9) and 
(10) require that only one path is selected for each multicast source-destination pair. 

4   Solution Approach 

4.1   Lagrangean Relaxation 

Lagrangean methods were used in both the scheduling and the general integer pro-
gramming problems at first. However, it has become one of the best tools for optimi-
zation problems such as integer programming, linear programming combinatorial 
optimization, and non-linear programming [10][11].  
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The Lagrangean relaxation method permits us to remove constraints and place 
them in the objective function with associated Lagrangean multipliers instead. The 
optimal value of the relaxed problem is always a lower bound (for minimization 
problems) on the objective function value of the problem. By adjusting the multiplier 
of Lagrangean relaxation, we can obtain the upper and lower bounds of this problem. 
The Lagrangean multiplier problem can be solved in a variety of ways. The subgradi-
ent optimization technique is possibly the most popular technique for solving the 
Lagrangean multiplier problem [10] [13]. 

By using the Lagrangean Relaxation method, we can transform the primal problem 
(IP) into the following Lagrangean Relaxation problem (LR) where Constraints (2) 
and (6) are relaxed. For a vector of non-negative Lagrangean multipliers, a La-
grangean Relaxation problem of (1) is given by 

Optimization Problem (LR): 

( , ) min   

                          

g gd g

g gd

D l gl gdl gpd gd pl gdl gl
g G l L g G d D l L p P g G d D l L

gl gpd pl gl g gl
g G l L d D p P g G l L

Z a m x m

x D y

β θ β α δ β

θ δ θ

∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈

∈ ∈ ∈ ∈ ∈ ∈

= + −

+ −

∑∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑

∑∑ ∑ ∑ ∑∑
 

(11) 

subject to: (3) (4) (5) (7) (8) (9) (10). 
Where gdl, gl are Lagrangean multipliers and gdl, gl �0. To solve (11), we can 

decompose (11) into the following three independent and easily solvable optimization 
subproblems. 

Subproblem 1: (related to decision variable xgpd) 

1( , ) min  [ ( )]
g gd

Sub pl gdl gd gl gpd
g G d D p P l L

Z xβ θ δ β α θ
∈ ∈ ∈ ∈

= +∑ ∑ ∑ ∑
 

(12) 

subject to: (9) (10). 
Subproblem 1 can be further decomposed into |G||Dg| independent shortest path 

problems with nonnegative arc weights. Each shortest path problem can be easily 
solved by Dijkstra’s algorithm. 

Subproblem 2: (related to decision variable ygl) 

2 ( ) min  ( )Sub gl g gl
g G l L

Z D yθ θ
∈ ∈

= −∑∑
 

(13) 

subject to: (4) (5) (7) (8). 

The algorithm to solve Subproblem 2 is: 
Step 1 Step 1 Compute max{hg, |Dg|} for multicast group g. 
Step 2 Step 2 Compute the number of negative coefficients (- gl |Dg|) for all links 

in the multicast group g. 
Step 3 Step 3 If the number of negative coefficients is greater than max{hg, |Dg|} 

for multicast group g, then assign the corresponding negative coefficient of 
ygl to 1 and 0 otherwise. 



110      Hsu-Chen Cheng and Frank Yeong-Sung Lin 

Step 4 Step 4 If the number of negative coefficients is no greater than max{hg, 
|Dg|} for multicast group g, assign the corresponding negative coefficient of 
ygl to 1. Then, assign [max{hg, |Dg|}− the number of positive coefficients of 
ygl] numbers of the smallest positive coefficient of ygl  to 1 and 0 otherwise. 

Subproblem 3: (related to decision variable mgl) 

3 ( ) min  ( )
g

Sub l gdl gl
g G l L d D

Z a mβ β
∈ ∈ ∈

= −∑∑ ∑
 

(14) 

subject to: (3). 
We decompose Subproblem 3 into |L| independent problems. For each link  l L∈ :  

3.1( ) min  ( )
g

Sub l gdl gl
g G d D

Z a mβ β
∈ ∈

= −∑ ∑
 

(15) 

subject to: (3).  

The algorithm to solve (15) is:  

Step 1  Compute 
g

l dgld D
a β

∈
−∑  for link l of multicast group g. 

Step 2  If 
g

l dgld D
a β

∈
−∑  is negative, assign the corresponding mgl to the maximum 

traffic requirement in the multicast group, otherwise assign the correspond-
ing mgl to 0. 

According to the weak Lagrangean duality theorem [13], for any gdl, gl �0, 
ZD( gdl, gl) is a lower bound on ZIP. The following dual problem (D) is then con-
structed to calculate the tightest lower bound. 

Dual Problem (D): 

Dmax ( , )D gdl glZ Z β θ=
 (16) 

subject to: 

gdl, gl �� 

There are several methods for solving the dual problem (16). The most popular is 
the subgradient method, which is employed here [14]. Let a vector s be a subgradient 
of ZD( gdl, gl). Then, in iteration k of the subgradient optimization procedure, the 
multiplier vector is updated by k+1= k+tksk. The step size tk is determined by  tk= (Zh

IP 

– ZD( k))/||sk||2. Zh

IP is the primal objective function value for a heuristic solution (an 
upper bound on ZIP).  is a constant and 0<   � 2. 

4.2   Getting Primal Feasible Solutions 

After optimally solving the Lagrangean dual problem, we get a set of decision vari-
ables. However, this solution would not be a feasible one for the primal problem 
since some of constraints are not satisfied. Thus, minor modification of decision vari-
ables, or the hints of multipliers must be taken, to obtain the primal feasible solution 
of problem (IP). Generally speaking, the better primal feasible solution is an upper 
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bound (UB) of the problem (IP), while the Lagrangean dual problem solution guaran-
tees the lower bound (LB) of problem (IP). Iteratively, by solving the Lagrangean 
dual problem and getting the primal feasible solution, we get the LB and UB, respec-
tively. So, the gap between UB and LB, computed by (UB-LB)/LB*100%, illustrates 
the optimality of problem solution. The smaller gap computed, the better the optimal-
ity. 

To calculate the primal feasible solution of the minimum cost tree, the solutions to 
the Lagrangean Relaxation problems are considered. The set of xgpd obtained by solv-
ing (12) may not be a valid solution to problem (IP) because the capacity constraint is 
relaxed. However, the capacity constraint may be a valid solution for some links. 
Also, the set of ygl obtained by solving (13) may not be a valid solution because of the 
link capacity constraint and the union of ygl may not be a tree. 

Here we propose a comprehensive, two-part method to obtain a primal feasible so-
lution. It utilized a Lagrangean based modified T-M heuristic, followed by adjustment 
procedures. While solving the Lagrangean relaxation dual problem, we may get some 
multipliers related to each OD pair and links. According to the information, we can 
make our routing more efficient. We describe the Lagrangean based modified T-M 
heuristic below. 

Lagrangean Based Modified T-M Heuristic 

Step 1 Use 
g

l dgld D
a β

∈
−∑  as link l’s arc weight and run the M-T-M heuristic. 

Step 2 After getting a feasible solution, we apply the drop-and-add procedure de-
scribed earlier to adjust the result. 

Initially, we set all of the multipliers to 0, so we will get the same routing decision 
as the M-T-M heuristics followed by the drop-and-add procedure at the first iteration. 

5   Computational Experiments 

In this section, computational experiments on the Lagrangean relaxation based heuris-
tic and other primal heuristics are reported. The heuristics are tested on three kinds of 
networks- regular networks, random networks, and scale-free networks. Regular 
networks are characterized by low clustering and high network diameter, and random 
networks are characterized by low clustering and low diameter. The scale-free net-
works, which are power-law networks, are characterized by high clustering and low 
diameter. Reference [15] shows that the topology of the Internet is characterized by 
power laws distribution. The power laws describe concisely skewed distributions of 
graph properties such as the node degree.  

Two regular networks shown in Figure 3 are tested in our experiment. The first 
one is a grid network that contains 100 nodes and 180 links, and the second is a cellu-
lar network containing 61 nodes and 156 links. Random networks tested in this paper 
are generated randomly, each having 500 nodes. The candidate links between all node 
pairs are given a probability following the uniform distribution. In the experiments, 
we link the node pair with a probability smaller than 2%. If the generated network is 
not a connected network, we generate a new network. 
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Fig. 3. Regular Networks. 

Reference [16] shows that the scale-free networks can arise from a simple dynamic 
model that combines incremental growth with a preference for new nodes to connect 
to existing ones that are already well connected. In our experiments, we applied this 
preferential attachment method to generate the scale-free networks. The correspond-
ing preferential variable (m0, m) is (2, 2). The number of nodes in the testing networks 
is 500. 

For each testing network, several distinct cases, which have different pre-deter-
mined parameters such as the number of nodes, are considered. The traffic demands 
for each destination are drawn from a random variable uniformly distributed in pre-
specified categories {1, 2, 5, 10, 15, 20}. The link costs are randomly generated be-
tween 1 and 5. The cost of the multicast tree is decided by multiplying the link cost 
and the maximum bandwidth requirement on a link. We conducted 2,000 experiments 
for each kind of network. For each experiment, the result was determined by the 
group destinations and link costs generated randomly. Table 2 summaries the selected 
results of the computational experiments.  

In general, the results of LR are all better than the M-T-M heuristic (MTM), the 
M-T-M heuristic with tie breaking procedure (TB), and the M-T-M heuristic followed 
by drop-and-add procedure (DA). This is because we get the same solution as the M-
T-M heuristic at the first iteration of LR. For each testing network, the maximum 
improvement ratio between the M-T-M heuristic and the Lagrangean based modified 
T-M heuristic is 16.18 %, 23.23%, 10.41 %, and 11.02%, respectively. To claim 
optimality, we also depict the percentile of gap in Table 2. The results show that 60% 
of the regular and scale free networks have a gap of less than 10%, but the result of 
random networks show a larger gap. However, we also found that the M-T-M heuris-
tic perform well in many cases, such as the case D of grid network and case D of 
random network.  

According to the experiments results, we found that the tie breaking procedure we 
proposed is not uniformly better than random selection. For example, the case H of 
cellular network, the performance of M-T-M (1517) is better than TB (1572). Conse-
quently, we suggest that in practice we can try both tie breaking methods (randomly 
select or the method we proposed), and select the better result. The experiments re-
sults also show that the drop and add procedure does reduce the cost of the multicast 
tree.  
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Table 2. Selected Results of Computational Experiments. 

CASE Dest. # M-T-M TB DA UB LB GAP Imp. 
       Grid Network Max Imp. Ratio: 16.18 % 

A 5 332 330 332 290 286.3714 1.27% 14.48% 
B 5 506 506 506 506 503.6198 0.47% 0.00% 
C 10 158 153 148 136 123.1262 10.46% 16.18% 
D 10 547 547 547 547 541.8165 0.96% 0.00% 
E 20 522 507 502 458 397.8351 15.12% 13.97% 
F 20 1390 1405 1388 1318 1206.235 9.27% 5.46% 
G 50 2164 2229 2154 1940 1668.448 16.28% 11.55% 
H 50 759 700 759 693 588.3226 17.79% 9.52% 

       Cellular Network Max Imp. Ratio: 23.23 % 
A 5 182 167 172 167 160.4703 4.07% 8.98% 
B 5 119 119 119 109 105.9671 2.86% 9.17% 
C 10 194 185 190 180 156.9178 14.71% 7.78% 
D 10 174 174 170 150 138.0774 8.63% 16.00% 
E 20 382 349 382 310 266.1146 16.49% 23.23% 
F 20 815 800 811 756 689.6926 9.61% 7.80% 
G 50 602 595 602 567 479.9626 18.13% 6.17% 
H 50 1517 1572 1503 1357 1187.332 14.29% 11.79% 

       Random Networks Max Imp. Ratio: 10.41 % 
A 5 107 107 107 107 94.70651 12.98% 0.00% 
B 5 88 88 88 86 74.63349 15.23% 2.27% 
C 10 170 170 170 170 134.6919 26.21% 0.00% 
D 10 123 125 123 123 97.90988 25.63% 0.00% 
E 20 317 317 317 284 221.2635 28.35% 10.41% 
F 20 226 216 226 216 168.0432 28.54% 4.42% 
G 50 850 860 850 806 558.5077 44.31% 5.18% 
H 50 702 715 702 690 446.9637 54.37% 1.71% 

       Scale-Free Networks  Max Imp. Ratio: 11.02 % 
A 5 82 82 82 82 78.35047 4.66% 0.00% 
B 5 79 75 75 75 73.70663 1.75% 5.33% 
C 10 210 210 210 208 196.3969 5.91% 0.96% 
D 10 528 528 528 506 505.4039 0.12% 4.35% 
E 20 886 896 886 854 770.9776 10.77% 3.75% 
F 20 1068 1050 1022 962 920.2371 4.54% 11.02% 
G 50 1869 1871 1869 1754 1502.061 16.77% 6.56% 
H 50 1911 1946 1911 1891 1598.817 18.27% 1.06% 

TB: The result of the modified T-M heuristic with the tie breaking procedure 
DA: The result of the modified T-M heuristic followed by the drop-and-add procedure 
UB and LB: Upper and lower bounds of the Lagrangean based modified T-M heuristic 
GAP: The error gap of the Lagrangean relaxation 
Imp.: The improvement ratio of the Lagrangean based modified T-M heuristic  

6   Conclusions 

In this paper, we attempt to solve the problem of min-cost multicast routing for multi-
layered multimedia distribution. Our achievement of this paper can be expressed in 
terms of mathematical formulation and experiment performance. In terms of formula-
tion, we propose a precise mathematical expression to model this problem well. In 
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terms of performance, the proposed Lagrangean relaxation and subgradient based 
algorithms outperform the primal heuristics (M-T-M heuristic). According to the 
experiment results, the Lagrangean based heuristic can achieve up to 23.23% im-
provement compared to the M-T-M heuristic. We also propose two adjustment pro-
cedures to enhance the solution quality of the M-T-M heuristic. 

Our model can also be easily extended to deal with the constrained multicast rout-
ing problem for multi-layered multimedia distribution by adding capacity and delay 
constraints. Moreover, the min-cost model proposed in this paper can be modified as 
a max-revenue model, with that objective of maximizing total system revenues by 
totally, or partially, admitting destinations into the system. These issues will be ad-
dressed in future works. 
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Abstract. In a modern heterogeneous environment, where users use
a variety of devices such as smart phones, PDAs, and laptops, and a
variety of network connections such as Wireless LAN, and GPRS to
connect to the email system, handling of email and attachment messages
and ensuring readability becomes an important management challenge.
In some cases it is necessary to transcode the multimedia attachment
to a format supported by the recipient device, and appropriate for the
connection used, in order to allow the recipients to view the multimedia
attachment. This transcoding could be done at the sender mail server, the
receiver mail server, or at a proxy point in the middle. In addition the
message may be addressed to several recipients in the receiver server,
each may have different preferences and characterizations. This paper
proposes an efficient scheme for handling email messages with multimedia
attachments. We describe an architectural and algorithmic framework
that allows service maximization to the end users (depending on their
devices and connectivity) with minimum cost to the organizations in
terms of storage, transcoding, and communication. We also provide a
simulation study indicating that the proposed scheme is feasible and
results in very efficient solutions.

1 Introduction

The increased importance of email in commercial applications, and the increased
popularity of using rich media attachment files, makes efficient handling of email
and attachment messages an important challenge. In addition to being the source
for an endless increase in the demand for more storage resources, handling at-
tachment files requires that the recipient of the message will have the ability to
open the attachment file format. This problem becomes much more challenging
when considering the modern heterogeneous environment, where users use a va-
riety of devices such as smart phones, PDAs, laptops, and high-end desktops to
connect to the email system. Each of these devices has a different capability in
terms of color and screen resolution, memory, and available CPU. Moreover, the
characterizations of the lines connecting the user to the mail server also vary
in a significant way. A client that uses a PDA device and a GPRS network to
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connect to his email server, may have a limited bandwidth and a considerable
loss on the link, while the same user may have better connectivity when the
PDA is connected via, say, wireless LAN (WLAN). Handling multimedia at-
tachments efficiently in such a heterogeneous environment presents significant
management challenges. This paper deals with an efficient scheme for handling
email messages with multimedia attachments in today’s heterogeneous environ-
ments. Clients are usually connecting to their email server using the popular
IMAP [1] or PoP3 [2] protocols. These protocols use the Multipurpose Internet
Mail Extensions (MIME) [3] that support various attachment encoding meth-
ods. Email messages between mail servers across the Internet are mostly carried
by the Simple Mail Transfer Protocol (SMTP) [4]. The objective of the SMTP
is to transfer mail reliably and efficiently between mail servers, it is independent
of a particular transmission subsystem and is capable of relaying mail over sev-
eral transport services in a Wide Area Network (WAN). It runs between e-mail
servers where the sender establishes a two-way transmission channel to a receiver
that may be either the ultimate or an intermediate destination.

Consider a typical scenario in which a user wants to send an email message
with a multimedia attachment to another user, or more generally to a set of
users. These users may be connected to the same mail server, or they may be
using different mail servers. Each of the recipients has its own preferences in
term of the end device he uses (PDA or smart phone), and its connectivity
characteristics (wireless, wire line). Thus, in order for the recipients to view the
attachment, it may be necessary to transcode the attached file into a different
media format (or in some case several different formats). This transcoding could
be done at the sender mail server, the receiver mail server, or at a proxy point
in the middle. Each of the receiving mail servers, can then decide how to store
the attached file and in which format. This decision has a critical impact both
on the storage capability of the server, and on the ability to stream the media
to the client when the end user opens his mail message and wants to view the
attached multimedia content.

In this paper we concentrate on the connection between two SMTP servers,
that is, we focus on the case where an email message containing a multimedia
attachment is sent from one mail server to another mail server. The message may
be addressed to several recipients in the receiver server, each may have different
preferences and characterizations as described above. Our goal is to describe an
architectural and algorithmic framework that allows an efficient handling of the
multimedia attachments, in a way that allows service maximization to the end
users (depending on their devices and connectivity) with minimum cost to the
organizations in terms of storage, transcoding, and communication.

The first step toward achieving this goal is to allow mail servers to exchange
information regarding users’ preference and storage limitations. This information
can then be used by the sender mail server in order to decide how to handle the
multimedia attachment.

The cost of sending a message with a multimedia attachment is combined of
three components. The transcoding cost reflects the computation resources used
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to perform file format transcoding. The communication cost reflects the use
of network resources in order to send the information. Note that since different
multimedia formats have different sizes, this cost may vary when the transcoding
location changes from the sender mail server to the receiver mail server. The
third component of the cost is the storage cost. In this paper we assume that
the receiving mail server decides what multimedia formats are wanted, and this
decision takes into account both the preference of the recipients, as well as storage
constraints. Thus, the storage cost is not part of the algorithmic scheme but
rather a part of the input.

There are few possible options to transfer the message: the format transcod-
ing may be done at the sender server, or the multimedia attachment may be
sent as is to the receiver server to be transcoded there. In addition, more than
one format can be sent. In this paper we develop an algorithmic scheme that
uses the information retrieved via the Capability Exchange phase in order to
optimize the cost of the multimedia attachment sending process.

2 Related Work

The problem of efficient transcoding was addressed recently by several research
papers ([5], [6], [7], and [8]). In [5] software and algorithmic optimizations for a
real time MPEG-2 to MPEG-4 video transcoder is presented. This optimization
results in a reduction of over 86% in the MPEG-4 transcoding time. The varia-
tion of the transcoding cost is also mentioned in [6] and [7]. In these papers the
authors suggest to allow a caching proxy to perform the transcoding process.
Variants of a video object can be delivered by transcoding the cached content
to the appropriate format, instead of accessing it at the content origin. By this,
heterogeneous clients with various network conditions, receive videos that are
suited for their capabilities, as content adaptation can easily be done at the
network edges. Another work [9] presents a complexity-quality analysis of vari-
ous transcoding architectures for reduced spatial resolution, whereas to enable
broadcast-quality video streams to be decoded and displayed on mobile devices,
transcoding from MPEG-2 MP@ML to MPEG-4 Simple Profile is needed. This
conversion implies a reduction in bit-rate from approximately 6Mbps to 384kbps
and lower, as well as a reduction in spatial resolution from 720x480 interlace to
352x240 progressive.

The demand for multimedia information is increasing beyond the capabili-
ties of a single storage device and may lead to the necessity of a new storage
architecture [10], transcoding proxies [6] or server replications [11]. There are
storage prototypes designed to address the real-time demands of digital video
and audio. [10] presents a scalable storage architecture based on the replication
of high performance storage instances, employing load balancing techniques of
static file replication (whereas each server instance holds a copy of all other server
instances’ files and has a pre-allocated number of clients) and network striping
(whereas the multimedia file is distributed over a number of cooperating server
instances in a highly capable network) to minimize the load on individual servers
and interconnecting networks.
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However all of the work mentioned above deals with real-time streaming and
do not consider our problem of off-line transcoding cost of multimedia attach-
ments.

3 Architecture

The SMTP protocol was defined in 1982 [4] and was initially designed to deliver
short text messages coded in American ASCII characters. During the last 30
years several extensions such as DSN (Delivery Status Notifications) [12], and
DRN (Delivery Report Notifications) [13] were added. When email messages
contained only American ASCII characters the readability of the messages was
100% i.e. every successfully delivered message could be correctly read by the
recipient. However, once users started sending messages coded in other character
sets, and using attachment files, the readability of the message could not be
assured any more. DSN and DRN give an indication of successful delivery of the
message and a notification that the message was opened by the recipient, but
there is no guaranty that the message could also be successfully read. In fact, the
current heterogeneous environment, where mail clients can be located at different
devices supported by various operating systems, creates a situation where in
many cases the attached file format is not supported and cannot be opened by
the mail recipient. The increasing use of rich-media attachments exacerbates this
message readability problem. Therefore, there is a need to upgrade the protocol
and model used, so that not only delivery but also readability is ensured. A first
step in this direction is to allow the sender mail server to query the recipient
mail server regarding the recipient capability or restriction before sending the
message. In this way recipients can report for example, maximal attachment
size accepted and different media format supported. The sender mail server can
then either adjust the outgoing message according to the new information or
notify the actual sender and ask for an appropriate format. This will be done
using minimal storage and communication resources, as the large (unreadable)
attachment is not sent.

In the current architecture, mail is sent using the SMTP protocol from the
client to the outgoing mail server. The mail may contain an attachment file and
the encoding is done using the Multipurpose Internet Mail Extensions (MIME)
[3] format. The outgoing mail server then sends the message to the receiver mail
server. This is done by establishing a two-way transmission channel between
the sender and a receiver that may be either the ultimate or an intermediate
destination. In most cases the current practice is to establish such a channel
to the ultimate destination, i.e. the recipient mail server. The message is then
accepted by the mail server, and the recipient client can access it via the popular
IMAP [1] or PoP3 [2] protocols.

In our architecture we add an initial phase that allows the sender mail server
to retrieve information regarding the capabilities of the recipient in terms of size
and supported format. This phase is termed Capability Discovery, and can be
implemented within the SMTP protocol framework using a well defined text or
XML messages.
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When an email message is sent to a distribution list, the Capability Dis-
covery information exchange becomes more challenging, because some of the
information needed such as storage limits or supported format may be differ-
ent for different members of the list and since individual information regarding
members of the list cannot be exposed. When using multimedia attachments,
and when transcoding at the mail servers is feasible, the information retrieved
in the Capability Discovery phase can be used in order to decide the best for-
mat of this attachment. If the recipient list contains more than one receiver at
the target mail server, then more than one format can be sent. Thus, in order
to establish an efficient system, one needs to decide what are the best formats,
and where to do the transcoding (at the sender or receiver server). We address
this question in Section 4. However, in order to deploy the Capability Discovery
phase, one needs to agree on a set of agreed parameters. In particular we need
to define a set of profiles and formats that can be used. An example for such
profiles for MPEG-4 can be found in Figure 1.

Fig. 1. Example of MPEG-4 Different Profile and levels

4 The Multimedia Attachments Problem

In this section we study the algorithmic aspects of our problem. We consider an
outgoing mail server that has an email message with a multimedia attachment
in a given format, and a list of receivers at another mail server. As explained
in Section 3, we assume that capability discovery is possible and the outgoing
mail server can exchange relevant information with the receiving mail server.
We also assume, as described above, that transcoding is possible in both mail
servers. In the general case the attachment file is needed in several formats at
the receiver, thus one needs to decide what transcoding is needed and where to
perform the transcoding ( i.e., at which mail server – sender or receiver). Once
such a decision is made, the format of the multimedia attachment that is sent
over the network is also decided. Note that in some cases, when the message



120 Itai Dabran, Philippe Klein, and Danny Raz

is sent to a list of users with different preferences, more than one copy of the
message, each with a different attachment format, may be sent from the sender
mail server to the receiver mail server.

Our goal is to make the most efficient decision that is the one that requires
minimum resources. Note that there are two different resource types we consider
here. One is the CPU and time needed for the transcoding. The second resource
we consider is the communication cost which depends on the amount of infor-
mation (bits) we send over the network. A third resource type, which may be
critical in this context, is the storage ability at the receiving server. However, in
our framework this aspect is covered in the Capability Discovery protocol, and
is part of the receiving server decision to determine what formats are needed.
Note that comparing CPU utilization at the servers and communication over
the network is hard and thus we need to define a cost for each of the operations,
and try to find the minimal solution, i.e., the one with the minimal cost.

The first input to the algorithm is thus, the format of the multimedia attach-
ment at the sender, and the requested format(s) at the receiver. As explained
in the previous section, there could be many requested formats, and thus we
assume a small number of relevant agreed formats, for examples the formats
described in the tables of the previous section.

The second part of the input is the ability of the different servers to per-
form transcoding, and the relative cost of such a transcoding between two given
formats in each server. The transcoding capability and the transcoding time de-
pends on the hardware capabilities and the software in use, and the difference
may be significant as described for example in [5, 7, 9]. We present this informa-
tion for each server by a transcoding graph. In this graph every node represents a
multimedia file format, and a link (directed edge) between format A and format
B represents the ability of the server to perform transcoding between these for-
mats. Each such link is associated with a cost; this cost represents the resources
needed for that transcoding in terms of time and CPU. An example for such a
graph is presented in the top part of Figure 2a. This figure shows two graphs
that represent the source format in the vertexes upper level and the destination
formats as “target vertexes” in the lower level. Note that for our problem we get
two graphs, one for the sending server and one for the receiving server.

The third part of the input information represents the communication cost.
For each relevant multimedia format we need to define the cost associated with
sending an attachment in this format between the two mail servers. This is repre-
sented in our model by a link connecting the node representing the format in one
server (sender), with the node representing the same format in the second server
(receiver). The cost of the link is the communication cost of the specific format.
Since different formats have different sizes, the communication cost between the
same sender and receiver varies according to the different formats. The required
output is a list of transcoding needed to be performed in each of the servers,
and a list of the different formats that are needed to be sent from the sender
to the receiver server. We want, of course, to choose the output that induces
minimal cost (i.e., minimal resource utilization). We formulate the Multimedia
Attachment Problem in the following way:
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Fig. 2. Transcoding graph example

Definition 1. Given a set of formats V , two weighted graphs GS = (V, ES),
GR = (V, ER), where ES(v1, v2) (ER(v1, v2)) represents the cost at the sender
(receiver) for transcoding format v1 to format v2, a sender format vS, a set of
required receiving formats vr1 , . . . , vrl

, and communication cost C(vi) represent-
ing the cost to send format vi, find the minimal tree, rooted at vS in Gs, and
connecting all vri in GR.

The problem as defined above is an instance of the minimal Steiner tree prob-
lem [14], and is NP-Complete. Thus, an algorithm that finds an optimal solution
with a polynomial time complexity is unlikely to exist. One can thus take one
of the following two approaches. The first approach is to use heuristics methods
or proven approximation algorithms. These algorithms will find in polynomial
time a solution to the Multimedia Attachment Problem, however, the solution
may be sub-optimal in terms of cost. That is, if we have an R-approximation
algorithm, it can find a solution with cost up to R times larger than the optimal
solution.

The second approach is to try to find the optimal solution to the problem in
hand. In this case we will be able to complete the task only if the input graph is
small. The exact meaning of ‘small’ here depends on the structure of the graph,
and the actual values of the costs. We discuss several running examples in the
next section. Since most practical cases are small, we chose at this point to try to
find the optimal solution using the A-Star algorithm [15]. This is a general search
algorithm which uses a heuristic function in order to create a “minimal weighted
path tree”. However, a good choice of the heuristic function can guarantee that
the best (i.e. the lightest) tree will be found eventually. Thus, the appropriate
way to use this algorithm in this case is to run it for a limited amount of time, and
if the optimal solution was not found during this time, to run an approximation
algorithm and get a sub-optimal solution. In all examples we present in the next
section the optimal solution was found by the A-star algorithm.

A good way to describe the algorithm is the following. At each step we have
a list of ‘open trees’, and a list of ‘closed trees’. All trees contain the root node
(i.e. the sender format). The trees are ordered by their overall weight – the sum
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of the links weights. At each step we chose the first (i.e. lighter) tree in the open
list. If it covers all the target nodes (i.e. all needed formats at the receiver),
then we finish and output this tree. Otherwise, we move the tree to the ‘closed
trees’ and add all the trees that can be created by adding one node to this tree,
to the ‘open trees’ list. One can prove that this usage of the A-star algorithm
guarantees finding the best solution. However, as explained above, in some cases
the number of possible trees may be exponential, and the running time of the
pure A-star algorithm may be infeasible. We implemented the above algorithm,
where XML is used to describe and present the input graphs. The definition of
an XML based notation helps to specify the dependencies and costs of all the
components in our network in a similar way to the use of XML in [16].

5 Simulation Study

In order to demonstrate the benefit of our purposed architecture and algorith-
mic solution we present several realistic scenarios to study the various possible
solutions for the multimedia attachment problem. We start with a very simple
example. In this example the sender wants to send an email attachment that
contains a 150Mbit MPEG-2 video clip (duration of 30 seconds, 5Mbps with a
resolution of 720X480 (Format1)). The destination is a single user in the receiver
server, which needs the attachment in 10 frames per second MPEG-4 format with
a resolution of 352X240 (Format2). The size of the attachment needed by the
destination is about 12Mbit1.

We evaluated the costs in terms of seconds for the process of transmission and
transcoding to the needed format. We tested the transcoding process with and
without our algorithm, over various bit rates. In our simulation we used 31.18
seconds as the transcoding time at the server, and 3.53 seconds as the transcoding
time at the receiver. Such a transcoding was performed in [5] using a Pentium 4
Dell workstation with 1.8 GHz processor, 512MB memory and running Windows
2000, with and without MMX optimization software. The transmission time of
the MPEG-2 format file and the MPEG-4 format file is derived from the file size
that is approximately 150Mb for the MPEG-2 format and approximately 12Mbit
for the MPEG-4 format. In Figure 3(a) we show the cost in terms of time for
sending and transcoding the Format1 file from node A to Format2 file at node
B, when each of the options is used, while in Figure 3(b) we show our solution
for the needed format when transcoding is done in the most efficient way. We see
that each of the transmission routes is not optimal, while our solution chooses
to switch between them in order to find the optimal solution.

Suppose that the cost of the communication line is a function of more factors
than the bandwidth. Maintaining a satellite communication link or using cellular
communication may cost much more. In our second simulation we checked the
problem described in figure 2b, but with a variable cost of the communication
link. Figure 4 depicts two areas. The first area (marked by x) presents the range
1 These values are only similar to the values depicted in the tables of the previous

section. This is done since we are using real measurements reported in [5].
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Fig. 3. The cost of multimedia transmission

Fig. 4. A Communication Link with a variable cost

where a decision to transmit the multimedia file and afterwards to transcode it
is taken and the second one (marked by ∗) presents the range where a decision
to transcode the multimedia file and afterwards to transmit it is taken. Both
areas present the most optimal way to handle the multimedia attachment. Next
we consider a somewhat more complex example. In this case the same sender
is sending again the same format (Format1) but this time there are two users
in the receiver server, whereas one of them needs the multimedia attachment in
Format1, and the other in Format2. The sender server and the receiver server are
connected in a 10Mbps communication link. Figure 5 presents this example. In
this case there are two options: a) The sender server transcodes the multimedia
attachment and sends a copy in Format1 and another copy in Format2 to the
destination server, and b) The sender server sends an attachment in Format1
to the receiver server and the receiver server saves one copy in Format1, and
a transcoded copy in Format2. Figure 6a depicts both options as a function of
the transcoding time of the receiver server. We see that when the first option
is executed and the source transcoding time is constant, the time it takes to
transmit the multimedia attachment remains constant. When the second option
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Fig. 5. When two formats are needed at the receiver server
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Fig. 6. A variable transcoding time of the receiver server with and without our solution

is done, the time it takes to transmit the multimedia attachment is a linear
function that depends on the receiving server transcoding time. Figure 6b depicts
our solution which optimizes each of the options presented in Figure 6a. We see
that as the transcoding process in the sender server increases, our proposed
solution requires that the transcoding process will be at the destination server.

Figure 7a presents a much more complicated problem, where the source has
an AVI format and needs to transmit it to a destination server, where 3 formats
are needed: MPEG-2, MPEG-4 and AVI. The solution produced by our simulator
shows that the most optimal way is as shown by the wide arrows on Figure 7b.
Note that this is indeed the optimal solution which indicates that our algorithmic
solution can handle rather complex input.

6 Conclusions

In this paper we addressed the problem of efficient management of email mes-
sages containing multimedia attachments. We identified the need for capacity
exchange between the mail servers, and presented an efficient algorithmic solu-
tion. This framework allows a mail server to decide how to handle multimedia
attachment files, if and where to perform transcoding, and to what format. How-
ever, the results presented here are only a first step and very many interesting
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Fig. 7. A complex example

problems are left open. A basic problem is the generalization of the algorithm to
multiple receiving servers. A more complex problem is related to proxy servers.
In many cases it will be more efficient to store the multimedia attachments at
separate servers that might be collocated with the mail servers, or located else-
where in the network. In such a case, the multimedia attachment can be replaced
by a link to the data in the appropriate media storage and streaming server, as
done in Corsoft Aileron (url: http://www.corsoft.com). In this case the problem
of finding the appropriate multimedia format and the optimal location for the
attachment files becomes much more interesting and complicated. Finding good
algorithms for the more general problem is a very challenging topic for future
research. One has also to take into account economic considerations such as who
pays for the mail (sender or receiver) and what is the business model of the
transcoding services.
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Abstract. Recent advances in storage and communication technologies have
spurred a strong interest in Video-on-Demand (VOD) services. Providing the
customers of VOD servers with time of service guarantees offers two major ad-
vantages. First, it makes VOD services more attractive by improving customer-
perceived quality of service (QoS). Second, it improves throughput through the
enhanced resource sharing attained by motivating the customers to wait. In this
paper, we propose a new class of scheduling policies, called Next Schedule Time
First (NSTF), which provides customers with schedule times and performs
scheduling based on these schedule times. NSTF guarantees that customers will
be serviced no later than scheduled and ensures that the schedule times are very
accurate estimates of the actual times of service. We present alternative imple-
mentations of NSTF and show through simulation that NSTF works as expected
and delivers outstanding performance benefits.

1 Introduction

Multimedia information has become an integral and an essential part of the World Wide
Web (WWW). Multimedia data differ significantly from textual and numeric data in two
main ways. First, they require high storage capacity and high transfer rates. Second,
they consist of media quanta, which convey meaningful information only when pre-
sented continuously in time. Multimedia networking applications can be classified into
three main classes: Video-on-Demand (VOD), Live Streaming, and Interactive Real-
time (such as Internet telephony and video conferencing).

The application of interest in this paper is VOD. By contrast with broadcast-based
systems such as cable TV, VOD servers enable customers to watch the videos they want
at the times of their choosing and allow them to apply VCR-like operations. Besides
its use for entertainment, VOD has been of great importance in education and distant
learning in particular.

The number of customers that can be serviced concurrently by a VOD server is
highly constrained by the stringent requirements of the real-time playback and the high
transfer rates. Thus, a wide spectrum of techniques has been developed to enhance the
performance of VOD servers, including resource sharing and scheduling [5], [10], [20],
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[1], [11], [12], [16], admission control [21], disk striping [19], [3], data replication [8],
[4], disk head scheduling [14], and data block allocation and rearrangement [8], [15].

The performance of VOD servers can be significantly improved by servicing mul-
tiple requests from a common set of resources. The main classes of resource sharing
strategies for VOD servers include batching [5], [7], [20], [1], [16], patching [11], [18],
piggy-backing [10], broadcasting [12], [13], and interval caching [6], [17]. Batching
off-loads the storage subsystem and uses efficiently server bandwidth and network re-
sources by accumulating the requests to the same videos and servicing them together
by utilizing the multicast facility. Patching expands the multicast tree dynamically to
include new requests, thereby reducing the request waiting time and improving re-
source sharing, but it requires additional bandwidth and buffer space at the client. Piggy-
backing offers similar advantages to patching, but it adjusts the playback rate so that the
request catches up with a preceding stream, resulting in a lower-quality presentation of
the initial part of the requested video and leading to significant implementation difficul-
ties. Broadcasting techniques divide each video into multiple segments and broadcast
each segment periodically on dedicated server channels. The improved resource sharing
and the fixed waiting times for the playbacks of popular videos come at the expense of
requiring relatively very high bandwidth and buffer space at the client. Interval caching
caches intervals between successive streams in the main memory of the server. This
technique shortens the request waiting time and increases server throughput without in-
creasing the bandwidth or the space requirement at the client, but it increases the overall
cost of the server.

The exploited degrees of resource sharing depend greatly on how VOD servers
schedule the waiting requests. Through intelligent scheduling, a server can support
more concurrent customers, can reduce their waiting times for service, and/or can meet
some other objectives. Batching systems rely entirely on scheduling to boost up their
performance. VOD systems that employ other resource sharing techniques also benefit
from intelligent scheduling. (Note that only the most popular videos are broadcasted
when a broadcasting technique is used.) This paper focuses on VOD servers that em-
ploy batching as the primary resource sharing technique without forcing any minimum
waiting times and assumes that the multicast facility is deployed. Multicast is already
employed or can be easily employed in most enterprise and local area networks (LANs),
and it has incrementally been deployed over the Internet. In fact, a ubiquitous wide-
scale deployment of native (non-tunneled) multicast across the Internet is becoming a
reality [9].

Scheduling policies for VOD servers include First Come First Serve (FCFS) [5],
Maximum Queue Length (MQL) [5], and Maximum Factored Queue Length (MFQL)
[1]. To facilitate scheduling, a VOD server maintains a waiting queue for every video
and services all the requests in a selected queue together using only one stream. FCFS
selects the queue with the oldest request, whereas MQL selects the longest queue, and
MFQL selects the queue with the largest factored length. The factored length of a queue
is equal to its length divided by the square root of the access frequency of its correspond-
ing video.

Providing time of service guarantees through scheduling can enhance customer-
perceived QoS and can influence customers to wait, thereby increasing server through-
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put. Unlike most other policies, FCFS is believed to provide time of service guarantees
[20]. In contrast, we show that FCFS may violate these guarantees because it considers
only the waiting times in scheduling decisions, and not all customers continue to wait
for services. We also show that FCFS is incapable of producing accurate time of ser-
vice guarantees. Specifically, the average deviation of the actual times of service from
the time of service guarantees ranges from 20 seconds to more than 4.5 minutes! Cus-
tomers, however, would appreciate receiving accurate guarantees so that they can plan
accordingly.

We propose a new class of scheduling policies, called Next Schedule Time First
(NSTF), which eliminates the shortcomings of FCFS and also provides outstanding
performance benefits. NSTF provides customers with schedule times, and it guarantees
that they will be serviced no later than and accurately at their schedule times. The ba-
sic idea of the NSTF is to assign schedule times to incoming requests and to perform
scheduling based on these schedule times rather than the arrival times. In the absence of
VCR-like operations, a VOD server knows exactly when resources will become avail-
able for servicing new requests because each running stream requires a fixed playback
time. Hence, when a new request calls for the playback of a video with no waiting
requests, NSTF assigns the request a new schedule time that is equal to the closest
unassigned completion time of a running stream. If the new request, however, is for
a video that has already at least one waiting request, then NSTF assigns it the same
schedule time assigned to the other waiting request(s) because all requests for a video
can be serviced together using only one stream. Applying VCR-like operations, which
are typically supported by using contingency channels [7], leads to early completions
and thus servicing some requests earlier than scheduled.

When all customers waiting for the playback of a video defect (i.e., cancel their re-
quests), their schedule time become available and can be used by other customers. This
leads to two variants of NSTF: NSTFn and NSTFo. NSTFn assigns freed schedule times
to incoming requests, whereas NSTFo assigns them to existing requests with waiting
time guarantees beyond a certain threshold, and thus likely to defect. We also present
three variants of NSTFo: NSTFo-FCFS, NSTFo-MQL, and NSTFo-MFQL, which dif-
fer in the selection criterion of existing requests that will be assigned better schedule
times. These variants select requests on a FCFS, a MQL, or a MFQL basis, respectively.
NSTFo-MQL and NSTFo-MFQL combine the advantages of FCFS and MQL/MFQL.

We show the effectiveness of the proposed policies through extensive simulation.
We consider five performance metrics: the overall customer reneging (defection or turn-
away) percentage, the average request waiting time, the number of violations of time
of service guarantees, the average deviation from the time of service guarantees, and
unfairness. The reneging percentage is the most important metric because it translates
to the number of customers serviced concurrently and to server throughput. Unfairness
measures the bias against unpopular videos. All other performance metrics signify QoS.
We also study the impacts of customer waiting tolerance and server capacity (or server
load) on the results.

The results demonstrate that NSTF achieves outstanding performance benefits, es-
pecially in terms of server throughput and accuracy of time of service guarantees. The
main results can be summarized as follows. (1) The proposed NSTF policies meet their
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time of service guarantees and provide accurate schedule times. In particular, the av-
erage deviations of the actual times of service from the schedule times produced by
NSTFn and NSTFo are within 6 seconds and 0.2 second, respectively. (2) NSTFo-MQL
is the clear winner among the four variants of NSTF because of its superiority in both
throughput and waiting times. (3) NSTFo-MQL achieves higher throughput and, in cer-
tain situations, shorter request waiting times than FCFS that may provide limited time of
service guarantees. (4) NSTFo-MQL generally outperforms MQL and MFQL (both of
which cannot provide time of service guarantees) in terms of throughput, especially for
high server capacities, but MQL and MFQL achieve shorter waiting times. (5) NSTFo-
MQL is fairer than MQL and MFQL for high server capacities because schedule times
are assigned on a FCFS basis.

The rest of the paper is organized as follows. In Section 2, we discuss the main
scheduling objectives and policies and explain why FCFS may violate its time of service
guarantees. We then present NSTF and its variants in Section 3. In Section 4, we discuss
the simulation platform, the workload characteristics, and the main simulation results.
Finally, we draw conclusions in the last section.

2 Scheduling Objectives and Policies

Let us now discuss the major scheduling objectives and policies and then explain why
FCFS may violate its time of service guarantees.

2.1 Objectives

Scheduling for VOD differs from that for processors and other parts of general-purpose
computer systems. In particular, a VOD server maintains a waiting queue for every
video, routes incoming requests to their corresponding queues, and applies a scheduling
policy to select an appropriate queue for service whenever it has an available channel. A
channel is a set of resources (network bandwidth, I/O bandwidth, etc.) needed to deliver
a multimedia stream. All requests in the selected queue can be serviced together using
only one channel. The number of channels is referred to as server capacity.

All scheduling policies are guided by one or more of the following primary objec-
tives.

1. Minimize the overall customer reneging probability.
2. Minimize the average request waiting time.
3. Provide time of service guarantees.
4. Minimize unfairness.
5. Eliminate starvation.
6. Minimize the implementation complexity.

The reneging probability is the probability that a new customer leaves the server with-
out being serviced because of a waiting time exceeding the user’s tolerance. It is the
most important metric because it translates to the number of customers that can be
serviced concurrently and to server throughput. The second, third, and fifth objectives
are indicators of customer-perceived quality of service (QoS). By providing time of
service guarantees, a VOD server can also encourage customers to wait, thereby in-
creasing server throughput. It is also usually desirable that VOD servers treat equally
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the requests for all videos. Unfairness measures the bias of a policy against cold (i.e.,
unpopular) videos and can be obtained by the following equation: unfairness =√∑Nv

i=1(ri − r̄)2/(Nv − 1), where ri is the reneging probability for the waiting queue
i, r̄ is the mean reneging probability across all waiting queues, and Nv is the number of
waiting queues (and number of videos as well). Finally, minimizing the implementation
complexity is a secondary issue in VOD servers because the CPU and memory are not
performance bottlenecks.

2.2 Existing Policies

The following is a description of the common scheduling policies for VOD servers.

– First Come First Serve (FCFS) [5] - This policy selects the queue with the oldest
request.

– FCFS-n [5] - With this policy, the server broadcasts periodically the n most com-
mon videos on dedicated channels and schedules the requests for the other videos
on a FCFS basis. When no request is waiting for the playback of any one of the n
most common videos, the server uses the corresponding dedicated channel for the
playback of one of the other videos.

– Maximum Queue Length (MQL) [5] - This policy selects the longest queue.

– Maximum Factored Queue Length (MFQL) [1] - This policy attempts to minimize
the mean request waiting time by selecting the queue with the largest factored
length. The factored length of a queue is defined as its length divided by the square
root of the relative access frequency of its corresponding video. MFQL reduces
waiting times optimally only if the server is fully loaded and customers always
wait until they receive service (i.e. no defections).

– Group-Guaranteed Server Capacity (GGSC) [20] - This policy preassigns server
channel capacity to groups of requests in order to optimize the mean request waiting
time. It groups objects that have nearly equal expected batch sizes and schedules
requests in each group on a FCFS basis on the collective channels assigned to each
group.

FCFS is the fairest and the easiest to implement. MQL and MFQL reduce the av-
erage request waiting time but tend to be biased against cold videos, which have rel-
atively few waiting requests. Unlike MQL, MFQL requires periodic computations of
access frequencies. FCFS can prevent starvation, whereas MQL and MFQL cannot.
GGSC does not perform as well as FCFS in high-end servers [20], so we will not con-
sider it further in this paper. Similarly, we will not analyze FCFS-n because [20] shows
that it performs either as well as or worse in certain situations than FCFS. A detailed
investigation of scheduling policies can be found in [16].

2.3 Time of Service Guarantees Through FCFS

In this subsection, we show that FCFS may violate its time of service guarantees be-
cause it only considers waiting times in scheduling decisions. We have also observed
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violations of time of service guarantees during simulations that use the same model of
waiting tolerance used in [20]. Let us discuss first how a server may provide time of
service guarantees and let us assume, just for now, the absence of VCR-like operations
(pause, resume, fast forward, and fast rewind). In the absence of these operations, a
VOD server knows exactly when each running stream will complete. A channel be-
comes available whenever a running stream completes, so the server can assign com-
pletion times of running streams as time of service guarantees to incoming requests.
Obviously, the server should assign the closest completion times first. Thus, when a
request comes and joins an empty waiting queue, the server grants that request a new
time of service guarantee. If the incoming request, however, joins a queue that has at
least one request, then the new request can be given the same time of service guarantee
as the other request(s) waiting in the queue because of batch scheduling. Let us now
discuss the impact of VCR-like operations. Applying a pause, a fast forward, or a fast
rewind can be considered as an early completion if the corresponding client is the only
recipient of the stream because VOD servers typically support interactive operations
by using contingency channels [7]. Early completions lead to servicing some requests
earlier than their time of service guarantees.

The following example explains why with FCFS, the server may violate time of
service guarantees. Let us assume that t1 < t2 < t3 < t4 < t5 < t6 and that
i �= j. Let us also assume that at the current state of the server, t5 is the next stream
completion time that has not yet been assigned, and t6 is the completion time that
immediately follows. At time t1, a new request, R1, arrives and joins the empty waiting
queue i. Thus, the server gives R1 the time of service guarantee t5. At time t2, a new
request, R2, arrives and joins the empty waiting queue j. Hence, the server gives R2
the time of service guarantee t6. At time t3, a new request, R3, arrives and joins the
waiting queue i, which already has the request R1. So, the server assigns R3 the time
of service guarantee t5. Assume that at time t4, R1 defects (probably because it was
given a far time of service guarantee). Thus, using FCFS, the server will service R2
before R3, although R3 was given a better time of service guarantee. (Note that FCFS
by definition continues to select the queue with the oldest request and thus ignores the
potential impact of request defections on the time of service guarantees.) Assuming that
the time of service guarantee t4 is precise (i.e., equal to the actual time of service for the
request(s) granted this guarantee), the server will violate the time of service guarantee
of R3!

3 Next Schedule Time First (NSTF)

We propose a new class of scheduling policies, called Next Schedule Time First (NSTF),
which eliminates the shortcomings of FCFS. In particular, NSTF assigns schedule times
to incoming requests, and it guarantees that they will be serviced no later than sched-
uled. In addition, it ensures that these schedule times are very close to the actual times
of service. NSTF, therefore, improves both QoS and server throughput. Improving
throughput is attained by influencing the waiting tolerance of customers. In the ab-
sence of any time of service guarantees, customers are more likely to defect because of
the uncertainty of when they will start to receive services. Another desirable feature of
NSTF is the ability to prevent starvation (as FCFS).
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NSTF selects for service the queue with the closest schedule time. The schedule
times are assigned as follows. When a new request for a video with no waiting requests
arrives, NSTF assigns that request a new schedule time. This schedule time is equal to
the closest unassigned completion time of a running stream. By contrast, when a new
request joins a waiting queue that has at least one request, NSTF assigns the new request
the same schedule time assigned to the other request(s) because all requests in a queue
can be serviced together. Note that a schedule time estimates the time when the server
starts to deliver a stream and not the time when the presentation actually starts. Thus, it
does not include the network latency or the buffering time at the client for smoothing
out the delay jitter.

As discussed in the previous section, VCR-like operations can lead only to servicing
requests earlier than scheduled and thus will not result in any violations of time of
service guarantees.

NSTF can be implemented in different ways. When all waiting requests for a video
are canceled, their schedule time becomes available and can be used by other requests.
This leads to two variants of NSTF: NSTFn and NSTFo. NSTFn assigns the freed sched-
ule times to incoming requests, whereas NSTFo assigns them to existing requests with
waiting time guarantees beyond a certain threshold, and thus likely to defect without
being assigned better schedule times. Hence, requests that are assigned schedule times
that require them to wait beyond a certain threshold should be notified that they may be
serviced earlier. This notification may influence them to wait. All other requests, how-
ever, should be given hard time of service guarantees. NSTFn is simpler than NSTFo,
but it is more biased against old requests.

Let us now discuss how NSTFo works. NSTFo assigns each freed schedule time
to an appropriate waiting queue that meets the following three conditions. (1) It is
nonempty. (2) Its assigned schedule time is worse than the freed schedule time. (3)
Based on its assigned schedule time, the expected waiting time for each request in it is
beyond a certain threshold. This threshold is set to 5 minutes in this paper because of
the studied waiting tolerance models (Subsection 4.2). If no candidate is found, NSTFo
grants the freed schedule time to a new request. In contrast, if more than one queue meet
these conditions, it selects the most appropriate one. We thus present three variants of
NSTFo: NSTFo-FCFS, NSTFo-MQL, and NSTFo-MFQL. These variants differ in the se-
lection criterion of existing requests that will be assigned better schedule times. NSTFo-
FCFS selects the queue with the longest waiting time, whereas NSTFo-MQL selects the
longest queue, and NSTFo-MFQL selects the queue with the largest factored length.
NSTFo-MQL and NSTFo-MFQL combine the benefits of FCFS and MQL/MFQL by
assigning schedule times on a FCFS basis and re-assigning freed schedule times on a
MQL/MFQL basis.

The next section demonstrates that NSTF not only provides hard time of service
guarantees but also yields outstanding performance gains.

4 Performance Evaluation

We analyze the effectiveness of the proposed policies through simulation. In the anal-
ysis, we refer to FCFS that may provide time of service guarantees (which may be
violated as shown earlier) as FCFSg, and to FCFS that provides no guarantees sim-



134 Nabil J. Sarhan and Chita R. Das

ply as FCFS. We start our discussion with the simulation environment and workload
characteristic, and then we present the main results.

4.1 Simulation Platform

We have developed a simulator for a VOD server that supports various scheduling poli-
cies. The simulated server starts with a state close to the steady state of the common
case to accelerate the simulation. In that state, the server delivers its full capacity of run-
ning streams, whose remaining times for completion are uniformly distributed between
zero and the normal video length. We have validated many of these results against those
generated by simulating an initially unloaded server. The simulation stops after a steady
state analysis with 95% confidence interval is guaranteed.

4.2 Workload Characteristics

Like most prior studies, we assume that the arrival of the requests to a VOD server
follows a Poisson Process with an average arrival rate λ. Hence, the inter-arrival time
is exponentially distributed with a mean T = 1/λ. We also assume as in previous
work that the accesses to videos are highly localized and follow a Zipf-like distribution
[2]. With this distribution, the probability of choosing the nth most popular video is
C/n1−θ with a parameter θ and a normalized constant C. The parameter θ controls the
skewness of video access. Note that the skewness reaches its peak when θ = 0, and that
the access becomes uniformly distributed when θ = 1. In accordance with prior studies,
we assume that θ = 0.271.

We characterize the waiting tolerance of customers by two models. In Model A, cus-
tomers who receive time of service guarantees will wait for service if their waiting times
will be less than or equal to five minutes; the waiting times of all other customers follow
an exponential distribution with a mean of 5 minutes. Model B is used in [20] and is the
same as Model A except that a truncated normal distribution with a mean of 5 minutes
and a standard deviation of 1.67 minutes is used in place of the exponential distribution.
Truncation excludes the waiting times that are negative or greater than 12 minutes. In
both these models, we assume that the customers who are expected (according to their
time of service guarantees) to wait longer than 12 minutes will defect immediately. Al-
though they differ significantly, both normal and exponential distributions were used in
previous studies.

We study a VOD server with 120 videos, each of which is 120-minute long. We
examine the server at different loads by fixing the request arrival rate at 40 requests
per minute and varying the number of channels (server capacity) generally from 500
to 1750. VCR-like operations can be supported using contingency channels [7]. Thus,
the relative performance of various scheduling policies in terms of reneging probability,
waiting times, and unfairness does not depend on these operations as long as the fraction
of server channels used for these operations is kept the same (which is typically the
case). Therefore, we will not consider VCR-like operations in this simulation study
in favor of keeping the analysis focused. The results in terms of reneging probability,
waiting times, and unfairness can be generalized by assuming that the number of server
channels excludes the contingency channels. The accuracy of schedule times, however,
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is likely to change because VCR-like operations lead to early completions and thus to
servicing requests earlier than scheduled. The change increases with the frequency of
these operations.

4.3 Result Presentation and Analysis

Let us now compare the performance of various NSTF policies with each other, with
FCFSg, and with policies that do not provide time of service guarantees: FCFS, MQL,
and MFQL. We consider five performance metrics: the number of violations of time of
service guarantees, the average deviation from these guarantees, the overall customer
reneging percent, the average request waiting time, and unfairness.

Table 1 compares FCFSg, NSTFn, and the three variants of NSTFo in terms of the
number of violations of time of service guarantees and the average deviation of these
guarantees from the actual times of service. (The schedule times given by NSTF act
as time of service guarantees.) The results are shown for the two models of customer
waiting tolerance. The numbers of violations are collected per 1000 requests, and the
arrows show the variations as the server capacity increases from 500 to 1500. For ex-
ample, with FCFSg under Model A, an average of 11.6 out of 1000 time of service
guarantees are violated when the server capacity is 500, compared with 0.03 violations
when the capacity is 1500. The number of violations decreases with the server capac-
ity as expected. The results demonstrate that FCFSg may violate its time of service
guarantees, but these violations happen very occasionally (especially for high server
capacities) because FCFSg tends to overestimate significantly these guarantees. In fact,
overestimating these guarantees is the most critical problem of FCFSg. With FCFSg,
the actual times of service differ from the time of service guarantees by 20 seconds
to more than 4.5 minutes on the average! The inaccuracy of time service guarantees
leads to uncertainty of when customers will start to receive services. Customers would
greatly appreciate receiving accurate schedule times so that they could plan accordingly.
Moreover, customers are more likely to defect if their waiting times are overestimated.
In contrast with FCFSg, NSTF produces accurate schedule times and services requests
no later than scheduled. The average deviations of the actual times of service from
the schedule times given by NSTFn and NSTFo are within 6 seconds and 0.2 second,
respectively.

Let us now discuss the performance of the three variants of NSTFo in terms of
throughput, waiting times, and unfairness, and then we use only the best performer

Table 1. Violations of Time of Service Guarantees and Average Deviations from these Guarantees
(Violations are collected per 1000 requests)

Model A Model B
Policy Violations Deviation (sec) Violations Deviation (sec)

FCFSg 11.6 → 0.03 226 → 19.6 4.6 → 0.09 272.9 → 26.2

NSTFn 0 3.8 → 0.29 0 6.03 → 1.01

NSTFo-FCFS 0 0.12 → 0.05 0 0.14 → 0.16

NSTFo-MQL 0 0 → 0.04 0 0 → 0.07

NSTFo-MFQL 0 0 → 0.05 0 0 → 0.05
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Fig. 1. Comparison among Variants of NSTFo (Model A)
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Fig. 2. Comparison among Variants of NSTFo (Model B)

among them in the subsequent analysis. Figures 1 and 2 compare the performance of
these variants under Model A and Model B of the waiting tolerance, respectively. The
results indicate that NSTFo-MQL performs the best in terms of both throughput and
waiting times, followed by NSTFo-MFQL. Despite that NSTFo-MQL is not the fairest,
it stands out as the clear winner because fairness is far less important than throughput
and waiting times.

Figures 3 and 4 compare the performance of FCFSg, NSTFn, and NSTFo-MQL.
The results demonstrate that NSTFo-MQL achieves better throughput and waiting times
than NSTFn under both tolerance models, but NSTFn is fairer. Among the three poli-
cies, NSTFo-MQL delivers the highest throughput under both tolerance models. We
expect the NSTF policies to perform even better in real systems because customers
are more likely to defect with FCFSg, which tends to overestimate the waiting times.
Unfortunately, the increased likelihood of defection with FCFSg is not captured very
accurately by the tolerance models. In both models, the waiting tolerance of customers
does not depend on the assigned time of service guarantees if the waiting times (accord-
ing to these guarantees) may be greater than 5 minutes. This suggests that we are not
entirely fair to the proposed policies. NSTFo-MQL also generally achieves the shortest
waiting times when the tolerance follows Model B. In the case of Model A, however,
FCFSg generally achieves the shortest waiting times, and NSTFo-MQL performs a little
worse. Under both tolerance models, FCFSg is the fairest.

Figures 5 and 6 compare the performance of NSTFo-MQL with policies that do not
provide time of service guarantees: FCFS, MQL, and MFQL. Note that NSTFo-MQL
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Fig. 3. Comparison among FCFSg, NSTFn, and NSTFo-MQL (Model A)
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Fig. 4. Comparison among FCFSg, NSTFn, and NSTFo-MQL (Model B)
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Fig. 5. Comparison of NSTF0-MQL with FCFS, MQL, and MFQL (Model A)
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leads to the highest throughput under Model A. It also achieves the highest throughput
under Model B but only when the reneging percent is less than 20, which is the most
likely operating region as much larger reneging percents would be unacceptable. As
expected, MQL and MFQL perform the best in terms of waiting times, and FCFS is the
fairest.

5 Conclusions

We have proposed a new class of scheduling policies for VOD servers, called Next
Schedule Time First (NSTF), which provides customers with hard time of service guar-
antees and with very accurate schedule times. We have presented two variants of NSTF:
NSTFn and NSTFo. NSTFn assigns freed schedule times to incoming requests, whereas
NSTFo assigns them to existing requests. We have presented three variants of NSTFo:
NSTFo-FCFS, NSTFo-MQL, and NSTFo-MFQL, which differ in the selection criterion
of existing requests that will be assigned better schedule times.

We have demonstrated the effectiveness of NSTF through simulation. We have con-
sidered five performance metrics: the number of violations of time of service guar-
antees, the average deviation of the actual times of service from the time of service
guarantees, the overall customer reneging percentage, the average request waiting time,
and unfairness. We have studied the impacts of customer waiting tolerance and server
capacity (or server load) on the results.

The main simulation results can be summarized as follows. (1) NSTF always meets
the time of service guarantees and produces very accurate schedule times. The average
deviations of the actual times of service from the schedule times are within 0.2 second
(when any implementation of NSTFo is used) and 6 seconds (when NSTFn is used). In
contrast, FCFS may violate its time of service guarantees, and these guarantees differ
from the actual times of service by 20 seconds to more than 4.5 minutes on the average!
(2) NSTFo-MQL is the clear winner among the variants of NSTF when all performance
metrics are considered. (3) NSTFo-MQL achieves higher throughput and, in certain
situations, shorter waiting times than FCFS that may provide limited time of service
guarantees. (4) By motivating customers to wait, NSTFo-MQL outperforms MQL and
MFQL (both of which cannot provide time of service guarantees) in terms of throughput
for one of the models of waiting tolerance. For the other model, NSTFo-MQL also
achieves the highest throughput but only within the most likely operating region of
the server. NSTFo-MQL is also fairer than MQL and MFQL for high server capacities
because schedule times are assigned on a FCFS basis. As expected, NSTFo-MQL leads
to longer waiting times than MQL and MFQL.

NSTF, therefore, not only can provide hard time of service guarantees and very
accurate schedule times, but also can deliver outstanding performance benefits.
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Bandwidth Constrained IP Multicast Traffic Engineering 
Without MPLS Overlay 
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Abstract. Existing multicast traffic engineering (TE) solutions tend to use ex-
plicit routing through MPLS tunnels. In this paper we shift away from this over-
lay approach and address the bandwidth constrained IP multicast TE directly 
based on link state IGP routing protocols. The objective is that, through plain 
PIM-SM shortest path routing with optimized Multi-topology IS-IS (M-ISIS) 
link weights, the resulting multicast trees are geared towards minimal consump-
tion of bandwidth resources. We apply Genetic Algorithms (GA) to the calcula-
tion of optimized M-ISIS link weights that specifically cater for engineered 
PIM-SM routing with bandwidth guarantees. Our evaluation results show that 
GA-based multicast traffic engineering consumes significantly less bandwidth 
resources in comparison with conventional IP approaches, while it also exhibits 
higher capability of eliminating/alleviating link congestion. The key contribu-
tion is a methodology for engineering multicast flows in a pure IP environment, 
without MPLS explicit routing that potentially suffers from scalability problems 
in terms of LSP maintenance. 

1   Introduction 

Traffic Engineering (TE) [1] is an efficient mechanism for improving the service 
capability of operational IP networks. In literature, traffic engineering approaches can 
be classified into Multi-Protocol Label Switching (MPLS) based and pure IP-based. 
With MPLS-based TE, packets are encapsulated with labels at ingress points, which 
are then used to forward these packets along a chosen explicit Label Switching Path 
(LSP). In this case, the conventional shortest path based routing infrastructure (e.g., 
OSPF) is overridden with an MPLS-based explicit routing overlay. While MPLS is a 
powerful technology for creating overlay networks to support any specific routing 
strategy, it is also expensive and suffers potentially from scalability problem in terms 
of LSP state maintenance. On the other hand, the advent of pure IP-based TE solu-
tions challenges MPLS-based approaches in that Internet traffic can also be effec-
tively tuned through native hop-by-hop routing, without the associated complexity 
and cost of MPLS. Some research works have indicated that OSPF/IS-IS link weights 
can be intelligently pre-assigned to achieve near-optimal path selections with respect 
to the expected traffic demand [4], [9].  

Despite the progress for unicast services, traffic engineering for multicast flows 
remains largely a dark area. In the past few years, MPLS-based multicast TE has 
become a subject of interest, with a number of relevant research works becoming 
available [2], [5], [6]. In contrast, pure IP-based multicast traffic engineering without 
MPLS overlay has not yet been explored. The reason for this situation can be summa-
rized as follows. First, the Protocol Independent Multicast – Sparse Mode (PIM-SM) 
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[3] uses the underlying IP unicast routing table for the construction of multicast trees, 
and hence it is difficult to decouple multicast traffic engineering from its unicast 
counterpart. Bandwidth optimization for multicast traffic can be formulated as the 
directed Steiner tree problem, which is NP-complete. The enforcement of Steiner 
trees can be achieved through packet encapsulation and explicit routing mechanisms 
such as MPLS tunneling. However, this approach lacks support from hop-by-hop 
protocols, due to Reverse Path Forwarding (RPF) in the IP multicast routing protocol 
family. In PIM-SM, if multicast packets are not received on the shortest path through 
which unicast traffic is delivered back to the source, they are discarded for avoiding 
traffic loops.  

In this paper we investigate the feasibility of engineering multicast traffic based on 
plain IP routing protocols. Our objective is to minimize the overall network resource 
consumption with bandwidth constraints, in order to accommodate as many multicast 
sessions as possible. The enforcement of engineered PIM-SM path selections is via 
setting optimized link weights for the underlying link state routing protocols. In our 
proposed approach, PIM-SM follows the shortest path according to the pre-set link 
weights, whereas the resulting multicast tree is in effect a hop-count Steiner tree with 
minimum number of links involved, which implies that minimum bandwidth re-
sources are consumed. We demonstrate this with the simple example of Figure 1. We 
assume that node A is the root of group X that contains member nodes E, F and G. If 
PIM-SM performs hop-count based shortest path (SP) routing, the total bandwidth 
consumed is 6 units (1 unit for each on-tree link), as shown in Figure 1(a). In effect, 
by applying Steiner tree heuristics to this simple example, it is easy to obtain the op-
timized multicast tree with 4 units of bandwidth consumption, as shown in Figure 
1(b). This hop-count Steiner tree can be supported using explicit routing approaches 
such as MPLS tunnels. For example, in order to deliver multicast packets from node A 
to E via the engineered path, an LSP tunnel has to be set up along the non-shortest 
path A!C!F!E. On the other hand, by intelligently assigning link weights for the 
underlying link-state IGP protocol, we can still achieve the same effect in terms of 
bandwidth conservation, as PIM-SM join requests follow the shortest path in terms of 
this set of link weights (Figure 1(c)). From this example we can see that hop-count 
Steiner tree based multicast traffic engineering can be reduced to plain shortest path 
routing by introducing a set of optimized link weights. The advantage is that, through 
link weight setting as calculated by off-line network provisioning, IP routers are able 
to construct optimized multicast trees by simply using Dijkstra’s shortest path algo-
rithm. Currently, one difficulty in implementation of this scheme is that most unicast 
routing protocols such as OSPF and IS-IS do not provide independent set of link 
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weights for different types of flows. Hence it is undesirable to set link weights exclu-
sively for multicast traffic engineering, without considering unicast traffic in the net-
work. In order to decouple multicast from unicast path selection, our approach is 
based on the Multi-topology extension of the IS-IS protocol (M-ISIS) [7], which is 
able to populate dedicated Multicast Routing Information Bases (MRIBs, i.e. RPF 
tables) for PIM-SM routing. This multi-topology routing feature provides a mecha-
nism to separate TE for multicast and unicast flows. A detailed description of the M-
ISIS based multicast TE framework will be presented in section 3. 

The optimization of link weights through shortest path routing for indirectly ob-
taining one single Steiner tree in terms of hop-counts is NP-complete, since this is an 
adapted version of the classical Steiner tree problem. In effect, a more practical prob-
lem concerning an Internet Service Provider (ISP) for multicast traffic engineering is 
how to assign a set of unified link weights, such that all the multicast trees within the 
network consume minimum bandwidth resources. At the same time,  we consider an 
additional constraint that the total bandwidth allocated on each link for the overlap-
ping multicast trees should not exceed its capacity. In this paper we adopt a Genetic 
Algorithm (GA) approach as off-line multicast traffic engineering for optimizing 
overall bandwidth consumption for multiple multicast flows. More specifically, the 
M-ISIS link weights are adjusted in each GA generation so that the overall fitness is 
geared towards optimized network resource consumption with the constraint of link 
capacity. The key novelty of this work is that, in a similar fashion to the work in [4], 
[9] for unicast traffic, multicast flows can also be optimized in hop-by-hop routing 
based IP networks without relying on MPLS tunneling.  

2   Related Work 

In [9], the authors proved that, any arbitrary set of loop-free routes can be represented 
with shortest paths with respect to a set of positive link weights. As a typical applica-
tion to this conclusion, the authors of [4] claimed that by optimizing OSPF/IS-IS link 
weights for the purpose of load balancing, link congestion can be effectively avoided 
for unicast services. The key idea of the proposed algorithm is to intelligently adjust 
the weight of a certain number of links that depart from one particular node, so that 
new paths with equal cost are created from this node towards the destination. As a 
result, the traffic originally traveling through one single path can be split into other 
paths with equal OSPF/IS-IS weights.  

Recently, research efforts have also addressed traffic engineering multicast flows, 
particularly for Quality of Service (QoS) and bandwidth optimization purposes. One 
common aspect of those schemes is that they are based on explicit routing, typically 
through MPLS tunneling. The problem of bandwidth optimization in multicast routing 
is formulated as the Steiner tree problem, which has been extensively studied in the 
literature, with the TM heuristic [8] being a near-optimal solution. As already men-
tioned, Steiner trees can be enforced through point-to-multipoint LSPs. In [2], Steiner 
tree based heuristics are applied for computing multicast path selection only at the 
edge of MPLS domains, so that multicast TE within the network can be reduced to a 
unicast problem. In [5], the authors propose an online multicast TE scheme using 
Steiner tree heuristics, while also attempting to minimize multicast flow interferences.  

Despite its flexibility, the explicit routing overlay approach suffers from complex-
ity and cost associated with MPLS deployment. This problem becomes more serious 
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in multicast services, since point-to-multipoint LSPs need to be maintained. Taking 
these facts into account, we propose a novel scheme for engineering multicast flows 
in the pure IP based environment, without the deployment of MPLS tunneling. 

3   Proposed M-ISIS Based Multicast TE  

The traditional OSPF and IS-IS protocols only have uni-dimensional viewpoint on the 
weight of each link in the network, and this influences path selections for both unicast 
and multicast traffic. In contrast, M-ISIS provides the original IS-IS protocol with the 
additional ability of viewing the weight of each link for different logical IP topologies 
independently. For IPv4 multicast traffic, the field of Multi Topology identifier (MT-
ID) with value 3 in M-ISIS is dedicated to the multicast reverse path forwarding to-
pology, i.e., the RPF table for PIM-SM can be populated using a set of independent 
link weights with MT-ID equal to 3. With this multi-topology capability, it becomes 
possible that PIM-SM based multicast routing is completely decoupled from the un-
derlying routing table for unicast traffic. 

Figure 2 illustrates the basic framework of IP multicast traffic engineering through 
optimized M-ISIS link weight setting. First, the network topology (e.g., link capacity, 
edge router information) and the multicast “traffic matrix” are obtained as the input 
parameters for calculating the optimized link weights over an existing physical net-
work infrastructure. The multicast traffic matrix can be derived through obtaining the 
following information from each group session: (1) bandwidth demand, (2) root node 
(i.e., ingress router) and a set of egress routers with potential receivers. An ISP can 
obtain this information from Service Level Agreements (SLAs) with customers. Here 
we assume the following business relationship: content providers have SLAs with an 
ISP and receivers subscribe multicast services offered by the content provider. The 
latter may pass the necessary information mentioned above to the ISP in order to aid 
multicast traffic matrix generation. In general, accurate multicast traffic matrix gen-
eration is a new research issue that needs further study, and it is outside the scope of 
this paper. Based on the multicast traffic matrix, the optimized link weights are com-
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puted through off-line algorithms (see sections 4 and 5) and configured in the routers 
that run the M-ISIS routing protocol with MT-ID equal to 3, which is dedicated to the 
multicast RPF table construction. On receiving Link State Advertisements (LSAs), 
each M-ISIS aware router computes shortest path trees according to this set of link 
weights and decides the NEXT_HOP router for a specific IP address/prefix. When a 
PIM-SM join request is received, the router simply looks up the RPF table and finds 
the proper NEXT_HOP for forwarding the packet. In this scenario, the delivery of 
PIM-SM group join requests follows an engineered path, thus the resulting multicast 
distribution tree from the root to individual members conforms to the TE requirement. 
In addition, the multicast Forwarding Information Base (FIB) is dynamically updated 
for the incoming interface (iif) and outgoing interface (oif) list of each group. We can 
see from Figure 2 that, apart from the offline calculation and setting of link weights, 
there is no need for any other configuration or extensions to the current M-ISIS and 
PIM-SM protocols for multicast traffic engineering purposes. 

4   Problem Formulation 

The following is the integer-programming formulation for computing bandwidth 
constrained Steiner trees in terms hop counts with the objective of minimizing overall 
bandwidth consumption. By setting the group-specific binary variables kg

ijx , and g
ijy  

for each link (i, j), a set of explicit multicast trees with minimum number of links is 
obtained, which implies that minimum bandwidth consumption is achieved. We first 
present some definitions below:  

G   Total number of active multicast groups; 
rg    Root node of group g (g = 1, … , G); 

Vg   Multicast member (receiver) set for group g; 

Dg   Bandwidth demand for group g traffic on each link; 

Cij   Bandwidth capacity of link (i, j); 
g
ijy    Equal to 1 if link (i, j) is included in the multicast tree for group g; 

kg
ijx ,    Equal to 1 if link (i, j) is on the unique elementary path from the root node 

rg of   group g to the group member node k in the multicast tree. 

The integer-programming problem of computing a set of bandwidth constrained 
Steiner trees with minimum overall bandwidth consumption is formulated as: 

Minimize  

∑ ∑
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1,0, =kg
ijx   (i, j) ∈ E,  k ∈ Vg (3) 

1,0=g
ijy     (i, j) ∈ E  (4) 

∑
=

≤×
G

g
ijg

g
ij CDy

1

   (i, j) ∈ E  (5) 

The variables to be determined are kg
ijx , and g

ijy  for every link (i, j)∈E. Constraint 

(1) ensures one unit of multicast flow from rg to every group member node K∈Vg. 
Constraint (2) guarantees that the amount of flows along link (i, j) must be zero if this 
link is not included in the multicast tree for group g. Variables kg

ijx , and g
ijy are con-

fined to binary values in constraints (3) and (4) for non-splitting of multicast flows. 
Finally it is required in (5) that the total bandwidth consumption on each link should 
not exceed its capacity. 

As we have mentioned before, the enforcement of the above set of bandwidth con-
strained hop-count Steiner trees can be achieved through an explicit routing overlay, 
e.g. through MPLS tunneling, on per group basis. However, the paths in the Steiner 
tree from rg to individual group members K∈Vg might not completely overlap with 
the shortest paths between them. This means that, in case of hop-by-hop routing, 
multicast traffic flowing on the Steiner tree will be discarded due to the RPF check 
failure, if the packets are not received from the correct interface on the shortest path 
back to the source. In order to apply the above programming model to IP layer solu-
tions, we introduce a unified M-ISIS link weight w for each link (i, j), and by properly 
setting those link weights it is guaranteed that the tree branch from rg to each receiver 

K∈Vg is the shortest path according to this set of weights. Put in other words, our 
strategy is to represent this set of explicit hop-count Steiner trees with shortest path 
trees through intelligent configuration of a unified set of link weights.   

5   A Genetic Algorithm (GA) Based Solution 

5.1   Encoding and Initial Population 

In our GA approach each chromosome is represented by a link weight vector W = 
<w1, … w|E|> where |E| is the total number of links in the network. The value of each 
weight is within the range from 1 to MAX_WEIGHT. In our experiments we define 
the value of MAX_WEIGHT to be 64 for reducing the search space. On the other 
hand, the population size is set to 100, with the initial values inside each chromosome 
randomly varying from 1 to MAX_WEIGHT. In addition to these randomly generated 
chromosomes, we add the solution of using hop-count as the link weight into the 
initial population (i.e., the weight of every link is set to 1). This is to guarantee that 
every link can potentially obtain the lowest link weight such that it has the chance to 
be included into the resulting trees. 

5.2   Fitness Evaluation 

Chromosomes are selected according to their fitness. In our approach, the bandwidth 
constraint is embedded into the fitness function as a penalty factor, such that the 
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search space is explored with the potential feasible solutions. The fitness of each 
chromosome can be defined to be a two-dimensional function of the overall network 
load (l1) and excessive bandwidth allocated to overloaded links (l2), i.e., 

21
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where α, β and µ are manually configured coefficients. 
In equation (6) l1 and l2 are expressed as follows: 
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We note from fitness function (6) that the objective is two fold: first, chromosomes 
of the new generations should converge towards a set of Steiner trees in terms of hop 
counts with the lowest bandwidth consumption, and second, solutions obtained from 
the offspring should be feasible in that the total bandwidth allocated to the multicast 
flows traveling through each link should not exceed its capacity. The tuning of α and 
β can be regarded as a tradeoff between overall bandwidth conservation and load 
balancing. For example, if we let β = 0 then the objective is to conserve bandwidth 
resources only, while setting α = 0 infers to minimize link overloading within the 
network.  

5.3   Crossover and Mutation 

According to the basic principle of Genetic Algorithms, chromosomes with better 
fitness value have higher probability of being inherited into the next generation. To 
achieve this, we first rank all the chromosomes in descending order according to their 
fitness, i.e., the chromosomes with high fitness (lower overall load) are placed on the 
top of the ranking list. Thereafter, we partition this list into two disjoined sets, with 
the top 50 chromosomes belonging to the upper class (UC) and the bottom 50 chro-
mosomes to the lower class (LC). During the crossover procedure, we select one par-
ent chromosome i

UC  from UC and the other parent i
LC  from LC in generation i  for 

creating the child Ci+1 in generation i+1. Specifically, we use a crossover probability 
threshold KC ∈ (0, 0.5) to decide the genes of which parent to be inherited into the 
child chromosome in the next generation. We also introduce a mutation probability 
threshold KM to randomly replace some old genes with new ones. In addition to this 
type of conventional mutation, we also find the congested link with the highest load in 
the chromosome of the new generation, and we randomly raise its link weight in an ad 
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hoc manner so as to avoid hot spots. In non-congested conditions, this type of muta-
tion the highest loaded link is suppressed. 

 
 

 

Fig. 3. Fitness calculation. 

 

 

Fig. 4. Crossover and mutation. 
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6   Simulation Results 

6.1   Simulation Configuration 

In our simulation, we adopt the Waxman’s model in GT-ITM topology generator for 
constructing our network. We generate a random graph of 100 nodes, out of which 50 
are configured as Designated Routers (DRs) with attached group sources or receivers. 
The scaled bandwidth capacity of each network link is set to 105 units. 

The simulation parameters of the proposed Genetic Algorithm are illustrated in ta-
ble 1. Apart from the GA approach, we also implemented two non-TE based hop-by-
hop routing paradigms and one explicit routing approach: (1) shortest path routing 
with random link weight setting (Random), (2) shortest path routing in terms of hop-
counts (SPH), and (3) Steiner tree approach using the TM heuristic [8]. For this TM 
Steiner tree algorithm, we use hop count as the link weight, and the resulting trees are 
group specific, i.e., one Steiner tree is specifically constructed for each multicast 
group. In the next section we will show that the TM heuristic has the best perform-
ance among the four algorithms in terms of bandwidth conservation. Nevertheless, it 
should be emphasized that, this solution requires the setting up of MPLS tunnels for 
explicit routing on a per-group basis, and this cannot be directly achieved in a pure IP 
environment. Hence, the inclusion of the TM algorithm is only to use its performance 
as a lower bound reference for comparison with the other three hop-by-hop oriented 
approaches. 

Table 1. GA parameter configuration. 

Parameter  Value Parameter Value 
Population size (P) 100 µ 710  

Maximum generation (M) 500 α 1.0 
Maximum link weight 

(MAX_WEIGHT) 
64 β 10 

Crossover threshold (KC) 0.30 Mutation threshold (KM) 0. 01 

6.2   Performance Evaluation 

We found from our simulation that shortest path routing with hop-counts (SPH) has 
higher capability in finding feasible solutions (i.e., no overloaded links incurred) than 
random link weight setting approaches (shown later). Hence, we will start from the 
comparison between GA and SPH in the capability of exploring feasible solutions. 
Figure 5 presents the ratio of successful instances obtained by GA but failed to be 
found in SPH. We define the Maximum Link Overload Rate (MLOR) as follows: 
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From this definition we can see that MLOR reflects the overloading scale of the 
most congested link (if any, i.e., MLOR>0). In the figure, when the value of MLOR 
computed by SPH is in range of (0%, 5%], GA can obtain feasible solutions (i.e. 
MLORGA ≤ 0) for 65% of these instances. We can also see that, with the increase of 
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external bandwidth demands, the capability of GA in finding feasible solutions is 
decreasing. When the MLOR value of SPH grows up to 25% due to the higher exter-
nal traffic demand, the success rate of GA drops to 5%. From this figure, it can be 
inferred that, when the external group traffic demand is at the brink of causing net-
work congestion, GA has higher capability of avoiding link overloading compared to 
other approaches. Obviously, it may be the case that no feasible solution exists at all, 
if external traffic demand exceeds a certain threshold.  

Figure 6 illustrates the feature of overall bandwidth conservation capability of in-
dividual schemes with the variation of maximum group traffic demand Dg. We see 
that the GA approach exhibits the best capability in conserving bandwidth among all 
the hop-by-hop routing schemes. Typically, when the network is under-utilized, our 
proposed GA approach exhibits significantly higher performance than the conven-
tional IP based solutions without explicit routing. For example when Dg > 3000, the 
overall bandwidth consumption of the Random and SPH solutions are higher than that 
of GA by 19.3% and 14.9% respectively. Compared with the TM heuristic that needs 
support from MPLS overlaying, the gap from GA is below 8%. However, when the 
external traffic demand grows, the performance of GA converges to that of the SPH 
approach. On the other hand, although the TM algorithm exhibits significant higher 
capability in bandwidth conservation when the external traffic demand grows (Dg > 
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Fig. 5. GA success rate vs. MLORSPH. 
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Fig. 6. Total bandwidth consumption vs. Max Dg. 
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4000) this does not mean what have been obtained are feasible solutions without in-
troducing overloaded links. 

The rest of the simulation evaluates the capability of alleviating network conges-
tions in our proposed solution. Figure 7(a) shows the relationship between the propor-
tion of overloaded links and the maximum group traffic demand Dg in time of conges-
tion. From the figure we can see that there are more overloaded links as Dg increases. 
The most interesting result is that, through our GA optimization, the percentage of 
overloaded links is significantly lower than all the other routing schemes. In the most 
congested situation (Dg =6000), the average rate of overloaded links computed by GA 
is only 1.4%, in contrast to 12.6% by random link weight setting, 8.6% by the TM 
heuristic, and 4.4% by SPH respectively. On the other hand, the amount of overloaded 
bandwidth occurred on the most congested links is another important parameter an 
ISP is interested in. An ISP should avoid configuring the network resulting in hot 
spots with high MLOR. Through our simulations, we also find that the proposed GA 
approach achieves the lowest MLOR performance. In Figure 7(b), the overloading 
scale is 45% of the bandwidth capacity on the most congested link in the GA ap-
proach with Dg equal to 6000, while this value reaches 110% and 59% in random link 
weight setting and SPH respectively. Even by using explicit routing TM heuristic, the 
overloaded bandwidth is 78% of the original link capacity. 
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Fig. 7. Link congestion comparisons. 
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7   Summary 

In this paper we proposed an efficient scheme for offline IP layer multicast traffic 
engineering with bandwidth constraints using Genetic Algorithms. By means of off-
line optimizing and pre-configuring M-ISIS link weights, traditional Steiner tree 
based multicast traffic engineering can be reduced to plain PIM-SM shortest path 
routing that is widely supported in the current IP routers. Moreover, the GA based 
approach also exhibits higher capability in finding feasible solutions and reducing 
network congestion. As far as we know, our proposed approach represents the first 
attempt to explore effective solutions to multicast traffic engineering based on the 
hop-by-hop routing semantics. This is in contrast to most of the current multicast 
traffic engineering schemes that require MPLS support. 

Our future work will address the problem of M-ISIS link weight optimization in 
case of significant traffic dynamics and topology changes (e.g., link failure). Relevant 
research has been carried out for unicast flows, and we believe that it is equally im-
portant to consider this relatively dynamic scenario in IP based multicast traffic engi-
neering semantics. 
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Abstract. RIO is the primary active queue management technology for han-
dling AF(assured forwarding) class traffic for services that have minimum 
bandwidth guarantees. However, RIO unfairly allocates the excess AF band-
width among LSPs(label-switched paths) which have TCP flows aggregated as 
AF class in a DiffServ-Capable MPLS Network. This issue obstructs the busi-
ness model in which ISPs promote LSP users to expand the LSP-required 
bandwidth for enriching the quality of AF traffic. In this paper, we propose a 
way, called weighted fair RIO (WF-RIO), to resolve this issue. WF-RIO can al-
locate the excess AF bandwidth among LSPs in proportion to their AF mini-
mum guaranteed bandwidth by multiplying the dropping probability of RIO by 
an LSP-specific weight which is simply calculated from the traffic rates for the 
individual LSPs. We evaluate the proposed method by computer simulation and 
demonstrate its effectiveness. 

1   Introduction 

1.1   MPLS Supporting Diffserv 

In recent years, the systemization of business processes through the use of computer 
communication technology is rapidly increasing the demands for VPN services that 
economically provide secure virtual lines connecting geographically dispersed offices 
to a private company network, using the public Internet as a backbone. MPLS is one 
of the major technologies employed by ISPs to offer these services. The MPLS proto-
col resides between the middle of the second layer and the third layer, and it inserts a 
shim header between these layers. The shim header has two fields, label and exp. 

Labels are applied in MPLS to create virtual lines called LSPs (label-switched 
paths). The LSP required bandwidth is determined beforehand according to a contract 
between the LSP user and the ISP. An LSP is set up on an appropriate route that can 
accommodate the required bandwidth. Therefore, each link will likely operate in the 
over-provisioned case, meaning that the cumulative total demand bandwidth for the 
LSP is lower than the link speed on each link. 

The exp field is utilized by MPLS to support Diffserv classes characterized by dif-
ferent per-hop-behaviors (PHBs) [1]. The exp value of each packet is mapped to a 
PHB, which is implemented at each MPLS router. The Diffserv architecture defines 
three classes: EF (expedited forwarding), AF (assured forwarding), and BE (best 
effort). The EF PHB provides low packet loss, low latency, low jitter, and the maxi-
mum guaranteed bandwidth. The EF PHB is usually implemented by applying prior-
ity queuing in accordance with the order EF > AF > BE at the output queues of the 
routers. The EF inflow rate at the edge router must be lower than the EF maximum 
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guaranteed bandwidth, which is determined by the contract and is in the range of the 
LSP required bandwidth. 

The AF PHB provides a minimum bandwidth guarantee, as well as efficient 
utilization of excess bandwidth. The AF minimum guaranteed bandwidth of each LSP 
is the balance of the LSP required bandwidth that is not consumed by EF traffic. To 
use this excess bandwidth effectively, AF packets are allowed to inflow at a higher 
rate than the AF minimum guaranteed bandwidth, as long as they are labeled with a 
out-of-profile flag specifying a high drop preference at the edge router. An AF packet 
with the flag “AFout packet” may thus be discarded at the AF output queue of the core 
router, depending on the availability of resources. Most implementations of AF PHB 
use RIO (RED with IN/OUT) [2]. RIO is based on RED [3], which drops packets with 
a certain probability according to the average queue length and avoids the synchroni-
zation of TCP flow control caused when many TCP packets overflow together from 
the buffer. Therefore, this paper assumes that TCP packets with an optional condition 
belong to the AF class of service.  

1.2   Unfair AF Bandwidth Allocation in MPLS Network Supporting Diffserv 

RIO employs two probabilities, as shown in Fig.1. One is the probability of dropping 
an in-profile AF packet (AFin packet), which increases from 0 to ρ max_in  as the queue 
length varies from min_in to max_in. The second is the probability of dropping an 
out-of-profile packet (AFout packet), which increases from 0 to ρ max_out as the queue 
length varies from min_out to max_out. Accordingly, AFin packets have preference 
over AFout packets. In the over-provisioned case, in which the cumulative total of the 
AF minimum guaranteed bandwidth is lower than the link speed, service with the AF 
minimum bandwidth guarantee is facilitated by RIO discarding AFout packets prefer-
entially at times of AF output queue congestion. It has been reported, however, that 
RIO has a problem in that the excess AF bandwidth is unfairly distributed among 
users competing for bandwidth at the AF output queue of the IP router, according to 
the following parameters: (1) the RTT (round trip time), (2) the number of TCP flows, 
(3) the target rate, which is the AF minimum guaranteed bandwidth, and (4) the 
packet size [4].  

Usually, an MPLS router has a separate PHB output queue to satisfy the QoS of 
each PHB [5]. Then the output queue of each class is shared with more than one LSP. 
As a result, as in the above-mentioned problem, the excess AF bandwidth will be 
unfairly distributed among the LSPs competing at the AF output queue.  

This problem suggests that there is a possibility that the excess AF bandwidth allo-
cated to some LSP with a small AF minimum guaranteed bandwidth is more than that 
of some LSP with a large AF minimum guaranteed bandwidth, that is, some LSP with 
a small AF minimum guaranteed bandwidth may have more total AF bandwidth than 
some LSP with a large AF minimum guaranteed bandwidth. This uncertain excess AF 
bandwidth allocation without consideration of AF minimum guaranteed bandwidth 
decreases the desire for each LSP user to contract more LSP-required bandwidth in 
order to enrich the quality of AF traffic with more AF minimum guaranteed band-
width. Finally, the issue of the unfair excess AF bandwidth allocation obstructs the 
business model in which ISPs sell LSP-required bandwidth to LSP users to satisfy the 
above-mentioned desire. 
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In this paper, we thus consider a way to resolve the issue of the excess AF band-
width being unfairly distributed among LSPs in the over-provisioned case. In other 
words, this paper presents a method of fair AF bandwidth allocation for aggregated 
AF class TCP flows on LSPs. 

1.3   Related Work 

Several methods for improving the unfair AF bandwidth allocation produced by RIO 
and RED have been proposed [6, 7, 8, 9]. AFC [6] regulates customer traffic with 
aggregated TCP flows at the edge router in order to evenly share the excess AF 
bandwidth among competing customers. The edge router, however, must have a traf-
fic conditioner function, along with a queue for each customer and feedback conges-
tion information from the core router at the edge node. Other methods [7, 8, 9]  are 
mainly intended to lessen the unfairness of bandwidth allocation among TCP flows. 
For example, RED-PD [7] detects high-bandwidth TCP flows and preferentially drops 
packets from them. ARIO [8] evenly shares the excess AF bandwidth among the TCP 
flows. SCALE-WFS [9] allows the flows to share the excess AF bandwidth in a fairly 
weighted distribution. These technologies, however, are not applicable to fair AF 
bandwidth allocation for aggregated TCP flows. 

1.4   Proposal 

In this paper, we propose a method, called weighted fair RIO (WF-RIO), that 
achieves the fair policy that all LSPs share the excess AF bandwidth in proportion to 
their AF minimum guaranteed bandwidth. WF-RIO enables a congested router to 
autonomously provide fair AF bandwidth allocation by applying different discard 
probabilities for each LSP. WF-RIO obtains the discard probabilities by multiplying 
the dropping probability of RIO by weights based on the AF bandwidth allocated to 
the aggregated AF-class TCP flows on each LSP. We show that an effective weight 
can be calculated from the traffic rates for each LSP and that this weight is independ-
ent of the LSP-specific parameters for the aggregated flows. 

discard probability

average queue length 

probability for AFout

min_out max_out min_in max_in

probability for AFin

1.0

ρmax_out

ρmax_in

 
Fig. 1. Probablities of Discard Probabilities in RIO. 
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2   Analytical Models 

In this section, we describe the analytical models we utilized in deriving and evaluat-
ing the weighting scheme of WF-RIO. It is well-known that given a random packet 
loss at a dropping probability P due to a congestion avoidance algorithm like RED or 
RIO, the average throughput avr of a TCP flow is defined in terms of the RTT, the 
MSS (maximum segment size) of the flow, and a constant value C which depends on 
the type of TCP as follows [10]: 

P
C

RTT
MSS

avr ×= . (1) 

We use the letter i (= 1, 2, …, n) to denote the LSPi that share the AF output queue. 
For each LSPi, we denote the AF-class TCP flow number by fi, the AFin traffic rate (in 
bits per second, or bps) by ai, the AFout traffic rate (bps) by bi, the packet discard 

probability per AF-class TCP flow by ρ tcp
i, and the discard probability of an AFout 

packet by ρ. We can easily measure ai and bi at the router, based on the label and exp 

fields in the shim headers of each packet. We can then estimate ρtcp
i as follows: 
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For each LSPi, we denote the RTT of an AF-class TCP flow by RTTi, the MSS of 
the flow by MSSi and the constant value C of the flow by Ci. Then we estimate avri, 
the average throughput per AF-class TCP flow on LSPi, as follows: 

ρ tcp
i

Ci
RTT i

MSSiavri ×= . 
(3) 

From this, we estimate fi as 

( ) k ibibiaiavri

biaif i ρ××+=
+

= , (4) 

CiRTTi

MSSiki ×= . (4a) 

Eq. (4) can also be derived from the analytical model that Baines et al. [11]  devel-
oped for the allocation of bandwidth to aggregated TCP flows in the over-provisioned 
case. 

3   Weighted Fair RIO 

We propose a new active queue management technology, called weighted fair RIO 
(WF-RIO), which can realize a fair policy for allocation of AF bandwidth such that all 
LSPs sharing the congested AF queue have the same ratio of the allocated AF band-
width to the AF minimum guaranteed bandwidth, that is, all LSPs share the excess AF 
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bandwidth in proportion to their AF minimum guaranteed bandwidth. Therefore WF-
RIO can stimulate the desire for LSP users to buy more LSP-required bandwidth in 
order to enrich the quality of AF traffic with more AF minimum guaranteed band-
width, and promote the business model in which ISPs sell LSP-required bandwidth to 
LSP users to satisfy the above-mentioned desire. 

The cause of the unfair AF bandwidth allocation problem lies in the fact that RIO 
applies the same AFout packet discard probability, ρ, to each LSP. Thus, we propose a 

fair allocation method that autonomously applies a specific probability, ρi, to each 

LSPi at each output interface of the MPLS router. The discard probability ρi is calcu-

lated by multiplying ρ by a weight wi for each LSPi. The weights are determined ac-
cording to the AF bandwidth allocation of each LSP, with an initial value of 1. Before 
describing this method in detail, we first illustrate its algorithm, with reference to 
Fig. 2:  

1. Each output interface manages the required bandwidth ci of LSPi and periodically 
measures and refreshes the traffic rates (ei, ai, bi) for each service class (EF, AFin, 
AFout) according to the label and exp values in the shim headers of the packets 
switched at the interface.  

2. If the average length of the AF output queue exceeds min_out and WF-RIO de-
termines the discard probability ρ of an AFout packet based on the average length 
in the same manner as RIO, the algorithm proceeds to the next step to calculate the 
weights wi for each LSPi. Otherwise, the wi are reset to 1. 

3. Depending on the situation, one of two methods is used to calculate wi. In the first 
case, wi is requested for the first time after the AF bandwidth allocation is judged 
as unfair at the time of congestion. In the second case, wi is recalculated after the 
AF bandwidth allocation is judged as even more unfair as the congestion contin-
ues. The situation can be determined from the current value of wi. Specifically, the 
first case results when all the wi equal 1, while the second case results when not all 
of the wi are equal to 1. The calculation methods for these two situations are de-
scribed in the next two subsections. 

3.1   Calculating the First Set of Weights wi 

When WF-RIO detects that the average length of the AF output queue exceeds 
min_out, it determines the discard probability ρ of the AFout packet based on the aver-
age length in the same manner as RIO. Then, as all the weight wi equals the initial 

value of 1 – that is, as all the ρ i equals ρ, WF-RIO applies ρ to the AFout packets of 
all LSPs. Later, each time the traffic rate is measured and refreshed; it evaluates the 
fairness of the AF bandwidth allocation according to a fairness_index, which is de-
fined as 

( ) ( )∑∑= r inr iindexfairness 22
_ , (5) 

( ) ( ) ( )eicibiaieiciiafr i −+=−= . (5a) 
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Fig. 2. Algorithm of Weighted Fair RIO. 

The fairness_index applies Jain’s index [12] which quantifies the throughput fair-
ness among flows with the dispersion degree of the ratio of the measured throughput 
to the fair throughput. As expressed in Eqs.(5) and (5a), the fairness_index evaluates 
the fairness of the AF bandwidth allocation among LSPs with the dispersion degree of 
the ratio ri. This value ri is the ratio of the AF measured throughput afi, which is the 
AFin traffic rate ai plus the AFout traffic rate bi, to the AF minimum guaranteed band-
width, which is the required bandwidth ci minus the EF traffic rate ei. If all LSPs 
sharing the congested AF queue have the same ratio ri of the allocated AF bandwidth 
to the AF minimum guaranteed bandwidth, that is, all LSPs share the excess AF 
bandwidth in proportion to their AF minimum guaranteed bandwidth, the fair-
ness_index gets the maximum value of 1. As the AF bandwidth allocation increas-
ingly conforms to the fairness policy – that is, as the dispersion degree of the ratio ri 
gets smaller – the fairness_index gets closer to its maximum value of 1. In the oppo-
site case, the fairness_index approaches 0. If the fairness_index becomes smaller than 
a predefined threshold (i.e., the degree of conformance is insufficient), then the 
weight wi for each LSPi is calculated by using Eq. (6): 

( )∑ ×∑×= biribiriwi 22 . (6) 

This equation is derived from two conditions. First, after applying the ρi, all the 
expected ratios, r’i, should be constant. Second, the number of AFout packets dis-
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carded by applying the ρi should be the same as the number that would be discarded 

by generically applying ρ. 

After applying the discard probability ρi to the AFout packets of each LSPi, the ex-
pected average throughput, avr’i, of the AF-class TCP flow on LSPi can be predicted 
from the following equation, which is derived from Eqs. (2) and (3): 

( ) ( )
wibi

biaik ibi i

biaik irav i ××
+

×=
×
+

×=′
ρρ

. (7) 

As it is reasonable to assume that applying the ρ i doesn’t affect the TCP flow 
number fi given by Eq. (4), the expected AF bandwidth af’i of LSPi can be afterward 
expressed as follows: 

wiaf iravf ifa i i =′×=′ , (8) 

biaiaf i += . (8a) 

Similarly, as it is reasonable to assume that applying the ρi doesn’t affect the AFin 
traffic rate ai or the EF traffic rate ei, the expected traffic rates a’i and e’i can be ex-
pressed as follows: 

aia i =′ , (9) 

eie i =′ . (10) 

The expected ratios r’i should be equal to some constant g, as expressed from 
Eqs.(5a), (8), (8a), and(10) by 

( )
( )

( ) g
wi

r i
wieici

biai
e ici

fa ir i ==
×−

+
=

′−

′
=′ . (11) 

Thus, the weight wi can be expressed as follows: 

( )griwi
2= . (12) 

In addition, the second condition, that the number of AFout packets discarded by 

applying ρi should be the same as the number discarded by applying ρ, leads to Eq. 
(13).  

( ) ( ) ( )∑ ××=∑ ×=×∑ wibiibibi ρρρ . (13) 

From Eqs.(12) and (13), the square of the constant g can be derived as 

( ) ∑∑ ×= bibirig 22 . (14) 

Equation (6) can be derived from Eqs. (12) and (14). Consequently, as expressed in 
Eq. (6), we find that the weight wi of each LSPi can be calculated from the traffic rates 
(ei, ai, bi) for each class (EF, AFin, AFout ) and the LSP required bandwidth ci, without 
considering the values of fi, RTTi, and MSSi for the aggregated AF-class flows. 
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3.2   Recalculating the Weights wi 

In the case of continuing congestion after the wi are first requested, the number of 
TCP flows or the AF minimum guaranteed bandwidth of each LSP may be changing, 
and thus, the wi may need to be recalculated. To determine whether this is necessary, 
each time the traffic rate is measured periodically, the conformance of the AF band-
width allocation to the fairness policy is evaluated according to the fairness_index 
from Eq. (5). If the fairness_index is lower than its most recently calculated value, 
i.e., if the conformance is judged to be decreasing, the wi are recalculated to produce 
new values, Wi, in the following way. Otherwise, the existing wi are retained. 

  The current traffic rate measured during a period of congestion may have been in-
fluenced by the values of the ρ i. On the other hand, the AFout traffic rate bi and the 

ratio ri  used in Eq. (6) to calculate the wi correspond to the case in which all the ρ i 

equal ρ. Accordingly, to recalculate the wi, it is necessary to infer bi and ri such that 

all ρi equal ρ by utilizing the current traffic rates (e’i, a’i, b’i), the current ratio r’i, and 
the wi. Both bi and ri can be inferred from the relation between them and the current 

traffic rates(e’i, a’i, b’i) ,which are influenced by ρ i, expressed in Section3.1. 
From Eqs.(8) and (9), the AFout traffic rate bi can be derived as 

a iwifa ibi ′−×′= , (15) 

b ia ifa i ′+′=′ . (15a) 

Then, from Eq. (11), the ratio ri can be derived as 

wir ir i ×′= . (16) 

Consequently, the wi are recalculated as the following Wi based on the above equa-
tions: 

( )
( ){ }∑ ′−×′××′

∑ ′−×′
××′=

a iwifa iwir i

a iwifa i
wir iW i 2

2 . (17) 

Note that if we assign wi 1, Eq. (17) becomes the same as Eq. (6). 

4   Evaluation Results 

In this section, we evaluate the performance of WF-RIO by using the simulation tool, 
OPNET [13]. For the simulation experiment, we adopted the network model shown in 
Fig. 3. In this model, all links are 10-Mbps duplex. The link delay time between user1 
and ER1 is fixed at 10 msec, that between user2 and ER2 is fixed at 40 msec, and that 
between user3 and ER3 is fixed at 80 msec. Three LSPs are thus established. The route 
of each LSP i(=1,2,3) is from ERi(=1,2,3 ) to ER4 through the core router, so each has a 
different RTT. The MSS fields for user1,,user2, and user3 select segment lengths of 
1500, 1024, and 512 bytes. 
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Fig. 3. Experimental network model. 

For the AF class of service, several TCP connections for file transfer from useri to 
serveri are established through LSPi. At the start of the simulation, the number of TCP 
connections triggered by user1, user2, and user3 are 5,10, and 15, respectively. The 
TCP type of user1, user2, and user3 is TCP Reno, TCP Reno and TCP Sack. Then 
user3 adds 15 TCP connections when the simulation time reaches 34–35 minutes. As 
the file size is too large for transfer to finish before the simulation ends, each TCP 
flow continues for the duration of the simulation. For the EF class, video frames are 
transferred by UDP from useri to serveri through LSPi at 0.4 Mbps, which is assumed 
to be lower than the EF maximum guaranteed bandwidth of 0.5 Mbps. Each LSP is 
assumed to have a required bandwidth of 1 Mbps. Thus, 0.6 Mbps is available for AF 
guaranteed-minimum bandwidth traffic from each user. Therefore each LSP has the 
same bandwidth available for AF traffic in accordance with the fair policy. Conges-
tion occurs at the AF output queue from the core router to ER4. In this scenario, RIO 
is utilized until a time of 20 minutes; after which the WF-RIO method takes over. In 
executing WF-RIO, the interval of traffic rate measurement is fixed at 30 seconds and 
the threshold of the fairness_index is fixed at 1. 

Figure 4 shows a time chart of the AFout bandwidth bi allocated to each LSPi. The 
chart illustrates that the values of bi were balanced to become equivalent after WF-
RIO was initiated. These values were then balanced again soon after b3 became much 
larger than the others at the time LSP3 initiated additional AF-class TCP flows. 

Figure 5 shows a time chart of the fairness_index, while Figure 6 shows a time 
chart of the weights wi. These charts illustrate that the fairness_index rose after WF-
RIO became active, and that the weights wi differs largely mutually. Then these charts 
illustrate that all of the wi changed as soon as the fairness_index declined as a conse-
quence of LSP3 initiating the additional flows. 

The results show that subtle variation in the AFout bandwidth allocation caused the 
fairness_index to vary even when the number of TCP flows for all LSPs was un-
changed. Moreover, we observe that the fairness_index increased after a decrease in it 
caused the wi to be recalculated. This suggests that WF-RIO attempts to improve the 
degree of fairness even if the fairness is reduced by a cause other than the number of 
TCP flows. For example, in the case when the AF minimum guaranteed bandwidth 
fluctuates due to variations in the EF traffic rate, WF-RIO will attempt to allocate the 
AF bandwidth to each LSP according to the fair policy. 
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Figure 7(a) shows a bar graph of the average throughput of each service class 
through each LSP before WF-RIO became active, while Fig. 7(b) shows a bar graph 
for the average throughput afterward. We observe from these graphs that WF-RIO 
eliminated the unfair AF bandwidth allocation due to RIO. 
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Fig. 4. Time chart of the AFout bandwidth bi(=1,2,3) allocated to each LSPi(=1,2,3). 
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Fig. 5. Time chart of the fairness_index. 
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Fig. 6. Time chart of the weight w i(=1,2,3) of each LSP i(=1,2,3). 
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Fig. 7a. Bandwidth allocated by RIO. Fig. 7b. Bandwidth allocated by WF-RIO. 

5   Conclusion 

In this paper we have presented WF-RIO, a new method of fairly allocating AF 
bandwidth among LSPs competing at a congested AF output queue. WF-RIO 
achieves the fair policy that all LSPs share the excess AF bandwidth in proportion to 
their AF minimum guaranteed bandwidth to improve the unfair excess AF bandwidth 
allocation among the LSPs according to the LSP-specific parameters of the aggre-
gated AF class flows. WF-RIO obtains a per-LSP probability of discarding out-of-
profile AF packets by multiplying the dropping probability of RIO by an LSP-specific 
weight, and then drops packets at that probability. We have shown that the weight of 
each LSP can be calculated from the traffic rates for each service class (EF, AFin, 
AFout ) and the required bandwidth of the LSP without considering the LSP-specific 
parameters of the aggregated AF-class flows. Through our evaluation results, we have 
shown that WF-RIO can eliminate unfair AF bandwidth allocation based on these 
parameters, and it can thus provide fair AF bandwidth allocation among LSPs sharing 
a congested AF queue. WF-RIO can stimulate the desire for LSP users to buy more 
LSP-required bandwidth in order to enrich the quality of AF traffic with more AF 
minimum guaranteed bandwidth, because WF-RIO can allocate the excess AF band-
width among LSPs in proportion to their AF minimum guaranteed bandwidth. WF-
RIO can promote the business model in which ISPs sell LSP-required bandwidth to 
LSP users to satisfy the above-mentioned desire. 
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Abstract. In this paper, we propose a segment restoration scheme based
on network partitioning to enhance the restoration performance and to
manage network efficiently. The proposed restoration scheme divides a
large network into several small sub-networks. Since most faults can
be restored in a partitioned sub-network or AS(Autonomous System),
restoration time is reduced obviously. In this paper, we compare and an-
alyze restoration performance according to the size of sub-networks and
restoration schemes. From simulation results, the proposed restoration
scheme has high restoration performance compared with other restora-
tion schemes.

1 Introduction

A fault in the high-speed network, such as WDM(Wavelength Division Multi-
plexing) network and MPLS(Multi-Protocol Label Switching) [1], [2] may cause
the massive data losses and degrade the quality of service severely. Therefore
fast fault restoration function is an essential requirement in high-speed trans-
port networks.

Any faulty or disconnected working path will severely degrade the end-to-end
packet transmission and end-to-end quality of service. So any faulty link/node
should be verified as soon as possible, and the user traffic should be rerouted
quickly to minimize the possible packet loss. So, fast restoration is essential to
increase the reliability of the quality of services of real time multimedia appli-
cations. For fast restoration, fast fault detection and fault notification functions
are required.

Legacy restoration schemes on mesh network are based on link restoration
or path restoration. Link restoration has the advantage of restoration speed
but is poor at resource utilization. On the other hand, path restoration is good
at resource utilization but poor at restoration speed. So various segment-based
restoration schemes [3], [4], [5] are issued to enhance restoration performance.

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 164–175, 2004.
c© IFIP International Federation for Information Processing 2004
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backup  path
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10 11 12

Fig. 1. Shortest Leap Shared Protection (SLSP)

In our previous research [6], [7], we describe basic concepts and principles of
segment restoration. In this paper, we propose an enhanced segment restoration
scheme based on network partitioning. We also propose provisioning methods of
the inter segment backup path and an efficient network partitioning rules for en-
hanced restoration performance. We analyze restoration performance according
to the size of partitioned sub-networks and compare with link-based restoration
and path-based restoration.

The rest of this paper is organized as follows. In Section 2, we describe related
approaches. In Sections 3 and 4, we propose segment restoration scheme and
evaluate its restoration performance, respectively. And we make the conclusion
in Section 5.

2 Related Work

2.1 SLSP (Shortest Leap Shared Protection)

SLSP has been proposed to enhance the link- and path-based protection; it
partitions an end-to-end working path into several equal-length and overlapped
segments [3]. Each segment assigns a protection domain for restoration after
a working path is selected. The overlap between adjacent protection domains
is designed to protect any boundary node failure along a working path. The
SLSP scheme reduces restoration time obviously. In Fig. 1, working path 5-6-
7-8 is divided into segments 5-6-7 and 6-7-8, and their backup paths are 5-1-
2-3-7 and 6-10-11-12-8. Especially when domain size is 3(a segment consists of
three nodes), the restoration time becomes the shortest. But, the SLSP should
divide each logical path in a network into several domains(segments) and provide
protection domain(segment) for each domain regardless of the hierarchical sub-
network configuration of the given network. Therefore, when the number of path
in a network increases, the processing complexity also increases.
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Fig. 2. Sub-path restoration

2.2 Sub-path Restoration

Sub-path restoration [4] patches backup path with a node that detects fault oc-
currence. When a fault occurs at Link 7-8 as shown in Fig. 2, the upstream node
(Node 7) of the failed path does not send an alarm to the source node(Node 6)
of the disrupted path; instead, it tries to patch a path by sending a setup mes-
sage to the destination node(Node 10). Meanwhile, the downstream node(Node
8) sends a teardown message to the destination node(Node 10) of the working
path. Since a backup path 2-3-4-5-10 is patched with Node 7, so user traffic is
switched at Node 7 and rerouted along 6-7-2-3-4-5-10.

The sub-path restoration scheme reduced restoration time compared with
the path restoration scheme relatively. When a fault occurs around an egress
node, restoration time is reduced obviously, but when a fault occurs around an
ingress node, restoration time similar with the path restoration scheme. Since a
backup path is provisioned after a fault occurs, restoration performance is lower
than other restoration schemes that use backup path restoration scheme.

2.3 PROMISE (Protection with Multi-segment)

The basic idea of PROMISE [5] is to divide an active path or AP(along which
a survivable connection is established) into several possible overlapping active
segments(AS) and then to protect each AS with a detour called backup segment
or BS(instead of protecting the AP as a whole as in path protection schemes).
The BS starts and ends at the same two nodes as the corresponding AS [4].

In Fig. 3, an active path is divided three active segments (AS1, AS2 and
AS3) and each active segment has a backup segment (BS1, BS2 or BS3) for

1 2 3 4 5 6 7

AS1
AS2

AS3

BS1
BS2

BS3

1 2 3 4 5 6 7

AS1
AS2

AS3

BS1
BS2

BS3

Fig. 3. Illustration of PROMISE
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Fig. 4. Network partitioning

protection respectively. Fault restoration speed is faster than legacy restoration
schemes, because a fault can be restored in each segment. The basic idea of
path dividing is similar with SLSP. SLSP divides an active path into several
equal length segments, but in the PROMISE, the length of active segments is
not equal.

3 Proposed Segment Restoration

3.1 Principle of Proposed Segment Restoration

The proposed segment restoration scheme is based on physical network parti-
tioning as shown in Fig. 4. In Fig. 4(a), a network is divided into sub-network
A and sub-network B, and an end-to-end path is divided into two segments by
physical network partitioning automatically: 1-2-3 and 4-5-6-12-18. So a segment
can be a part of an end-to-end whole path. The longest segment is an end-to-end
whole path such as 1-2-3-4-5-6-12-18 and a shortest segment is a link such as
link 1-2, or link 3-4 as shown in Fig. 4(b). The length of a segment is depends
on the number of sub-networks.

To apply the proposed segment restoration scheme to real networks, we
should consider two kinds of faults: intra sub-network fault and inter sub-
networks faults as shown in Fig. 5. In our research, the detail of two sub-network
faults and protection schemes is described.
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Fig. 6. Path partitioning methods

3.2 Path Partitioning vs. Network Partitioning

Segment restorations are based on path partitioning that is achieved by logical
path partitioning and physical network partitioning as shown in Fig. 6. The
proposed segment restoration scheme divides a physical network to several sub-
networks as shown in Fig. 6(a), while the other approaches [3], [5] are based on
logical path partition as shown in Fig. 6(b).

Advantages of logical path based partitioning are: (1) length of segment
can be adjusted according to the restoration strategy. The length of segment is
very important factor to determine restoration speed. (2) It can provide steady
restoration time to fix the segment length by NMS(Network Management Sys-
tem) and so on. Shortcomings are (1) who and how divides a path into several
segments? Partitioning is achieved by per-path, so it makes network operation
complex. (2) In a network which consists of several AS(Autonomous System) as
shown in Fig. 7, if a path is established through several AS, it is impossible or
difficult to divide the path into several segments.

The advantages of network-based partition are: (1) a path is divided into
several segments by sub-networks automatically. (2) In a network where consists
of several AS, when a path is established through several ASs, path partitioning is
achieved by AS automatically. So it is easy to apply to various networks without
modification of restoration method. (3) In network management perspective, it
is easy and efficient to manage small size network rather than large size network.
However, it also has shortcoming that proposed segment restoration provides two
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Fig. 7. Network which consists of three AS(Autonomous System)
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kinds of backup path (intra sub-network backup path and inter sub-networks
backup path) [6], [7].

However, physical network based path partitioning is more useful in both
transit network and multi-AS networks. So in this paper, we use network based
partitioning method to implement the proposed segment restoration scheme.

3.3 Network Partitioning

Since restoration performance depends on the size and the topology of sub-
networks, efficient network partitioning scheme is essential to enhance the
restoration performance.

So we make several network partitioning rules as follows:

– Rule 1: Sub-network should have at least two edge nodes for connecting its
adjacent sub-networks. This is required for the inter segments fault restora-
tion; if there is just one node that connects two sub-networks, the inter
segments fault cannot be restored.
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– Rule 2: A link or a node failure within a sub-network must be restored
in its sub-network. The link connectivity degree of all nodes within sub-
network should be greater than or equal to 2. Mesh topology provides better
restoration capability than star or hub and tree topology.

The Rule 1 is an essential requirement to perform the inter segment restora-
tion and the Rule 2 is for the intra segment restoration [6], [7].

Network partitioning is achieved according to above two rules as follows:

– Link-based network partitioning : Basic partitioning rule of the proposed
restoration scheme. Sub-networks are divided by links as shown in Fig. 8(a).
Inter sub-network restoration is triggered when link 1-3 or link 2-4 is broken.

– Node-based network partitioning : If it is impossible to divide a network using
link-based partitioning, sub-networks can be divided by node as shown in
Fig. 8(b). In this case, we assume that a node consists of sub-nodes (ports)
and sub-links. So, node-based network partitioning can be concerned a spe-
cial subset of link-based network partitioning. In this case, inter sub-networks
restoration is triggered when a fault occurs in the node 3.

– Hybrid network partitioning: When it is impossible to divide using node-
based partition or link-based partition, hybrid network partitioning method
can be used. In Fig. 8(c), node 3 excludes from two sub-networks; node 3 can
be concerned as a link. The hybrid network partitioning is also the extension
of link-based partitioning. When a fault occurs at link 1-3, link 3-4, link 2-5
or node 3, inter sub-networks restoration is triggered

Generally, all three partitioning methods can be used in a large size tran-
sit network. Basically, link-based partitioning (which is our basic partitioning
method) is derived from multi-AS networks.

3.4 Backup Path Provisioning Rules for Inter-segments Restoration

In our segment restoration schemes, faults are classified as intra sub-network
fault that occurs in a sub-network, and inter sub-network fault that occurs
between two sub-networks. After a working path is established, intra segment
backup paths are established in each sub-network for intra segment restoration.
Inter segment backup paths are established after each intra segment backup
paths are established. We select the path with lowest cost among the four inter-
segment backup paths that are calculated by the four bridge methods.

Backup path provisioning methods for inter segment restoration is classified
into four types: using two backup nodes, using a backup and a working node,
using a working and a backup node, and using two working nodes.

– B2B(Backup node to Backup node) bridge: An inter segment backup path is
established using two backup nodes as shown in Fig. 9(a).

– B2W(Backup node to Working node) bridge: An inter segment backup path
is established using a backup node and a working node as shown in Fig. 9(b).

– W2B(Working node to Backup node) bridge: An inter segment backup path
is established using a working node and a backup node as shown in Fig. 9(c).
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Fig. 9. Bridge methods for inter sub-network restoration

– W2W(Working node to Working node)bridge:Fig. 9(d) shows an inter seg-
ment backup path using two working nodes, which is the opposite case of
using two backup nodes.

4 Simulation and Evaluation

In this section, we analyze and evaluate the performance of the proposed segment
restoration scheme for its restoration time and resource requirements compared
with other restoration schemes. We measure the average restoration time and
backup resource usage for various working paths that have different hop length
in two U.S. sample networks as shown in Fig. 10. We make the following as-
sumptions for the simulation.

– All working paths and backup paths are established along its shortest path.
– Backup path should not belong to same SRLG(Shared Risk Link Group) of

the working path

4.1 Evaluation of Restoration Time

To compare restoration performance, we use two restoration performance fac-
tors: restoration time and backup resource capacity. Restoration time is the most
important factor for comparing restoration performance and backup resource ca-
pacity is also important to calculate network installation capacity. Restoration
time is determined by the sum of fault detection time, fault notification propa-
gation delay time and node processing time as (1) [8].

Trestoration = Tdetection + Tpropagation delay + Tnode processing . (1)

Here, Trestoration is total restoration time, Tdetection is fault detection time,
Tpropagation delay is propagation delay time and Tnode processing is message pro-
cessing time in a node.
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F i g. 10. U.S. sample network

For the simulation, we assume Tdetection sets to 10ms and Tnode processing sets
to 1ms per node [9]. Tpropagation delay is calculated using the physical distance of
links. So, propagation distance and the number of nodes that are passed by fault
notification messages determine restoration time. To reduce restoration time, it
is the best way to reduce transfer delay time and the number of nodes that are
passed by fault notification messages.

Fig. 11 shows the restoration time according to the size of sub-networks and
restoration schemes. In the proposed segment restoration scheme, the restoration
time depends on the number of sub-networks. From Fig. 11, we can find that the
restoration time of segment x 3 is less than segment x 2. So we can conclude when
a network is divided into smaller sub-networks, the restoration performance can
be improved

The restoration time of the segment restoration scheme is shorter than the
path restoration scheme, but longer than the link restoration scheme. We as-
sume only link failure in this simulation because the link restoration scheme
can’t restore any node failure and we can’t measure the restoration time of the
link restoration scheme when a node failure occurs. So the proposed segment
restoration has the shortest restoration time in the mixed fault environment
such as link failure, node failure and multiple failures.
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4.2 Evaluation of Restoration Restoration Capacity

To compare backup resource capacity, we measure the ratio of the required
resource of backup paths to working paths using (2).

Backup resource capacity =
total bandwidth of the backup path

total bandwidth of the working path
∗ 100(%) . (2)

Fig. 12 shows backup resource requirement according to the size of sub-
networks and restoration schemes. In the proposed segment restoration scheme,
the restoration resource capacity is increased when a network is divided into
smaller sub-networks.

The path restoration scheme prepares backup resource for a whole path,
but the link restoration scheme and the proposed segment restoration scheme
prepares backup resource for every link or sub-network respectively; therefore
more resource is required compared with the end-to-end path restoration. From
the result, we can see that the path restoration scheme requires the least backup
resource, while the proposed nt restoration requires more backup resource, but
less than link restoration scheme. We summarize restoration performance as a
function of the size of sub-network and restoration schemes in Table II.

The link restoration scheme has the shortest restoration time in this simula-
tion, but it can’t restore any node failure. So the proposed segment restoration
has the shortest restoration time when link and node failure occur. The path
restoration scheme has the smallest backup resource capacity compared with
other restoration schemes but has the longest restoration time. Path restoration
scheme can’t guarantee quality of service (QoS) because of slow restoration time,
so it is not adequate restoration scheme for high-speed networks such as MPLS
and WDM.
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Table 1. Comparison of Restoration Performance

Restoration Time Required Backup Resource

Proposed restoration
Segment x 2 24.0 ms 162 %
Segment x 3 21.4ms 198 %

Link Restoration 16.8ms 250 %

Path Restoration 46.2ms 132 %

5 Conclusion

Most restoration schemes for telecommunication network are based on link-based
restoration or path-based restoration. The link restoration scheme has short-
est restoration time, but lowest backup resource capacity. The path restoration
scheme has opposite characteristic. It is difficult to satisfy both fast restoration
speed and high resource utilization. But high-speed networks, such as MPLS net-
work, require traffic engineering for optimized resource utilization. So restoration
schemes for high-speed network must have fast restoration functions and effi-
cient backup resource management functions. The proposed segment restoration
is based on network partitioning that divides a large network into several small
sub-networks. Because most faults are restored in sub-networks, fault restora-
tion time is reduced obviously. And backup resource capacity is also less than
the link restoration scheme.

From the simulation results, we verified that the segment restoration scheme
has advantages in both restoration time and backup resource capacity. The pro-
posed segment restoration can provide a good restoration performance for high-
speed transport networks.
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Abstract. Due to the significant development of network services in
the past few years, their validation has become increasingly difficult.
The advent of novel approaches to the issue of validation is therefore
vital for keeping services manageable, safe, and reliable. We present a
model for the validation of service configurations on network devices.
A service configuration is modelled by a tree structure, and its proper-
ties are described by validation rules expressed in terms of these tree
elements. By using an existing logical formalism called TQL, we have
succeeded in expressing complex dependencies between parameters, and
in automatically checking these dependencies against real-world network
descriptions in feasible time.

Keywords: network service management, automated configuration val-
idation

Topic: policy-based management

1 Introduction

The recent years have seen significant development occurring in the domain of
network services. In parallel to the creation of new services spreading in in-
creasingly more diverse areas, the networks that support them have become
integrated, leading to an increased heterogeneity in topologies, technologies, pro-
tocols, and vendors.

Consequent to this booming, the validation of network services has become
increasingly difficult: existing validation solutions haven been struggling to keep
the pace but barely suffice anymore, and new solutions have been proposed, but
are partial. The advent of novel approaches to the issue of validation is therefore
vital for keeping services manageable, safe, and reliable.

Some partial validation solutions have been proposed in different areas. For
example, the authors in [2], [13] formally verify policy anomalies in distributed
firewall rules. [3] develops a set of formal constraints under which a given Virtual
Private Network is safe and properly working, but does not mention concrete
implementations of the presented approach.
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In this paper, we present a general-purpose model for the validation of in-
tegrity rules in service configurations on network devices. A service configuration
is modelled by a tree structure, and its properties are described by validation
rules expressed in terms of these tree elements. This allows efficient service vali-
dation on the managed network devices, minimises the effort, the errors and the
cost for maintenance, consistency checking, and other stages of the service life cy-
cle. Moreover, by using an existing logical tool called TQL [5], we have succeeded
in expressing complex dependencies between parameters, and in automatically
checking these dependencies against real-world configurations in feasible time.

In sect. 2, we give a brief overview of typical network service properties and
of their modelling in tree structures. Section 3 introduces the TQL tree logic and
shows how service properties become validation rules expressed in this formalism,
while sect. 4 presents the results of the validation of several configuration rules
related to the Virtual Private Network service on multiple devices. Section 5
concludes and indicates further directions of research.

2 Service Configuration Properties

A service usually requires underlying services or sub-services, such as network
connectivity, and has a life cycle starting from the customer’s demand and fol-
lowed by negotiation, provisioning, up to utilisation by the customer and man-
agement of the service. Many steps of this life cycle, such as provisioning, entail
the manipulation of configuration information in the devices involved in the ser-
vice offering. The configuration information consists of parameters that can be
created or removed and whose values can be changed according to a goal.

The configuration process is hierarchical. Several parameters that logically
belong together can be grouped together by means of configuration statements,
such as commands or menu windows with buttons and choices. Thus, several
parameters can be affected by means of a single command, and conversely, several
commands can compose a single feature or a service, in the same way that several
services can compose a higher-level service. Consequently, a provider of a higher
level service can be a customer of a lower level service.

2.1 Dependencies at Service Configuration Level

The parameters and components of the configuration affected by a service are in
specific and precise dependencies. All those dependencies must be studied and
captured by the management models, in order to provide effective solutions. We
will show some of those dependencies and a methodology for their modelling. For
each of the examples presented, we will deduce a configuration rule formalising
the dependencies.

Example 1: IP Addresses. The existence or the possible state of a parameter
may depend on another such parameter somewhere else in the configuration.

The simplest example of such dependency can be seen in an IP address fol-
lowing the Classless Inter-Domain Routing (CIDR) scheme [10], [16], whose two
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components, the value and the subnet mask, are linked by a simple relationship:
an address like 206.13.01.48/25, having a network prefix of 25 bits, must carry
a mask of at least 255.255.255.128, while the same address with a network pre-
fix of 27 bits must not have a subnet mask under 255.255.255.224.

From this example, we could deduce a simple rule ensuring the validity of all
IP addresses used in a given configuration:

Example Rule 1 The subnet mask of an IP address must be consistent
with its CIDR network prefix.

Example 2: Access Lists. Access lists show another example of a generic
dependency. Network devices use access lists to match the packets that pass
through an element interface and block or let them pass, according to packet
information. The configuration of such extended IP access lists has a variable
geometry: if the type of protocol used for packet matching is TCP or UDP, the
port information (operator, port number or a port number range) is manda-
tory. If the protocol used is different (e.g. ICMP), there is no port information
required.

From this example, we could deduce another rule relating to proper use of
access lists:

Example Rule 2 If the protocol used in an access list is TCP or UDP,
then this access list must provide port information.

Access lists illustrate yet another parameter relationship: once an access list
is created, an identifier is provided for it. This identifier must then be used to
attach the access list to a specific interface.

Example 3: Virtual Private Networks. More complex situations can be
encountered, in which the parameters of several devices supporting the same
service are interdependent. An example is provided by the configuration of a
Virtual Private Network (VPN) service [15], [17], [18].

A VPN is a private network constructed within a public network such as
a service provider’s network. A customer might have several sites, which are
contiguous parts of the network, dispersed throughout the Internet and would
like to link them together by a protected communication. The VPN ensures the
connectivity and privacy of the customer’s communications between sites.

The establishment and validation of VPN is a particularly interesting exam-
ple that has already spawned many books and papers. In particular, [3] develops
a set of formal constraints under which a given VPN is safe and properly working.
[6] also uses the VPN as an example to present a formal method of validation.

Some part of the connections and communications is realised between the
routers at the edge of the provider’s network, called provider edge or PE-routers,
and routers at the edge of the customer’s sites (customer edge routers or CE-
routers). Another part of the connections is made among the PE-routers of the
provider’s network.
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One of the many implementations of the VPN is based on Multi-Protocol
Label Switching (MPLS), in which the connectivity and communications inside
the provider’s network are ensured by the Border Gateway Protocol (BGP)
processes. A simple way to realise it is by direct neighbour configuration.

Among other requirements of this method, an interface on each PE-router
(for example, Loopback0), must have its IP address publicised into the BGP
processes of all the other PE-routers’ configurations using the neighbor com-
mand [15]. If one of these IP addresses changes the connectivity is lost and the
VPN service functioning is jeopardised. Thus,

Example Rule 3 In a VPN, the IP address of the Loopback0 interface
of every PE-router must be declared as a neighbour in every other PE-
router.

Some of the dependencies might be specific to the vendor implementation
of the configuration interface. Such dependencies are of a low level and more
difficult to model, because of the diversity of the vendor solutions. For instance,
the configuration commands in Cisco’s IOS are different from those in Juniper’s
JunOS, not to mention the different versions of the same vendor’s commands.
In the following sections, we rather focus on generic dependencies.

2.2 Configuration Management Approaches

The International Telecommunications Union (ITU) defines a management mo-
del called TMN [12] based on the OSI management framework. Three logical
layers of this model are involved in network service management:

– the service-management layer (SML)
– the network-management layer (NML)
– the element-management layer (EML)

The service-management layer takes charge of the connections to the users
and the underlying connectivity between users and the provider (e.g. transmit-
ting a video image to the customer).

The network-management layer deals with the topology, the technology (IP,
ATM, FR, ...), the protocols (ISDN, BGP, OSP, RIP, ...) and the devices (num-
ber, type, and role) used in the network.

The element-management layer deals with the network elements, the con-
figuration parameters (bandwidth, packet size, error rate, IP addresses, routing
tables, access lists, etc.) and commands that describe or implement the service.

Network service management can be done by various means: text-based com-
mands, graphical user interfaces, menus, wizards. Routers and switches, like
other equipment working in IP networks, are mostly configured by means of
commands (around 90%, according to some estimates) running under an oper-
ating system, such as NetBSD, Cisco’s IOS, and Juniper’s JunOS.

In this case, configuration files contain sequences of text commands. Usually,
with some exceptions, the default information present in the routers and switches
is not recorded in configuration files, but only the alterations of this information.
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Configuration files are an important mean for service configuration on net-
work elements. The manipulation of the configuration files contributes to the
quick and easy configuring of the routers and switches. Given the important
role played by the commands in the service configuration on equipments, it is
important to study their properties and particularities in order to draw network
element management solutions.

2.3 Modelling the Service Configurations

In this section, we describe how to model service configurations. All properties
of a given configuration are described by attribute-value pairs. However, these
pairs are organised in a hierarchy that will be represented by a tree structure.

The tree representation is a natural choice, since it reflects dependencies
among components, such as the parameters, statements and features. Moreover,
trees are simple and handy for defining and performing various operations re-
quired by service management tasks. We will see that trees can also be put into
direct correspondence with XML files for a better and easier manipulation.

Tree Structures. The basic element of our tree structure is the configuration
node which implements the concept of attribute-value pairs. A configuration
node is in itself a small tree having a fixed shape. Its root is labelled node, and
it has three children:

– name, which itself has a single child of variable label, the name of the attribute
– value, which also has a single child of variable label, the value of the attribute
– child, which can have as many other node structures as desired

Thus, if we are to speak of the IP address of a given component, we use the tree
depicted in fig. 1.

Fig. 1. A simple configuration node

Were we to consider separately the value and the subnet mask of a given
address, we could model it in the way represented by fig. 2.

As one can see, our model puts the parameters as children configuration
nodes. This approach enables to model simple dependencies among service con-
figuration components, in which the existence of a component is conditioned
by the existence of another. These dependencies are modelled by the ancestor-
descendent relationship.
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Fig. 2. A configuration node with two children containing additional attributes

Fig. 3. Partial configuration tree structure for the access list example

To illustrate this concept, let us examine fig. 3, which represents a sample
tree for the access list presented in example 2 of section 2.1. In this tree, if the
protocol parameter of an extended IP access list has the value TCP or UDP, it
is the parent or ancestor node of the associated port node. The standard IP
access lists do not have the protocol parameter and thus cannot have the port
either. Under some systems, the access list number, stored at the root node of
the access list tree, enables us to tell the difference between the two types. If
the number is comprised between 1 and 99, the access list is a standard one; if
the number is comprised between 100 and 199, the access list is of the extended
type.

Taking the concept of hierarchy further, we illustrate in fig. 4 by a larger
tree the last example in section 2.1. Each router has a device name, an interface
Loopback0 whose address is defined, and some number of neighbor attributes
declaring the IP addresses of the neighbouring PE-routers. Figure 4 shows a
portion of a tree for a single device named router\_1.
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Fig. 4. Partial configuration tree structure for the VPN example

All our Example Rules given in sect. 2 can be translated into the new termi-
nology of trees. Thus, Example Rule 3 becomes the following Tree Rule:

Tree Rule 3 The value of the IP address of the interface Loopback0
in the PE router_i is equal to the IP address value of a neighbour
component configured under the BGP process of any other PE router_j.

This “tree-form” acts an an intermediate step between the English-like rules
of sect. 2.1 and the formal syntax that will be introduced in sect. 3. To handle
multiple devices in a same description, we can top all individual trees by a global
common node, called network for instance.

XML Schema Trees. XML (eXtensible Markup Language) is a universal for-
mat for structured documents over the web. XML is a widely used standard
developed and maintained by the World Wide Web Consortium (W3C). Over
the years, XML has gained in popularity and is becoming a standard way of
representing virtually any data.

There is a straightforward correspondence between labelled trees like the
ones presented in sect. 2.3 and XML files. Any label in such a tree becomes an
XML “tag”, and all children of that label are enclosed between its opening and
closing tag. Hence, one configuration node produces many XML tags. The small
tree of fig. 1 can be easily translated into this piece of XML code:
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<node>
<name>ip address</name>
<value>10.0.0.0</value>
<child></child>

</node>

We do not include the XML versions of the other trees shown previously, as
the translation is direct.

XML is a natural choice of building and manipulating trees, because of its
flexibility and the availability of a wide range of features and tools handling
XML files.

As shown in the first example of the previous paragraph, some complex de-
pendencies cannot be seized by sole parent-children relationship. We hence need
to introduce some kind of formalism and express rules applying to the tree ele-
ments (nodes, branches, values, root, etc.). This is what we do in the following
section.

3 Modelling the Service Configuration Rules

With configurations described as trees, in order to verify configuration rules, we
need a formalism to express properties of trees. Many such formalisms have been
developed in recent years [1], [4], [9], [11], [14], [21]. In particular, [5] introduced
a logic called TQL (Tree Query Logic), which supports both property and query
descriptions. Hence one can not only check if a property is true or false, but also
extract a specific subtree that makes that property true or false.

We show in this section how TQL can be used to perform validation tasks
on the XML network descriptions modelled in sect. 2.

3.1 A Formalism for Expressing Configuration Rules

Simply put, TQL is a description language for trees. We say that a tree t matches
a given TQL expression e and we write t |= e when e is true when it refers to t.
We also say that e describes t.

The two main constructs in this logic are the edge ([ ]) and the composition
(|). Any TQL expression enclosed within square brackets is meant to describe
the subtree of a given node. For example, the expression root[child] indicates
that the root of the current tree is labelled root, and that this root has only one
child, labelled child. The composition operator joins two tree roots; hence, the
expression node[name | value] describes a tree whose root is node, and whose two
children are the nodes name and value. These operators can be nested at need;
thus, the tree depicted in fig. 1 is described by the following TQL expression:

node[name[ip address] | value[10.0.0.0] | child]

Edge and composition alone can describe any single tree. To express proper-
ties about whole classes of trees, other operators are added to the syntax, whose
intuitive meaning is given here:
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– ¬A (negation): if a tree does not match A, then it matches ¬ A
– A ∨ B (disjunction): if a tree matches A ∨ B, then either it matches A or it

matches B (or both)
– A ∧ B (conjunction): if a tree matches A ∧ B, then it must match both A

and B
– . (existence of a child): .x matches any tree whose root has a child labelled x

These operators allow us to express, for example, the fact that a given access
list has a port node if its protocol is TCP or UDP:

TQL Query 2
node[name[protocol] | value[TCP ∨ UDP] | child[

.node.child.node[.name[port]]]]] ∨

It actually tells that the root node of the tree is labelled node, whose name branch
leads to protocol, whose value branch leads to either TCP or UDP and whose
child branch spawns another node leading to port. If not, then the root node
has a protocol name different from TCP and UDP.

A similar argument allows us to check that the tree shown in fig. 5 also
verifies the property.

Fig. 5. Another access list tree with no port information

Furthermore, one can extract the protocol name in fig. 3 with the query

node[.value[$P]]

expressing the fact that the root node has a child labelled value having its child
label assigned to variable $P. TQL rules are instantiated in a Prolog-like fashion.

Let us also mention that TQL contains a fix-point operator which can be
used to recursively express properties at any depth in a tree [4], [5]. This makes
TQL suitable for any configuration property.
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For more information related to TQL and its syntax, the reader is referred
to [4] and [5].

3.2 Applying TQL to Validate Service Configuration File Properties

Each of the Tree Rules to be checked on a given description can be translated
into TQL queries by using the operators described above. For example, the VPN
Tree Rule 3 now becomes:

TQL Query 3
network[

.node[.name[device name] | .value[$N] | .child.node[
.name[interface type] | .value[loopback] | .child.node[

.name[interface number] | .value[0] | .child.node[
.name[ip address] .value[$A]]]]] ∧

.node[.name[device name] | .value[¬ $N] ∧¬ .child.node[
.name[bgp] | .value[100] | .child.node[

.name[neighbor] | .child.node[
.name[ip address] | .value[$A]]]]]]

The first half of the query fetches all tuples of values of device_name and
ip_address for the Loopback0 interface and binds them to the variables $N and
$A. From all these tuples, the second half asks TQL to keep only those for which
there exists a device different than $N where $A is not listed as a neighbour. The
query returns all addresses of interfaces Loopback0 not declared as a neighbour
in at least one other device. Therefore, if an inconsistency is detected, the set of
faulty parameters is returned, thus helping to pinpoint the location of the error
in the configuration and eventually correct it. On the other hand, an empty
result indicates the property is verified for all addresses and all devices.

The structure and syntax of these rules is straightforward, but cumbersome.
However, the advantage of TQL over other tree logics is the availability of a
software tool that automatically verifies TQL queries on XML files. This tool is
freely available from TQL’s site [20].

The TQL tool takes as input an XML file containing the tree we want to
check and TQL properties to be verified on that tree. The program performs the
verification, and for each of the queries, outputs the portions of the tree that
match the given property, if any.

Moreover, once a TQL property is built to check a given rule, it does not
need any modification to be checked against any schema tree following the same
conventions.

4 Experimental Results

We processed real world XML network descriptions with the following 5 sample
properties modelling the MPLS VPN service. Remark that property P4 is the
VPN rule we have used as an example throughout this paper.
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P1 If two sites belong to a single VPN, they must have similar route distin-
guisher and their mutually imported and exported route-targets must have
corresponding numbers.

P2 The VRF name specified for the PE-CE connectivity and the VRF name
configured on the PE interface for the CE link must be consistent.

P3 The VRF name used for the VPN connection to the customer site must be
configured on the PE router.

P4 The interface of a PE router that is used by the BGP process for PE con-
nectivity, must be defined as BGP process neighbor in all of the other PE
routers of the provider.

P5 The address family vpnv4 must activate and configure all of the BGP neigh-
bors for carrying only VPN IPv4 prefixes and advertising the extended com-
munity attribute.

All these properties were translated into tree rules, and then into TQL queries
in the same fashion as described in sect. 3. These queries were then verified
sample XML schema trees of a network composed of 2 to 20 routers. These
sample schema trees were automatically generated by a parameterisable script,
and then directly fed to TQL. For some of the descriptions we used, one or
many of the 5 rules were false. Since rules were processed separately, it was
always possible to know which rule failed. The results, summarised in table 1,
suggest a validation time roughly polynomial in the size of the configuration to
check.

Table 1. Results of TQL query validation for 5 VPN rules

Checking time (s)
Routers Config. nodes XML tags P1 P2 P3 P4 P5

2 56 413 0,04 0,04 0,06 0,06 0,04
4 224 1639 0,06 0,12 0,09 0,08 0,12
6 504 3681 0,09 0,24 0,18 0,13 0,20
8 896 6539 0,12 0,38 0,28 0,19 0,32
10 1400 10213 0,15 0,54 0,41 0,29 0,48
20 5600 40823 0,52 2,17 1,52 0,96 1,86

All results have been obtained on an AMD Athlon 1400+ system running
Windows XP. As one can see from the previous results, validation time for all
rules is quite reasonable and does not exceed 10 seconds for the largest data set.
In all these sets, TQL correctly validated the rules that were actually true, and
spotted the ones that did not apply.

5 Conclusions

We have shown how network configuration can be modelled first by using tree
structures, and then by standard XML files. By using an existing logical formal-
ism called TQL, we have succeeded in expressing complex dependencies between
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parameters, and in automatically checking these dependencies against real-world
network descriptions in feasible time.

The results obtained suggest that this framework could be extended to model
all kinds of dependencies in network descriptions for different classes of services.
A subset of TQL could even be implemented in existing network management
tools to perform background validation tasks and provide insightful messages to
an administrator. The ability of TQL to formally detect and prove tautologies
and contradictions could also be used to eventually discover conflicting rule sets.

The scalability of our approach over networks of hundreds or thousands of
devices must also be assessed. More experiments have to be done to ensure that
validation time of larger descriptions remains in practical bounds.

Further work towards a standardisation of descriptions of service configura-
tions is also needed. The Common Information Model (CIM) [8] and Directory
Enabled Networking (DEN) [19] initiatives developed by the Distributed Man-
agement Task Force (DTMF) [7] are two examples of an XML modelling of all
components of network activity that opens the way to a normalisation of their
behaviour.
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Abstract. An agent-based mobile multimedia service quality monitoring archi-
tecture is proposed where agent software is installed on end user mobile phones 
to monitor service performance, to report measurements to a centralized man-
agement server, and to raise alarms if service quality falls below a pre-set 
threshold. The proposed framework effectively turns thousands of mobile 
phones into service quality probing stations and provides a cost effective way to 
obtain true end user experience. Key service performance indicators for service 
performance evaluation are proposed. Parameters that should be monitored by 
agents for each service instance are discussed. A procedure to derive the key 
service performance indicators from service instance measurements is also de-
scribed. Future researches are then outlined. 

1   Introduction 

Monitoring end user perceived service quality is a critical step in managing multime-
dia services over mobile networks. Unlike fixed networks, the air interface in a mo-
bile network has low bandwidth and is subject to higher packet loss and error. As a 
result, offering multimedia services over mobile wireless networks presents many 
challenges. On the other hand, multimedia services when offered commercially must 
meet certain performance standards in order to attract and sustain subscribers. For 
example, video-streaming services should not have many display interruptions or 
fuzzy images so that users can enjoy the movies. Furthermore, driven by fierce com-
petitions, mobile operators strive to make sure that the quality of their services is 
superior to those provided by competitors. As a result, mobile operators have a keen 
interest in monitoring service quality perceived by end users. In addition, through 
continuous monitoring, operators can also detect potential performance problems 
early and make corrective actions in time before large-scale performance problems 
occur.  

Previous studies have produced a good understanding of service performance tar-
gets for different services, e.g., web browsing [1]. Impacts of packet loss, delay, and 
jitter on service performance have also been studied extensively [2], [3], [4], [5], [6]. 
A current approach for service quality monitoring is to install monitoring tool or soft-
ware on a dedicated monitoring device such as a laptop. Equipped with a wireless 
card such as a GSM card, this device can be used for drive-through tests. The moni-
toring tool would initiate various mobile services from the device and then monitor 
different aspects of the services, e.g., response time, throughput, etc. The monitoring 
results are then uploaded to a central management server. Dedicated monitoring de-
vices are reliable but their monitoring results are approximations of the performance 
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perceived by actual customers. The geographic and temporal distribution of the meas-
urements may be quite different from the real user experience. In addition, the appli-
cation performance on the dedicated devices may be quite different from that on a 
mobile phone. Further more, deploying thousands of drive-through tests with dedi-
cated monitoring devices can be costly in terms of both hardware and human re-
sources required. 

In this paper, we propose an agent-based architecture for monitoring mobile mul-
timedia service quality. It effectively turns thousands of mobile phones into service 
quality probing stations and provides a cost effective way to obtain true end user ex-
perience. The organization of the paper is the following. Section 2 proposes an agent 
based mobile service quality monitoring architecture. Section 3 discusses the key 
service performance indicators. Section 4 details what mobile agents shall monitor for 
each service instance. Section 5 describes the procedure of deriving key performance 
indicators. Section 6 provides an example for streaming service performance monitor-
ing. Section 7 discusses future researches and Section 8 concludes the paper.  

2   Agent-Based Mobile Service Quality Monitoring Architecture 

We propose an agent-based architecture for monitoring mobile multimedia services as 
shown in Figure 1. It is based on the Open Mobile Alliance (OMA) Device Manage-
ment framework [7]. It consists of mobile agents installed on phones and device man-
agement (DM) servers in network operation centers (NOC). The communications 
between the mobile agents and the device management servers are through the OMA 
SyncML for device management protocols [9], [8].  

 

Fig. 1. Mobile agent based monitoring architecture. 

Mobile agents are responsible for capturing performance information for each 
monitored service instance whereas the DM server has the responsibility of collecting 
measurements from mobile agents and of developing key performance indicators out 
of the collected measurements. To reduce memory consumption and measurement 
reporting traffic, a mobile agent can also produce and report performance indicators 
based on its own measurements. Details of the agent based monitoring architecture 
are described in the following sections.  

2.1   SIPAs and KPIs 

We define a service instance as an occurrence of a service. For example, the 
download of a single web page is an instance of a browsing service. A Service In-
stance Performance vAlue (SIPA) contains information that captures a performance 
aspect of a single service instance. For example, a “status” (success or failure) that is 
associated with each service instance is a SIPA. 



Agent-Based Mobile Multimedia Service Quality Monitoring      191 

A Key performance indicator (KPIs) is a metric that is crucial for evaluating the 
performance of a service. KPIs are derived from a population of SIPAs. For example, 
a “service success ratio” is a KPI that is derived from many “status” SIPAs collected 
by mobile agents.  

KPIs provide a high level indication on service performance whereas SIPAs sup-
port the derivation of KPIs and are also useful in root cause analysis. 

2.2   Mobile Agent 

A mobile agent is a piece of software running on a standard mobile terminal. One of 
the responsibilities of an agent is to collect and report SIPAs. As shown in Figure 1, 
an agent communicates with a device management server via the SyncML DM proto-
col. The server controls the agent behavior by loading a monitoring profile. The pro-
file contains the following information: 

• Monitoring style. Indicates if the monitoring should be active or passive. For ac-
tive measurement, a mobile agent executes scheduled tests, e.g., downloads a pre-
defined web page, after checking that enough resources on the mobile phone are 
available for performing the test. This test activity would have lower priority and 
can be interrupted if necessary so that real user services are not affected. For pas-
sive measurement, the mobile agent starts monitoring calls and service sessions as 
instructed by this profile. Passive measurement is likely to have little disturbance 
to real user applications. In both active and passive measurements, an agent re-
cords SIPAs associated with each monitored service.  

• Schedules. Indicate the start and end of monitoring periods 
• User locations. Monitoring can be triggered by user location, i.e., start monitoring 

when a user is in these cells. 
• Bearer types. Instructs the agent to monitor a service only when it uses the speci-

fied bearer types. A service may be provided over different bearers, e.g., GSM, 
Blue tooth, WLAN.  

• Service names. The type of services to be monitored 
• Servers. For passive monitoring, only when these servers are involved, shall the 

performance be recorded. For active monitoring, these are the servers to be con-
tacted in order to start services 

• Reporting schedule. This dictates when and how agents report results to a man-
agement server. Possible choices are: at the end of each service, periodically (e.g., 
once every hour or every day), or when asked by the server. 

• Others, e.g., thresholds for different services. When quality falls below the thresh-
olds, alarms should be raised. 

A mobile agent can also pre-process the SIPAs it collects and produce performance 
indicators (PI) out of these SIPAs. Then the PIs can be reported to the server. For 
example, instead of reporting the “status” of many web page browsing service in-
stances, the agent can report a single success ratio derived from the SIPAs. We call 
the indicators derived by a single mobile agent “performance indicators (PIs) ”, not 
KPIs, because they represent only a single end user experience. To further build on 
this idea, the monitoring profile can also include thresholds for the PIs so that if a 
threshold is exceeded, the agent will send alarms to the management server. Note, 
however, that this method needs to be implemented with caution. When many agents 



192      Man Li 

in the same cell detect the same performance problem, e.g., service response time is 
too long, they may all send alarms and introduce a flood of additional traffic into the 
network that further worsen the situation. 

The actual monitoring and recording of SIPAs can be performed in at least two 
ways. The first approach is to have service applications conduct the measurements. 
Hence as shown in Figure 2(a) the mobile agent must interface with the service appli-
cations. Through the interfaces and based on the monitoring profile, an agent can 
configure the applications on what, when and how to conduct monitoring of services. 
When it is time to report measurements, the agent will query the applications for SI-
PAs and transport them to the server via SyncML. If the DM server instructs the agent 
to report PI measurements, the agent will query the applications for SIPAs, derive PIs 
out of the SIPAs, and then deliver the PIs to the server as requested. Periodically, the 
agent shall query the applications for SIPAs, derive PIs from them, and raise alarms if 
thresholds are exceeded. This approach employs a relatively simple agent whose re-
sponsibility is to collect and report monitoring results. The agent does not need to 
understand the messages, traffic flows, or logics involved in providing services. On 
the other hand, this approach does require service applications to implement monitor-
ing interfaces so that they can communicate with an agent. If a third party application 
does not support a monitoring interface, then that service cannot be monitored.  

A second approach is for an agent to snoop the transport layer (e.g., IP packets) as 
shown in Figure 2(b). The agent then parses the packets to and from applications, and 
infers SIPAs from them. For example, when the agent sees a HTTP GET request, it 
records a web service request accordingly. With this approach, the agent is responsi-
ble for all the monitoring, recording, and reporting. This approach does not require 
service applications to support extra interfaces. As a result, any third party developed 
applications can be monitored. On the other hand, this approach demands a very intel-
ligent and hence complicated agent that understands all the applications. With the 
limited processing power on current mobile devices, this may not be feasible for the 
time being. But it may be an option after a few years.  

If the speed of growth for memory and processing power of desktop computers 
could be any predication for the growth of memory and processing power of mobile 
devices, the consumption of processing power and memory for service performance 
monitoring may not be a major concern after a few years. On the other hand, the extra 
reporting traffic introduced into the network may be a concern, given the limited air 
interface bandwidth and the fact that there may potentially be thousands of mobile 
agents in a network. There are at least two approaches to reduce reporting traffic. 
First, compressing the data before transportation in order to save bandwidth. Second, 
reporting PIs instead of SIPAs. 

 

Fig. 2. An agent inside a mobile device. 
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2.3   Device Management Server 

Within the OMA device management framework, a Device Management (DM) server 
remotely performs mobile device configuration, inventory, diagnostics, software in-
stallation, upgrading and configuration. Service quality monitoring can be seen as part 
of remote diagnostics. The DM server remotely configures monitoring profiles to be 
used by mobile agents. It also collects or receives SIPA reports from mobile agents 
and derives KPIs from the SIPAs. Very valuable KPIs can be derived. For example, 
when location information (e.g., Cell ID) is associated with the measurements, an 
operator can produce a “service weather report” – how each service is doing in differ-
ent area. Potential problems may be detected early and diagnosed with the help of the 
measurements. The measurements can also serve as real time feed back for network 
optimization. 

Specific to the agent based monitoring architecture, the DM server is also respon-
sible for managing the mobile agents, for example, remotely installs and updates 
agent software, activates or deactivates an agent, pings an agent, if necessary, when 
the agent has missed multiple scheduled reports.  

2.4   SyncML DM Protocols 

The protocols used for communications between mobile agents and DM servers are 
the OMA SyncML Representation Protocol [8] and the SyncML DM protocol [9]. 
The SyncML Representation Protocol is an XML-based representation protocol that 
specifies the representation or format of all the information required to perform syn-
chronization or device management. To reduce the data size, a binary coding of 
SyncML based on the WAP Forum's WBXML is defined. In [9], the use of the repre-
sentation protocol for device management is specified. It describes how SyncML 
messages are exchanged in order to allow a device management client and server to 
exchange additions, deletes, updates and other status information. The SyncML Rep-
resentation and DM protocols are transport-independent.  

2.5   Management Tree 

In the OMA DM framework, each device that supports SyncML DM must contain a 
management tree [10]. The management tree organizes all available management 
objects in the device as a hierarchical tree structure where all nodes can be uniquely 
addressed with a URI. Nodes are the entities that can be manipulated by management 
actions carried over the SyncML DM protocol. The actions include ADD, GET, 
REPLACE and DELETE. For service performance monitoring, the leaf nodes specify 
the SIPAs and their properties.  

All managed objects or nodes are defined using the SyncML Device Description 
Framework [11]. OMA DM has been standardizing management objects [12]. Pro-
prietary device functions can also be described using SyncML Device Description 
Framework. This allows new proprietary device functions be managed before they are 
standardized. Specifically, device manufacturers will publish descriptions of their 
devices as they enter the market. When the descriptions are fed into DM servers, the 
servers will be able to recognize and manage the new functions in the devices.  

The above-proposed agent-based service monitoring architecture effectively turns 
thousands of mobile phones into service quality probing stations. Mobile agents are 
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close to end users and hence can faithfully monitor real end user experience. Drive-
through tests are conducted as end users move in mobile networks. Since no addi-
tional hardware and manpower are required, it is a cost effective approach for moni-
toring mobile multimedia service performance.  

3   Mobile Service Key Performance Indicators (KPI) 

We have described an agent-based monitoring architecture. The next step is to deter-
mine a set of key performance indicators (KPI) used by the framework to assess ser-
vice quality. Mobile multimedia service KPIs shall be able to measure service success 
ratio, service response time and the quality of the media involved in a service. The 
recommended service success ratio and response time KPIs are: 

• Service success ratio: The percentage of service instances that are complete suc-
cessfully 

• Service response time:  Measures the speed of response to an end user’s request 
for service 

• Bearer Failure Ratio: The percentage of bearers (e.g., GPRS) that either cannot be 
established or are established but prematurely disconnected before the end of a 
service. It indicates how much the network contributes to service failures – a KPI 
of great interest to mobile operators. 

In terms of media quality, there is no single metric that can completely characterize 
media quality. Instead, we recommend the use of multiple KPIs to evaluate different 
aspects of media quality. If a service involves multiple types of media (e.g., voice, 
video), the quality of each media type shall be evaluated separately. 

As packets travel through a mobile network, they experience different end-to-end 
delays. For real time applications, a display buffer is implemented at the receiving end 
to smooth out the delay jitters so that the media can be displayed continuously. It may 
happen, for example due to low throughput of the network, that the buffer becomes 
empty temporally. This causes a display break – a period during which the rendering 
of streaming data stops. A very short break may not be visible to an end user. How-
ever, when a break lasts longer than a threshold, it becomes noticeable performance 
degradation. Therefore, we propose the following two media KPIs: 

• Display break ratio: The ratio of the sum of display break durations that are longer 
than a pre-defined threshold over the service time. 

• Number of display breaks: The number of media display breaks that last longer 
than a pre-defined threshold 

In addition, the following two KPIs are also necessary for assessing media per-
formance: 

• Packet Loss & Error Ratio: The percentage of packets that are either lost or de-
tected as erroneous. Applicable to media content carried by RTP protocol only 

• Throughput: Packet throughput of the media involved in the service. 

Many previous studies indicate that packet loss and error ratio has a direct impact 
on real time media quality [2], [3], [4].  

End to end packet delay is also an important performance indicator for media qual-
ity. Unfortunately, it is difficult for mobile agents to measure this type of delays be-
cause estimating one-way end-to-end delay requires clock synchronization between 
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mobile phones or between mobile phones and servers. Which is difficult to achieve. 
In addition, monitoring packet delay requires mobile agents to capture and time stamp 
packets received. Which could potentially consume too much memory and processing 
power.  

4   Mobile Service Instance Performance Values (SIPA) 

With the KPIs being specified, we now define the information that must be captured 
for each service instance, i.e., SIPA, in order to produce KPIs and to help in root 
cause analysis.  

For mobile multimedia services, a service may involve multiple types of media. 
Therefore, we separate service SIPAs from media SIPAs. Service SIPAs capture the 
different aspects of a service instance whereas media SIPAs capture the information 
on media delivery and display. The service and media SIPAs are specified in Table 1 
and Table 2. In formal definitions, these SIPAs are arranged in a tree structure and are 
specified in XML, following the OMA device management framework. 

Table 1. Service SIPA. 

SIPA Descriptions 

Service Name The name of a service, e.g., browsing 
Application Name The name of the application used for the service. It identifies the  

vendor of the application software. 
Session ID A random number that uniquely identifies a service instance on  

the mobile phone 
Setup Duration The duration to setup a service. Indicate the time required to gain  

resources that are necessary for the service. 
Function Duration The duration of the time when the service is delivered.  

Status The outcome of a service 
Date and Time The date and time when a user starts to use the service 

Location The location at the end of a completed service or an unsuccessful  
service attempt. 

5   Deriving KPI from SIPA 

An agent-based service monitoring architecture shall be able to derive KPIs for a 
specific service from a pool of SIPA reports. The steps to do so are described below: 

1. Filter out the service instances by “Service Name” SIPA. Apply the following 
calculations on the resulted service instances. 

2. Service success ratio KPI can be computed as  

ServicesrecordedofNumber
successStatusWithServicesofNumberRatioSuccessService ==

 
(1) 

3. Bearer failure ratio KPI for a specific type of media of a service can be computed 
as 

StreamsMediarecordedofNumber
FailureBearerWithMediaofNumberRatioFailureBearer =

 
(2) 

If a service has bi-directional media delivery, the Bearer Failure Ratio should be 
calculated for each direction separately. 
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Table 2. Media SIPA. 

SIPA Descriptions 

Session ID The Session ID of the service to which this media stream belongs 
Media ID A random number that uniquely identifies a media stream within  

the service instance. This SIPA is applicable when there are mul-
tiple media involved in a service.  

Server The address of the server that provides the media delivery. If there  
is no server involved, this SIPA shall be ignored 

Media Type The type of the media whose quality is being measured.  
Direction The direction (incoming or outgoing) of the measured traffic 

Media Setup Dura-
tion 

The duration to setup this media. Indicate the time required to  
gain resources that are necessary for the delivery of the media  
content. 

Media Function 
Duration 

The duration of the time when the media content is delivered.  

Status The outcome of a media content delivery 
Bearer Bearer type and if the requested bearer, e.g., UMTS bearer, is  

established and maintained for the service.  
Data Size The total amount of error free data (in bytes) received (or sent, if  

monitoring outgoing media stream). This SIPA only applies when  
the status of the media delivery is success 

Packet Counts The total amount of error free packets received (or sent, if  
monitoring outgoing media stream). This SIPA only applies when  
the status of the media is success 

Loss & Erroneous 
Packets 

Number of lost or erroneous media packets of the incoming  
Media. Only applicable for monitoring incoming media 

Display Breaks Number of display breaks that last longer than a pre-set threshold.  
Only applicable for monitoring incoming real time media 

Total Break Length The sum of all the display breaks (in milliseconds) that are longer  
than a pre-set threshold. Only applicable for monitoring incoming  
real time media 

Date and Time The date and time when a user starts to use the media 
Location The location at the end of a completed media delivery or an  

unsuccessful media delivery. 

4. Further filter out the successful service instances by Status = success.  

1. For EACH successful service instance: 
• Service response time = Setup Duration 
• For EACH media stream associated with the service instance: 

− Number of Display Breaks is directly taken from the Display Breaks 
SIPA.  

− Display Break Ratio for a media stream instance is calculated as 

nionDuratioMediaFunct
LengthBreakTotalRatioBreakDisplay =

 
(3) 

− Packet Loss & Error ratio for the media stream instance is computed as 

tsErrorPackeLosstsPacketCoun
tsErrorPackeLossRatioErrorLossPacket

&
&&

+
=

 
(4) 
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− Throughput for the media stream instance is calculated as 

nionDuratioMediaFunct
DataSizeThroughput =

 
(5) 

Note that this estimates the average “good” throughput since the Data 
Size excludes erroneous and retransmitted data. 

2. The Service Response Time, Number of Display Breaks, Display Break Ratio, 
Packet Loss & Error ratio, Packet Delay and Throughput KPIs are obtained as 
statistics of service instances whose individual performance metrics are com-
puted as described above. For example, 95 percentile of service response time 
is a Service Response Time KPI.  

One may notice that not all SIPAs are used for computing KPIs. This is because 
that the SIPAs are designed not only for KPI calculations but also for root cause 
analysis when problems arise.  

6   An Example: Streaming Service Quality Monitoring 

We use a streaming service to illustrate the monitoring of service quality. Streaming 
refers to the ability of an application client to play synchronized media streams like 
audio and video streams in a continuous way while those streams are being transmit-
ted to the client over a data network. As specified in the 3rd Generation Partnership 
Project (3GPP) [13], [14], [15], a streaming service contains a set of one or more 
streams presented to a user as a complete media feed. The content is transported with 
RTP over UDP. The control for the session set up and for the playing of media 
(PLAY, PAUSE) is via the RTSP protocol [16]. Figure 3 shows streaming service 
message flows.  

When a user starts a streaming service by either clicking a link in a web page or 
entering a URI of a streaming server and content address, the streaming client on the 
mobile phone must first obtain a presentation description that contains information 
about one or more media streams within a presentation, such as encoding, network 
addresses and information about the content. This presentation description may be 
obtained in a number of ways, for example, via MMS or RTSP signaling. 3GPP man-
dates that the description be in the form of a Session Description Protocol (SDP) file 
[16]. 

Once the presentation description is obtained, the streaming client goes through a 
session establishment for each media stream. Specifically, it tries to establish a secon-
dary PDP context for each streaming media and also sends a SETUP request message 
to the media server in order for the server to allocate resources for the stream. The 
SETUP reply message contains a session identifier, server port for displaying the 
media and other information required by a client for playback the media stream.  

After all media stream sessions and their required PDP contexts are established, the 
user may click the play button to start playing the synchronized media. The user can 
also pause, resume or cancel the streaming service at any time. The RTSP PLAY, 
PAUSE and TEARDOWN messages are sent to the server for the corresponding ac-
tion.  

A streaming service instance is the setup, delivery and tear down of a streaming 
service. Applying the SIPA descriptions in Table 1 and Table 2 to a streaming service 
instance is relatively straightforward. In terms of service SIPA, The Setup Duration is 
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the duration to setup the service. The starting point is when a user clicks a URI from a 
web page or clicks the return key after entering a URI. The end point is when the user 
is informed that the streaming service is ready, e.g., the play button is visible. The 
Function Duration is the duration for the service. The starting point is when the first 
byte of a media is received. And the end point is when the service is complete, i.e., 
when all media streams are disconnected. In terms of KPI, service response time in 
this case is the Setup Duration as shown in the figure. 

 

 

Fig. 3. Streaming Service. 

7   Future Investigations 

The mobile agents described in this paper can be enhanced with increased intelli-
gence. For example, an agent may also conduct diagnosis. When a user fails to access 
a service for several times, the agent may be triggered to analyze the situation to de-
cide, for example, if the settings on the phone are correct, if the network is available 
or if the server is functioning. It can then inform the user on what the problem is and 
recommend corresponding solutions. Further research is needed on efficient logics to 
be used by agents for diagnosis, keeping in mind that the memory and processing 
power are limited on mobile devices.  

In order for the agent based monitoring architecture to work with mobile devices 
from different vendors, the SIPAs need to be standardized.  
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8   Conclusions 

We have proposed an agent-based architecture for monitoring mobile multimedia 
service quality where agent software is installed on end user mobile phones to moni-
tor service performance, to report measurements to a centralized management server, 
and to raise alarms if service quality falls below a pre-set threshold. For evaluating 
service performance, we have also recommended a set of KPIs and SIPAs as well as a 
procedure of deriving KPIs from SIPAs. The proposed architecture provides a cost 
effective way to monitor real end user experience. Future research on enhancing the 
intelligence of mobile agents is also discussed.  
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Abstract. In this paper we propose an abstract model dedicated to the
performance management of the Chord peer-to-peer framework. It cap-
tures information about a Chord community, the associated resources,
the participating elements, as well as the global performance of the in-
stantiated services. Our model enables the evaluation of the global health
state of a Chord community and to act consequently.

1 Introduction

Chord [1] is a lookup protocol dedicated to Internet applications that need to
discover any type of resources (files, CPU, services, . . . ) maintained by users
that form a Chord community. It provides an elementary service: for a given
key, Chord returns a node identifier that is responsible for hosting or locating
the resource. Chord is deployed in several applications: CFS (Collaborative File
System) [2] which is an Internet scale distributed file system, ConChord [3] which
uses CFS to provide a distributed framework for the delivery of SDSI (Simple
Distributed Security Infrastructure) security certificates and finally DDNS (Dis-
tributed DNS) [4] that proposes a P2P implementation of the DNS (Domain
Name Service).

Chord offers performance levels in terms of load balancing, consistency and
average path length for requests routing. In order to ensure such a performance, it
executes dedicated services. However, the performance, as perceived by applica-
tions, highly relies on the conditions of the underlying network and the behavior
the various and heterogeneous participants. To include these constraints in the
evaluation, a performance measurement framework needs to be in place.

In this article, we propose a performance-oriented model for the Chord frame-
works. We have chosen this particular P2P system among others (e.g. CAN,
Pastry, Tapestry, D2B, Viceroy, . . . ) mainly because an implementation is avail-
able. In a general way, the information model we propose provides a manager
with an abstract view of a Chord community, the participating nodes, the shared
resources and the different instantiated services. Our model focuses on the per-
formance aspect of the framework and, to reach this objective, we specify a set
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of metrics that feature the Chord framework in terms of service performance,
ring consistency and node’s equity. This model is built on a previous work that
provides a general information model for the management of P2P networks and
services [5]. In addition to the embedded features of the Chord framework, having
an abstract view of a Chord community, being able to evaluate its global perfor-
mance, and having the possibility to react consequently, is a major step toward
providing a P2P infrastructure aware of Quality of Service (QoS) constraints.

The paper is organized as follows: section 2 provides an overview of the
P2P discipline and its management. Then, section 3 presents the Chord P2P
framework and its properties. The definition of performance metrics and criteria
is addressed in section 4 and the proposed information model is presented in
section 5. A summary of the contribution is given in section 6 and future work
is outlined.

2 Related Works

Peer-to-peer (P2P) networking is built on a distributed model where peers are
software entities which both play the role of client and server. Today, the most
famous application domain of this model concerns the file sharing with appli-
cations like E-mule, Napster, Gnutella and Kazaa among others. However, the
P2P model also covers many additional domains [6] like distributed comput-
ing (Seti@Home [7], the Globus Project [8]), collaborative work (Groove, Magi)
and instant messaging (JIM [9]). To provide common grounds to all these ap-
plications, some middleware infrastructures propose generic frameworks for the
development of P2P services (Jxta, Anthill [10], FLAPPS).

While some applications use built-in incentives as a minimal self management
feature [11], advanced management services are required for enterprise oriented
P2P environments. The latter are the focus of our attention and deserve the
availability of a generic management framework.

The first step toward this objective has consisted in designing a generic man-
agement information model for P2P networks and services that can be used
by any management application as a primary abstraction. The work we have
done in this direction has led to a model [5] that aims at providing a general
management information model, that addresses the functional, topological and
organizational aspects for such a type of application.

We have chosen CIM [12], [13] as the framework for the design of our generic
P2P information model because of its richness in terms of classes covering several
domains of computing that can be easily reused and extended.

The model we have designed covers several aspects of the P2P domain. First
it deals with the notion of peer and its belonging to one or several commu-
nities. A particular association class allows the link of peers together in order
to establish a virtual topology. One may note that, according to the context,
different criteria can be considered to link two peers; for example, it can be
based on knowledge, routing, interest or technological considerations. Then, our
model features the available resources in a community and especially the ones
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shared by its composing peers. We particularly address the fact that a resource
can be spread in a community and thus (1) we differentiate owners and hosts
of shared resources and (2) we split resources into physical (e.g. the chunk of a
file on a file system) and logical ones (the aggregation of the different chunks).
Moreover, these latter are consumed or provided in the context of services that
is the fourth aspect of our model. Indeed, a P2P service is a basic functionality
that is distributed among a set of participating peers; thus our model enables
the global view of a service as well as the local one. Finally, we have identified
particular basic services offered by any P2P framework; it concerns, for exam-
ple, the way packets are routed in a P2P environment of an overlay type. We
have thus modeled routing and forwarding services and the routing tables they
generate or use.

In this way, our CIM extension for P2P networks and services provides an
abstract view of a P2P network as well as the deployed services located in a
manageable environment.

3 Chord

Chord is a framework that aims at providing routing and discovery mechanisms
in a P2P environment. It is built on a ring topology in which nodes know their
predecessor and successor. A consistent hash method generates a key for each
node from its IP address. Then, each node is located in a ring in order to ar-
range keys in an increasing order. Each Chord node ni is responsible for the
]predecessor(ni),ni] range of keys.

Consider a NT nodes ring. The routing tables maintained by each node ni

will contain about O((log2 NT )2) entries. Indeed, if the simple knowledge of
its predecessor and next node enables the construction of a ring topology, it has
poor performance in terms of number of nodes that enter the routing of requests;
Figure 1.a illustrates this kind of problem on a ring containing 10 nodes that
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Lookup(K54)
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Fig. 1. Extract from [1]. (a) Request routing by following the ring topology. (b) Request
routing through fingers
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uses a [0, 64[ range of addresses. One can see that a request for k54 initiated by
node n8 will be routed in 8 hops.

In order to solve this problem, for a key domain comprised in the [0, 2m[
interval, each node ni maintains a routing entry towards nodes, called fingers
that own the successor(ni+2k−1) identifier (with 1 ≤ k ≤ m). Thus the number
of node involved in a request routing is about O(log2 NT ). Figure 1.b shows that
with finger tables, the same request for key k54 is routed in 3 hops.

4 Metrics for the Chord Performance Monitoring

Chord announces performance guarantees in agreement with its main core prin-
ciples: the distribution of nodes in a ring topology, the use of a finger table, a
consistent hash for nodes and keys, and the regular execution of a stabilization
process. These concepts are claimed as providing an embedded way of ensuring
a good service operation of the framework.

Nevertheless there is no way to monitor a Chord ring and to know the health
state of such a P2P community. In order to allow a potential manager to evalu-
ate the current Chord performance, we have defined several metrics. These are:
the ring dynamics, the discovery performance, the node’s equity and the ring
consistency. By enabling a manager to monitor a Chord ring and to react conse-
quently, we aim at providing a P2P framework that can effectively ensure QoS
specifications on varying condition in the network.

To express our performance metrics, we introduce the following variables:

NMAX : The upper bound for identifying nodes and keys. We assume the Chord
hash method will generate identifier contained in the [0, NMAX [ range. More-
over, all Chord operations are done modulo NMAX ;

ni: a node with the i identifier.
N : the set of nodes ni that are currently present in a ring, with N = {ni}.
NT : the total number of nodes in a Chord ring, with NT = Card(N).
ki: a key with the i identifier;
Ki: the number of keys the node ni is responsible for, with

Ki = Card({kj}) with id(pred(ni)) ≤ j ≤ i.
KT : the total number of keys currently stored in the ring, with KT =

∑
i∈N Ki.

K: the average number of keys per node, with: K = KT

NT

4.1 Measuring the Ring Dynamics

In order to make Chord performance measurements meaningful, we have to
present them in their execution context. Indeed, due to dynamic phenomena,
performance of Chord may vary strongly. Thus, we have defined metrics for
measuring the ring stability.

The two elements that are submitted to dynamics are nodes and keys. Nodes
can join and leave a ring in an unpredictable way while keys can dynamically
be inserted or removed, or migrate in order to ensure their persistency. Thus
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for these two elements we have featured (1) their mean time of stability and (2)
their change frequency.

Concerning the nodes, we assume that the arrival and departure times are
known. For a particular node, all its joining and leaving operations will be stored
in a log. Thus we can easily determine its mean time of presence in the ring.

Moreover, in a global way, we propose to evaluate the current arrival and
departure frequency with the relations 1 and 2. Whenever a node joins or leaves
the ring, the current time is first collected to update the JoinFrequency and
LeaveFrequency indicators and then is stored in the corresponding last time
variable.

JoinFrequency =
1

CurrentT ime − LastArrivalT ime
(1)

LeaveFrequency =
1

CurrentT ime − LastDepartureT ime
(2)

Finally, the global presence mean time is calculated by considering a temporal
range T . The size of this range is determined according to the context1. For all
the nodes, all the collected presence times that are contained in this range will
be averaged in order to provide a global presence mean time of nodes. Equation
3 calculates it.

PresenceMeanT ime =

∑
i∈N

∑
t∈Ti

t
∑

i∈N Card(Ti)
with (3)

T : the considered range of time. T = [TBegin, TEnd].
Ti: the set of presence time records for ni in range T .

Ti = {t | t = (TDeparture − TArrival); TDeparture, TArrival ∈ T }
Now concerning the keys, we have collected the same type of values, which

allows us to determine the global InsertionFrequency, MigrationFrequency
and RemovalFrequency of keys.

To conclude, the metrics defined in this section allow a manager to be aware
of the dynamics of a Chord community. This evaluation is crucial because it
allows all the following performance measurements to be analyzed in a particular
context of dynamics, which gives them all the more sense.

4.2 Measuring the Discovery Performance

One of the core concepts of the Chord framework is the use of finger tables. It
provides a good and stable performance on the average number of hops required
to route discovery messages. Chord claims that this average is about O(log2 NT ).

We have chosen to monitor this crucial value for several reasons. First, it
enable the manager to confirm that Chord respects the announced performance.
Then, it is a meaningful indicator of the good state of the ring. Indeed, a sig-
nificant increase of this value will indicate a problem of stability or consistency
1 it may be since the last hour, day, month, . . .
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that must be due to important join or leave operations of nodes. Thus, for a
manager, applying a threshold that can launch an alarm may be useful.

The way we propose to concretely evaluate this value is described in Equation
4. For each node ni, we define the following metrics:

NInitiatedRequestsi: The total number of discovery requests that the consid-
ered node has initiated;

NForwardedRequestsi: The total number of requests that the considered node
has received and forwarded to another node;

NReceivedRequestsi: The total number of requests destined to the considered
node.

Then, we sum each of these metrics and deduce the real average number of
hops per request. This value may be compared to the theoretical 1

2 log2 NT .

AveragePathLength =

∑
i∈N

NReceivedRequestsi +
∑

i∈N
NForwardedRequestsi

∑
i∈N

NInitiatedRequestsi

(4)

By this way, we are able to monitor the performance of the discovery service
that is the main function provided by the Chord framework and the only visible
to a user.

4.3 Measuring the Nodes Equity

Contrary to the client/server model, the P2P one is a model where resources
are distributed. This feature improves the load-balancing and enables the equity
between all the participants. Moreover, it avoids any bottleneck that would con-
centrate the traffic and stand for central points of failure. In the case of Chord,
ensuring a well balanced distribution of the keys among the different partici-
pating nodes is essential to guaranty a good performance of the system. In the
opposite case, if some nodes host the major part of the keys, the Chord perfor-
mance would collapse due to the too strong solicitation of these nodes; finally,
the ring would tend to operate in a client/server way with nodes that are not
dedicated to this task.

From this point, we have established a metric that can evaluate the distribu-
tion of the keys among the nodes. Chord claims that each node will be responsible
for no more that (1+ε)K keys and we propose to monitor this value. As shown in
Equation 5, it consists in evaluating the variance of the key repartition in a ring.
For each node ni, we consider difference between the current hosted number of
keys and the ideal average value and average this value on the whole ring.

NodesEquity% = 1 − 1
KT

∑

i∈N

� | Ki − K | � (5)

The node’s equity measurement is a useful indicator of the keys distribution
in a Chord ring. This knowledge, added to the average number of keys per
node and the effective number of keys a node hosts, indicates precisely any ring
unbalance and we may imagine that, in this case, a manager could assign new
nodes identifier and so redistribute the keys in order to improve the ring balance.
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4.4 Measuring the Ring Consistency

The performance guarantees announced by Chord concerning the lookup service
are respected if the ring is consistent. In case of an inconsistency, performance
will collapse and the number of hops involved in request routing may increase
from O(log2 NT ) to O(NT ). To monitor the ring consistency, we have used the
constraints defined in [1]. These are:

– Constraint 1 Consistence of the immediate successor relations. This con-
straint is completed if, given the current presence of nodes in the ring, each
node is effectively the predecessor of its successor.

– Constraint 2 Consistence of the successors lists. Each node maintains a
list of the k first successor in the ring. The constraint is completed if, given
the current presence of nodes in the ring, (1) the lists maintained by each
node effectively contain the immediate successors and (2) these successors
are available.

– Constraint 3 Consistence of the finger tables. This constraint is completed
if, given the current presence of nodes in the ring, for each node ni, a finger
(1) matches the following relation successor(ni + 2k−1), where 1 ≤ k ≤ m
and (2) is available.

We consider a Chord ring is consistent if each of the above constraints are
completed. In order to enable a manager to evaluate the consistency of a ring,
each node must make information about its successor, its successor list and its
finger table, available.

Concerning the management data, we have defined several elements to in-
dicate the ring consistency. Locally, we have defined four boolean values that
can inform the node of the consistency of its information. These boolean values
will be evaluated by a manager and pushed in the MIB of the concerned node.
Consider a node ni. The first value, named IsConsistenti, deals with the global
consistency of the node; it is true if the constraints 1, 2 and 3 are completed.
The next three, named SuccessorIsConsistenti, SuccessorListIsConsistenti
and FingerTableIsConsistenti inform about the respect of constraints 1, 2 and
3 respectively.

Now, considering the global consistency of a ring, we have defined the Is-
GloballyConsistent boolean value that indicates if the ring is consistent, with:

IsGloballyConsistent =
∧

i∈N

IsConsistenti (6)

Then, as shown in Relation 7, to have a more precise estimation of the ring
consistency, we have defined a percentage value that indicates the consistency
level. The valueOf function returns 1 when the IsConsistenti value is set to
true and 0 otherwise.

GloballyConsistencyLevel% =
1

NT

∑

i∈N

valueOf(IsConsistenti) (7)
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Lastly, in order to help a manager to locate a consistency problem, we have
defined, for each node, a counter that references the number of times the con-
sidered node is badly referenced by others ones.

To conclude, the different local and global consistency indicators enable a
manager to be aware of the good state of a ring. From this point, in case of
inconsistency one may envisage several management actions like stopping the
current forwarding of requests, forcing the execution of the stabilization pro-
cess on some nodes that present obsolete knowledge and finally let the stopped
request go on.

5 A Chord Information Model

Given our objective of Chord global model and the preceding performance mea-
surement definitions, we propose a management model for Chord that is perfor-
mance-oriented. It lies on a generic model for P2P networks and services that
we have designed. The following sections present our Chord model and the way
we have applied the preceding theoretical metrics to it.

5.1 Chord Node, Chord Ring and Virtual Topology

In the Chord framework, nodes are organized in an ordered ring. In this way,
we consider that a Chord ring represents a community of peers. The model
we propose is represented on Figure 2. In order to model a Chord ring, we
have designed the ChordRing class that inherits from the Community class. The

CommunityId: string {key}
Name: string {override, key}

Community

HashMethod: string
IdentifierLength: uint8
TopologyModel: string

NumberOfNodes: uint64
NumberOfKeys: uint64
AverageNumberOfKeys: uint32

NodeLastArrivalTime: Date
NodesJoinFrequency: uint32
NodesLeaveFrequency: uint32
NodesPresenceMeanTime: uint64

KeyLastArrivalTime: uint32
KeysInsertionFrequency: uint32
KeysRemovalFrequency: uint32
KeysMigrationFrequency: uint32
KeysPresenceMeanTime: uint64

ChordRing

CreationClassName: string {key}
Name: string {override}
PeerId: string {key}
IsBehindFirewall: boolean
ArrivalTime: Date

Peer

ParticipatingPeers
1..n W 1..n

IsVirtualPeer: boolean
IsLeaving: boolean

NumberOfKeys: uint16
NumberOfSuccessor: uint8
NumbeOfFingers: uint8

ChordPeer

**
P2PTopologicalLink

Fig. 2. The Chord Peer and community model
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properties of the ChordRing are divided into two sets. the first one provides
general information about the ring and the second one contains performance
data, according to the metrics defined above.

Chord nodes are modeled through the ChordPeer class. This class inherits
from the Peer one and defines several properties. The first set of properties
contains general information about the node and the second one informs about
the load of the node. It deals with the total number of keys hosted by a node,
and the size of its routing informations expressed for the successor list and the
finger table.

Concerning the topology, each Chord node knows its predecessor and its suc-
cessor. Thus, by extending this mutual local knowledge to all the nodes of a
ring, Chord establishes a virtual ring topology. In our model, we use the P2P-
TopologicalLink association class to represents these links. The Description at-
tribute allows us to distinguish links toward a successor or toward a predecessor.
We use this knowledge among others to estimate the ring consistency.

5.2 Keys and Resources

In the Chord framework, a node is responsible for a set of keys that represent
resources. Nevertheless, the nature of the resources can be of several types. For
example in CFS [2] it can be a file or a pointer toward a remote file. On the other
hand in DDNS, a key will represent a DNS entry. This is why we have chosen to
represent keys with the ChordKey abstract class that inherits from the PeerRe-
source one. This way, we let an application build over Chord inheriting from it in
order to represent any concrete resources. Figure 3 presents this specialization.
The LastMigrationTime property is a local indicator of the key movement that
is used to determine the global dynamics of a ring.

5.3 Chord Services

The Chord framework is composed of two services. The first one is the lookup
service. It represents the main functionality of Chord. The second one is the sta-
bilization service. As described in [1] this process is executed in the background
and checks the consistency of the ring.

CreationClassName: string {key}
Name: string {override}
PeerId: string {key}
IsBehindFirewall: boolean

Peer

CreationClassName: string {key}
Name: string {override, key}
ResourceId: string
InsertionTime: Date

PeerResource
*1

PeerSharesResource

LastMigrationTime: Date

ChordKey

Fig. 3. The Chord resources model
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CreationClassName: string {key}
Name: string {override}
PeerId: string {key}
IsBehindFirewall: boolean

Peer

P2PServiceParticipatingPeers

P2PServiceAccessBySAP

*P2PServiceAccessPoint

P2PService

1

*

PeerId: string

PeerAccessPoint

*LocalP2PService

HostedLocalP2PService

* 1

LocalServiceComponent

NumberOfInitiatedRequests: uint32
NumberOfForwardedRequests: uint32
NumberOfReceivedRequests: uint32
NumberOfSuccessFulRequests:uint32

ChordLocalLookupService

ChordServiceUsesRoutes

LatencyTime: uint16

ChordNextHopRoute

1

*

NumberOfRequests: uint64
NumberOfSuccessfulRequests: uint64
AverageNumberOfHopsPerRequest: uint8
RingBalanceLevel: float32

ChordLookupService

PredecessorRefreshPeriodicity:uint8
SuccessorRefreshPeriodicity: uint8
FingerRefreshPeriodicity: uint8
FindSuccessorTimeOut: uint16

IsConsistent: boolean
SuccessorIsConsistent: boolean
SuccessorListIsConsistent: boolean
FingerTableIsConsistent: boolean
NumberOfWrongReferences: uint16

ChordLocalStabilizationService

ChordLocalService

*

IsConsistent: boolean
ConsistencyLevel: float32

ChordStabilizationService

*

Fig. 4. The Chord service model

Chord Global Services. In the P2P model we have previously designed [5],
we have defined a P2P service as being the aggregation of local instances. In this
section, we address the Chord services in a global way.

The Chord service model is represented on Figure 4. The lookup and sta-
bilization services are captured through the ChordLookupService and ChordSta-
bilizationService classes. These classes inherits from the P2PService class of our
P2P model.

First, the ChordLookupService class aims at providing information about the
lookup service behavior. Thus, we have defined properties that match the met-
rics defined for the lookup service performance measurement. These are the
total number of requests, the number of successful requests (that is another ring
efficiency criterion) and the average path length involved in requests routing.
Finally, the ring balance level provides a global estimation of the distribution of
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keys among nodes. These values are not directly accessible but are the result of
the aggregation of nodes’local information.

Now, concerning the ChordStabilizationService we have just two properties
to represent its global features. The IsConsistent boolean property stands for
the global stability of the ring and the ConsistencyLevel deals with the average
percentage of nodes that are in a consistent state.

Chord Local Services. As explained above, P2P services are the result of
local instances. This is why we have designed the LocalChordLookupService and
LocalChordStabilizationService classes.

First, the LocalChordLookupService class contains several properties that are
involved in the calculation properties of the ChordLookupService class properties.
The NumberOfInitiatedRequest represents the number of lookup requests the lo-
cal node has started. Then, the NumberOfForwardedRequests informs about the
number of requests the local node has relayed. Finally, the NumberOfReceive-
dRequests informs the number of requests the local node has received as a desti-
nation. Finally, the NumberOfSuccessfulRequests represents the total number of
requests the node has honored.

Then, the LocalChordStabilizationService class deals with the execution of the
stabilization process on a particular node. Its attributes are split into two sets.
The first set represents information collected by the considered node and pro-
vided to the manager. That is to say, the frequency of the predecessor, successor
and finger refreshment. As for the second set of properties, it is computed and
provisioned by the manager in the nodes. The NumberOfSuccessor property pro-
vides the size of the successor list. Then, the FindSuccessorTimeOut informs on
the maximum time a node waits for a response from a node that can be a suc-
cessor. This timeout is used in the stabilization process during the update of the
successor list. Finally, the NumberOfWrongReferences deals with the number of
times a node is badly referenced by other ones.

In addition to these services, we have modeled the routing tables of nodes.
Nevertheless, this modeling aspect doesn’t address the performance issue of the
Chord framework and it is described in [5].

6 Conclusions and Future Works

Chord is a framework dedicated to the resources discovery in a P2P environment;
given a key, Chord associates a node that is responsible for hosting or locating
it. Its core principles lie on the use of a consistent and well balanced hash func-
tion for nodes and keys, a distribution of nodes on a ring topology, the use of
finger tables and the regular execution of a stabilization process. Chord offers
several performance guarantees in terms of average path length, load balance and
information consistency. Nonetheless, in case of a real Chord deployment, addi-
tional behaviors influence the performance of the framework and a management
infrastructure is necessary.

To effectively monitor the performance of a Chord community, we presented
an abstract model that is performance-oriented. This work is based on a previous
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one directed towards the design of a generic information model for P2P networks
and services. Globally, our model enables a manager to have an abstract view
of a Chord community and to feature its operation performance. We have de-
fined several metrics that evaluate the ring dynamics, consistency and balance
as well as the lookup performance. Our goal is to provide a manager with tools
that will help him to be aware of a Chord ring state and to react consequently.
Our opinion is that these feedback data are essential for the deployment of the
Chord framework in manageable P2P applications that can respect QoS agree-
ments and deal with phenomena that cannot be captured by analytic models.
Concerning the metrics we have defined, we consider them as basic indicators
of a Chord community. Moreover, we assume that, in order to provide more ad-
vanced estimators, they can be combined and even enter the definition of policy
rules. This way, given a Chord community, a manager could be able to act on
participating elements in order to ensure service levels.

Our future works will first consist in deploying our model in a Chord imple-
mentation to (1) establish the validity of our theoretical model and (2) estimate
the cost of our management infrastructure. To do that, we will first have to de-
fine a management architecture and a dedicated protocol for P2P networks, that
is one of our current work. Indeed, we are thinking about the notion of man-
ager in a P2P context, and the way peers collaborate to perform management
tasks. Then, in conjunction to this first direction, we are extending this work
toward the design of a generic performance information model for DHTs. This
model would aim at featuring the performance of existing DHT like D2B, CAN
or Pastry among others.
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Abstract. The effect of packet loss on the quality of real-time audio
is significant. Nevertheless, Internet measurement experiments continue
to show a considerable variation of packet loss, which makes audio error
recovery and concealment challenging. Our objective is to predict packet
loss in real-time audio streams based on the available bandwidth and
delay variation and trend, enabling proactive error recovery for real-time
audio over the Internet. Our preliminary simulation and experimentation
results with various sites on the Internet show the effectiveness and the
accuracy of the Loss Predictor technique.

1 Introduction

Quality of an audio communication is highly sensitive to packet loss [4],[17]. Ma-
jority of packet loss in the Internet occurs as the result of congestion in the links.
Packet loss for audio is normally rectified by adding redundancy using Forward
Error Correction (FEC) [11]. However, unnecessarily high degree of FEC can
actually be detrimental rather than beneficial to the ongoing communication
because of the excessive traffic. Here the challenge is to ensure a bandwidth-
friendly transmission with an effective degree of loss recovery by dynamically
changing the degree of FEC. In this paper, we present the investigations to de-
velop a mechanism to predict packet loss in real-time audio streams based on
delay variation and trend, which will enable proactive error recovery and rate
control for real-time Internet audio.

The basic idea of our proposed on-line loss prediction method is to success-
fully track the increase and decrease trends in one way delay, and accordingly
predict the likelihood of packet loss due to congestion leading to lack of avail-
able bandwidth. However, this task becomes difficult due to the unpredictable
and dynamic nature of cross traffic in the Internet. In this paper we attempt to
formalize a framework to express the likelihood of loss in the next packet train
in terms of (1) changes in the available bandwidth, manifested as end-to-end
delay variations, and (2) near-past history of congestion in terms of short-term
and long-term trends in delay variation. The value returned by the Predictor
indicates the current degree and severity of congestion and lack of available
bandwidth, hence the likelihood of packet loss, created by cross traffic bursts.
The predictor value is fed back from the receiver to the sender in order for the
sender to take proactive FEC actions and rate control.

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 213–227, 2004.
c© IFIP International Federation for Information Processing 2004
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In our approach, we designate the minimum delay of a path as the baseline
delay, signifying the delay under no congestion. We also identify the delay at the
capacity saturation point of a path as the loss threshold delay, after which packet
loss is more likely. We track the increase patterns or trends of the delay as an in-
dication of congestion causing packet loss. We have seen in our experiments that
each site shows a consistent minimum baseline delay. We also observe a range
of loss threshold delay values after which loss is observed more often. The loss
threshold delay shows a variety of ranges and behaviors due the unpredictable
nature of the cross traffic in the network at that time. To measure these path
delay characteristics, we propose certain measurement metrics classified in three
categories – Delay Distance, Short Term Trend and Long Term Trend. Delay
Distance gives an absolute ratio of the delay value in relation to the baseline
and loss thresholds. The Short-term Trend and the Long-term Trend metrics
give indications of sharpness and consistency of upward and downward delay
trends in short and long term window of past packets. In the Loss Predictor
approach we determine these metrics from the ongoing traffic and combine them
with different weights based on their importance in order to estimate of the
packet loss likelihood.

Subsequent sections are organized as follows. Section 2 contains references
to the related work. Section 3 presents the Predictor approach, with subsections
describing the delay-loss correlation model and the Predictor formalization. We
present the evaluation results in Section 4, and conclusion and future work in
Section 5.

2 Related Work

Paxson examined the delay-loss correlation issue in his PhD thesis [16]. But he
concluded that the linkage between delay variation and loss was weak, though
not negligible. In contrast with Paxson’s observations, we predict packet loss
based on the observed patterns of delay variation, rather than depending on the
overall amount of delay variation as indicator of congestion.

Moon’s Technical Report and PhD thesis [13] explored this issue to a certain
degree. They reported a quantitative study of delay and loss correlation patterns
from offline analysis of measurement data from the Internet. But they did not
attempt to take a further step of real-time prediction of packet loss from the
delay variation data of an ongoing communication.

The researchers measuring performance of Mbone, a virtual Internet Back-
bone for multicast IP, observed that there is a correlation between the bandwidth
used and the amount of loss experienced [5],[6].

Pathload [10] uses the delay variation principle to measure available band-
width. They send streams of increasing rate till the stream saturates the available
bandwidth and starts showing distinct increase in delay. The same principle is
used in TCP Vegas [3], which exploits RTT variation to measure the difference
between the actual and the expected sending rate to provide better congestion
detection and control. Packet loss is highly probable when the available band-
width is low and is consumed by the ongoing cross traffic. Our research methods
and experiments are based on this premise.
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Sender based Error and Rate Control mechanisms for audio, such as by Bolot
& Garcia [2], Bolot & Fosse-Parisis [1], Padhye, Christensen, & Moreno [15],
Mohamed et al. [12] adapt to packet loss using RTCP feedback from the receiver
– thus these mechanisms react to packet loss. In contrast, we predict packet loss
and take FEC actions based on the nature of the prediction; hence our approach
handles packet loss proactively based on the current loss likelihood.

3 Loss Predictor Approach

3.1 Analysis of Delay-Loss Correlation Model

Here we formalize a number of propositions which constitute our framework
based on baseline, loss threshold delay and trends.

Let the path from the sender to the receiver consist of H links, i = 1, . . . , H.
Let the capacity of the link be Ci . If the available bandwidth at link i be Ai, the
utilization of link i is ui = (Ci −Ai)/Ci. We assume that the links follow FCFS
queuing discipline and Droptail packet dropping mechanism. Let the sender send
a periodic stream of K packets, each of size L bytes, at rate R0, to the receiver.
Hence a packet is sent in L/R0 = T time interval. Also there are (Ci − Ai)T
(in other words, uiCiT ) bytes of cross-traffic, in addition to the source stream,
arriving at link i in interval T . It has been shown in [10] that the One-Way Delay
(OWD) Dk of the k-th packet is:

Dk =
H∑

i=1

(
L

Ci
+

qk
i

Ci
) =

H∑

i=1

(
L

Ci
+ dk

i ) (1)

and the OWD difference between two successive packet k and k + 1 is

∆Dk = Dk+1 − Dk =
H∑

i=1

∆qk
i

Ci
=

H∑

i=1

∆dk
i (2)

where qk
i is the queue size at link i upon arrival of packet k (not including the kth

packet), and dk
i is the queuing delay of packet k at link i, and ∆qk

i = qk+1
i − qk

i ,
∆dk

i = dk+1
i − dk

i . Clearly, the minimum OWD a packet can have is when there
is no queuing delay, denoted as the baseline delay. From (1):

Dbaseline =
H∑

i=1

L

Ci
(3)

Proposition 1. ∆dk increases as the available bandwidths at the tight links
decrease, and vice versa.

Let a set of ‘tight’ links be the set of links in the path that contribute to the
majority of the queuing delay. Over the interval T , the link i receives (Ri−1T +
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uiCiT ) bytes (stream and cross traffic) and services CiT bytes, where Ri−1 is
the exit-rate from link i − 1. As shown in [10], we can express Ri as follows:

Ri =
{

Ri−1
Ci

Ci+(Ri−1−Ai)
if Ri−1 > Ai

Ri−1 otherwise
(4)

The change in queue size ∆qk
i can be expressed as the difference of the

arrival rate (packet and cross-traffic) at i-th link and service rate at i-th link:
(Ri−1T + uiCiT ) − CiT = (Ri−1 − Ai)T > 0 if Ri−1 > Ai. Thus,

∆dk
i =

{
(Ri−1−Ai)

Ci
T > 0 if Ri−1 > Ai

0 otherwise
(5)

Suppose there are k ‘tight’ links, i.e. for links m1, m2, . . .mk, Ri−1 > Ai.
Then from (2) and (5),

∆Dk =
H∑

i=1

∆dk
i =

Rm1−1 − Am1

Cm1

T + . . . +
Rmk−1 − Amk

Cmk

T (6)

Hence ∆Dk will increase if the available bandwidths at the tight links Am1 ,
Am2 ,. . . ,Amk

, decrease, and vice versa. Thus Dk will show steeper rate of increase
if there is lesser available bandwidth at the tight links, i.e. if there is higher rate
of cross traffic through the tight links.

Suppose in particular, m-th link is the considerably narrow link, s. t. Cm <<
Ci, i = 1, . . .H, i �= m. For the sake of simplicity, let us also consider that (i)
m-th link is the most tight link (bottleneck link), i.e. the available bandwidth
at this link Am = (1− um)Cm is the minimum available bandwidth of the path,
and (ii) Ri−1 > Ai only for i = m, since m-th link is much narrower than others.
Then from (4), Rm−1 = Rm−2 . . . = R0. Then (6) can be simplified as:

∆Dk =
Rm−1 − Am

Cm
T =

R0 − Am

Cm
T (7)

Hence ∆Dk increases if the minimum available bandwidth at the bottleneck
link decreases, and vice versa. �

Thus under simplified conditions, Dk will show steeper rate of increase if
there is lesser available bandwidth at the tightmost link, i.e. if there is higher
rate of cross traffic through the tightmost link.

Proposition 2. There exists a range of OWDs in which packet loss is likely.

In this proposition we show the existence of a range of delays in which loss is
likely, that is, we establish a range of loss threshold delays. Since Cm < Ci, hence
1/Cm > 1/Ci, i = 1, . . .H, i �= m. Then M/Cm ≥ qi/Ci, i = 1, . . .H , where M
is the queue capacity at m-th link, assuming that the queue capacities at each
link are same. When the queue at m-th link is filled up, the OWD is given by:

DObservedLoss =
H∑

i=1,i�=m

(
L

Ci
+

qk
i

Ci
) +

L + M

Cm
(8)
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DObservedLoss is the observed loss threshold delay (OTD). Delay values higher
than this value indicate that loss of the next packet is likely. From (3) and (8),

DObservedLoss > Dbaseline (9)

In particular,

H∑

i=1

L

Ci
+

HM

Cm
≥ DObservedLoss ≥

H∑

i=1

L

Ci
+

M

Cm

Thus OTD is bounded by the minimum loss threshold delay (lower bound),
DminOTD =

∑H
i=1

L
Ci

+ M
Cm

, when only one link is the bottleneck, and the max-
imum loss threshold delay (upper bound) DmaxOTD =

∑H
i=1

L
Ci

+ HM
Cm

when all

H links are bottlenecks. In particular, if M
Cm

≥ ∑H
i=1

qk
i

Ci
, i.e. the occupied queue

size at the tight link is larger than the sum of queue sizes at the rest of the links,
which is possible when there is a single bottleneck considerably narrower than
the rest of the links,

DObservedLoss =
H∑

i=1

L

Ci
+

M

Cm
≥

H∑

i=1

(
L

Ci
+

qk
i

Ci
) (10)

In that case the observed loss threshold delay is equal to the maximum ob-
served delay. �

Thus the likelihood of loss of the packet k at m-th link can be expressed as
a combination of the following delay factors: (1) the current total queuing delay
relative to the worst queuing delay (from (1), (3), (8) and (9)),

=
Dk − Dbaseline

DObservedLoss − Dbaseline
=

∑H
i=1 dk

i∑H
i=1,i�=m dk

i + M
Cm

(11)

which is a value between 0 and 1, and (2) rate of delay increase, (from (7))

=
δDk

δT
=

R0 − Am

Cm
(12)

3.2 Loss Predictor Formalization

The challenges of implementing the above model and deriving the likelihood of
packet loss from network delay measurements are as follows: (1) to establish a
range of delays that can be considered as the baseline delay for a particular path,
(2) to determine a range of delays for a loss threshold, (3) to measure the delay
increase ratio and trends, and (4) to find a likelihood of loss from the combining
the above factors.

These challenges lead us to develop the Loss Predictor metrics - (1) Delay
Distance, (2) Short-term Trend and (3) Long-term Trend. Delay Distance is
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derived from equation (11). It gives an absolute ratio of the delay value in relation
to the loss threshold. The Short term Trend and the Long term Trend metrics
are derivations of equation (12). They indicate the sharpness and consistency
of upward and downward delay trends over a short and long term window of
past packets. Short term trend metric tracks sharp changes in the delay, due to
sudden burst of high degree of cross-traffic, which is more critical for loss if the
delay is close to the loss threshold. In contrast, the long-term increasing trend
tracks gradual rising trends due to persistent decrease in bandwidth, signifying
gradual congestion build-up leading to packet loss. By considering the rate of
increase, the short-term and the long-term metrics prevent Delay Distance metric
from over-reacting to the absolute value of the delay. Thus these metrics work
complementary to one another. We formalize the Loss Predictor as a weighted
function of these three metrics. The Loss Predictor can be expressed as the
following:

0 ≤ f(DelayDist, ShortT ermTrend, LongTermTrend)
= w1 ∗ DelayDist + w2 ∗ ShortT ermTrend + w3 ∗ LongTermTrend ≤ 1

and w1 + w2 + w3 = 1

The Predictor uses dynamic weights that depend on the current delay situ-
ation and congestion level. This is described later.

Delay Distance (MinMax). This metric gives an absolute ratio of the current
delay value above the baseline in relation to the loss threshold. This can be
expressed as the following:

MinMax = min

(
1,

Dk − base

thr − base

)
(13)
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where, base = the most observed delay so far, considered to be the baseline delay,
Dk = the delay value of the k-th packet, thr = the threshold delay at which a
loss is observed.

The value of this metric lies between 0 and 1. The minimum of the linear
increase ratio and 1 is taken, since we have observed that the maximum delay
in a session can increase much higher than the threshold delay, and thus Dk can
be larger than thr.

This metric is computationally simple. Fig. 1 shows the behavior of the met-
ric. This value of the metric lies between 0 and 0.2 when the delay is close to
the baseline, but rises up consistently to high values (0.8 to 1.0) when the delay
reaches the loss threshold. Thus it is a good indicator of the absolute delay in-
crease or decrease between the baseline and the loss threshold, and hence is an
important component of loss prediction.

Long Term Trend Metrics. These metrics are required to measure long-term
trends in the delay increase, indicating if an over all increasing trend is evident for
a large number of preceding packets. The length of this packet window is adjusted
dynamically based on the delay mean deviation observed so far, and is typically
20 to 50 packets. The following metrics indicate consistency in increasing trends,
i.e. how consistently the delay is increasing for every measured packet pair, and
are useful to measure this trend.
Long Term Consistency Measures (Spct/Spdt). We use variations of PCT (Pair-
wise Comparison Test) and PDT (Pairwise Difference Test) presented in [10].
Both of them are indicators of consistent increasing trends in a packet train.
Spct is smoother in showing the long-term trends, whereas Spdt reacts with
larger degree of increase or decrease over a packet train length of Γ . The range
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of Spct is [0,1] and of Spdt is [-1,1], scaled to [0,1]. We use Exponential Weighted
Average [9] with gain 0.9 to smooth out undesired oscillations.

Spct =
∑Γ

k=2 I(Dk > Dk−1)
Γ − 1

, I(X) = 1 if X holds, 0 otherwise

Spdt =
DΓ − D1

∑Γ
k=2 |Dk − Dk−1|

We also use the average of MinMax for a long term packet window, which pro-
vides a long-term trend of the relative increase in delay magnitude. We consider
an average of above three measures to calculate the long-term factor. In Fig. 2
oval 2 this metric successfully tracks consistent increasing and decreasing trends
of one way delay over 20 to 50 packets.

Short Term Trend Metrics. These metrics are required to measure short-
term trends in the delay increase, signifying how fast the delay is increasing
over last small window of packets. The length of this packet window is adjusted
dynamically based on the mean delay deviation observed so far, and is typically
5 to 10 packets. As the delay gets close to the loss threshold, more weight should
be given to these metrics, because a sharp change in the delay will become more
critical for loss. We present SI as an indicator of sharpness of increase (the ‘slope’
of the increase), and SpctST/SpdtST as indicators of the consistency of increase.

Sharpness Indicator (SI) This metric determines how fast the delay is ap-
proaching the loss threshold by measuring the slope of the line joining the delay
values of the current packet and the previous packet.

SI = max(−1, min(1, (Dk − Dk−1)/(tk − tk−1)))

Under a sudden burst of high congestion, the slope is observed to be steeper.
Thus higher degree of slope indicates higher congestion, and hence higher like-
lihood of packet loss. The range of this metric is truncated from [−∞, +∞] to
[-1,1] and scaled to [0,1].

We also use SpctST and SpdtST, which are short term versions of Spct and
Spdt. As SpdtST is more sensitive to sudden changes to delay, we choose the
short-term trend to be the average of SI and SpdtST. This metric fluctuates
considerably from packet to packet, but successfully tracks the short term in-
creasing and decreasing trends (Fig. 2 oval 1).

3.3 Predictor Weight Factor Formalization

Here we describe the intuitions behind the selection of the metric weights w1, w2

and w3 described in 3.1. Since MinMax is the best indicator of the delay increase
in terms of the baseline and loss threshold, w1 is chosen higher than the short
term and the long term trend weights w2 and w3. We divide the range of possible
values [0,1] of MinMax into three zones ‘Yellow’, ‘Orange’ and ‘Red’, signifying
the levels of criticality in regard to packet loss likelihood.
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Yellow Zone (0 ≤ MinMax ≤ 40%): The low value of MinMax is not important
in this zone, neither are short-term fluctuations. The long-term metric indicates
if there is an over all increasing trend, and thus is a significant factor to consider.
Thus we choose w2 = 0, and an increasing w3.

Orange Zone (40% < MinMax ≤ 70%): This is the critical alert period where
we see the signs of delay increase which is of concern, and any sign of sharp
increase, showed by the short-term trend, should be considered with increasing
weight. Thus we choose an increasing w2, and a decreasing w3.

Red Zone (70% < MinMax ≤ 100%): In this zone the delay is high enough to
be close to the loss threshold. Here every possible sign of short term increasing
trend should be taken into account along with the high MinMax value. The long
term is ignored here. Thus we choose an increasing w2, and w3=0.

In the following prototype function we use functions w1, w2 and w3 as weights
for MinMax, STermTrend, LTermTrend and a fourth function w4 to control the
behaviors of STermTrend and LTermTrend following the weight control ‘rules’
in different zones.

predictor = w1 ∗ MinMax + w2 ∗ STermTrend + w3 ∗ LTermTrend
w1 = 1−√

MinMax/2, w2 =
√

MinMax/2 ∗w4, w3 =
√

MinMax/2 ∗ (1−w4)

w4 =






1 in Yellow zone
1 − (MinMax − 0.4)/0.3 in Orange zone
0 in Red zone

In Fig. 3 w1, w2 and w3 follow the weight ‘rules’, with proper increas-
ing and decreasing behaviors in different zones. We give more appreciation to
LTermTrend by selecting an increasing w2 in the Yellow zone. But as Min-
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Max approaches Orange and Red zones, STermTrend is given more priority by
choosing an increasing w3. This enhances the importance of the trend factors
and incorporates the zones in the predictor calculation.

4 Predictor Evaluation:
Simulation and Experiment Results

In this section we present the simulation and experiment results that evaluate
the Predictor algorithm in terms of accuracy and efficiency. Ideally the predictor
should behave accurately, that is, the predictor should report high values for the
majority of packet loss occurrences. The predictor should also be efficient by not
over-estimating when there is no loss.

We used the network simulator ns-2 [14] to evaluate the Predictor algorithm
simulating congestion under a range of cross-traffic and intermediate hop scenar-
ios. We created two scenarios described in Fig 4. We assumed FCFS queuing and
Droptail packet dropping for the links. In scenario 1, a CBR stream of 64kbps
flowed from n1 and n2 through two intermediate hops, r1-r2 being the bottleneck
link (capacity 700kbps) and four Pareto cross traffics with shape parameter=1.9
(meaning infinite variance) flowed from n3 to n4 via r1-r2. In scenario 2, a CBR
stream of 64kbps flowed from n1 and n2 through five intermediate hops (r1, r2,
r3, r4 and r5), and four Pareto cross traffics flowed through the intermediate
hops as shown in the figure. In both cases we gathered a large number of data
by introducing a varied number of transient cross traffics of different packet sizes
(100 bytes to 1000 bytes) and rates (200kbps to 900kbps) at dispersed points in
time, causing different degrees of congestion resulting in stream packet loss at
the intermediate links.
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Fig. 5. (a) & (b): OWD, loss threshold and Predictor (Simulation Scenarios 1 and 2)

For the Internet experiments we conducted two sets of experiments on RON/
NetBed [7], and PlanetLab [8], two wide-area network testbeds consisting of sites
located around the Internet. A ”Master” program from a US site sent a 1 minute
speech segment to various sites across the world and received it back recording
statistical information. The packet size varied between three sizes (256 bytes,
512 bytes, 1K) and the send rate varied among two values (1ms gap, 10ms gap),
generating streams of high rates ranging from 204Kbps to 8Mbps in order to
create temporary congestion in the path and observe the effects manifested as
packet loss. We ran this experiment every 4 hours for a period of seven days.
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Fig. 6. Predictor behavior in Internet Experiments: (a) Loss Threshold and Predictor:
USA-Korea (b) Predictor Accuracy and Efficiency

Predictor Behavior in Simulation and Internet Experiments. In Figs.
5(a) and (b) we present examples of simulation results from scenarios 1 and 2.
Both these figures show an identifiable baseline delay. The loss thresholds on
the other hand, vary from one another considerably. Scenario 2 has increasingly
wider loss threshold range and delay variation compared to scenario 1. This is
due to variable and random degrees of cross traffic flowing through multiple
links causing unpredictable congestion at different parts of the path. In con-
trast, congestion at one bottleneck link, though created by various degrees of
cross traffic, produces more predictable results in scenario 1. In both scenarios,
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Table 1. Predictor Accuracy in Simulation Scenarios

Predictor Value Percentage Ratio
Predictor value in ‘around loss’ region Scenario 1 Scenario 2

> 0.6 78% 59%
0.4 to 0.6 20% 22%
≤ 0.4 2% 19%

predictor value lies consistently between 0.75 and 0.92 around the loss regions,
denoting high likelihood of packet loss, but decreases to low values in the range
of 0 to 0.2 when the delay decreases close to the baseline. Thus the predictor
successfully reacts to the baseline, loss threshold and increasing and decreasing
trends of the delay in a wide variety of congestion situations.

Figure 6(a) shows the Predictor for a selected example from an Internet
experiment. We see that around the loss regions the predictor value lies consis-
tently between 0.8 and 0.9, denoting high likelihood of packet loss, but decreases
to low values in the range of 0.1 to 0.3 when the delay decreases close to the
baseline. Thus the predictor successfully reacts to the baseline, loss threshold
and increasing and decreasing trends of the delay. Fig 6(a) also shows the effect
of the Short-term and Long-term Trend on the Predictor. In Oval 1, marking a
Red zone (MinMax value larger than 0.70), the short-term trend accentuates the
Predictor based on immediate sharp increase of delay. In Oval 2, the Long-term
trend pulls up the Predictor value based on the long-term increasing trend in
the Yellow and Orange zones, even when MinMax value is not very high.

Predictor Accuracy. We ran the Predictor algorithm against all the data we
collected. The data is presented in Figure 6(b) as a summary of the Predictor effi-
ciency and accuracy for Internet experiments. We divided the data into ‘around
loss’ and ‘no loss’ regions - an ‘around loss’ region being -20 to +20 packets
around a loss, and packets outside ‘around loss’ regions being in ‘no loss’ region.
We took predictor values for the packets in the ‘around loss’ regions to determine
the predictor accuracy. Ideally, the predictor should predict accurately, that is
there should not be any loss at low values of the predictor. We see that there is
about 10% loss at low values (values smaller than 0.6).

The accuracy for the simulation is shown in Table 1. Around loss regions,
the predictor value is greater than 0.6 78% of the times in scenario 1 vs. 59% in
scenario 2. Only 2% of the times the predictor value has been under 0.4 in loss
regions, compared to 19% for scenario 2. In scenario 2 we simulate more variable
and random degrees of congestion at different parts of the path compared to
scenario 1, resulting in less accuracy for the predictor. This motivates us into
refining the predictor for better accuracy under such variable conditions.

Predictor Efficiency. Here we study the other side of the same coin, that is,
how efficient the predictor is by not over-estimating when there is no loss. Both
the simulation scenarios show very small percentages (5% for Scenario 1, 2% for
scenario 2) of predictor value larger than 0.7 in the ‘non loss’ region. Figure 6(b)
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shows a small percentage (about 16%) of high predictor value (value larger than
0.7) in the non loss region for Internet experiment sites.

The efficiency is a critical input to the Predictor. As part of our future work,
we shall use the efficiency factor as a self-feedback to the Predictor mechanism
in order for it to evaluate and refine its prediction on an ongoing basis.

5 Conclusion and Future Work

This paper presents a framework of a Packet Loss Predictor: a novel mechanism
to predict packet loss in real-time audio streams by observing the delay variation
and trends. Loss Predictor approach is based on (i) determining certain metrics
for measuring the delay variation characteristics from the ongoing traffic, (ii)
combining them with weights based on their importance, and (iii) deriving a
predictor value as the measure of packet loss likelihood. The Predictor value,
fed back to the sender, indicates current degree and severity of congestion and
likelihood of packet loss, and can be a vital component in sender-based error
and rate control mechanisms for multimedia. The proactive predictor feedback
makes the framework superior to mechanisms with static and reactive feedbacks,
and a viable technique for majority of network conditions.

We present simulation and experiment results showing the accuracy and ef-
ficiency of the algorithm achieved so far. The results of the Predictor under
simulation scenarios and experiments show 60%-90% accuracy and 85%-98% ef-
ficiency. As future work, we need to refine the metrics and the weight factors
to improve the accuracy and efficiency of the Predictor. This will enable us to
use the Predictor more reliably in proactive error and rate control mechanisms.
Various packet window sizes introduced in this paper also need to be tuned. For-
malization is also necessary for sender initiated proactive FEC and rate control
actions, which depend on the Predictor feedback values. Also, we would like to
extend the concepts of the Loss Predictor to paths with Random Early Detection
(RED) packet dropping mechanisms and apply the Loss Predictor to DiffServ,
Overlay and Multicast frameworks.
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Abstract. We present a generic Service Level Agreement (SLA)-driven service 
provisioning architecture, which enables dynamic and flexible bandwidth reser-
vation schemes on a per-user or a per-application basis. Various session level 
SLA negotiation schemes involving bandwidth allocation, service start time and 
service duration parameters are introduced and analysed. The results show that 
these negotiation schemes can be utilised for the benefits of both end user and 
network provide such as getting the highest individual SLA optimisation in 
terms of Quality of Service (QoS) and price. A prototype based on an industrial 
agent platform has also been built to demonstrate the negotiation scenario and 
this is presented and discussed. 

1   Introduction 

In today’s complex network environment, QoS provisioning for real-time applications 
over IP-based networks is a great challenge. Firstly, service and network providers 
will have to deal with a myriad of user requests that come with diverse QoS or Ser-
vice Level Agreement (SLA) requirements. The providers will then need to make sure 
that these requirements can be delivered accordingly. To address these issues, we 
propose a unique Service Level Agreement (SLA)-driven service provisioning archi-
tecture that enables flexible and quantitative SLA negotiations for network services. 
In this paper we focus on bandwidth reservation and management on a per-user, per-
application or per-flow basis. Software agents are employed to assist the service pro-
vider in guiding, deciphering and responding quickly and effectively to users’ re-
quests. These satisfy the two most important performance aspects in SLA provision-
ing; availability and responsiveness.  

This paper is organised as follows: Section 2 first presents the service provisioning 
architecture and a set of associated SLA parameters. Section 3 and 4 introduce the 
respective SLA utilities and prototype system. Section 5 presents the SLA negotiation 
schemes enabled by the proposed architecture and section 6 describes the simulation 
environment. The simulation results and evaluations are then discussed in section 7. 
Finally the related work, the overall analysis and conclusions are drawn in section 8 
and 9 respectively. 
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2   SLA Driven Service Provisioning Architecture 

In general, many end users/customers and service or network providers are still un-
able to specify SLAs in a way that benefits both parties. For example, the network 
providers may experience service degradation by accepting more traffic than their 
networks can handle. On the contrary, they may fail to provide services to the best of 
their networks’ capabilities. In this work, bandwidth reservation is emphasized since 
it is the single most important factor that affects the QoS. The limits for delay, jitter 
and buffer size can be determined by the bandwidth reserved for a flow [1]. The ar-
chitecture not only provides immediate reservation, it also allows bandwidth resource 
to be reserved in advance. The high-level service parameters that can be negotiated 
are summarized in table 1 as follow: 

Table 1. SLA Parameters. 

SLA Parameters Description 
Price (P) Maximum price for this connection per transaction or price per 

unit bandwidth ($/b). 
Start Time (Ts) Reservation start time or activation time. 
Session Length (T) Reservation session duration or reservation enforcement dura-

tion. 
Guaranteed BW (b) The amount of bandwidth guaranteed/reserved. 
Option (Ω) Priorities setting and preferences 

The generic architecture as shown in figure 1 is proposed [2]1. The Domain Man-
ager (DM) generally manages the network domain. It communicates with the policy 
server that administrates policies, rules and actions for different services stored in a 
policy repository. In these policies, various limits such as maximum bandwidth that a 
user can reserve at a time, maximum or minimum reservation duration, etc, can be 
specified and enforced through other elements in our architecture. The Path Table 
(PT) stores the logical ‘reservable’ path or route ID info. The Resource (bandwidth) 
Reservation Table (RRT) comes in the form of a resource/time table. This allows the 
network provider to lookup and allocate network resources (bandwidth) at present and 
also in the future. The User Service Database (USD) stores individual customer’s 
SLA information such as service ID, the respective bandwidth allocation (b), agreed 
service activation time (Ts), session duration (T), path ID or routing option, billing 
option, and also other rules and policies bound to this particular user. After an SLA is 
accepted, the DM maps the required configurations down to the Policy Enforcement 
(PEP) layer where the appropriate QoS control is performed.  

The policies can be enforced in such a way that when the duration of resource res-
ervation T expires, the connection will automatically revert to best effort mode. Al-
ternatively, the allocated bandwidth will be sustained until it is needed by other in-
coming non-preemptable sessions. The advance reservation facilities are desirable for 
services are such as Video on Demand (VoD) and news broadcast where service start 
time are known in advance. In a situation where the desired session time cannot be 
specified or it is not known a priori such as in IP voice calls, an alternative scheme is 
                                                           
1  The generic architecture shown in figure 1 has been presented in [2]. Current paper provides 

a more refined architecture and extended [2] with a prototype implementation and some addi-
tional results. 
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necessary. Agents can be employed to optimise resource usage bilaterally such as 
performing dynamic resource negotiations. Here, autonomous agents also play an 
important role in enhancing service discovery process i.e. via advertisement. This is 
essential in today’s heterogeneous network environments where not all networks offer 
services with QoS options. Various admission control schemes or policies can then be 
enforced to control and optimise resources, and at the same time maximising user 
satisfaction and network provider’s profit. 
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Fig. 1. Generic SLA Architecture. 

3   SLA Utilities 

We extend the SLA management utility model proposed by [3]. It gives both end user 
and network provider a unified and computationally feasible approach to perform 
session request/admission control, quality selection/adaptation, resource request/ 
allocation decisions, etc. In this work, a user request i for a guaranteed service session 
can be represented by: 

ui (bi, Tsi, Ti, Pi, Ωi) (1) 

After translating to a resource usage function in terms of reserved bandwidth, this 
can be represented by: 

ri (bi, Tsi, Ti)  (2) 

In order to make the request more elastic, tolerances or variation levels are intro-
duced and so that the probability of a request being rejected can be reduced. For ex-
ample, a video subscriber might not mind waiting for another 1 or 2 minutes until the 
requested resources become available. Alternatively, if this is not possible, the sub-
scriber may opt for a slightly lower video quality at some discounted price. The ser-
vice provider may on the other hand propose an alternative if the demanded service 
cannot be granted.  

Occasionally, the provider may want to propose a higher quality higher bandwidth 
video session with a cheaper price in order to maximize network utilization. On an-
other occasion, a provider may propose a higher bandwidth with shorter session rather 
than lower bandwidth with longer session. The utility can be represented by equation 
(3) as follows:  
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( )dPcTbTsabu iiiii ±±±± ,,,  (3) 

Where a, b, c and d are the tolerance limits acceptable by the user. These tolerance 
parameters can be embedded as part of user policies or preferences (Ω) as shown in 
equation (1).  

4   System Prototype 

To demonstrate the agent-enhanced SLA brokering and negotiation scenarios, a sys-
tem prototype that consists of a real agent system environment has been developed. 
More detailed case studies and implementations can be found in [4]. In this work, we 
used the Fujitsu Phoenix Open Agent Mediator (OAM) platform to build the service 
provisioning system. The goal was to develop highly flexible, robust and dynamically 
extensible distributed network service broker prototype. In this platform, agents are 
realised using Phoenix servlets that communicate via HTTP over TCP/IP. Agent serv-
lets are invoked by responding to HTTP calls from browsers or other agent servlets.  

Phoenix OAM introduces a distributed mediation facility where the agents’ execu-
tion flows can be arranged dynamically. With this facility, an agent is known by its 
“functions” i.e. offered services rather than its URI. This information is registered at a 
mediation table through advertisement. Hence, multiple servlet agents registered un-
der the same “function” can be accessed in parallel. In addition, servlet agents can be 
dynamically loaded and unloaded at run-time (service plug and play can be realized). 
When a mediator agent receives a request, it will find the desired agents by collabo-
rating with other mediators that reside in other network domains.  

The prototype demo illustrates the SLA brokering and negotiation scenario. Here, 
the network stakeholders involved are the end user, the access service provider, the 
network/connectivity provider and some content providers. When a User Agent (UA) 
is first invoked by an end-user, it downloads a page from the Access Service Provider 
Agent (ASPA). The page offers a range of network services as shown in figure 2. The 
ASPA will broker the request to the target Content Provider Agent (CPA) that repre-
sents the VoD service provider. The agent then replies to the user with a VoD service 
subscription page as shown in figure 3. The subscription page allows the user to select 
the movie title, the desired quality, the desired movie start time, the tolerance parame-
ters, the maximum price he or she is willing to pay, etc. 

 

 

Fig. 2. Service Brokering Page. 

 

Fig. 3. VoD Service Subscription Page. 
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Assuming the user wants to watch the movie “Hannibal” that requires a duration of 
180mins; the desired video quality is “Premium”; the desired movie start time is at 
13:00; and the maximum acceptable price for this service is 300 pence. The maximum 
quality tolerance is 1 level, i.e. from premium (10 Mbps, qi) to high (8 Mbps, qi-1) if 
the requested quality cannot be provided. Alternatively, if the requested quality can-
not be honoured at the specified start time, the user may be willing to accept a toler-
ance of maximum ±5 minutes. The resulting SLA utility is therefore: 

( )max300,180,51300,210 ==±=−= iiiii PTTsbu  

Once the “Setup” button is clicked, the UA then proceeds to encode these prefer-
ences into Phoenix’s URLEncoded parameters and sends it to the ASPA. In order to 
setup a network connection with the required SLA, the ASPA needs to negotiate with 
the Network Provider Agent (NPA). If the requested SLA can be satisfied, the service 
will be granted.  

 

Fig. 4. Reply from ASPA. 

Figure 4 shows the reply if all the requested SLA parameters are granted. If the re-
quested SLA (with the tolerances) cannot be honoured, the ASPA may issue a “Re-
ject” or initiate a new phase of negotiation. 

5   SLA Negotiation Schemes 

With the proposed service provisioning architecture, dynamic SLA negotiations can 
take place i.e. between a User Agent (UA) and a Network Provider Agent (NPA). We 
introduce four novel session level SLA negotiation schemes i.e. Bandwidth Negotia-
tion at Resource Limit (BNRL), Guaranteed Session Duration Negotiation for both 
Session Cut Short (SDN-CS) and Temporary Session Bandwidth Drop Off (SDN-
TBD), and Guaranteed Session Start Time Negotiation with Delay (STN-D). The im-
pact of these negotiation schemes on service availability, network utilisation or reve-
nues and mean user satisfaction are analysed. In this work, three SLA performance 
metrics are introduced. 

Rejection Probability (prej). This parameter directly reflects the service availability. 
It is vital for most service/network providers to maintain a minimum level of service 
availability as part of their SLAs. We define the overall rejection probability as: 

rec

rej
rej N

N
=ρ

 
(4) 
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Where Nreq = Total number of SLA requests rejected and Nrec= Total number of 
SLA requests received. 

Percentage Mean Utilisation or Mean Reservation Load ( sR% ). It is defined as the 
percentage of total mean reserved bandwidth in Resource Reservation Table (RRT) in 
relative to its total bandwidth capacity (C). This is represented by: 
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Where t = t1, t1 +τ , t1+ τ2 , … t2  and 21 ttt ≤≤ . R(t) is the reservation load in the 

RRT at minimum ‘reservable’ timeslot t, sR% is the mean RRT utilisation measured 
during a period of time, Tcol. Tcol = t2 – t1 + τ where t1 (inclusive) is the start collecting 
data period, and t2 is the stop collecting data period. sR%  reflects the revenue earned 
if a usage-based billing such as in GPRS is adopted.  

User Satisfaction Index. It is impossible to keep all the users happy all the time. 
Sometimes, the NPA has to reject some requests or negotiate the users’ SLA require-
ments. In this study, a parameter called User Satisfaction Index is introduced to repre-
sent a user’s satisfaction. It is defined as the ratio of what a user is granted to what the 
user originally requested. This can be represented with a generic function as follows: 

Index = 
requested

granted

θ
θ

 (6) 

The NPA needs to ensure that the average user satisfaction index does not fall be-
low a certain threshold.  

6   Simulation Environment 

A network model using Block Oriented Network Simulator (BONeS) [5] has been 
developed to study the negotiation schemes above. The logical capacity of the links in 
terms of ‘reservable’ bandwidth across the network is fixed at C bps. The minimum 
and maximum limits for bandwidth requested per user (br) are set 1 and 156 units 
respectively where one unit may represent 64kbps. The offered load qR% (same defi-

nition as sR% ) is defined as percentage mean load requested in relative to the total 
bandwidth capacity of the link (C). The br distribution profile with the above parame-
ters is shown in figure 5. The idea is to create a distribution that generates more re-
quests for lower bandwidth, i.e. voice calls. The average br for this distribution is 
measured at 58.32 units or 3.73Mbps if 1 unit = 64kbps. 

Figure 6 was generated by scanning through the RRT at a particular instance with 
C set at 1562 units and with 20% of incoming requests were requesting bandwidth 
resource in advance. It is shown that at t=5000s, some future resources have already 
been reserved. 
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7   SLA Negotiation Schemes Evaluation 

The following experiments were simulated over 200,000s or 55.55 hours simulation 
time. To ensure the simulation is in a stable state, t1 is set at 100,000s and t2 is set at 
200,000s. In the following experiments, each simulation was run using different ran-
dom number generator seeds in order to investigate the deviation caused by the simu-
lation model. The data are then used to plot the confidence intervals i.e. mean, maxi-
mum and minimum values of the results. Due to the limited space however, only the 
results from the three session level SLA negotiation schemes i.e. Guaranteed Session 
Duration Negotiation for both Session Cut Short (SDN-CS) and Temporary Session 
Bandwidth Drop Off (SDN-TBD), and Guaranteed Session Start Time Negotiation 
with Delay (STN-D) and are presented in this paper. The results for Bandwidth Nego-
tiation at Resource Limit (BNRL) negotiation scheme can be found in [2]. 

7.1   Guaranteed Session Duration Negotiation 

This section investigates the scenario when the end users are willing to negotiate the 
guaranteed session duration. Logically, this is only applicable to those applications 
whose bandwidth does not need to be guaranteed throughout the session such as web 
browsing, FTP, or other less critical real-time applications. Here, two schemes are 
proposed namely the Session Duration Negotiation with Session Cut Short and Ses-
sion Duration Negotiation with Temporary Session Bandwidth Drop Off. 

Session Duration Negotiation – Cut Short (SDN-CS) 
In this scheme, if the requested session Tr (from Ts to Ts+Tr) is not available, the 
maximum available ‘continuous’ session duration will be proposed to the end users. A 
user’s duration tolerance Ttol is defined as the percentage of Tr when the bandwidth is 

not guaranteed or Ttol = %100*






 −

r

gr

T
TT , where Tg is the guaranteed session duration 

granted. The service request utility function with session duration negotiation can be 
represented by ( )iitoliiii PTTTTsbu ,,, ∗− . This only happens if the required band-
width has already been booked by other Advanced Reservation (AR) calls. In other 
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Fig. 5. br Request Distribution. Fig. 6. 20% Advance Reservation. 
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words, without AR calls, session negotiation will not happen. An additional policy is 
applied here where only the immediate is allowed to negotiate session duration. This 
is a fair assumption as AR calls are unlikely to negotiate session duration although it 
is also possible. In the following experiments, only a small percentage of AR calls are 
considered i.e. 0%, 10%, 20% and 30%. 0% AR means that all the incoming calls are 
requesting for immediate reservation. It is worth mentioning at this point that all the 
following experiments were carried out at 90 qR% . 
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Fig. 8. sR% Improvement with Ttol. 

From figure 7, generally the drop in prej is not significant from Ttol = 0% to Ttol = 
80%. For 0% AR, Ttol has no effect on prej since no negotiations take place. When 
there is 10% AR calls, the users experience lower prej. This is because the chance of 
requests being blocked by prescheduled AR calls is low. However prej increases when 
there are 20% and 30 % of AR calls because more immediate reservation calls are 
being blocked by the existing AR sessions. The chance of a prescheduled AR session 
blocking new AR calls is negligible. In fact none has been recorded for 20% and 30% 
AR. 

Figure 8 shows that sR%  generally improves if session duration is negotiable 
(compared to 0%Ttol). The effect is more significant if the percentage of AR calls is 
high. However the degree of improvement is quite small with this scheme 
(<0.3 sR% even with 100% Ttol). It also proves that without AR call, SDN-CS basi-

cally has no effect on sR% . In terms of revenue, if 1 Mbps of guaranteed bandwidth 
is priced at is $2 per hour, only around $0.10 extra revenue per hour is earned with 
Ttol = 20% at AR calls=30%. 

In this experiment, the Session Duration Index (SDI) is used to represent overall 
users’ satisfaction. It is defined as the mean ratio of session duration granted over 
session duration requested or mean (Tg/Ts). The simulation result shows that the dif-
ference in SDI is almost negligible. The reason is very few negotiations are actually 
successful with this scheme. Therefore, an alternative session negotiation scheme was 
introduced. 
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Session Duration Negotiation – Temporary Bandwidth Drop off (SDN-TBD) 
In this scheme, rather than having the guaranteed session duration being cut short, the 
users may be willing to tolerate intermittence drop off in bandwidth. This is used if 
the total duration or total number of time slots τ (Tu), when br cannot be granted, is 
not larger than the tolerance level, Ttol. Therefore Ttol =(Tu/Tr)*100% for this scheme. 
However at each Tu time slot, the maximum available bandwidth will be granted. In 
other words, ‘Best Effort Reservation’ is performed at each Tu time slot. In this ex-
periment, qR%  is also set at 90% but the percentage of AR calls is fixed at 20%. Fig-
ures 9-11 compare the two schemes (SDN-CU and SDN-TBD). 

As shown in figure 9, SDN-TBD scheme suffers a higher prej when Ttol is <50% 

but yields a lower prej when Ttol exceeds 50%. This is because sR%  improves signifi-
cantly with SDN-TBD scheme even with small Ttol (figure 10). 
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Fig. 10. sR% Improvement vs. Ttol. 

The sudden increase in RRT utilisation leaves less bandwidth for future requests 
and therefore causes prej to increase suddenly. prej can only be reduced by further 
increasing the Ttol. These results are expected since SDN-TBD scheme offers ‘best 
effort reservation’ when the requested bandwidth at certain RRT time slots are not 
available. Whereas SDN-CS scheme just provides the session guarantee up until the 
instance when the first ‘bandwidth not available’ time slot at RRT is encountered. In 
terms of revenue, even with only 20% Ttol, SDN-TBD yields an extra ~5.6 sR%  as 
compared to SDN-CS. This is extremely significant as if, for example, 1 Mbps of 
guaranteed bandwidth is priced at $2 per hour, then this represents an increase of 
~$11.20 per hour for a 100 Mbps link. 

Figure 11 compares the SDI between these two schemes. For SDN-TBD, SDI is 
defined as mean [(Tr – Tu)/Tr]. Here, SDN-TBD drops significantly with Ttol as com-
pared to SDN-CS. This is expected as more negotiations have been taking place. 

7.2   Guaranteed Start-Time Negotiation with Delay (STN-D) 

This scheme can be applied if the user does not mind delaying the guaranteed service 
start time (Ts) if the requested bandwidth is not available at the desired service or 
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session start time, Tsr. Rather than asking the user to request again in the future, a 
network provider can allocate an alternative session start time that is within the user’s 
tolerance limit, Tstol. Tstol is defined in unit(s) of time slot, τ (where τ is 1 second). 
This can be represented by the service request utility function, ( )iitoliii PTTsTsbu ,,, + . 
In this experiment, different percentages of the advance reservation (AR) calls are 
considered and the offered load, qR%  is fixed at 90%: 
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Fig. 11. SDI vs Ttol. 
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Fig. 12. rejρ vs. Tstol. 
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Fig. 13. sR% Improvement vs. Tstol. 

The STN-D scheme produces a significant drop in prej as shown in figure 12. The 
effect is less significant if the percentage of AR calls is high because the incoming IR 
and AR requests are likely to be blocked by other prescheduled AR sessions. Figure 
13 shows that sR%  generally improves when session start time is negotiable. The 
improvement is most significant when all the calls are requesting for immediate res-
ervation or 0%AR. Here, extra 7.08 sR%  is obtained with 0%AR series when Tstol 

=100s. From the figure, it can also be deduced that the sR%  improvement drops as 
the percentage of AR calls increases. This is due to higher blocking probability ex-
perienced by new immediate and AR calls if the number of prescheduled sessions is 
high. 
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Mean Start Time Delay (Tsd ) vs % AR Calls
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Fig. 14. Mean Tsd (in second) vs. % AR calls. 

Figure 14 shows that in general, users experience shorter mean start time delay 
sdT  as the percentage of AR calls increases. This is because the session start time of 

the AR calls falls within a given range, Tsmin ≤  Ts ≤ Tsmax. Therefore these calls have 
higher chances to get their desired Ts. In a way this figure also corresponds to the 
users’ satisfaction level where the longer the sdT , the lower the satisfaction. On aver-
age, sdT  stays lower than 15s when Tstol = 100s. 

8   Related Work 

The frameworks for specifying and managing policies related to programmable net-
works [6] and DiffServ-based network [7] are complementary to our work. The pro-
posed SLA notations, object-oriented methodologies, conflict management methods, 
etc, can be adopted to enhance our architecture. 

The concept of resource reservation in advance has also been addressed in [8], [9], 
[10], [11], etc. To our knowledge however, none of the above work provides a de-
tailed analysis on session level SLA negotiations. Work by [11] focuses on the design, 
implementation and evaluation of their Resource Reservation in Advance (ReRA) 
mechanism by extending the existing RSVP protocol on ATM. The authors also ad-
dress best-match alternative reservation scenarios similar to that offered by our SLA 
negotiation schemes. However, in the paper no experimental work was presented. 

[12] proposes an agent-based reservation system for immediate and AR calls. In 
their work, a call ‘lookahead’ time is applied to decide the admission of immediate 
reservation calls. The effects on rejection probability, pre-emption probability and 
overall RRT utilisation are studied. We extend their work by looking into session-
level negotiation issues involving guaranteed bandwidth, session duration and session 
start time.  

9   Overall Analysis and Conclusions 

This paper has presented an SLA-driven service provisioning architecture that facili-
tates quantitative bandwidth, session duration, session start time preferences negotia-
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tions, etc. on a per user, per application or per flow basis via SLA. Four novel session 
level SLA negotiations schemes based on this architecture have been evaluated. The 
results show that these schemes can be exploited for the benefits of both negotiating 
parties such as getting the highest individual SLA optimisation in terms of Quality of 
Service (QoS) and price. It is shown that in most cases, negotiation reduces rejection 
probability and improves mean RRT utilisation and therefore network’s revenues. The 
choice of scheme to be applied depends very much on the type of applications, the 
user’s preferences and also the load of the link during the time of negotiation. It also 
depends on the network provider’s strategies or policies whether to maximise reserva-
tion load (RRT utilisation) or to maximise service availability. Various policies can 
also be applied to control the session duration, session start time (Tsmin or Tsmax), etc. 
Pricing strategies can also be applied to control the users’ behaviours. Indirectly, 
these are seen as a means to manage bandwidth resource [14]. 
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Abstract. This paper describes an enhanced virtual time simulator for studying 
the provisioning of new services throughout the UMTS Radio Access Network 
(UTRAN). Several simulations were run to verify the feasibility of the tool and 
to investigate the effectiveness of the supported QoS mechanisms. The radio re-
sources utilization is analyzed in terms of cell throughput and transmission 
power. The quality of experience is assessed separately for each of the offered 
services by tailored combinations of performance metrics, which determine the 
degree of satisfaction of the user of the services. The simulation results show 
the proposed simulator to be an appropriate tool for studying several aspects of 
radio network management, such as service planning and QoS provisioning. 

1   Introduction 

In UMTS only a layered bearer service architecture and QoS attributes are defined: 
Implementation and planning aspects of the actual QoS management functions are left 
to vendors’ and operators’ choice [1]. Hence, due to the complexity of the system and 
infrastructure costs, any practical deployment of radio resources management (RRM) 
algorithms and offered services in UTRAN needs to be validated a priori by means of 
static or dynamic simulations, depending on the desired level of time resolution and 
accuracy. For this purpose, several tools were presented in the literature, e.g.: A static 
simulator for WCDMA radio network planning was presented in [2], and an advanced 
WCDMA dynamic simulator for detailed analyses of RRM functions was described in 
[3]. Evaluation of the suitability and accuracy of such tools, as well as a comparison 
of thereof can be found in [4] and [5]. However, none of the published solutions was 
designed for an effective QoS provisioning. Radio network planning tools are mainly 
based on circuit switched (CS) communications, analyze snap shots of the system 
status, and do not include the possibility of handling radio resources based on QoS 
and/or quality of experience (QoE) requirements. Conversely, dynamic system level 
simulators typically run with far too high time resolution and require lengthy simula-
tion times to design networks and/or analyze thoroughly the deployment of applica-
tion services. This paper describes a virtual time simulator that overcomes the limita-
tions of the static tool presented in [2], and the complexity of the dynamic simulator 
discussed in [3]. The tool enhances the version described in [6] with multi-cell propa-
gation scenarios and realistic RRM functions as implemented in [2] and [3], respec-
tively. Also, for more accurate analyses, the simulator includes: User definable traffic 
models for packet switched streaming, Push to Talk over Cellular (PoC), See What I 
See (SWIS, or real time video sharing, RTVS), Multimedia Messaging (MMS), WAP 
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and Dialup connections [7]; and the possibility of monitoring system and service 
performances as recommended in [8]. 

Section 2 describes the simulator architecture, the currently supported traffic and 
propagation models, QoS management functions and metrics for assessing service and 
network performances. Section 3 presents the simulated environment and parameters. 
Section 4 examines the outputs of the simulator and discusses the performance results. 
Section 5 summarizes the key issues and conclusions upon the simulator utilization. 

2   Simulator Structure 

The simulator consists of a modular structure with clear interfaces. Each module is 
implemented independently so that each entity may be straightforwardly replaced by 
an alternative solution. The tool includes the following functions: Traffic and path 
loss generators, Admission Control (AC), Load Control (LC), Packet Scheduler (PS), 
Power Control (PC), Process Calls (PrC) and Performance Monitoring (PM). AC, LC 
and PS are cell-based algorithms, whereas PC, PrC and PM are system-based func-
tions. The statistically large enough amount of User Equipments (UEs) in the system 
does not make it necessary to have them really moving: The mobility effects may be 
taken into account by e.g. speed dependent Eb/N0 requirements. Soft handover (SHO) 
affects mainly AC and PS. In the former, diversity (DHO) branches are processed 
first, followed by the main branches. In the latter, the bit rate assigned to the radio 
link set (UE) is the minimum of the bit rates allocated separately (for each cell) to all 
radio links of the active set. SHO gains may be taken into account in the Eb/N0 re-
quirements based on SHO condition. Since the system in high traffic situations is 
downlink capacity limited [5], the presented simulator supports only this direction. 
The structure to simulate the uplink could be easily implemented using exactly the 
same concept except that the transmission power levels at base station (BS) would 
need to be replaced by the received ones. The maximum resolution of the tool is one 
radio resource indication period (RRI), i.e. the time needed to receive the power levels 
from the base stations. A simulation flowchart is illustrated in Fig. 1. 

2.1   Traffic Generator, Models and Mix 

Call and session arrivals are generated following a Poisson process [8], and mapped 
onto the appropriate QoS profiles [1], depending on the carried type of traffic. Circuit 
switched (CS) speech and video calls are held for an exponentially distributed service 
time, and their inter-arrival periods follow exactly the same type of distribution [8]. 
Packet switched services are implemented as an ON/OFF process with truncated dis-
tributions [9]. The duration of the ON period depends mainly on the allocated bit rate 
and object size, which is modeled differently depending on the carried application 
[10]. Different distributions are also used to model the related OFF time behaviors 
and session lengths. The utilized traffic models and the adopted traffic mix (in share 
of calls) in this work are listed in Table 1. 

All calls/sessions (generated at the beginning of each simulation) are subsequently 
processed (played back) taking into account the corresponding arrival times, service 
activities and priorities, hence the name virtual time simulator. 
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Fig. 1. Simulation flow chart. 

2.2   Path Loss Generator 

Across the simulation area, each call gets assigned a random position, but also other 
particular mobile distributions are possible. For each mobile location, the received 
power levels from all cells are calculated first and then the cells satisfying the SHO 
conditions are assigned as active. Each cell can be configured separately. For the path 
loss calculations, the Okumura-Hata model described in [11] and the models defined 
in [12] are supported. By implementing an appropriate interface it is also possible to 
import the propagation calculated by another radio network planning tool. Correlated 
slow fading can be overlaid as described in [8]. Fig. 2 (a) and (b) show the path losses 
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and the cell dominance areas for the simulation scenario (downtown Helsinki, 
Finland) adopted in this work. 

2.3   Admission Control Function 

When a connection is set up, AC assigns to the bearer in question a Resource Request 
Priority (RRP) value based on its QoS profile. (The lower the RRP value the higher 
the priority.) New radio link requests are arranged into a queue and served following 
the strict priority principle (branch additions have top priority) and, at a given priority, 
based on their arrival times (FIFO). Resource requests are rejected if either the queue 
length or the corresponding maximum queuing time is exceeded. Except for the over-
load situation, defined by 

OffsetPPPP TxTargetGBNGBTxTotal +>+=
 (1) 

Table 1. Adopted traffic models and mix. 

Service Data rate 
(kb/s) 

Buffer 
size (s) 

Object size 
(kB) 

Off time 
(s) 

Session length 
(Objects) 

Mix 
(%) 

PoC 8 1 Exponential 
6 mean, 

0.5 min, 40 max 

Exponential 
60 mean,  

1 min, 1200 max

Geometric 
8 mean,  

1 min, 30 max 

18 

Streaming 64 8 Uniform 
160 min, 3200 max 

- 1 12 

MMS Best 
Effort 

- Exponential 
20 mean, 3 min, 200 max 

- 1 5 

Dialup Best  
Effort 

- Log-normal 
(µ=5, σ=1.8) 

0.1 min, 20000 max 

Pareto 
(k=2, α=1) 

2 min, 3600 max

Inv. Gaussian 
(µ=3.8, λ=6) 

1 min, 50 max 

15 

SWIS 64 1 Exponential 
80 mean, 32 min, 2400 max

- 1 10 

WAP Best  
Effort 

- Log-normal 
(µ=2, σ=1) 

0.1 min, 50 max 

Exponential 
20 mean, 

1 min, 600 max 

Geometric 
3 mean, 

1 min, 50 max 

13 

Speech 12.3 - - - Exponential 
90 s 

20 

Video 64 - - - Exponential 
120 s 

7 

     
(a)    (b) 

Fig. 2. (a) Example of supported link losses; (b) example of cell dominance areas. 
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where PTxTotal is the total transmission power in the cell due to guaranteed (GB) and 
non guaranteed bit rate (NGB) traffic and PTxTarget + Offset is the overload threshold, 
NGB bearers are always admitted; whereas GB traffic is blocked if either (1) or the 
following inequality is satisfied: 

ityTxNGBcapactTxTargeGBGB PPPP −>∆+ , (2) 

where PTxNGBcapacity is the capacity optionally dedicated to NGB traffic and ∆PGB is 
the estimated power increase in the best serving cell if the bearer in question is admit-
ted. ∆PGB is calculated using (3), which is a modified version of the formula used in 
[5] to estimate the initial power when a radio link is established for the first time: 

( ) 







−−+=∆ TxTotalTxTarget

c

CPICHtx
Tx PP

P
W

RP α
ρ

ρ 1, , (3) 

where ρ and R are the required Eb/N0 and maximum bit rate of the bearer in question, 

Ptx,CPICH is the power of the common pilot channel, ρc is the received CPICH Ec/N0, 

W is the chip rate (3.84 Mchip/s), and α is the DL orthogonality factor (α = 1 means 
perfect orthogonality). Ultimately, during SHO, diversity branches are not set up if 
the following condition is satisfied: 

OffsetPPP tTxTargeGBGB +>∆+ , (4) 

where PGB is the actual non-controllable power in the target cell and ∆PGB is the esti-
mated power increase in the same cell due to the radio link in question. 

2.4   Packet (Bit Rate) Scheduler Function 

Bit rates of admitted NGB bearers are scheduled based on their actual RRP values and 
arrival times of the corresponding Capacity Requests (CRs). In the bit rate allocation, 
PS follows the best effort model and relies upon the power budget PNGB,Allowed left by 
the GB and NGB active (a) and inactive (i) connections, i.e. 

)(,
i
NGB

a
NGB

i
GB

a
GBTxTargetAllowedNGB PkPPPPP ⋅+++−= . (5) 

The power of inactive GB traffic, i
GBP , takes into account the needs of the bearer 

services just admitted, but not yet on air; whereas the NGB inactive power, i
NGBP , is 

the one reserved for the bearer services in discontinuous transmission (DTX). k is a 
weighting factor, which allows the user to specify the amount of total power for inac-
tive NGB connections to be taken into account in the power budget; k ranges from 0 
to 1, 1 being the most conservative value. Bit rates are allocated every scheduling 
period by matching the estimated transmission powers to sum up to (5). Power esti-
mates are based on (3). In the case of SHO, the allocated bit rate is the minimum of 
the bit rates scheduled for each of the links of the radio link set. Capacity requests are 
rejected if they queue longer than the corresponding CR maximum queuing time. Al-
located bit rates may be rescheduled only if the ongoing communication has lasted 
more than the related granted minimum allocation time. The bit rate allocation 
method for the dedicated channel is based on the minimum and maximum allowed bit 
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rates, which define, respectively, the lower and upper limits of the allocated Transport 
Format Set (TFS). In the current implementation, only dedicated transport channels 
(DCHs) are available for packet data transmission. Bearers that were longer in DTX 
than the corresponding inactivity timer are moved to Cell FACH (Forward Access 
Channel). In this state, the transmission is temporarily interrupted. When new data 
arrives at the radio network controller (RNC) buffer, a new CR is sent to PS and sub-
sequently another DCH is allocated to the bearer in question, as explained above. 

2.5   Load Control Function 

The only load control action supported by the simulator is the reduction of bit rates of 
NGB bearer services when (1) is satisfied. The bit rate may be downgraded only when 
the allocation time of the carried service lasted longer than the corresponding granted 
overload minimum allocation time. The bit rates are reduced starting from the bearers 
with lowest priority and, at given priority, based on their arrival times (FIFO). Power 
estimates in the bit rate decrease algorithm are based on (3). 

2.6   Process Calls Function 

All active calls in the system are processed at once each radio resource indication 
period, as illustrated in Fig. 1. If the ongoing connection is CS, the simulator collects 
its throughput, increases the active connections counter, and releases the call in the 
case it lasted longer then the corresponding call duration period (see Table 1). For 
each packet switched connection, we check first whether either the RNC buffer or the 
source buffer is not empty. Then, if there is data to transmit, the active session 
throughput is collected and the active connections counter accordingly increased. 
Besides this, the status of the corresponding buffer in the UE is monitored and up-
dated. If during the ON period the buffer gets empty, the re-buffering procedure is 
activated and the user of the service is considered unsatisfied. When the user is read-
ing (or the connection is in idle mode, in the case of PoC), the transfer delay of the 
delivered object is calculated, the connection is marked as inactive and the inactivity 
period monitored. If the dwelling time of the DCH in question lasted longer than the 
corresponding inactivity timer, the terminal is moved to Cell FACH state, and the 
corresponding allocated resources are released. When the reading time is over, either 
a new object to be downloaded and the corresponding reading time are regenerated, or 
the ongoing packet communication is released, depending on the corresponding ses-
sion length (see Table 1). In the former case, if the time needed to fill up the buffer in 
the terminal is more than the corresponding buffering delay, the user of the service in 
question is recorded as unsatisfied. 

2.7   Power Control Function 

The simulator supports an ideal power control function that includes the effects of a 
large-scale propagation channel (see Section 2.2), but not fast fading. Multi-path fad-
ing and SHO effects are taken into account in the service Eb/N0 requirement. The 
interference is realistically modeled: At any simulation time step, the received power 
from all cells except from the best server is counted as interference, and hence the 
corresponding coupling effect is fully taken into account. (Note: Form the best server 
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only the fraction of the power determined by the non-orthogonality is considered as 
interference.) 

The power control system of equations can be written as: 
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where the symbols in (6) are explained in Table 2.  

Table 2. Symbols in the PC system of equations. 

Symbol Explanation 
Im Index of a UE served by BS m 

m,n Indices of BSs 

I(m) Set of UE indices served by BS m 

M Number of cells 

mi
p  BS transmitted power for UE im 

Pm, Pn Total transmit power of BS m and BS n 

mimL ,
 Pathloss from BS m to UE im served by BS m 

minL ,  Pathloss from BS n to UE im served by BS m 

mi
R  Bit rate used by UE im 

mi
α  Orthogonality factor for UE im 

mi
N  Noise power (thermal plus equipment) of UE im 

mi
ρ  Required Eb/N0 for UE im 

Equation (6) simply equates the received Eb/N0 with given transmission powers to 
the required Eb/N0 for sufficient quality of the connection. Taking into account that:  
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where pc,m is the sum of common channel powers from BSm, (6) can be rewritten in 
the compact form as an M times M linear system of equations of the type Ax = b, 
where the unknowns are the total BS powers. During the simulations, we first resolve 
this linear system and then from (6) we derive the individual radio link powers. The 
solutions are then used to estimate the transmission powers of GB and NGB services 
in (1)-(5). AC and PC ensure that the BS total transmission power is kept below its 
maximum and the WCDMA pole capacity is not exceeded. The existence of solutions 
to the type (6) of equations was studied e.g. in [13]. The power of common channels 
is a cell based management parameter (see Section 3). 

2.8   Performance Monitoring Function 

Several performance indicators can be collected during the measurement period, e.g. 
call block ratio (CBR) caused by queuing and/or buffer overflow, call drop ratio 
(CDR) due to power outage, active session throughput (AST), capacity request rejec-
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tion ratio (CRRR) for NGB traffic, object transfer delay for Browsing, MMS and 
Dialup connections, and re-buffering for streaming, PoC and SWIS applications. Link 
and cell based powers, as well as CPICH Ec/N0 values are also computed during the 
simulated time. From such measurements is derived the geometry factor (G), defined 
as the ratio between the received power from the serving cell and the power received 
from the surrounding cells plus noise [5]. 

System and service performances can be assessed as recommended in [8], and for 
this purpose tailored user satisfaction criteria can be input to the simulator. In this 
work, a speech or video user is satisfied if the call neither gets blocked nor dropped. 
In addition to this criterion, for PoC, SWIS and streaming users no re-buffering is 
allowed during the communication, and the time to fill up the related buffer needs to 
be reasonably short; for Dialup (http, emails, ftp, etc…), WAP browsing, and MMS, 
the AST has to be higher than 64 kb/s, 32 kb/s and 8 kb/s, respectively. Furthermore, 
none of the capacity requests of NGB services must be rejected. The spectral effi-
ciency is computed as the system load (cell throughput normalized with respect to the 
chip rate, 3.84 Mchip/s) at which a certain percentage of users of the worst perform-
ing service are satisfied. Different thresholds can be set for the distinct bearers, 
though 90% is the default value for all applications. 

3   Simulation Environment and Assumptions 

Speech, video and SWIS were offered with guaranteed bit rate, and all other services 
were run on the best effort. Speech and video calls were served as CS-Conversational, 
whereas SWIS was carried on PS-Streaming class. PoC, streaming and WAP/MMS 
were mapped onto PS-Interactive. Dialup connections, which comprised, for example, 
ftp, emails and http traffic, were carried on PS-Background class. The RRP values 
were set such that speech calls had top priority, followed by video and SWIS calls. 
Within the Interactive class, using different traffic handling priorities (THPs), PoC 
was handled first, followed by streaming and WAP/MMS. Dialup was served in the 
end. The differentiated parameter values, which further improve PoC and streaming 
performance at the expenses of lower priority services, and the mapping of the ser-
vices onto distinct QoS profiles are illustrated in Table 3. Performance results were 
analyzed using a macro cellular network located in the downtown of Helsinki (see 
Fig. 3), where terminals were uniformly randomly distributed, but not on the water. 
The simulation was performed over a period of 2 hours using a time step of 200 ms 
(RRI period), and all statistics were collected over the entire simulation period. The 
traffic mix and the traffic intensity were held constant, i.e. 2 call/session attempts per 
second. The corresponding offered traffic was about 750 users per cell over the all 
simulated time. Table 4 reports the most important network parameters. 

Table 3. Mapping of services onto QoS classes and parameter values. 

QoS Profile Service Bit Rate RRP Min. All. Bit AC Max. Granted Min. Granted Min. Buffering Inactivity
(kb/s) Rate (kb/s) Queuing DCH Alloc. DCH Alloc.Time Delay Timer

Time (s) Time (s)  in Overload (s) (s) (s)
CS-conv. Speech 12.2 1 GB 5 - - - - -

Video 64 2 GB 10 - - - - -
PS-stream. SWIS 64 3 GB 10 - - 5 - -
PS-int.  THP1 PoC 0, 8 4 8 15 15 10 4 60 4

THP2 Streaming 0, 64 5 64 15 10 5 16 5 10
THP3 WAP/MMS 0, 16, 32, 64, 128, 144, 256, 384 6 32 15 5 0.2 - 10 10

PS-backg. Dialup 0, 16, 32, 64, 128, 144, 256, 384 7 16 15 1 0.2 - 5 5

CR Max. 
Queuing 
Time (s)
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Fig. 3. Simulation scenario used in the case study discussed in this paper. 

Table 4. Most important system based parameters. 

Parameter Value 
Call/session mean arrival rate 0.5 s 
Radio resource indication period (RRI) 0.2 s 
Simulation time (s) 7200 s 
Power target for DL AC 3 dB below BTS total power 
Overload offset for DL AC 1 dB above power target 
Orthogonality (α) 0.5 
Period for load control actions 0.2 s (1 RRI) 
Period for Packet Scheduling 0.2 s (1 RRI) 
Eb/N0 requirements  

Speech 
SWIS 

Streaming 
PoC 

MMS/WAP 
Dialup 

7 dB 
6 dB 
6 dB 
7 dB 
5/5.5 dB 
5.5 dB 

Maximum BTS Tx power 43 dBm 
P-CPICH Tx power 33 dBm 
Sum of all other CCH Tx powers 30 dBm 
Length of AC queue 10 Radio bearers 
Dedicated NGB capacity 0 dB, i.e. not used 
Power weight for inactive NGB traffic (k) 0.5 
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4   Simulation Results and Discussion 

The simulation results of the case presented in the previous section are shown through 
Fig. 4 to Fig. 8 and in Table 5. The offered traffic mix over the all simulated period is 
illustrated for each of the simulated cells in Fig. 4 (a). Fig. 4 (b) illustrates the average 
cell throughput as a function of the deployed cells and services. From these graphs, 
taking into account the traffic models and mix reported in Table 1, we conclude that 
the traffic generator works as planned. 
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Fig. 4. Traffic distribution over the 19 cells: (a) Offered load in call arrivals; (b) average cell 
throughputs (service based values in kb/s for each of the simulated cells). 
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Fig. 5. Cell 11: (a) Snapshot of the simulation period; (b) normalized distribution functions of 
the radio link (.), GB (*), NGB (o), and total (+) downlink transmission power. 

A snapshot (1000 s) of the load status in Cell 11 (see Fig. 3), where most of the us-
ers resulted unsatisfied, is depicted in Fig. 5 (a). The values plotted against the 
simulation time are the transmission powers, the power budget (PB) and scheduled 
capacity (SC). From this figure, we can notice that all supported QoS management 
functions work as intended. In fact, the power budget for NGB traffic, defined in (5) 



An Enhanced Virtual Time Simulator for Studying QoS Provisioning      251 

and denoted by PB in the figure, is properly scheduled, i.e. at a given NGB traffic 
volume and available bit rates, the curve of the allocated bit rates (SC) closely follows 
the PB one. Hence, the scheduling algorithm presented in Section 2.4 turns out to 
perform as well as expected. Besides this, when the total load in the cell (PTxTotal, i.e. 
PGB + PNGB) reaches the overload threshold, denoted by PTxTotal + Offset, the NGB 
allocated bit rates are accordingly reduced by LC and in turn immediately resumed 
when the PGB decreases and the system backs off to its normal state of operation. 
Furthermore, the measured GB load (PGB) hardly ever trespasses the target threshold 
(PTxTarget) defined in (2), which confirms the accuracy of (3) in the power estimates 
during the admission control and bit rate allocations. Ultimately, following the input 
traffic mix, PTxTotal preserves its point of equilibrium (PTxTarget), which thus validates 
the supported AC and PC functions.  

The normalized distribution functions of the transmission powers in Cell 11 are 
shown in Fig. 5 (b). The radio link power (PTxLink), GB transmission power (PGB), 
NGB transmission power (PNGB) and total downlink transmission power (PTxTotal) 
distributions reflect exactly the load status in the cell previously discussed, the input 
parameter values reported in Table 4, and the constraints in the RRM functions de-
fined in Section 2.3, 2.4, 2.5 and 2.7. 

None of the calls/sessions was rejected due to buffer overflow and almost none of 
the speech, video and SWIS calls was blocked due to the time spent in the AC queue, 
as shown in Table 5 in terms of call block ratio (CBR). This is in line with the offered 
traffic, which hardly ever exploited the available cell capacity. As a result, almost all 
users of the GB services resulted satisfied. 

The effects of the prioritization between GB services can be noticed in Fig. 6 (a), 
where the percentage of satisfied users for each of the deployed services is illustrated 
as a function of the simulated cells. In Cell 10 and 11, the quality experienced by 
speech users, in terms of CBR, is better than the accessibility offered to SWIS and 
video users. As expected, more evident in the figure is the differentiated treatment of 
NGB traffic, which reflects exactly the provisioned discrimination between real time 
(RT) and non-real time (NRT) services of Interactive and Background classes. In fact, 
in each of the simulated cells, the percentage of satisfied users of Dialup is the lowest, 
followed by WAP and MMS; and for the RT services, PoC performance is always 
better than the streaming one. 

A more detailed analysis upon the reason why the users of NGB services were not 
satisfied is possible based on the raw performance indicators illustrated in Fig. 6 (b), 
Fig. 7, and in Fig. 8 (a). In these figures, the intended differentiation between services 
in terms of the metrics characterizing the QoE of each of the deployed services is also 
visible. In particular, Fig. 6 (b) and Fig. 7 (a) show, respectively, the 10th percentile of 
the average active session throughput (AST) and the capacity request rejection ratio 
(CRRR) collected for each of the above services during the measurement period, as a 
function of the deployed cells. The throughput experienced by Dialup users is lower 
than the corresponding one offered to WAP/MMS users, which underwent the same 
treatment. Conversely, the accessibility offered to PoC and streaming services, while 
requesting capacity to PS, is better than the corresponding blocking experienced by 
WAP/MMS and Dialup users. Fig. 7 (b) reveals how the throughput deterioration 
adversely affects the PoC and streaming performance in terms of re-buffering in the 
UE. As expected, the re-buffering ratio is higher for streaming, whereas the dissatis-
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faction due to “too long time to refill up the buffer” depicted in Fig. 8 (a) is higher for 
PoC. This is due to the fact that the tolerance for streaming users (up to sixteen sec-
onds) was higher than for PoC ones, which were not supposed to wait for more than 
four seconds (see Table 3).  
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Fig. 6. Service based indicators for each of the simulated cells: (a) Percentage of satisfied users; 
(b) 10th percentile of the average active session throughput during the simulated time. 
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Fig. 7. Service based performance indicators for each of the simulated cells: (a) Capacity re-
quest rejection ratio; (b) re-buffering ratio. 

The differentiation between WAP/MMS and Dialup connections and the benefit of 
thereof is also shown in Fig. 8 (b) and Table 5, where the transfer delays of the WAP, 
MMS and Dialup objects during the simulation period are presented. The measured 
metrics reflect exactly the calculated object delay from the median of the AST and 
object size, which is an additional evidence that the process call and performance 
monitoring functions (see Fig. 1, Section 2.6 and 2.8) work as intended. 

5   Conclusions 

An effective solution to study the provisioning of QoS before the deployment of new 
services throughout UTRAN was presented. As a part of this framework, the currently 
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supported QoS management functions were investigated in terms of: Offered traffic 
mix, transmission powers, throughput, queuing time, object transfer delay, call block 
ratio, call drop ratio, capacity request rejection ratio, and percentage of satisfied users. 
Simulation results showed the proposed virtual time simulator to perform as expected 
and to be a good trade off between the complexity of an advanced dynamic simulator 
and the straightforwardness of a quasi-static tool. Thus, the described solution has the 
potential for investigating any QoS management algorithm and multimedia service 
provisioning in UTRAN, before its deployment throughout a real WCDMA network. 
Furthermore, the simulator may be used to find an optimum trade-off between service 
quality, capacity and coverage requirements for any of the services in a 3G mobile 
network operator’s service portfolio. 

 

0

1

2

3

4

5

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Cell number

D
el

ay
 B

uf
fe

ri
ng

 R
at

io
 (%

)

Streaming PoC SWIS  

10
-1

10
0

10
1

10
2

10
3

10
4

0

10

20

30

40

50

60

70

80

90

100

Object Transfer Delay (s)

C
um

ul
at

iv
e 

D
is

tri
bu

tio
n 

Fu
nc

tio
n 

 (%
)

(.-) MMS  (-)  WAP   (--) Dialup  
(a)     (b) 

Fig. 8. (a) Too long time needed for re-buffering ratio (service based performance indicators for 
each of the simulated cells); (b) MMS, WAP and Dialup object transfer delays (system based 
statistics upon all simulated time). 

 
Table 5. System based measurement results. 

Service CBR CDR CRRR RBR DBR Median Median Calculated SU
type (%) (%) (%) (%) (%) AST Object Object (%)

(kb/s) Size Delay
(kB) (s)

Speech 0.05 0.00 - - - 12.2 - - 99.95
Video 0.16 0.00 - - - 64.0 - - 99.84
Streaming 0.00 0.00 1.93 6.35 0.05 63.4 1682 212.2 91.67
MMS 0.00 0.00 2.29 - - 70.5 15 1.7 97.55
PoC 0.00 0.03 1.08 2.49 0.19 8.0 4 4.0 96.31
SWIS 0.32 0.00 - 0.00 0.00 64.0 89 11.1 99.68
Dialup 0.00 0.00 8.44 - - 51.4 120 18.7 59.94
WAP 0.00 0.05 2.57 - - 66.0 48 5.8 94.24
Note: RBR = Re-Buffering Ratio, DBR = Delay Buffering Ratio; SU = Satisfied Users  
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Abstract. In this paper, we propose a programming model based on
‘timed event dissemination’ for structuring a distributed real-time mul-
timedia presentation. In this model, event notifications capture program-
generated actions and/or user-level object accesses on a multimedia win-
dow. A coherent effect of these actions requires enforcing deadlines on
the event processing over prescribed time intervals. To meet this require-
ment, the paper advocates an integration of the ‘flow of time’ as part of
the semantics of data presentation on a multimedia window. The paper
explores a programming paradigm for event processing: causal ordering
of timed messages, to realize multimedia data presentations. This yields
simplicity and uniformity in the programming structure of multimedia
applications. The presentation specifications in our model can be easily
and accurately mapped onto system-level QOS parameters (such as net-
work delays and play-out buffer delays) for scheduling purposes. This in
turn may lead to an optimal use of the system resources by a multimedia
presentation protocol. The generality of our event-oriented programming
interface also allows reducing the multimedia system development costs
through software reuse.

1 Introduction

A real-time presentation system (RPS) collects the data of various source enti-
ties, transports the data through the underlying network, and delivers the data at
destination entities for consumption [1]. During a processing of data, maintaining
the required temporal association between the data of various streams is neces-
sary in the presence of system induced delays and asynchrony (e.g., multimedia
synchronization). This is possible, from the RPS perspective, by segmenting the
data streams into application perceivable distinct units along the real-time axis
and exercising temporal presentation control on these data segments at users. In
a multimedia document access for example, a user activity may possibly consist

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 255–268, 2004.
c© IFIP International Federation for Information Processing 2004
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of graphic input from a menu using mouse click to highlight a certain portion
of the document and text input from a keyboard and audio input from a voice
phone to annotate an update on the document. Here, the text input may need
to be presented at a user station after the mouse click within, say, 2-3 seconds
(sec). Thus a temporal presentation involves extracting the timing relationship
between various data segments collected at sources and determining the delivery
times of these data segments at receivers for processing.

The above temporal presentation control depicts a user-level view of syn-
chronizing the occurrence of multiple types of data. To support this view, the
RPS should embody an application-level specification of temporal presentation
control requirements on data. Using this specification, an underlying protocol
may implement a set of network level and end-system level mechanisms to meet
the data presentation requirements.

The presentation control information is typically made available to the RPS
in the form of quality of service (QOS) parameters that indicate the various
temporal characteristics of data presentation. For instance, how long the pro-
cessing of a data x at a user can be deferred with respect to that of another
data y is specifiable as a QOS parameter. The end-system mechanisms deal with
generating real-time presentation schedules that control the processing times of
data units at various system elements in the path to receivers, so that the QOS
parameters specified can be met (by buffering and sequencing the data across
the transport-application layer interface). If, for instance, the data x is scheduled
for processing at time T but arrives at a receiver at time (T − t), it is buffered
by the end-system protocol for a duration of t before presentation to the user.
As can be seen, the QOS specification and the underlying presentation protocols
form essential parts of a RPS.

This paper provides a flexible and canonical specification model for presen-
tation QOS that can be transcribed onto a communication system. The model is
based on application specifiable segmentation of data streams, and playing out
data segments in a certain order and in a timely manner, based on the temporal
relationships between them.

A key feature of our model is the integration of real-time constraints into a
causal ordering of data segments (or messages) that flow between end-systems to
manipulate user-level objects. In this notion, the messages exchanged between
various objects flow in a prescribed order and within prescribed intervals induc-
ing ‘state changes’ in them (e.g., generation of visual cues in human mind by a
video clip that annotates a graphics image display). The application-specific en-
forcement of presentation control allows flexibility in generating play-out sched-
ules of data and optimizes the usage of system resources to application needs.
The paper provides methods to derive the system-level QOS requirements from
application-specified information (through APIs) and to parameterize the pro-
tocol procedures with this QOS.

The paper is organized as follows: Section 2 describes our model of causal
ordering based real-time data presentation. Section 3 describes the specification
construct that incorporates the presentation model. Section 4 describes the pro-
tocol procedures to derive network QOS parameters from presentation specifica-
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tions. Section 5 compares our notion of causal ordering with extensions made to
Lamport’s ‘logical clock’-based message ordering. Section 6 concludes the paper.

2 Model of Timed Data Presentation

A real-time data stream may be segmented into application-specific units for end-
to-end transport and synchronization (e.g., a voice clip in multimedia lecturing).
The presentation-level processing of a data segment (or message) involves the
generation and/or dissemination of device-specific information elements carried
in the message over a prescribed time interval. In this section, we describe a
temporal characterization of the data presentation problem, which will allow us
to determine the structure of presentation-level primitives.

2.1 Sensory Perception of Data

If t′m and tm indicate the time of generation of a message m by the data source
(i.e., server) and the start time of play-out of m at a receiver respectively, then
tm ≥ t′m + D, where D is the delay suffered by m in various system elements
implementing the message path (such as the network and play-out scheduling
buffers). Where multiple inter-stream messages are involved, the play-out of m
may be additionally delayed pending the play-out of one or more other messages.

Fast responsiveness and improved cohesiveness at user level requires that
the effects of m be seen: i) before the deadline imposed by the timeliness
requirements of m, and ii) after the persistence effects message(s) prior to m
have already ceased. The timeliness condition may be expressed in terms of the
maximum allowed latency βm between the generation and dissemination of m:

tm ≤ (t′m + βm). (1)

As example, the layout diagram of a construction building may need to be pre-
sented within, say, 1-2 sec after requesting the multimedia server, with video
and voice illustrations of the diagram timed in a way to enable a virtual tour of
the building. If we assume that the designer should see a layout display on the
local workstation in response to a point-and-click action within 0.5 sec and the
upstream delay in network paths is 50 msec, we can set βm ≈ 0.45 sec. When
D < βm, the presentation of m can start sooner than the deadline set by βm.
The play-out time of message m should satisfy the following relation:

tm > tmx + δmx + ζmx , (2)

where m depicts the next action upon seeing message mx, δmx is the play-out
time of mx (i.e., the time over which the data units of mx are delivered to
the end-device for processing) and ζmx indicates how long the effects of mx

persist in the application. The choice of tm needs to account for any user-level
‘thinking time’ required after the sensing of mx that will allow generation of the
context for m. The ‘thinking time’ requirement imposes a minimum separation
between the occurrence of a set of successive messages. The relation (2) models
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the passage of real-time with intervals of duration large enough to accommodate
the data persistence and user-level thinking effects. In an example of displaying
text sequences in a workstation window, δm may be 2 sec and ζm may vary, say,
from 1 sec to 3 sec. From equations (1) and (2), the ‘thinking time’ and the
allowed latency of messages may be related as:

(tmx + δmx + ζmx) < (t′m + βm). (3)

Overall, a data stream is representable by a timed sequence of messages
[· · · , mx, m, · · ·], with the inter-message separation determined by the user-level
‘thinking time’ required on m and the persistence duration (δm + ζm).

2.2 ‘Real-Time Persistence’ Based Causal Ordering

The temporal relationships among activities on a user-level object prescribe the
order and the real-time intervals in which the messages depicting these activities
are presented to users. How these relationships are captured and processed by
the RPS is the focus of our paper.

Given two messages y and x describing actions on an object, the relation
‘y � x’ denotes that x should occur after the persistence duration of y has elapsed
and within a certain time limit T max. The meaning is that the state change in
the object caused by y persists over a real-time interval [ty, ty +δy +ζy] providing
the context for a state change by x, where T max ≥ [tx − (ty + δy + ζy)+ δx + ζx].
In the earlier example, voice clip may (say) be presented 2 sec after the icon
highlighting, and persist for a 3 sec duration. We refer to the relationship y � x
as ‘x causally depends on y’, which depicts a schedule tx > ty + δy + ζy . When
neither x � y nor y � x is specifiable, y and x are said to be concurrent, denoted
as ‖{x, y}. Here, it does not matter whether an object executes x followed by y
or vice versa, or simultaneously, as long as the actions are executed within the
time limit T max, i.e.,

T max ≥ max({(δy + ζy), (tx − ty + δx + ζx)}) for ty ≤ tx

T max ≥ max({(δx + ζx), (ty − tx + δy + ζy)}) for tx ≤ ty.

Causal ordering of messages allows solving the data presentation problem
in an application-specific manner. The underlying program structure is uniform
across applications: namely, the synchronization of user operations on an object
by a temporally ordered processing of the messages. For use with RPS however,
the current notions of message causality – defined over ‘logical time’ – need to
be extended for integrating the ‘flow of real-time’.

2.3 Temporal Intervals

A presentation activity can generate multiple messages, such as a video clip, text
information and cursor marker, as part of a single update action on a document1.
1 A ‘video clip’ is treated as a single message for presentation purposes. A lower level

system layer may however treat the ‘video clip’ as consisting of a timed sequence of
picture data frames to be delivered at presentation entities.
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Accordingly, we need to treat the various component messages as bundled to-
gether by the temporal relationships between them. A temporal interval is the
real-time duration over which the effects of all messages generated by a presen-
tation activity can persist, given as T max. An interval basically indicates the
granularity of real-time meaningful to the application, and hence constitutes the
unit of segmentation of real-time axis. See Figure 1.

Since a message is the basic unit supported by the RPS in terms of which
presentation activities are constructed, the ordering relationship among various
activities is transcribed directly onto the corresponding messages. In the earlier
example, the highlighting mark on the city map and the text and voice an-
notation by a user are deemed to occur over a single temporal interval. These
messages cannot be interleaved with messages of other activities, since user atten-
tion on the map pertains to one activity at a time. On the other hand, messages
pertaining to activities on unrelated objects can be interleaved in different ways.

1 2

3
pertaining to sub-objects 1, 2, 3)

To/from network

Various
time points’ Messages representing

real-time data  

TI-p

TI-v

TI-w

mc-p

mc-v

mc-w

mc-p, mc-v, mc-w  :

PRESENTATION SYSTEM IN A WORKSTATION

operate on objects

WINDOW Object copy in
presentation window

(   messages  in  
a temporal interval)

Messages to

(contains state components

Fig. 1. Flow of messages in data presentation (say, TIp < TIv < TIw)

Thus, temporal intervals provide an elegant framework for distributed pro-
gramming of functions to access and manipulate user-level objects.

2.4 Synchronization Specifications

The temporal ordering relationship between presentation activities on an object
determines the extent of concurrency possible in their execution. To reap this
concurrency, we need to be able to specify and enforce the required order of
occurrence of the corresponding messages, so that they may interleave with one
another in many possible ways.
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Many existing techniques to determine these requirements are based on time-
stamps, whereby a message with a time stamp T is declared to occur after all
messages with a time stamp lower than T [2]. These techniques are less suitable
for use by RPS, because the human-oriented nature of data presentations allows
synchronization constraints that can be weaker [3] than what the RPS is able to
infer bottom-up from the message flows incident on it. Precisely extracting the
constraints in turn allows exploiting the concurrency more effectively, and hence
offers an increased performance potential of the RPS.

Accordingly, we need a programming interface that allows extracting the
intended synchronization requirements at the user level. For example, a text
annotation to a document update may need to occur after a voice annotation.
As another example, a text annotation and a video clip describing a scene can
occur in parallel, even though they may be sent one after the other by the
source. Such requirements, extracted during execution of a data presentation,
can then be used by a protocol in the RPS to determine the scheduling required
on messages to move them through various system elements in the path leading
to clients (such as network links and play-out buffers).

3 Object-Level Message Ordering

The specification of causal dependency relations between messages needs to be
embedded into programming primitives that allow the presentation of messages
at user entities. The synchronization related features we embed into the primi-
tives are described below.

3.1 Specification of Causal Relationships

The application provides a declarative specification of message ordering depen-
dencies. A user entity specifies the temporal ordering of a message z relative to
a message y (i.e., y � z) with the following primitive:

((z, pz), Occurs After(y, lz, uz)),

where pz = (δz + ζz), lz is the minimum time that should elapse since the
occurrence of y, and uz is the maximum time that can elapse. The parameter lz is
based on the user-level ‘thinking time’ required when the action y occurs so that
the context for processing a next action z can be generated. The parameter uz

captures the maximum allowed user-level ‘responsiveness time’ in disseminating
the action z once y is seen to have occurred. Given that uz > lz > 0, the time
interval over which z can be played-out is determined from tz ∈ [ty +δy + lz, ty +
δy + uz] and δz . When Occurs After(NULL) is specified, z can be processed
without any constraint, i.e., immediately upon arrival from the network.

In the earlier example, the concurrent delivery of text and voice annotations
to the highlighting mark on a city map, as captured by the causal relation
‘highlight � ‖{text, voice}’, may be specified as (times are in seconds):

((text, 5), Occurs After(highlight, 2, 4))
((voice, 4.5)), Occurs After(highlight, 3, 5)),
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with, say, δhighlight = 1.25 . The time intervals for these messages are given by:
[thighlight + 1.25 + min({2, 3}), thighlight + 1.25 + max({4 + 5, 5 + 4.5})].

The Occurs After is basically a programming notation to explicitly con-
struct the causal ordering relation (�). The causal order constraints are carried
in messages for use by the underlying protocols to enforce play-out of the mes-
sages in an appropriate sequence and over specified real-time intervals. In this
aspect, the persistence parameter pz may correspond to the ‘explicit time du-
ration’ allowed in SMIL (the WWW Consortium’s Synchronized Multimedia
Integration Language [4]).

3.2 Dependency on Multiple Messages

An extended form of the Occurs After construct allows a user to specify com-
plex ordering relationships with AND and OR ‘logical connectives’ on causally
precedent messages. For instance, the AND connective for 2 messages takes the
form:

((z, pz), Occurs After(y1 ∧ y2, l, u)),

which indicates that z be processed after both y1 and y2, with l and u being
relative to the latest of y1 and y2 (note that ‖{y1, y2}). In the previous example,
the user may display, say, an annotation on the graphics image to give visual
cues for the text and voice information. This may be specified as:

((graphics, 3.25), Occurs After(text ∧ voice, 2.5, 3.5)).

The time interval for occurrence of ‘graphics’ message is:

[max({ttext + 5, tvoice + 4.5}) + 2.5, max({ttext + 5, tvoice + 4.5}) + 3.5 + 3.25].

See Figure 2 for an illustration. The ‘∧’ operator linking z to y1, y2, · · · has a
stronger semantics than the ‘par’ construct allowed by SMIL, in that the ‘∧’
prescribes a concrete parallel composition of operations relative to z.

A causal dependency based on OR ‘logical connective’ is similar to the
‘switch’ element of SMIL. Again, in a 2-message case, it takes the form:

((z, δz), Occurs After(y1 ∨ y2, l, u)),

indicating that z be processed after either y1 or y2 (or both), with l and u being
relative to whichever occurs the earliest during execution. In one scenario for
example, user annotation on a graphics image may be generated right after the
text or voice information, specified as:

((graphics, 3.25), Occurs After(text ∨ voice, 2.5, 3.5)).

The ‘∨’ operator can induce non-determinism in a program execution, with non-
reproducible event sequences. The non-determinism may however be restricted
to within the current temporal interval.

For brevity, we consider only AND dependencies.
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Time-points for sample scenario of text, voice, graphics and highlighting data presentation
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Fig. 2. Illustration of Occurs After specifications

3.3 System Delay Specifications

The message-level asynchrony captured by causality behavior is incorporated in
a ‘quality of service’ specification QOSpres. The parameters specified in QOSpres

may be used to: i) generate a specification of the system delay behavior, and ii)
generate a play-out schedule for data segments arriving through system elements.
These functions are incorporated as distinct elements in a synchronization pro-
tocol. See Figure 3.

A main feature of delay specification is the allowed end-to-end latency Dq on
media messages. For interactive multimedia applications (e.g., multi-player video
game), Dq is set low – say, less than 100 msec. For applications with less user-
level interactivity (such as ‘multimedia lecture presentation’ to an audience), Dq

can be high. Given a set of messages to be presented in a temporal interval, the
presentation protocol in the RPS sifts through the Occurs After specifications
on various messages for determining Dq. Since the user-specified parameter (uz−
lz) indicates the variability allowed in the presentation times of a message z
relative to its causally precedent message (i.e., the extent of asynchrony), Dq

has a direct relationship to this user-level parameter.
A higher value of Dq allows sending a message over a transport path with

longer message queues and/or containing lower bit-rate communication links.
Consider, for example, the sending of a 15 sec MPEG-1 video clip followed
by a 10 sec ‘thinking time’. The message carrying the video clip consists of
4.05 mbytes of data, generating a bit rate of 2.16 mbps over the 15 sec duration
(obtained from trace analysis experiments). When sent over a 1.8 mbps link, the
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Fig. 3. Mapping of application parameters to network delay behaviors

presentation at a receiver has to start about 3 sec later, in comparison to sending
over a 2.16 mbps link. So choosing a 1.8 mbps link (against a 2.16 mbps link) is
possible only when Dq > 3 sec. In general, message-level asynchrony captures
the user tolerance to latency in data presentations.

Dq may often be specified in terms of a bound on the message delays incurred
by the network. Another aspect is whether a delay bound is enforced by the
network deterministically or probabilistically, with the former requiring a higher
allocation of resources in data paths through the network than the latter. In
general, the delay specification on the network may be expressed in terms of a
delay bound dmax in the form:

Dq ≡ {(X, P (D ≤ X))}∀X∈(dmin,dmax]

for dmax > dmin > 0, where dmin is the minimum delay suffered by mes-
sages flowing through system elements and P (D ≤ X) depicts the probabil-
ity distribution of the actual message delay incurred. P (D ≤ dmax) = 1.0 and
P (D ≤ dmax) < 1.0 refer to a deterministically delay-bounded path and a prob-
abilistically delay-bounded path respectively. Note that it is the ‘data path’ from
a multimedia server to clients that is subject to delay specification Dq (we as-
sume, without loss of generality, that the ‘control path’ from a client to the
server incurs negligible delay).

The media level concurrency prescribed through Occurs After relations
translates into message-level asynchrony. The latter in turn can be mapped to the
allowed variability in network delays incurred on messages (i.e., a specification
of Dq). Refer to Figure 3.
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4 Specifying Delay Controllability

The underlying presentation protocol should take into account the message dead-
lines prescribed by applications and the resource demands imposed on networks,
when specifying a value for dmax. The tradeoffs to be considered are as follows
(see Figure 4):

– Specifying a large value of dmax will reduce the amount of resource demands
imposed on the network but may result in some of the messages missing
their presentation deadlines;

– Specifying a smaller value of dmax will increase the amount of resource de-
mands on the network, but can eliminate the likelihood of messages missing
their deadlines.

Also, a higher probability of enforcing a given delay bound places larger re-
source demands on the network, with a deterministic enforcement of the bound
imposing the maximum resource demands2.

4.1 Presentation Skew Due to Delays

Given a set of messages {m}, the condition dmin+pm < βm will ensure a non-zero
probability of presenting a message m. Assuming that messages are not generated
ahead of time (as in many live presentation settings), the condition dmax +pm <
βm is necessary to avoid a non-presentation of m due to an insufficient life-
span of m. As can be seen, the delay specification is relative to the life-span of
messages prescribed through β parameters.

Messages can miss their deadlines under two circumstances: when prob-
abilistic delay bounds are specified for network paths (i.e., P (D ≤ dmax) <
1.0 ∀ dmax ∈ R+) or when lax bounds are specified (i.e., dmax is set to a value
higher than that prescribed by the β parameters). A higher degree of laxity in
message delivery, specified through a lower probability of enforcing a given de-
lay bound, may result in more messages missing their presentation deadlines.
This in turn may increase the frequency of glitches seen by users when accessing
the object. So the level of user tolerance to presentation glitches has a bearing
on the extent to which delay bounds need to be enforced. Since a probabilis-
tic delay bound imposes less demand on network resources in comparison to a
deterministic bound, a lax user tolerance can be mapped to a reduced resource
allocation.

4.2 Handling of Missed Deadlines

A presentation skew may sometimes exceed the application-level tolerance lim-
its (as set by the u parameter), manifesting as a glitch in the presentation of
messages to the application. As an illustrative analysis of the problem of presen-
tation misses, we map the probability distribution governing the network delay
2 See [5] for a quantitative study of the underlying message scheduling mechanisms to

realize ‘parameterizable delay’ networks.
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behavior on individual messages (in terms of dmax) into a probability that one
or more messages from a set of concurrently generated yj’s will meet their dead-
lines. Figure 5 shows an analysis of the likelihood of successful presentations for
a network that enforces probabilistic delay bounds.

Recovery from a glitch may often depend on how long the glitch effects persist
and how tolerant the application is to these effects. In a multimedia lecture for
example, a glitch is observable as the absence of, say, a video clip to annotate the
lecture. The effect of missed visual cues may persist in the minds of the human
viewer for a few seconds. When the tolerance limits are exceeded, a recovery
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from the glitch may manifest in activating an application specified ‘exception
handler’. The absence of a video clip may however be handled by delivering only
the voice clip corresponding to the missed video clip, which may be acceptable
due to the slow varying nature of the visual and aural cues at the human viewer
[6]. In general, various levels of tolerance to skew among messages are specifiable
in QOSpres, with hooks into application-supplied exception handlers.

5 Existing Notions of Message Causality

We argue that the notion of ‘message causality’ is the right basis for structuring
of data presentations in distributed real-time systems for two reasons. First, a
synchronization construct based on ‘message causality’ is readily incorporatable
into a distributed programming system since this notion has been well-studied
by the distributed systems research community. Second, user-level actions in an
interactive setting can be more flexibly expressed through ‘cause-and-effect’ re-
lationships. In this light, we compare our extended notion of ‘message causality’
with both the classical approaches that do not support the notion of ‘real-time’
and the ‘add-on’ approaches that are tailor-made to fit ‘real-time’ into the clas-
sical approaches.

5.1 Logical Time-Stamp Based Approaches

Currently available causal order primitives [7],[8] infer message causality based
on the ‘logical time stamps’ internally generated by the communication sys-
tem (‘implicit’ approach to extracting concurrency in the application). If, for
instance, messages m1 and m2 are sent in that sequence by a user U , these
primitives treat m2 as causally dependent on m1. This may not however be the
intention of U , such as m1 and m2 being concurrent because they are update
requests on different (unrelated) documents. Thus existing primitives are at a
lower level and do not precisely extract the concurrency in an application, re-
sulting in less message-level asynchrony (i.e., more synchronization latency), in
comparison to our ‘explicit’ approach3 [9].

Also, the above primitives do not directly incorporate ‘real-time’ into message-
level causality. Even though a ‘real-time support’ layer can be introduced on top
of such causal order based communication systems, this additional layer cannot
compensate for the lost concurrency and hence the lost ability to prescribe lax
delays when moving the messages through lower level system elements. The only
advantage of such a ‘real-time’ layer will be in lax scheduling of messages at the
time of presentation.
3 An underlying protocol that enforces causal delivery with only implicit information

will incur more synchronization latency. In the earlier scenario, buffering of m2

pending a subsequent arrival of m1 may increase the time of completion of processing
m1 and m2, viz., ‘> δm2 + δm1 ’ instead of ‘> max({δm1 , δm2})’. The performance
problem arises due to lack of knowledge in the system that m1 and m2 are concurrent.
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5.2 Causality Augmented with Time Deadlines

The4 notion of ‘∆-causality’ proposed in [10] prescribes an upper bound ‘∆’
on the delivery time of a message m′ relative to its causally precedent message
m. This corresponds to our parameter um′ underlying the relation: m � m′.
Though useful for designing real-time transfer protocols in the network with a
message delivery bound ‘∆’, the ‘∆-causality’ notion does not capture the ‘flow
of real-time’ in a distributed computation, because there is no lower bound on
the time of delivery of m′. In contrast, our notion allows prescribing a persistence
duration pm of m and a lower bound lm′ on the delivery time of m′ relative to m,
viz., tm′ > (tm + pm + lm′). So our notion is at a higher level, easily employable
in distributed programming environments.

The work of J. P. Courtiat and et al [11] uses the notion of ‘causality’ to
realize synchronization. But the specification model treats the ‘causality’ and
‘real-time flow’ notions separately, which necessitates more complex program-
ming constructs. However, our work integrates these notions in the specification
model, whereby a concise set of programming constructs suffices to generate
presentation schedules. Likewise, the work of P. Amer [12] deals with specifying
a partial order based transport service for multimedia data. The service speci-
fication method is oriented towards developing validation models for temporal
specifications of distributed multimedia applications. Such a transport service
first needs to be incorporated into distributed programming primitives before
use in developing applications.

As can be seen, our Occurs After construct allows explicit specification of
message causality, using an ‘object-oriented programming’ framework that trans-
forms the processing of causally ordered messages into object-level ‘state changes’
occurring over specific real-time intervals.

6 Conclusions

The paper presented a model for synchronizing real-time data during presen-
tation to the application. The basic premise in our approach is that the user
level component of the communication system takes the burden of synchroniza-
tion, instead of the network. This introduces flexibility in the message transport
protocols and allows optimizing the usage of network resources to application
needs.

The temporal properties of real-time presentation are specifiable in the form
of a causal ordering on the data segments, i.e., messages, flowing across applica-
tion entities. In this notion, application entities are modeled as objects, with the
messages exchanged between various objects in a prescribed order and within
prescribed intervals inducing ‘state changes’ in them. Since causal ordering of
messages is amenable for easier implementation in a distributed system, our
model may be viewed as generating a transport-oriented QOS description that
is mappable into a specification on the required delay behavior of the underlying

4 Our concurrency enhancements are manifestations of multimedia object partitioning
in the form of ‘spatial subparts’ and ‘temporal subparts’ as allowed in SMIL [4].
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system. Such a mapping is more directly usable in an implementation of pre-
sentation protocols than the higher level petrinet based specifications typically
employed.

Our model of causal ordering allows application characteristics to be mapped
into a set of data delivery procedures composed in the form of data presentation
protocol. A possible relaxation of the data delivery constraints and the network
delay requirements, as allowed by the model, offers a potential for optimal us-
age of system resources. The specification method is itself independent of how
the client and server modules are separated in applications, which allows easier
construction of programming models of real-time applications for analysis and
verification, and a uniform implementation of communication systems. Further-
more, our specification model can be recursively employed in a hierarchically
decomposed real-time presentation system.
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Abstract. Integrating multiple functions into one communication user agent can
introduce many innovative communication services. For example, with networked
appliance control, a user agent can turn off the stereo when receiving an incoming
call. With location sensing, a user agent can automatically reject a call if it knows
the location preference is ‘quiet’. Multi-function interactions enable services that
are otherwise impossible. In this paper, we first present the new services intro-
duced by the integration, then introduce our SIP user agent, SIPC, which handles
these new services in a programmable way. SIPC integrates multimedia call setup,
networked appliance control, presence handling, Internet TV, instant messaging,
location sensing, networked resource discovery, third-party call control, real-time
multimedia streaming, emergency call handling, and conference floor control into
one application. We analyze the relationship among these functions and propose
different approaches for function integration. SIPC uses the Session Initiation Pro-
tocol (SIP) for multimedia call setup and the Language for End System Services
(LESS) for service programming.

Keywords: multi-function integration; SIP; SAP; networked appliance control;
location-based services; SLP; RTSP; SIP event notification; floor control; LESS

1 Introduction

One of the most important advantages of Internet telephony is its ability to provide
innovative services. In Internet telephony systems, traditional telephony services, such
as call transfer, can be enhanced by the integration of Internet services, such as email,
web, instant message, presence notification and directory lookups. The enhancements
require Internet telephony end systems to perform more functions in addition to audio
and video communications.

Some instant messaging applications, such as MSN Messenger, have integrated on-
line/offline indication, instant messaging, email, and web browsing into one application.
In our SIP [1] user agent, SIPC [2], in addition to the functions mentioned above, we
also support networked appliance control, real-time multimedia streaming, networked
resource discovery, third-party call control, Internet TV, location sensing, emergency
call handling, and conference floor control. Multiple functions may interact with each
other and introduce many new services that are otherwise impossible. For example,
SIPC can automatically turn off the stereo in the user’s room when receiving an incom-
ing call. A SIPC user can share an Session Announcement Protocol (SAP) session with
his friends by putting the session information in a SIP INVITE request. SIPC can base
call decisions on location information. In Section 2, we detail the new service examples.

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 269–281, 2004.
c© IFIP International Federation for Information Processing 2004
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Too many functions in one application may make the application too complicated
to maintain. In Section 3, we analyze the relationship among all the functions in SIPC.
Based on the analysis, we discuss the practical integration approaches that can minimize
the overall application complexity, while still providing convenient ways for function
interaction.

SIPC handles multi-function interaction in a programmable way. We have defined
a service creation scripting language called the Language for End System Services
(LESS) [3]. In Section 4, we describe how SIPC uses LESS scripts to perform multi-
function interaction.

In Section 5, we briefly introduce the implementation details of SIPC. Section 6
concludes the paper and discusses our future work.

2 New Services Introduced by Multi-function Integration

In traditional telephony systems, communication services are provided by the switches
in communication networks. The services are performed based on very limited infor-
mation, such as the address and the busy status of the caller and the callee, allowing
only a small set of actions, in most cases, to route calls.

In Internet telephony systems, services can be implemented in both network servers
and intelligent end systems. With the integration of Internet services, such as presence
indication, Internet telephony services have access to much richer information, and of-
fer a richer set of service actions, not limited to call routing, the actions can also be
networked appliance control, instant messaging, email and web browsing. We describe
a few of the new services below.

2.1 Setup Preferable Communication Environment

Communication quality is not only determined by the quality of audio/video streams
transmitted between endpoints, but also affected by the communication environment
where the talkers are in. For example, background noise may affect audio conversa-
tion and brightness of lights may affect video conversation. In a networked home with
network controllable appliances, the integration of networked appliance control into a
communication agent may help to setup environment conducive to communication. In
our lab environment, SIPC can automatically pause the stereo through a Slink-e con-
troller [4] when receiving an incoming call. If the call requires video communication,
SIPC can also automatically adjust the brightness of the lamp in our lab through an X10
controller. SIPC uses the SIP DO [5] method to perform networked appliance control.

2.2 Call Handling Based on Presence Information

The integration of presence information handling can help to make call decisions. In
traditional telephony systems, a caller usually knows nothing about a callee’s status
before making a call. In Internet telephony, a caller can know not only the online/offline
status, but also other information, such as the location privacy preference, of the callee.
SIPC can generate many new services based on the status information, for example,
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automatically calling a friend when the friend is online, or starting a conference only
when all the essential participants are online.

2.3 Use Networked Resources

The integration of location sensing, networked resource discovery, networked appliance
control, and third-party call control enables a portable end system to use networked
resources for better communication quality. Usually the capability of an end system is in
inverse proportion to its portability. A portable end system usually has a small display,
low-quality audio, and inconvenient input devices. However, if there are networked
devices with good multimedia I/O capabilities in the communication environment, user
agents with the support of Service Location Protocol (SLP) [6] and SIP third-party call
control architecture (3pcc) [7] can control the networked devices for communication.
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Fig. 1. Using networked resources for better communication quality

We have proposed an architecture [8] [9] that allows end systems to use available re-
sources in the environment, such as displaying video on a wall-hanging plasma display
or getting audio from an echo-canceling microphone. To support such an architecture,
an end system needs to find out available resources and control them. As shown in Fig-
ure 1, with location sensing, SIPC may retrieve location information and find available
resources in the communication environment by including location information in the
SLP query [6]. SIPC can then use networked appliance control and SIP third-party call
control (3pcc) [7] to control the resources.

2.4 Location Sensing and Location-Based Services

Many applications used in the Internet today benefit from using location information.
In Internet telephony systems, location information may help to make call decisions or
trigger automatic communication actions. For example, when receiving an incoming
call, SIPC can be programmed to check its own location and then play a loud ring tone
if the place-type is street, or flash its icon if the privacy of the place is quiet. SIPC uses
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location information in three ways: it becomes part of outgoing requests sent to remote
parties, it triggers automatic actions, and it governs communication behaviors.

Location information can be revealed to remote parties for location tracking as part
of the presence notification or encoded in MIME [10] with other content. Location
information could be room (name or function information), civic (street and commu-
nity), categorical (such as movie theater), activity (such as travel) and privacy prefer-
ence (such as quiet). SIPC can convey location information, for example, in a SIP NO-
TIFY request in RPID format [11] or GEOPRIV Location Object Format [12], to the
parties explicitly showing interests in the information. SIPC can also include the loca-
tion information in SIP REGISTER or PUBLISH [13] requests to upload the location
information to a location server. When sending an emergency call, SIPC will encode its
location information in MIME in a SIP INVITE request. The emergency call taker can
conveniently track the caller with the location information.

When SIPC gets location information, it may invoke a service script, such as a LESS
[3] script, to perform automatic actions. The location information can be the user’s own
location or remote buddy’s location. The service script can handle absolute location
information or relative location information between two people. For example, when
SIPC gets its own room number, it can automatically turn on the light of the room.
When it gets its buddy’s location and find the distance to the buddy is less than a certain
value, it can automatically send an instant message to the buddy.

Integrating location information with call control services can help to govern appro-
priate communication behavior. For example, in a movie theatre with a movie playing,
the Bluetooth device in the movie theatre may broadcast its location information as
‘quiet’, when SIPC gets the location information, its service scripts may automatically
block incoming calls unless the priority of the call is emergency.

2.5 Internet TV Session Sharing

The Session Announcement Protocol (SAP) [14] advertises multicast multimedia ses-
sions and their parameters to prospective participants. Integrating a SAP user agent into
SIPC allows users to easily share an interesting program with their friends. If a user finds
an interesting program and wants to ask his friends to watch the same program, the user
needs to convey the program information to his friends. Since both SIP and SAP use
the Session Description Protocol (SDP) [15] to describe session information, SIPC can
get the SDP content of the SAP packets and put the content in a SIP INVITE request.
This way, the user can simply call his friends with the SDP content without having to
know the session details.

2.6 Voicemail Handling

The integration of web, email and SIP message waiting indication [16] provides vari-
ous ways for handling voicemail. A voicemail can be sent as an email attachment, or as
a HTTP [17] URL or a Real Time Streaming Protocol (RTSP) [18] URL in an email.
The voicemail information can also be in SIP message waiting indication[16] notifi-
cation. SIPC can dial into the voicemail server to get the voicemail, or play the email
attachment, or start a web browser to retrieve the voicemail.
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2.7 Conference Floor Control with Active Talker Indicator

During a conference, floor control [19] helps to assign talking rights. Only the floor
holders’ voice gets delivered to each participant. In a classroom environment, when a
student gets the floor, turning on the light on the student’s desk, or adjusting the video
camera to face the student may help to find the talker. The integration of networked
appliance control with conference floor control in SIPC can handle this task gracefully.

3 How to Integrate Multiple Functions

The above service examples show that multi-function integration may bring many inno-
vative services. However, integrating too many functions in one application may make
the application too complicated and may confuse users if the application contains func-
tions users don’t need. Since SIPC directly interacts with users, any confusion from
users may impair its usability. It is very important to choose an appropriate integra-
tion method to enable the new services in SIPC but without making it too complicated
and without adding too much implementation efforts. Before discussing the integration
methods, we first list the functions integrated in SIPC, and investigate the relationship
among these functions.

3.1 Functions Integrated in SIPC

SIPC can support a range of media types, such as audio, video, whiteboard and desktop
sharing and can perform functions beyond multimedia calls. SIPC uses the SIP DO [5]
method to perform networked appliance control, uses the SIP event notification archi-
tecture [20] to perform presence notification, uses the Session Announcement Protocol
(SAP) [14] to retrieve multicast multimedia session information, uses RTSP to retrieve
voicemail, uses DHCP Options for Civic Addresses [21] and GEOPRIV Location Ob-
ject Format [12] for location sensing, uses the Service Location Protocol (SLP) [6] to
find available networked resources, uses SIP for third-party call control [7] to control
networked resources. SIPC uses external applications to handle email and web brows-
ing. SIPC integrates a SIP CGI [22] and a LESS [3]/CPL [23] engine to handle service
script. Section 5 provides more details on the implementation.

When integrating all these functions into SIPC, we noticed that many functions
overlap each other, and the functions may interact with each other in different ways.
Below we analyze the relationship among these functions and propose the integration
approaches based on this analysis.

3.2 Overlap Among SIPC Functions

Many of the functions mentioned in Section 2 overlap with each other. Because of the
overlap, integrating a new function into SIPC will not increase the overall complexity
too much. As shown in Figure 2, SAP user agents, RTSP user agents and SIP [1] user
agents all use SDP [15] for session description and RTP [24] for real time media stream
transmission. The presence status, conference status, location information, and emer-
gency event can all be transmitted by the SIP event notification architecture [20]. All of
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the SIP event notification, SIP multimedia session setup and SIP networked appliance
control can share the same SIP stack.

3.3 Interaction Among SIPC Functions

In the service examples described in Section 2, we noticed that multi-function inter-
action introduces new services. As shown in Figure 3, the SAP user agent passes the
session description information to the SIP user agent so the SIP user agent can invite
another SIP user agent, SIP UA2, to watch the same multicast media session. When the
SIP user agent gets the message waiting indication from voicemail server, it can instruct
the RTSP user agent to retrieve the voicemail. When the SIP user agent gets an emer-
gency notification [25], it can control networked appliances for emergency handling.

Based on the investigation on the overlap and interaction among SIPC functions, we
present the approaches on multi-function integration below.

3.4 Approaches for Multi-function Integration

The integration methods can be build-in and interprocess-control. The build-in method
is to hardcode functions into a user agent so the user agent can invoke the functions
by using API calls. The functions integrated by the build-in method are tightly coupled
with each other. They can share code with each other and easily interact with each other
by API calls. The interprocess-control method puts functions outside the user agent.
The functions integrated by the interprocess-control method may interact with each
other via interprocess communication, such as Dynamic Date Exchange (DDE [26])
and Message Bus (MBUS [27]). When adding a new function, three criteria may help to
choose an appropriate integration method. First, the build-in method is more applicable
if the new function shares many components with the existing functions. Second, if the
new function interacts with the existing functions extensively, the build-in method is
preferable. Third, if there are existing popularly used applications supporting the new
function, the interprocess-control method is more appropriate. Below we illustrate how
we apply the criteria in integrating the function set of SIPC.
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Figure 4 shows the function set of SIPC. The functions inside the big thick-line-
rectangle are integrated into the SIPC core, others are running in separate processes and
controlled by the core by interprocess communication.

In SIPC’s function set, all SIP related functions, such as SIP call setup, SIP DO
method for networked appliance control, SIP event notification, SIP for instant mes-
saging, SIP third-party call control, and SIP emergency call handling, share the same
SIP stack and are tightly related to each other. These functions should be integrated in
build-in way and put into one application. If we choose to use SIP and SOAP [28] for
conference floor control [19], the floor control function should also be put into the same
application.

To support the Session Announcement Protocol (SAP) and the Real Time Streaming
Protocol (RTSP), based on the investigation in the Section 3.2 and 3.3, and the service
examples in Section 2, we consider the best way is to integrate them in build-in way
with the SIP functions. Both SAP and RTSP sessions use SDP for session description,
and RTP for multimedia transmission, the same as SIP multimedia sessions, so code
sharing is possible. Using external SAP and RTSP applications requires communication
interfaces between SIP functions and SAP and RTSP functions. The communication
interface is not trivial to build to handle function interactions.

The Service Location Protocol (SLP) support can be either build-in or interprocess-
control because there is not much code sharing between SLP support and other func-
tions. The communication interface between an SLP client and a SIP user agent can be
simple. We choose to build an SLP client into SIPC because the implementation effort
is not much but it is easier to perform function interactions.

There are two modes for location information retrieval. In the first, a user agent
determines its own location, and announces it to other system components that need
the information. We name this active location sensing. For example, the user agent
can use GPS or measure the field strength of wireless access points [29] to get the
location information. Active location sensing may involve different kinds of location
sensors. Instead of building all the location sensing technologies into SIPC, we use
the interprocess-control method to integrate active location sensing functions. When
SIPC starts, it listens on a TCP port for location information. Location sensors can send
location documents in GEOPRIV Location Object Format [12] to that port.
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The other mode is passive location sensing. In passive mode, a user’s profile is put
in a small device, such as an IR/RF programmable badge or an i-Button [30]. The de-
vice reader in a context can read the user’s profile and send the information to a location
server. The user needs to subscribe to the location server to get his own location infor-
mation. SIPC implements the SIP event notification architecture [20] to handle location
subscriptions and notifications.

In terms of function support for email and web browsing, we noticed that there are
many existing email and web browsing applications. Instead of implementing email
and web functions into SIPC, the preferable way is to integrate email and web browsing
functions in the interprocess-control way. For example, on a Windows platform, by
setting proper Windows Registry values, people can invoke SIPC from a web browser,
or invoke a web browser from SIPC.

4 Program Multi-function Interactions

In Section 2, we presented some new services but without describing how to perform
these services. Instead of hardcoding these services one by one, it is more convenient
to make the services programmable by service scripts and customizable. We defined a
service creation script language named Language for End System Services (LESS) [3].
LESS is extended from the Call Processing Language (CPL) [23], but with more empha-
sis on end system service creation. We choose to use LESS as the service creation lan-
guage for SIPC because it is designed to be simple, easy to understand, and safe for end
users to use. The simplicity and the tree-like structure of LESS make the graphical de-
scription of a LESS script and its XML document fully exchangeable. Any valid LESS
scripts can be converted into graphical decision trees, and vice-versa. Though general
purpose programming languages, such as C/C++ and Java, may also have graphical de-
velopment environment, a graphical interface of an arbitrary program written in C/C++
or Java is extremely unlikely to be able to do anything more than represent the language
constructs in the most basic manner. We did an in-depth analysis of the simplicity and
safety of LESS [31] and developed a graphical service creation environment (SCE) for
LESS, which is presented in Section 5.4.

The script below shows a LESS service script performing stereo control based on
the caller’s address. With the script, if the call is from sip:boss@example.com,
the script will turn off the stereo.

<less>
<incoming>
<address-switch field="origin">

<address is="sip:boss@example.com">
<device:turnoff device="sip:stereo@room1.example.com"/>

</address>
</address-switch>

</incoming>
</less>

A more complicated LESS service script below requires the integration of presence
information handling, location sensing and instant messaging. When a SIPC instance
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equipped with the script receives an event notification showing that Bob, whose SIP
URI is sip:bob@example.com, is online, it will check the location relation be-
tween the script owner and Bob. If they are at the same floor and close to each other,
the script generates an instant message to Bob.

<less>
<EVENT:notification>
<address-switch> <address is="sip:bob@example.com">

<EVENT:event-switch> <EVENT:event is="open">
<location-relation-switch uri1="sip:bob@example.com">
<location-relation distance="10" same="FLR">

<location url="sip:bob@example.com">
<IM:im message="Hi, I’m next to you"/>

</location>
</location-relation>

</location-relation-switch>
</EVENT:event> </EVENT:event-switch>

</address> </address-switch>
</EVENT:notification>

</less>

To incorporate all the new functions, we need to extend LESS with new packages,
such as networked appliance control, presence information handling, SAP session han-
dling, and location information handling. For example, in the above service scripts, we
have the action device:turnon defined for networked appliance control. Defining
a new LESS package is covered in [3] and [23].

5 Implementation

SIPC [2] is a SIP user agent written in Tcl/Tk and C/C++. It is originally developed
to handle Internet telephony calls. Figure 4 shows SIPC’s function set. The functions
circled in solid have already been implemented, the functions circled in dotted line
are under development, the functions in rectangle are partially implemented. As we
integrated more and more functions into SIPC, we found many new services introduced
by multi-function integration, some examples as we described in Section 2. Below, we
briefly introduce the main user interface, the service creation environment, the functions
for location sensing, and emergency call handling in SIPC.

5.1 The Main User Interface of SIPC

Figure 5 shows the main user interface of SIPC. By clicking on different function but-
tons, users can manually invoke different functions. In the service frame, a user can
program new services to automatically handle multi-function interactions. We detail
the service creation environment of SIPC in Section 5.4. In the ‘presence information’
frame, the user can see not only the buddies’ presence status, but also their locations.
If the user click the ‘location map’ button, the buddies’ locations can be pinpointed in
location maps.
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5.2 Location Sensing and Location-Based Services in SIPC

Figure 6 shows the location map in SIPC. Buddies’ locations are pinpointed on the map.
In the map, a room can be a communication target. As shown in the figure, right click
on a room, a user can easily broadcast instant messages or conference call invitations
to all his buddies in the room.

Fig. 6. Location map in SIPC

sipc

GPS
receiver

Bluetooth

DHCP
server

swipe card

active
badge

manually

SUBSCRIBE

NOTIFY

Location
server

iButton

Scanner ScannerScanner

Consolidator

Wireless clientI2
PIC
WG
trial

Fig. 7. Location sensing in SIPC

As shown in Figure 7, SIPC supports both active location sensing and passive loca-
tion sensing. In active mode, SIPC can get its civil location encoded in DHCP options
for civic addresses [21] from a DHCP server, or get its geospatial location by reading
the serial port connected to a GPS receiver. It can also get its location information from
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the Bluetooth beacon sent by a location server. In passive mode, users can use iButton,
swipe card (such as university ID card), or active badge to generate location informa-
tion and store the location in our location server. The location server can then NOTIFY
SIPC about the location changes.

SIPC was used by the Internet2 Presence Integrated Communication working group
(PIC WG) for their rich presence trials in Internet2 member meeting in Fall 2003 and
Spring 2004. SIPC used passive location sensing in the trials. The gray area in Figure
7 shows the trial setup. Multiple scanners gathered signal strength from the wireless
client on which SIPC was running. The consolidator calculated the location based on
the signal strength information and sent it to the location server. The location server
sent the location information to SIPC by SIP NOTIFY requests.

5.3 SIPC for Emergency Call Handling

Figure 8 shows the emergency call handling architecture we are developing using SIPC.
At the caller side, SIPC acquires its location, e.g., from DHCP options. Since different
countries may have different emergency numbers, SIPC will send a NAPTR [32] request
to the DNS server to get the local emergency numbers. When a user dials a number,
SIPC will check whether it is an emergency number or not. If it is an emergency call,
SIPC will encode the location in MIME in the outgoing SIP INVITE request. At the
emergency call taker side, SIPC can pinpoint the caller on a map based on the location
encapsulated in the INVITE request. In the figure, the SIP proxy server helps to route
emergency calls to an appropriate emergency communications center.
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5.4 Service Creation Environment in SIPC

We have developed a graphical service creation environment for SIPC. As shown in Fig-
ure 9, a user can simply drag a trigger events, such as incoming call, into the drawing
area, then put different switches, such as location-switch and address-switch, for condi-
tion matching, then put different actions, such as accept or reject a call, into the drawing
area. The user can connect these elements into a decision tree. The decision tree can be
translated into a LESS script. SIPC can then handle calls based on the LESS script.
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6 Conclusion and Future Work

In this paper, we described how to integrate multiple Internet-oriented functions in our
SIP user agent, SIPC, and presented the new services facilitated by the multi-function
integration. The integration is not simply putting all the functions together but run them
separately, instead, a careful design is required to minimize the overall complexity of the
application, and enable function interactions. Multi-function interactions enable many
innovative services that are otherwise impossible. We use LESS service scripts to au-
tomate the interactions. We also briefly introduced the implementation details of SIPC.
We will investigate more Internet services, such as conference control, quality of service
handling, and user profile management, for integration and define more LESS packages
for new services.

References

1. Rosenberg, J., Schulzrinne, H., Camarillo, G., Johnston, A.R., Peterson, J., Sparks, R., Han-
dley, M., Schooler, E.: SIP: session initiation protocol. RFC 3261, Internet Engineering Task
Force (2002)

2. Wu, X.: (Columbia university SIP user agent (sipc)) http://www.cs.columbia.edu/IRT/sipc.
3. Wu, X., Schulzrinne, H.: Programmable end system services using SIP. In: Conference

Record of the International Conference on Communications (ICC). (2003)
4. Nirvis Inc.: (Slink-e) http://www.nirvis.com/slink-e.htm.
5. Moyer, S., Maples, D., Tsang, S.: A protocol for wide-area secure networked appliance

communication. IEEE Communications Magazine 39 (2001) 52–59
6. Guttman, E., Perkins, C.E., Veizades, J., Day, M.: Service location protocol, version 2. RFC

2608, Internet Engineering Task Force (1999)
7. Rosenberg, J., Peterson, J., Schulzrinne, H., Camarillo, G.: Best current practices for third

party call control (3pcc) in the session initiation protocol (SIP). RFC 3725, Internet Engi-
neering Task Force (2004)

8. Berger, S., Schulzrinne, H., Sidiroglou, S., Wu, X.: Ubiquitous computing using SIP. In:
ACM NOSSDAV 2003. (2003)

9. Shacham, R., Schulzrinne, H., Kellerer, W., Thakolsri, S.: An architecture for location-based
service mobility using the SIP event model. In: Mobisys Workshop on Context Awareness.
(2004)

10. Borenstein, N., Freed, N.: MIME (multipurpose Internet mail extensions) part one: Mech-
anisms for specifying and describing the format of Internet message bodies. RFC 1521,
Internet Engineering Task Force (1993)

11. Schulzrinne, H.: RPID – rich presence information data format. Internet draft, Internet
Engineering Task Force (2003) Work in progress.

12. Peterson, J.: A presence-based GEOPRIV location object format. Internet Draft draft-ietf-
geopriv-pidf-lo-01, Internet Engineering Task Force (2004) Work in progress.

13. Niemi, A.: Session initiation protocol (SIP) extension for event state publication. Internet
Draft draft-ietf-sip-publish-02, Internet Engineering Task Force (2004) Work in progress.

14. Handley, M., Perkins, C.E., Whelan, E.: Session announcement protocol. RFC 2974, Internet
Engineering Task Force (2000)

15. Handley, M., Jacobson, V.: SDP: session description protocol. RFC 2327, Internet Engineer-
ing Task Force (1998)



SIPC, a Multi-function SIP User Agent 281

16. Mahy, R.: A message summary and message waiting indication event package for the session
initiation protocol (SIP). Internet draft, Internet Engineering Task Force (2003) Work in
progress.

17. Fielding, R., Gettys, J., Mogul, J.C., Frystyk, H., Berners-Lee, T.: Hypertext transfer protocol
– HTTP/1.1. RFC 2068, Internet Engineering Task Force (1997)

18. Schulzrinne, H., Rao, A., Lanphier, R.: Real time streaming protocol (RTSP). RFC 2326,
Internet Engineering Task Force (1998)

19. Schulzrinne, H., Wu, X., Koskelainen, P., Ott, J.: Requirements for floor control protocol.
Internet Draft draft-ietf-xcon-floor-control-req-00, Internet Engineering Task Force (2004)
Work in progress.

20. Roach, A.B.: Session initiation protocol (sip)-specific event notification. RFC 3265, Internet
Engineering Task Force (2002)

21. Schulzrinne, H.: DHCP option for civil location. Internet draft, Internet Engineering Task
Force (2003) Work in progress.

22. Lennox, J., Schulzrinne, H., Rosenberg, J.: Common gateway interface for SIP. RFC 3050,
Internet Engineering Task Force (2001)

23. Lennox, J., Wu, X., Schulzrinne, H.: CPL: a language for user control of Internet telephony
services. Internet draft, Internet Engineering Task Force (2003) Work in progress.

24. Schulzrinne, H., Casner, S., Frederick, R., Jacobson, V.: RTP: a transport protocol for real-
time applications. RFC 3550, Internet Engineering Task Force (2003)

25. Schulzrinne, H., Arabshian, K.: Providing emergency services in Internet telephony. IEEE
Internet Computing 6 (2002) 39–47

26. Netscape corporation: (Netscape’s DDE implementation)
http://developer.netscape.com/docs/manuals/ communicator/DDE/index.htm.

27. Ott, J., Perkins, C.E., Kutscher, D.: A message bus for local coordination. RFC 3259, Internet
Engineering Task Force (2002)

28. World Wide Web Consortium: (Simple object access protocol (soap) 1.1)
http://www.w3.org/TR/SOAP/.

29. Niculescu, D., Nath, B.: Ad hoc positioning system (APS). In: GLOBECOM (1). (2001)
2926–2931

30. Dallas Semiconductor: (iButton) http://www.ibutton.com.
31. Wu, X., Schulzrinne, H.: The simplicity and safety of the language for end system services

(LESS). Technical report, Department of Computer Science, Columbia University (2004)
32. Mealling, M., Daniel, R.W.: The naming authority pointer (NAPTR) DNS resource record.

RFC 2915, Internet Engineering Task Force (2000)



Optimizing Continuous Media Delivery
by Multiple Distributed Servers

to Multiple Clients Using a Genetic Algorithm

Gerassimos Barlas and Khaled El-Fakih

Department of Computer Science,
American University of Sharjah, P.O.B. 26666, UAE

{gbarlas,kelfakih}@aus.ac.ae

Abstract. In this paper we explore the potential of a VoD system that is
based on a paradigm that has been recently proposed: that of combining
many distributed servers to handle the delivery of each requested media.

When faced with a system comprised of N servers and M clients, the
problems to be addressed are: (i) how to split the delivery task among
different servers and (ii) how to pair clients and servers, the objective
being to minimize the access time of the clients.
To this end, we present an analytical framework that enables the division
of the delivery process for each client in a distributed manner. This
framework is coupled with a genetic algorithm that enables an optimal
or near-optimal solution to the problem of pairing clients and servers, in
a small number of generations.

The paper is concluded by a rigorous study of a N-servers, M -clients
system that answers a number of important questions like, what is the
quality of service achieved and how our proposed system behaves under
increased load.

Keywords: multiple servers, multiple clients, genetic algorithms, video
on demand, divisible load.

1 Introduction

VoD presents a number of significant problems that have limited the scope and
clientele of most deployed systems to-date. The size of the data involved, even
with the latest codecs available (MPEG4), presents serious challenges to the
video servers and the carrier network. Multicasting [6] and other technologies like
simulcasting [7] permit the shift of the bottleneck from the servers themselves.
Alas, these delivery approaches also ”shift” control away from the end-user which
is ultimately the main allure of the VoD paradigm.

Keeping up with the user demands, puts hefty requirements on the servers.
Parallel video servers and intelligent disk scheduling has the potential needed,
but more-often-than-not they offer a localized solution. Clients with a slower
connection to a server have to wait for a very long time before the playback can
commence (a.k.a. Access Time - AT).

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 282–294, 2004.
c© IFIP International Federation for Information Processing 2004
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A recently proposed approach to the delivery of continuous documents is
to employ multiple distributed servers to deliver a requested document. The
framework needed for scheduling such a delivery has been originally presented
in [20] and further expanded and refined in subsequent publications [3] for the
case of a single client. In this paper we address the problem of how a system
with multiple clients and servers behaves and what are the characteristics of the
services offered. Our contribution also lies in the proposal of a genetic algorithm
for solving the server-client mapping problem under the constraint of minimizing
the average access time.

As a first step we describe the mathematical framework that enables the cal-
culation of a multi-server delivery schedule for a single client. Both single and
multi-installment strategies are described, the latter offering better utilization of
available resources, smaller AT and better suitability to adaptive strategies. The
genetic algorithm works by randomly producing a population whose individuals
are possible solutions to the client-server mapping problem. The algorithm pro-
duces optimal (or near optimal) mappings without suffering from intractability.
Our genetic algorithm is hybridized, i.e. departs from classical GA techniques,
by employing procedures for finding feasible schedules and for avoiding prema-
ture convergence to local optima. We have used a GA since we do not have an
exact solution for the delivery strategies and since GAs were successfully used
in solving a variety of optimization problems [8][15].

Our simulation study shows that the proposed solution offers a vastly im-
proved level of service from the traditional single server/per client approach.
Not only are average AT substantially lower, but even under extreme loads that
would cause denial of service to some clients, our system deteriorates gracefully.
Please note that the term server is used here to refer to server sites and not
particular machines. Each site could be a parallel server farm.

The paper is organized as follows: Section 2 presents related work in the field.
Section 3 holds a formal definition to the problem followed in Section 4 by the
mathematical framework needed for computing how to service a single-client’s
request. The genetic algorithm used to compute a near-optimum schedule for
a battery of clients is presented in Section 5. A simulation study concludes the
paper by comparing our work to the classical single-server per client approach.

2 Related Work

The idea of combining multiple geographically distributed servers for video data
delivery was originally introduced in [20]. The idea of using multiple connec-
tions to geographically distributed mirror sites has been also suggested by Ro-
driguez et.al. for minimizing FTP download times [18]. In similar premises, the
GridFTP protocol extension and associated tools facilitate speedier object repli-
cation/mirroring in high-performance computational grids [19]. GridFTP sup-
ports both parallel and stripped transfers, the latter being closer to the technique
utilized by our multiserver distribution strategy. In this paper we assume only
single connections for each client-server pair, although multiple connections can
be supported without modifications to the partitioning framework of section 4.
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Most of the work on VoD has been focused on parallel video servers. A good
introduction on the subject is given by J. Lee in [14]. Jung et.al [12] have also
proposed the use of a data partitioning scheme among servers that resembles
data-interleaving in disk arrays (RAID).

Multicasting [6] can maximize network utilization while at the same time
minimize the server load. Patching has been proposed by several researcher as a
way of accommodating clients with different playback-starting times - a major
obstacle in the use of multicasting for VoD. Patching minimizes communication
overheads by retransmitting only the parts of the movie that a client has missed
[5]. The problem with multicasting is that it requires infrastructure changes like
special routers, etc.. Also, traffic localization is needed in order to cope with
network errors and communication delays. Not to mention of course, that each
movie should be requested by many clients at the same or close-enough time.

The simulcast protocol [7] has been proposed as an alternative to multicast-
ing. The advantage is that no modification or special treatment by the network
is required. Simulcasting uses the clients as repeater nodes. The problem is that
asymmetrical connections like ADSL are not designed to efficiently support such
operations, making simulcast a choice only for low bit-rate content.

Rejaie et.al. [17] proposed a layered video format and associated mechanism
for tuning data volume to network capacity. Pejhan et.al. [16] have demonstrated
a similar technique adapted to the MPEG standard. By storing a single video
along with the motion vectors needed for encoding it at smaller frame rates can
be efficiently used for quality adaptation. Both techniques allow the adapta-
tion of the QOS to network congestion and/or different communication speeds.
However, compromising quality can be a downside to a commercial service.

3 Problem Description

The architecture examined in this paper consists of N servers connected to M
clients by generally non-uniform connections via the Internet. Each server holds
complete copies of the movies that could be requested.After a client requests a
particular movie, a number of servers ≤ N are devoted to serving this request,
by sending disjoint parts of the requested movie to the client.

Each server Si devotes bwi,j bandwidth for servicing client Cj . The number
of connections that can be simultaneously activated to a client are limited by the
client’s available bandwidth bwCj . Similarly, a server cannot accept connections
that would exceed its total bandwidth bwSi (see section 4.3). In the remaining
sections bandwidth is expressed in time-per-data-transferred units (e.g. sec/MB)

The arrangement described above for the distribution of the media files is
a proxy-at-client architecture [14], i.e. each client has to merge the individual
server streams prior to playback. An alternative approach could be to have the
proxy implemented by an ISP, thus making the client totally agnostic to the
details of the implementation and thus far simpler.

In order to build a model of the whole process, we assume that an affine model
dictates the communication costs. Thus, sending a part m of a movie from server



Optimizing Continuous Media Delivery 285

Si to client Cj requires bwi,j m Lj + o, where o is a constant overhead that can
be associated with setup activities or the cost of establishing a connection etc.,
and Lj is the length of the movie requested by client Cj . In this paper we assume
that o is incurred only once for each request and that it is the same for all servers.

The problem of a single client with multiple servers has been examined be-
fore in the literature [20], where a thorough comparison of single and multi-
installment strategies is available. The derivations presented in subsections 4.1
and 4.2 are simplifications of work presented in [3]. In this paper we focus on ex-
amining the behavior of a large scale system involving many clients and servers
using a multi-server delivery strategy. Such a system can offer improved customer
service while maximizing server utilization. Our model simplifications may in-
troduce a level of inaccuracy as far as real systems are concerned (for example
data losses are ignored) but these issues can be addressed in the future.

In the remaining sections we also use these notations: R represents the in-
verse of the movie playback rate (expressed in sec/MB). R is assumed to be
constant for each movie, i.e. we have Constant Bit-Rate media. mj,i represents
the document part that is delivered by server Si during installment j. For the
next subsection only, mi is used instead of m0,i for simplicity.

4 Scheduling Document Delivery

4.1 The Single Installment Case

If we assume that the clients don’t share any communication links apart from
the ones originating from the servers, then the delivery schedule can be found
for each individual client separately.

To simplify notation, in this subsection we remove the index related to client
identification from our parameters. If k ≤ N servers upload content to a client,
continuity of the playback is ensured if the following hold:

AT + m0 R L ≥ m0 L bw0 + o (1)
AT + (m0 + m1) R L ≥ m1 L bw1 + o (2)

. . .

AT + R L

k−1∑

i=0

mi ≥ mk−1 L bwk−1 + o (3)

In order to minimize the AT , the equality sign should be used in the above
inequalities. By doing so, and by subtracting successive inequalities, we get
mi+1 = bwi mi

bwi+1−R for i = 0, . . . , k − 2. Or in general

mi+1 =
m0

∏i
l=0 bwl∏i+1

l=1 (bwl − R)
(4)

Since the sum of all mis should be equal to 1 (also referred to as the normal-
ization equation), then we can compute m0 from:
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k−1∑

i=0

mi = 1 ⇒ m0 =

(
1 +

k−1∑

i=1

∏i−1
l=0 bwl∏i

l=1(bwl − R)

)−1

(5)

and the access time from:

AT = L (bw0 − R)m0 + o (6)

In the case of uniform connections bwi ≡ bw, the above equation can be used
for estimating the number of servers that would be needed given a desired AT :

(5), (6) ⇒
(

bw

bw − R

)k

=
R L

AT − o
+ 1 ⇒ k = � log( R L

AT−o + 1)

log( bw
bw−R )

� (7)

4.2 The Multi-installment Case

Server utilization can be substantially improved by splitting the document de-
livery into several installments, as each server stays idle for less time. Using a
multi-installment approach means that each server uploads disjoint document
parts in sequence (see Figure 1).

The continuity of the playback given N servers and W installments, is ensured
by satisfying the following N ·W inequalities for each j installment, i server pair:

AT + R L

(
i∑

l=0

mj,l +
j−1∑

k=0

N−1∑

l=0

mk,l

)
≥ L bwi

j∑

k=0

mk,i + o (8)

In order to minimize the AT , the equality sign should be used in the above
inequalities. By subtracting successive equalities for the parts delivered during
the first installment it can be shown similarly to the single installment case, that

m0,i+1 =
m0,0

∏i
l=0 bwl∏i+1

l=1 (bwl − R)
(9)

Using the same approach for installments j = 1, . . . , W − 1, we can show
that:

mj,i =






bwN−1

∑j−1

k=0
mk,N−1−bw0

∑j−1

k=0
mk,0

bw0−R , i = 0

bwi−1

∑j

k=0
mk,i−1−bwi

∑j−1

k=0
mk,i

bwi−R , i = 1, . . . , N − 1

(10)
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Fig. 1. Example of a multi-installment delivery by 3 servers employing 2 installments.
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Equations (9) and (10) define each mj,i as a linear function of parts that
precede it in the play-back order. Since (9) to (10) represent linear relationships
between each mj,i and m0,0, computing the latter can be done by assuming that
m0,0 is a constant, i.e. 1. This is equivalent to multiplying all parts by a constant
C ≥ 1 which can be estimated by the normalization equation:

W−1∑

k=0

N−1∑

l=0

mk,l = 1 (11)

since the sum of the computed parts will equal C. The above constitutes a
O(N W ) process that can yield very quickly the desired movie partitioning/
schedule.

4.3 The General Case

In the general case, we have M distinct clients Cj , each requesting a different
movie of Lj length and with a playback rate of Rj . The additional problem that
needs to be addressed is that of determining which servers should be allocated to
each client in order to minimize the average AT . To solve this mapping problem
we employ a genetic algorithm that is shown to converge to a solution in a small
number of generations.

All requests are assumed to be simultaneous and have to be serviced concur-
rently. Despite this being an unrealistic assumption, it is not without merit as
it allows us to investigate the steady-state of the system. Also, the genetic al-
gorithm we present, can be employed in an adaptive system, where the network
conditions constantly change and the pairing of clients-servers has to change in
response. An incremental GA [1] might be appropriate for solving this problem.
In this case, the genetic algorithm could be employed for revising the distribu-
tion plan at regular intervals. The new schedule would take effect for each client
at the beginning of each new installment, hence the benefit of using multiple
installments. Such a modification could be easily incorporated in our algorithm.

The objective function that has to be minimized is the following:

Z = AT =
AT1 + AT2 + . . . + ATM

M
(12)

All the above are subject to the following constraints:

– Each server allocates only one slot to each client, i.e.:

kj ≤ N ∀ j = 0, . . . , M − 1 (13)

where kj are the number of servers/connections utilized by Cj .
– The total bandwidth consumed should not exceed the servers’ capacity:

M−1∑

j=0

bw−1
i,j ≤ bw−1

Si
(14)

∀ i = 0, . . . , N − 1. If a server Si is not employed by a client Cj , bwi,j = ∞.
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– Each client’s bandwidth should not be exceeded:
N−1∑

i=0

bw−1
i,j ≤ bw−1

Cj
∀ j = 0, . . . , M − 1 (15)

5 A Genetic Algorithm for the Mapping Problem

Genetic algorithms have been adopted for solving a variety of engineering, sci-
ence, and operations research problems [8][15]. In the following subsection, we
give background information on the genetic paradigm and subsequently we de-
scribe how a GA can be adapted for solving the mapping problem.

5.1 Background

Genetic algorithms are based on the mechanics of natural evolution [9]. Through-
out their artificial evolution, successive generations each consisting of a popu-
lation of possible solutions, called individuals (or chromosomes, or vectors of
genes), search for beneficial adaptations to solve the given problem. This search
is carried out by applying the Darwinian principles of “reproduction and survival
of the fittest” and the genetic operators of crossover and mutation which derive
the new offspring population from the current population.

Reproduction involves selecting, in proportion to its fitness level, an indi-
vidual from the current population and allowing it to survive by copying it to
the new population of individuals. The individual’s fitness level is usually based
on the cost function given by the problem under consideration. Then, crossover
and mutation are carried on two randomly chosen individuals of the current
population creating two new offspring individuals. Crossover involves swapping
two randomly located sub-chromosomes (within the same boundaries) of the two
mating chromosomes. Mutation is applied to randomly selected genes, where the
values associated with such a gene is randomly changed to another value within
an allowed range. The offspring population replaces the parent population, and
the process is repeated for many generations. Typically, the best individual that
appeared in any generation of the run (i.e. best-so-far individual) is designated
as the result produced by the genetic algorithm.

In the following subsections, we describe how genetic algorithms can be
adapted for solving the mapping problem. We present the components of a hy-
brid genetic algorithm (GA) for minimizing the function Z defined in Eq. (12).
The algorithm is hybridized by procedures and design choices that account for
both the likelihood of producing infeasible individuals as a result of crossover
and mutation, and for the premature convergence to a local optima. An outline
of the algorithm is given in Fig. 2.

5.2 Population, Chromosomal Representation and Feasibility

GAs population is an array of POP number of individuals. An individual in
the population is encoded as an (N × M)-element vector [X1,1, X1,2, ... X1,M ,
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Generation of initial population, Size POP

Set rates for genetic operators

Evaluate fitness of individuals

Repeat

Rank individuals & allocate reproduction trials

for(i=1 to POP step 2) do

Randomly select 2 parents from list of reproduction trials

Apply crossover & mutation

Endfor

Evaluate fitness of offspring’s

Check feasibility of individuals

Do hill-climbing

Preserve the fittest-so-far (elitism)

Until (termination criterion is satisfied)

Solution = Fittest.

Fig. 2. Hybrid Genetic Algorithm for the Mapping Problem.

X2,1,X2,2, ... X2,M , ... XN,1 XN,2, ... XN,M ] where N is the number of the servers
and M is the number the clients, and it corresponds to a candidate solution to
the allocation of servers to clients that provides a candidate solution to the
optimization problem. The sub-vector X1,1, X1,2, ... X1,M corresponds to the
clients allocated to server 1, sub-vector X2,1, X2,2, ... X2,M the clients allocated
to server 2, and so forth. An element (gene) Xi,j = 1 (or 0), for i ∈ [1...N ] and
j ∈ [1...M ], indicates the allocation (or deallocation) of server i to customer j.

The initial population of individuals is usually randomly generated. However,
in our case, a random generation of individuals introduces too many infeasible
individuals to the population. An individual is considered infeasible, if it does
not satisfy the given constraints (14) and (15). In other words, an individual is
infeasible if it is not able to service all the clients because the sum of the active
links to each server from a client is greater than the maximum bandwidth of
that client, or the sum of the links to each client from a server is greater than
the maximum bandwidth of that server. The constraint set (13) is by default
satisfied by the above described chromosomal representation of an individual.

In order to reduce the infeasibility problem, the initial individuals generator
was written in such a way that it assigns at random one of the servers to a
client. Then, it tries to assign another server, if the second server does not make
the individual infeasible (too much bandwidth for the client). This method is
good in decreasing the infeasibility in the population. It only generates feasible
solutions, unless the servers are too slow or overloaded.

5.3 Objective Functions Evaluation and Reproduction Scheme

Using the genes of an individual, the fitness Z of an individual is evaluated
as described in (12). Henceforth, the minimal average access time of all clients
corresponds to the minimum value of the fitness Z of all feasible individuals.
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In GA, the whole population is considered a single reproduction unit within
which random selection is performed. Our reproduction scheme involves elitist
ranking, followed by random selection of mates from the list of reproduction
trials (or copies) assigned to the ranked individuals. In the ranking scheme [2],
the individuals are sorted by their fitness value. After sorting, each individual is
assigned a rank based on a scale of equidistant values for the population. The
ranks assigned to fittest and least-fit individuals are 1.2 and 0.8, respectively.
Individuals with ranks greater than 1 are first assigned single copies. Then, the
fractional part of their ranks and the ranks of the lower half of individuals are
treated as probabilities for random assignment of copies.

It has been found that ranking based selection with a maximum rank of 1.2
produces individual survival percentage of 92 to 98% in different generations[2].
This helps in maintaining population diversity and controlling premature con-
vergence. Elitism is used to exploit good building blocks and to ensure that
good candidate solutions are saved if the search is to be truncated at any point.
Preservation of the fittest individual is done by replacing the least-fit individual
by the fittest-so-far individual if the latter is better than the current-fittest.

5.4 Genetic Operators, Hill-Climbing and Termination Criteria

The genetic operators employed in GA are crossover and mutation. Pairs of in-
dividuals are randomly selected from the mating pool. Each pair of these strings
undergoes crossover as follows: an integer position k along the individual is se-
lected at random between [1..(N ∗ M)], where N ∗ M is the individual length.
The two new individuals are created by swapping all characters(genes) between
k + 1 and N ∗ M inclusively. In our case, a random selection of the crossover
point (i.e. k) produces two infeasible individuals. In order to solve this problem,
a smarter mode of crossover was implemented. Rather being totally random,
the crossover point is taken only at the end of a client. In this way, we preserve
each client’s feasibility. Moreover, in order to preserve servers feasibility, many
crossover points are tried in order to select a point that produces two feasible
individuals. The standard mutation operator is employed. Individuals and gene
positions where the alteration of the value is going to occur are selected ran-
domly. A mutation rate of 0.02 and crossover rate of 0.7 [10] are used in our
implementation.

To refine the solution quality, a simple problem-specific hill-climbing pro-
cedure which may decrease the individual’s fitness values is incorporated. Our
GA determines how many individuals to “hillclimb” by computing the function
numHill that starts with tightened hillclimbing rate and increases this rate as
the run progresses. We have experimented with different hillclimbing functions
and we have found that the following one yields the best solution quality:

numHill =
{

0.5 × NumFeasible if 0 < t ≤ 100
0.7 × NumFeasible if t > 100 (16)

where t is the current generation and NumFeasible is the number of feasible
individuals in the current population. Our GA randomly selects numHill feasible
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solutions formed in each generation and applies to each of them the following hill-
climbing procedure that searches the space nearby an individual solution using a
simple “add link” methodology. The procedure randomly selects (N*M)/3 genes
and then applies the following to each one: If the value of the gene is 0, then it is
provisionally incremented to 1. If the resulting solution is feasible, the provisional
change is made permanent and the new solution becomes the incumbent. This
means that a link between a certain client and a server is established. This
decreases this client’s access time, and thus decreases the average access time of
the individual. However, if the resulting solution is infeasible, the provisionally
incremented gene is restored to its original value. This hill-climbing procedure
enables individuals to rapidly climb the peaks, speeding up the evolution process.

The termination criterion is satisfied when we converge to a solution. In this
work, convergence is indicated when the best-so-far string does not change its Z
value for 15 consecutive generations. We experimented with different values of
POP size, and it was found that POP=20 yields the best solution quality.

6 Simulation Study

In order to test the effectiveness of the proposed scheme over a traditional single-
server approach, we run rigorous simulation tests estimating how each of the
problem parameters reflects on the quality of the delivered service, measured
by the AT . It should be noted that although other objective functions could be
employed as well, e.g. service costs, client buffer-space, AT variability, etc., these
are going to be treated in future extensions of this work.

The parameters that were used in the simulations are listed below:

– N : the number of servers ranged between 2 and 5
– M : the number of clients ranged in [100, 500 · N ], targetting a wide variety

of loads, including ones that cause server saturation.
– W : the number of installments ranged between 1 and 5
– bwS : the servers’ bandwidth was fixed at 0.08s/MB (equiv. to 100Mb/s)
– bwC : to represent the variety of clients that could use the service, each

client’s available bandwidth was randomly selected from 3 possible values:
• 16 s/MB: equivalent to a 500 kbps ADSL, with a probability of 30%
• 21 s/MB: equivalent to a 384 kbps ADSL, with a probability of 60%
• 63 s/MB equivalent to a 128 kbps ISDN, with a probability of 10%

– bwi,j : the connection speed between client Cj and server Si was uniformly
selected from

[
bwCj , 125s/MB

]
, the upper limit corresponding to 64kbps.

– Lj : movie sizes were chosen from a uniform distribution in the [500, 1000]MB
range, which is typical for MPEG-4-coded feature-length movies.

– Rj : playback rates were chosen randomly from a uniform distribution in the
[600, 1200]kbps range, again typical MPEG-4 rates for high-quality media.

As a benchmark, we calculated the AT that the clients would enjoy if they
were serviced by a single server only. In this “sequential” approach, each client Cj

connects to the fastest available server, i.e. the non-saturated one that exhibits
the smallest bwi,j .
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Fig. 3. AT vs the number of clients, for different number of servers and installments.

For each combination of N , M and W values, a total of 100 runs were per-
formed. The average AT versus the total number of clients is shown in Figure
3. As can be clearly observed, increasing the number of servers acts favorably in
improving the offered service. The shape of the curves is dictated by the avail-
ability of server resources. As the number of clients grows, some of them may
settle for slow connections, or even for just a single server. As a result, the av-
erage AT increases but the success of our multi-server GA-based scheme is that
the clients can be continuously served even when the sequential scheme begins to
fail, as indicated by the absence of data points for high M in the corresponding
curves of Figure 3. In these situations a large number of clients is denied service.

It should be noted that the clients are examined in a non-specific order, i.e.
they are not sorted prior to pairing them with a server in the sequential scheme.
Although a sorting step could possibly extend the viability of the sequential
scheme to more clients, it is unlikely that this would improve the exhibited AT
which is consistently above the one provided by our multi-server scheme.

Figure 3 also shows that increasing the number of installments improves the
average AT . Performance gains are however scant after 2 or 3 installments. More
installments might offer an edge for the deployment of an adaptive (responding
to connection-state changes) delivery scheme.

The ratio of the bandwidth a server uses for uploading movies over its total
bandwidth can be used as a metric of a server’s saturation. We refer to this ratio
as “server occupancy”. Figure 4 shows the number of generations required for
the GA to converge, versus the server occupancy. The generations needed take a
sharp decline following a slight increase as the server occupancy increases. The
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reason for this is that the GA fails to improve the original solutions generated,
giving up after exceeding the preset threshold for passed generations before
improvement. Also, as expected, an increase in the number of servers leads to
slightly slower convergence rates due to the expansion of the solution space.

7 Conclusion

In this paper we present a novel approach for optimizing the delivery of movies
to multiple clients by multiple servers. We present a genetic algorithm that can
generate an optimum or near-optimum mapping of servers to each client request,
in an effort to minimize the average AT .

The proposed delivery scheme and mapping algorithm manage to outperform
a traditional sequential delivery in every respect, yielding far superior AT while
at the same time maintaining normal operation under severe loads that would
otherwise cause a denial of service.

Future extension of our work could include:

– Offering different classes of service. Apart from the financial benefits that
such an extension would provide, it is only natural that faster and slower
clients should be not treated in the same fashion in many different levels.

– Extending the genetic algorithm to handle arbitrary request arrival times.
Delivery schedules and mappings could be refined periodically in response
to the changing network conditions and/or servers’ state (e.g malfunction).
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Abstract. As host mobility and radio interference in wireless networks cause
packet losses and delays, it is difficult to develop useful mobile real-time me-
dia applications. This paper describes a new handover strategy for end-to-end
mobility called Competition based Soft Handover Management (CSHM). Dur-
ing a handover, redundant packet streams are sent through multiple connections
which are later merged into one stream when received by the other end-point. As
each network connection competes with other connections in contributing to the
merged packet stream, the handover process can be viewed as a competition.
As a proof of concept, CSHM has been implemented in Resilient Mobile Socket,
RMS, an application-layer mobility scheme and used together with Marratech
Pro, which is a commercially available e-meeting application. By using this pro-
totype, the paper shows that it is possible to minimize redundant packets as well
as decrease packet losses during handovers.

1 Introduction

The rapidly growing number of Wi-Fi hotspots and worldwide deployment of new
wide-area networks, such as UMTS have made it possible to develop new wireless
multimedia services that can be used anywhere and anytime using any available carrier
or operator. Mobile e-meeting applications that are running on portable devices with
multi-access capabilities will for example allow users to stay connected and partici-
pate in virtual communities by using wide-area cellular networks or inexpensive high
performance Wi-Fi connections.

Even if multi-access gives users more flexibility in communication, it also imposes
new demands on network management and interoperability. When users move between
different physical locations, it may become necessary due to limited coverage or bad
network performance to make a handover to another network. Similarly, if a better net-
work becomes available, a handover should automatically be initialized to the network
offering the best price/performance ratio subject to the user’s need.

Today, users must normally take an active part in the handover process and are often
required to manually select which network to use. Moreover, during or immediately
after a handover it is very common that packet losses and delays occur due to signaling
propagation of new location updates. For most applications, such as HTTP or FTP,
handover delay is not of vital importance, e.g. waiting one or two second extra when

J. Vicente and D. Hutchison (Eds.): MMNS 2004, LNCS 3271, pp. 295–307, 2004.
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downloading a web page is not critical. For real-time media on the other hand, delays
and packet losses are extremely important and even a small disturbance can make a
media stream unintelligible.

Research about mobility management has so far mainly focused on how to pre-
serve communication and manage location updates. Handover management however,
i.e. making fast and low delay handover decisions is still a challenging problem. A han-
dover algorithm must for example be able to evaluate all available networks and select
the best performing network as fast as possible in order to avoid interruptions in com-
munications. This is particularly difficult as wireless performance can fluctuate rapidly
due radio interference, especially if the coverage is bad.

Oscillations are another problem with handover management. If it takes time to
complete a handover and if the performance of a network fluctuates, then there is always
a risk that handovers are triggered back and forth between two or more networks causing
instability and seriously degraded performance.

These problems raise the question of whether or not it is possible to design a han-
dover algorithm that can:

1. Automatically select the network that is the most suitable for real-time media, i.e.
the network with the least packet losses and end-to-end delay.

2. Make a handover to that network without the users perceiving interruptions in real-
time media flows.

3. Make handover decisions without the users perceiving degraded performance due
to oscillations.

This paper presents a new handover decision algorithm called Competition based
Soft Handover Management CSHM, that solves these problems. In the paper it is as-
sumed that mobile hosts have access to at least two connections simultaneously. It can
also be worth to point out that handover decisions are only based on network perfor-
mance. Decisions based on financial costs, such as dynamic charge models (none flat-
rate) is left for future work.

The rest of the paper is organized as follows. Section 2 gives a brief introduction
to previous work related to handover management. In section 3, the RMS is briefly
described followed by a more extensive presentation of CSHM. In section 4, the al-
gorithm is evaluated using the Marratech Pro prototype and in section 5, the paper is
finally concluded with discussion and future work.

2 Background and Related Work

There have been numerous proposals for providing lossless handovers and minimizing
the handover delay to support wireless multimedia. Several micro-mobility schemes
have for example been proposed to complement Mobile IP [14]. Cellular IP [18] pro-
vides improved handover support in limited geographical areas by incorporating cellu-
lar principles found in traditional telecommunication networks. Another micro-mobility
scheme, Hierarchical Mobile IP [15], tries to reduce the home network registration time
by using a hierarchical network management structure. A difference between the work
presented in this paper and research related to Mobile IP, is that CSHM is completely
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implemented in the application-layer and requires no support from the networks. As
mobility is managed end-to-end, CSHM can provide seamless handovers between any
network (e.g. a handover between a Wi-Fi network and a UMTS network) and not only
seamless handovers within a Mobile IP or Cellular IP enabled network. Another differ-
ence is that the paper focus on handover control, i.e. how to trigger handovers, rather
than describing how to implement handover support.

A common way to trigger handovers is to monitor the signal strength to the base-
stations and use some sort of dwell-timers, hysteresis or threshold based control al-
gorithm [3, 13, 19]. One problem with these handover strategies is that they tend to
increase the handover delay, which makes them unsuitable for real-time media.

To make more accurate handover decisions, several location-aided handover strate-
gies have been proposed in the literature [6, 8]. These studies have shown that user
movements can be fairly predicted by using a history of recorded user movements, cur-
rent direction and velocity of the user. However, it has been discussed that mobility
prediction algorithms in general are incapable of adapting to new situations and that
a small random variation can cause many mobility prediction algorithms to fail [4].
Besides, it is unclear if current technologies, for example the 802.11b can provide suf-
ficient positioning precision [10] to make handover decisions fast enough to support
real-time media.

Clearly, if packet loss during handovers could be avoided completely, it would be
possible to perform speculative handovers without degrading the quality. To provide
lossless handovers between heterogeneous networks, some work has recently been done
to add soft handover support in layers above the network layer. RMS [11] provides for
example soft handover support by allowing simultaneous use of multiple UDP sockets
for data communication. Similar functionality is provided by the ADD-IP [16] mecha-
nism in the Stream Control Transmission Protocol (SCTP) [7].

The major contribution of this paper is a new type of handover management strat-
egy for end-to-end based soft handovers. In contrast to other IP based soft handovers
schemes such as [9], CSHM is designed to use multiple IP connections simultaneously.
Rather than using redundant connections only as passive backup links, the paper shows
how redundancy can be used to improve network performance and how to evaluate
end-to-end performance during handovers.

CSHM can also be compared with other multi-link streaming protocols, for exam-
ple the work presented in [5] or the Multimedia Multiplexing Transport Protocol [12].
However, it is important to point out that the purpose of CSHM is not to increase the
throughput, but rather to minimize packet delay during handovers.

3 Competition Based Soft Handover Management

There is a strong relationship between handover management and mobility manage-
ment. While the later provides the fundamental architecture that is needed to execute
handovers, handover management controls and initializes handovers. To understand
how CSHM works, it is necessary to first explain how handover support is implemented
in the RMS.
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Fig. 1. An overview of the RMS architecture.

3.1 Resilient Mobile Socket

RMS is an application layer mobility scheme for streaming real time media, developed
at the division of Media Technology at Luleå University of Technology. The primary
purpose of the RMS is to preserve the communication and provide a more robust plat-
form by allowing applications to suspend connections and then resume them using an-
other (or the same) IP address.

An application that sends and receives packets over the Internet normally uses a
socket, representing an end-point of a communication link to another application run-
ning on the Internet. By encapsulating multiple sockets into a new socket abstraction
(RMS), any encapsulated or internal socket can fail without disturbing the applications.
As each internal socket represents an entry point to each connected network, running
applications will still be able to communicate if the current active internal socket be-
comes disconnected and another internal socket is available. In this way, a handover
process in RMS refers to migrating data flows between different internal sockets.

Figure 1 shows an overview of the RMS architecture and how internal sockets are
encapsulated. Note, that RMS besides functionality to send and receive packets also
provides methods to control which internal sockets that should be used.

The SUSPEND procedure is used to hibernate on-going communication and is au-
tomatically called when all network connections are lost, i.e. no internal sockets can be
used.

The HHO (hard handover) procedure provides the opposite operation and is used
to recover from a disconnection or to initiate a handover to another network. During a
hard handover, the currently active internal socket is first removed before a new internal
socket is created. A hard handover is typically a reactive or an unplanned operation
and occurs when something unexpected happens to the system, for example when a
connection is suddenly lost. Managing handovers in this case is quite simple as there is
usually only one connection to choose from.

The SHO (soft handover) procedure provides in contrast to hard handovers, func-
tionality to use redundancy during handovers by using multiple internal sockets simul-
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taneously to send and receive packets. This technique eliminates handover delay and
prevents packets from getting lost, but must be proactively initiated to be effective, i.e.
initiated before the currently active internal socket becomes disconnected. Because the
RMS now has access to multiple connections, a handover management algorithm must
be able to evaluate and select the best available connection.

An important component in the RMS architecture is the Handover Manager, which
can be seen to the left in figure 1. The Handover Manager is responsible for monitoring
the system and triggering handovers by calling the procedures mentioned above. A
difference between RMS and other mobility management schemes such as Mobile IP,
is that handover decisions are always made per packet stream rather than for the whole
system. This makes it possible to apply different handover strategies for different media.
Audio packets can for example be sent over a Wi-Fi connection while video packets are
sent over a UMTS network. Moreover, for none real-time media it may be sufficient to
only use hard handovers as soft handovers usually waste bandwidth. From a handover
management point of view, this kind of flexibility is extremely important as it relieves
the Handover Manager from resolving conflicting handover requirements.

3.2 Competition Based Handover Management

To be able to use soft handovers efficiently several new problems must be solved. The
perhaps most difficult problem is how to decide when to initialize soft handovers. As
mentioned before, soft handovers must always be initialized proactively, i.e. triggered
when at least two internal socket are available. A soft handover management scheme
must consequently be able to predict when a connection is going to be lost.

Another difficult problem with soft handovers is how to minimize redundancy. As
redundancy wastes resources, both in terms of bandwidth and computer resources, an
efficient soft handover management algorithm should strive to minimize redundant
packets and in the same time keep the network performance as good as possible.

The rest of this section discusses how CSHM addresses these problems and how
handover decisions can be made by using a competition based evaluation between in-
ternal sockets.

3.3 Making Proactive Handover Decisions

Even if it would be possible to make proactive handover decision based on mobility
prediction, it is important to point out that real-time media such as Voice-over-IP re-
quires that handover decisions are made within a couple of hundreds of milliseconds,
before the playout buffer is exceeded. Considering the precision of current technologies
and how much the network performance can fluctuate during a couple of hundreds of
milliseconds, location-aided handovers do not seem to be a very promising approach.
Besides, it is very likely that the performance of a radio network gets degraded even if
the user is not moving at all, e.g. somebody closes a door or the user touches the radio
antenna.

A more realistic alternative to location-aided handover is to make handover deci-
sions based on jitter interruptions in media streams. When radio conditions are bad it is
very common that packets get lost over the air interface. Link-layer approaches such as
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automatic repeat request (ARQ) attempt to hide channel losses from the network layer
by re-transmitting lost packets. However, as it takes time to retransmit lost packets, i.e.
ARQ will increase packet delay, and since packets cannot be retransmitted forever some
packets will still get lost.

When a user moves away from a network physically, it is very likely due to lim-
ited coverage that packet losses and delay occur just before a connection is completely
lost. This information is used by the CSHM algorithm to proactively initialize a soft
handover.

When an RMS end-point receives a packet stream from another RMS, it calculates
a packet delay based on the arrival time of the current packet and the previous packet.
If the packet delay exceeds a threshold value, Φ, it will send a SHO request to the
other end-point, asking it to initialize a soft handover. In this way, the receiver sends
feedback1 to the sender, which makes the final handover decision. If an RMS is both
sending and receiving packets, it will take at least two handover decision rounds before
both incoming and outgoing packets are duplicated. Note that CSHM does not make any
difference between a severely congested network and a network with bad radio perfor-
mance. If an access network becomes congested somewhere, it may also be reasonable
to initiate a handover to another network, assuming that the congested network is not
shared with the other available access networks. In this case, there is a risk that redun-
dancy makes the congestion even worse, which will negatively affect the performance
of all internal sockets.

It is important to point out that triggering handovers based on interruptions in media
streams can only be applied if packets are sent with regular intervals, i.e. packets are
sent in a specific pattern. To manage handovers for other (none real-time) media, the
Handover Manager periodically scans the routing table for changes. In case a soft han-
dover has not already been initialized, the Handover Manager will for example trigger a
hard handover if the currently used network adapter disappears from the routing table.
Similarly, to determine if a new network adapter performs better than the current one,
the CSHM algorithm can be configured to automatically trigger a soft handover when a
new network adapter appears in the routing table.

3.4 Filtering out Duplicate Packets

If packets are not lost over the network, the receiver will get duplicate copies of each
packet when redundancy is enabled. Even if many multimedia applications are designed
to handle forward error correction (FEC) and duplicate packets, it can dramatically
decrease the performance of the applications. In group communication applications,
like Marratech Pro, it is very common due to lack of ubiquitous multicast to use a
server/reflector to re-distribute packets to other participants. Hence, sending multiple
copies of each packet will undesirably increase the load on the server.

To prevent this from happening, a mechanism is needed to filter out duplicate pack-
ets and automatically turn off redundancy when performance becomes satisfactory
again. By encapsulating all redundant packets into a new packet containing a sequence

1 RMS provides an in-band signaling protocol, which can be used to exchange control informa-
tion between peers.



Providing Seamless Mobility with Competition Based Soft Handover Management 301

number, the first packet received for a given sequence number is forwarded to the ap-
plication and all other copies are dropped. One advantage of using this first-come-first-
serve scheme is that it can significantly improve the network performance during a
handover. If for example two networks are performing badly, it may still be possible to
merge the bad networks into one good network.

Algorithm 1 Competition based Soft Handover Management.
Ensure: the best performing internal socket is always used
1: dwellT imer ⇐ 0
2: loop
3: if packetDelay > Φ then
4: enableRedundancy()
5: dwellT imer ⇐ 0
6: end if
7: if dwellT imer > ∆ then
8: isocketdefault ⇐ selectWinner(Contributionisocket1 , .. , ContributionisocketN )
9: disableRedundancy()

10: end if
11: increase(dwellT imer)
12: end loop

3.5 Selecting a New Default Internal Socket

To minimize redundant packets, CSHM uses a dwell-timer that expires after a prede-
fined amount of time, ∆. Assuming that a new SHO request has not been received, i.e.
the dwell-timer has not been reset, redundancy will be disabled after the dwell-timer
has expired.

The CSHM algorithm is summarized in algorithm 1. One important difference be-
tween CSHM and other handover algorithms [3, 13, 19] is that the new default connec-
tion is not decided before the handover. During the handover, each receiver calculates
in percent how much each duplicated stream (internal socket) contributes to the merged
stream. This new metric is called packet contribution and can be viewed as a combina-
tion of packet losses and delay in respect to all other duplicated streams. The internal
socket that got the highest packet contribution is selected as the new default internal
socket after the dwell-timer has expired.

The whole handover process can be viewed as a competition where the threshold,
Φ, determines when the competition starts, the dwell-timer, ∆, when the competition
ends, and packet contribution who the winner is. A competition may not necessarily
result in a handover as it is possible that the currently selected internal socket wins. This
means that CSHM can also be used to improve network performance without actually
switching networks.

4 Evaluation

To evaluate CSHM, a working prototype has been built by integrating RMS with Mar-
ratech Pro [1], a commercially available e-meeting software providing tools for syn-
chronous interaction by combining audio, video, chat and a shared white-board.
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Extensive use of Marratech Pro has shown that audio is the most sensitive of all
involved real-time media [17]. This evaluation has therefore focused on exploring the
relationship between different Φ and ∆ settings and the effect on GSM audio quality.
The following sections describes the prototype, the experimental test-bed and present
the results.

Network C
192.168.0.0

WLAN A
192.168.2.0

WLAN B
192.168.1.0

RMS-enabled Marratech Pro
192.168.0.20

RMS-enabled E-meeting Portal
192.168.0.21

RMS-enabled Marratech Pro
192.168.1.2

Fig. 2. The test-bed. The arrows illustrates the logical packet flow.

4.1 Implementation

The main part of the RMS is implemented in Java JDK 1.4 under Microsoft Windows
XP. The Java Native Interface was used to implement functionality not supported by
the Java platform. The IP Helper API [2] available in Windows was used to access the
routing table and to detect new or disconnected network adapters.

Marratech Pro was modified by replacing the standard Java DatagramSocket with
the RMS. Since Marratech Pro clients either uses IP-multicast or a media gateway called
the e-meeting Portal to distribute packets, it was also necessary to replace the standard
Java DatagramSocket in the e-meeting Portal. The CSHM algorithm was implemented
as a part of the Handover Manager mentioned in section 3.1.

4.2 Methodology

The Marratech Pro based prototype has been tested and used together with a commer-
cial GSM/GPRS network and several 802.11b Wi-Fi networks. Unfortunately, as the
GSM/GPRS network performed badly2, it was impossible to transmit real-time media
over it. Besides, as the network was shared with other users, it was hard to interpret the

2 The round-trip time was larger than one second.
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Fig. 3. Packet flows during the experiment.

results and make repeatable experiments. It was even difficult to repeat the experiment
by moving around between purely isolated 802.11b networks as it was impossible to
move exactly the same in each experiment. One solution to this problem would be to
repeat the experiment until a statistical certainty is obtained. However, as this can be
very time consuming, it was decided to use some other method.

Another possibility would be to use a network simulator, but as this would require
a re-implementation of both CSHM and RMS in the simulator it was finally decided
to emulate different traffic flows instead. By saving a trace file for each internal socket
and then replay the trace files it was possible to test how different Φ and ∆ settings
affected the merged stream. It was particularly interesting to investigate packet losses
and how many redundant packets that were received as well as how many times the
playout buffer3 was exceeded.

Figure 2 illustrates the test-bed that was used to generate the trace files. The test-
bed consists of three hosts and two partly overlapping Wi-Fi networks connected to a
shared network. Wi-Fi connectivity was provided by two Apple AirPort with built-in
NAT routing and two Lucent Orinoco Wi-Fi adapters attached to a laptop. Each Wi-Fi
adapter was associated with different Wi-Fi network. The E-meeting Portal was run on
a AMD Athlon 1.2 GHh computer and the others were run on Intel Pentium III 1.2 GHz

3 Marratech Pro uses a dynamic playout buffer between 0 and 125 ms.
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Table 1. Data from the experiment at the Marratech Pro end-point.

Internal socket 1 Internal socket 2 Merged stream Emulated

Packets received 23448 27699 30557 30557
Total packet contribution 26.5% 73.5% – –
Packet delay ≥ 50 ms 286 290 114 132
Packet delay ≥ 125 ms 57 53 22 22
Lost packets 7468 3217 359 359

Table 2. Data from the experiment at the Portal end-point.

Internal socket 1 Internal socket 2 Merged stream Emulated

Packets received 24867 29319 30909 30909
Total packet contribution 5.1% 94.9% – –
Packet delay ≥50 ms 350 280 166 166
Packet delay ≥125 ms 68 27 27 27
Lost packets 6049 1597 7 7

computers. Microsoft Windows XP Professional was used as the operating system on
all computers.

4.3 Results

The trace files were generated by moving around physically with one laptop in the test-
bed and sending GSM audio between the two Marratech Pro clients. By disabling the
CSHM algorithm temporarily and using redundancy during the whole experiment, it
was possible to get full trace files for both internal sockets.

Figure 3 shows the packet delay for each internal socket at the Marratech Pro side
as well as the packet delay for the merged packet stream. Similar results were obtained
for the Portal end-point.

As can be seen in figure 3(a) and 3(b), internal socket 1 lost connectivity three
times while internal socket 2 lost connectivity only one time. Since all disconnections
occurred at different times, it was possible to merge internal socket 1 and internal socket
2 to one packet stream without the user noticing any disconnections at all. Moreover,
note that the packet delay for the merged stream is significantly reduced compared with
internal socket 1 and internal socket 2. Apparently, all copies of a specific packet were
not always lost even if the packet loss rate was high for both internal sockets.

Table 1 and table 2 summarize statistics from the experiment for the Marratech Pro
and the Portal end-point. At the Marratech Pro side, internal socket 1 contributed in total
with 73.5% of all packets received and at the Portal side internal socket 1 contributed
with 94.9% of all packets sent to the Portal end-point. Note that the Portal end-point
only had one network connection during the experiment and hence only one internal
socket. The result presented in table 2 shows how the internal socket 1 and the internal
socket 2 located at the Marratech Pro side were perceived at the Portal side.



Providing Seamless Mobility with Competition Based Soft Handover Management 305

Table 3. Relationship between Φ, duplicated packets and lost packets. ∆ = 100 ms.

Φ=Infinity Φ=21 ms Φ=25 ms Φ=50 ms Φ=100 ms

Packets received 30909 30885 30868 30862 30799
Packet delay ≥125 ms 22 22 22 22 22
Lost packets 7 31 48 54 117
SHO requests 0 2498 1924 1104 541
Duplicated packets 23306 3103 1882 870 363

Table 4. Relationship between ∆, duplicated packets and lost packets. Φ = 50 ms.

∆=Infinity ∆=50 ms ∆=100 ms ∆=200 ms ∆=0.5 s ∆=2 s

Packets received 30909 30725 30862 30871 30868 30891
Packet delay ≥125 ms 22 22 22 22 22 22
Lost packets 7 191 54 45 48 25
SHO requests 0 1131 1104 1078 1075 1016
Duplicated packets 23306 237 870 1653 2519 11873

As can be seen in table 1 and table 2, the emulated stream corresponds quite well
with the merged stream obtained from the experiment. The merged stream can also be
viewed as the base case or the optimal case as redundancy was always used. Ideally, a
Φ and ∆ setting should result in a similar stream, but with less redundant packets.

4.4 CSHM Performance

The CSHM parameter space was explored by locking one parameter, either ∆ or Φ and
tuning the other parameter. The goal with this investigation was not to obtain an optimal
parameter setting, but rather to get a better understanding of the CSHM algorithm.

Table 3 and 4 show the relationship between, ∆, Φ, lost packets and duplicated
packets for the Marratech Pro end-point. Similar results were obtained at the Portal
end-point. The numbers presented in table 3 and 4 are average values from six test
runs. As can be seen in table 3, a small Φ value resulted in many SHO requests, which
consequently resulted in more duplicated packets and hence less lost packets. Each
GSM packet was sent with approximately 20 ms delay and setting Φ close to 20 ms
resulted in 2498 SHO requests. When Φ was set in the range between 0 and 100 ms, the
playout buffer was exceeded 22 times, which is exactly the same performance as the
base-case, i.e. the optimal performance.

The relationship between ∆, lost packets and duplicated packets was investigated by
locking Φ to 50 ms and adjusting the ∆ parameter. As expected, a large ∆ value resulted
in more duplicated packets and hence less lost packets. Since redundancy improved the
performance during the experiment, a large ∆ also resulted in fewer SHO requests.

By studying the trace files it was observed that if the packet arrival jitter was low
and packet losses were concentrated in terms of time, it was efficient to use a low Φ
value and a big ∆ value. If on the other hand the packet arrival jitter was high, then it
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made more sense to use a higher Φ value to prevent the CSHM algorithm from always
being active.

5 Discussion

In the introduction it was asked whether or not it is possible to develop a handover
decision algorithm that can:

1. Automatically select the network that is the most suitable for real-time media, i.e.
the network with the least packet losses and end-to-end delay.

2. Make a handover to that network without the users perceiving interruptions in real-
time media flows.

3. Make handover decisions without the users perceiving degraded performance due
to oscillations.

In brief, the key to solve all these problems is to utilize multiple network connec-
tions simultaneously. The first problem is for example solved by using redundancy to
compare each network connection and automatically select the connection with the least
packet losses and end-to-end delay. As the use of a new internal socket does not affect
the performance of the currently used socket, there is no risk that the performance gets
degraded because of a handover. As an implication, it is no longer important to reduce
the handover frequency, i.e. the users will not perceive any performance degradation
when trying a new network.

The second problem is solved by merging multiple packet streams into one stream.
This technique can also be used to decrease packet delay and reduce packet losses
without performing a handover to another network. The results presented in the paper
indicate that CSHM can be used to merge badly performing networks to one good
network. However, if redundancy is going to be used as proposed in the paper, it is
important to be able to control and minimize redundant packets. The results suggest
that CSHM can be used to solve this problem or at least to reduce redundant packets for
GSM audio traffic.

Regarding the oscillations, i.e. the third problem, the CSHM algorithm does not di-
rectly eliminate the oscillations as it is still possible that handovers are triggered back
and forth between several networks, i.e. multiple SHO requests are triggered. However,
the users will not perceive degraded performance due to the oscillations as the host re-
ceives packets from both the old and the new network during the handover. Rather than
repeatedly switching between two badly performing networks, CSHM uses redundancy
to improve the performance until some of the networks become stable again or until
there is only one working connection left.
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Abstract. Last decade has seen a tremendous growing interest in wireless and 
mobile multimedia IP networking. As a consequence, the number and variety of 
devices allowing an Internet access has grown impressively and easily-
transportable mobile devices have received an enormous success. More and 
more, new products are launched with an Internet access possibility and the 
trend now is the ability to get connected anywhere, anytime, anyhow. But, 
achieving such a task implicates an increasing complexity of the networking 
and service management. The fundamental multimedia applications, for which 
multicasting is the predominant delivery technique, need to be provided in a 
mobile environment. In this paper, we investigate the issues arising from the in-
teroperation of mobile and multicasting mechanisms, focusing on specific mul-
timedia constraints. From then, we propose an innovative protocol for an effi-
cient delivery of multimedia services to desired mobile terminals. A solution for 
an anywhere, anytime, anyhow connection is hence presented. 

1   Introduction 

For many years now, there has been a sensational increase in the number and variety 
of devices connected to the Internet. Consequently, this has caused a lack of available 
IP addresses, one of the main issues addressed in Internet Protocol version 6 (IPv6) 
[1], the new version of the Internet Protocol, which is expected to be the leading stan-
dard for next generation networks. Above all, with the emergence of mobile devices 
such as laptops and PDAs, the number of mobile users, who expect to access services 
and applications the same way they did in wired networks, became larger and larger. 
The IETF proposed the Mobile IPv6 [2] approach to deal with this emerging network 
service requirement. 

In the meantime, there has been a tremendous growing interest in multimedia ap-
plications. Demand for multimedia group communication, audio and video streaming, 
videoconferencing, distributed games or Internet TV has rapidly increased. The inher-
                                                           
*  This work has been partially performed within the context of the European research project 

IST ATHENA (http://www.ist-athena.org). The authors would like to thank the participants 
for their contributions. 
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ent nature of most multimedia applications is that a communication may include a 
large number of participants. They are considered as one-to-many or many-to-many, 
where one or multiple sources are sending to multiple receivers. Multicasting is the 
technique that most efficiently supports this type of transmission. 

The combination of mobility and multicasting for the delivery of large-scale mul-
timedia applications, in IPv6 networks, represents an important challenge. The princi-
pal objective is to enable users to access the desired multimedia program with suffi-
cient Quality of Service anywhere, anytime and anyhow, hence through any kind of 
mobile device. There exists some techniques designed to multicast mobility, the most 
famous being IETF’s ones based on Mobile IPv6 [2]: Bi-directional Tunneling (BT), 
which builds a tunnel between the home network and  the foreign network of the mo-
bile node, and Remote Subscription (RS), which reconfigures the multicast tree by 
considering the new location of the mobile node. Several others have been elaborated 
but none has really addressed the problem focusing on IPv6 networks and specific 
multimedia constraints.  

In this paper, we propose a novel approach for the management of IPv6 mobile 
terminals whishing to receive multicast multimedia services. We essentially focus on 
multimedia specific constraints and try to provide the best mechanism with the least 
delivery delays and service interruption periods. The result is a called Mobility for 
Multicast Multimedia Applications in IPv6 Networks (M3IP6), based on MIP6 with 
enhanced messages and addition of special entities. This protocol has been fully 
evaluated and will be deployed at a large-scale, thanks to the European research pro-
ject ATHENA, for which it has received strong support. 

The article is constructed as follows. First, we present related works, including 
Mobile IPv6’s based solutions. Next, we focus on our proposal, by first stating the 
problem and then explaining the design and description of the M3IP6 protocol. After 
that, the evaluations of our solution, along with protocols’ comparisons, are exposed. 
Finally, the large-scale deployment thanks to the ATHENA European project is pre-
sented. 

2   Related Works 

Some researches exist on the convergence of multicasting and mobility but they 
mainly focus on IPv4 networks. Besides Mobile IPv6 and its two extended ap-
proaches: Remote Subscription (RS) and Bi-directional Tunneling (BT), there aren’t 
many applicable to IPv6 networks.  

2.1   Mobile IPv6 

The first approach to multicast mobility in IPv6 networks would be to extend IETF’s 
Mobile IPv6 protocol. In Mobile IP [3], each mobile node has a permanent home 
address (HoA), and receives a transient care-of address (CoA) when visiting a for-
eign network. The mobile node registers its current CoA with its home agent (HA), 
which is located in its home network. The home agent intercepts and tunnels to the 
CoA all packets destined to the mobile node. Mobile IPv6 integrates new features: no 
more foreign agents needed, stateful or stateless autoconfiguration, route optimiza-
tion, HoA Destination Option. Further information can be found in [2]. It appears that 
MIP6 is lighter and more efficient than MIP4. 
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The current IETF’s Mobile IPv6 specification proposes two approaches for sup-
porting multicast services to mobile hosts: Remote Subscription (RS) and Bi-
directional Tunneling (BT).  

In Remote Subscription, the Mobile Node joins the multicast group each time it en-
ters a foreign network. The main advantage of this approach is that multicast data are 
delivered on the shortest path. On the other hand, the multicast delivery tree must be 
frequently updated. This generates significant signaling overhead, and might result in 
unnecessary bandwidth consumption. Nevertheless, multicast traffic keeps flowing, 
until soft-state multicast group management information expires. Another major 
drawback of this proposition would be the join latency, which could be much too 
significant for multimedia real-time applications. 

In Bi-directional Tunneling, the Home Agent forwards multicast packets to the 
Mobile Node through a unicast tunnel. This approach has the advantage that the mul-
ticast delivery tree is not updated every time the Mobile Node moves to a different 
network. On the other hand, the data delivery path is not optimal because of triangular 
routing and redundancy may occur in case of several Mobile Nodes willing to receive 
the same multicast flow, in the same foreign subnet: Tunnel Convergence Problem. 

2.2   Mobile Multicast Protocol (MoM) and Range-Based (RB)MoM 

Mobile Multicast Protocol (MoM) [4] solves the Tunnel Convergence Problem by 
using a Designated Multicast Service Provider (DMSP). This solution allows to pro-
vide at most once multicast delivery. It does solve the problem for IPv4 networks but 
not for IPv6 ones, since there are no foreign agents in IPv6. Also, a long DMSP hand-
off can occur if the FA has to reselect its DMSP, and multicast delivery may be dis-
rupted, which is unacceptable for real-time communications. 

The Range-Based MoM (RBMoM) [5] solution is a trade off between the shortest 
delivery path and the overhead induced by the multicast delivery tree reconfiguration. 
It uses Multicast Home Agents (MHA) with a limited service range to alleviate the 
problem of a long handoff. As for MoM, RBMoM uses FA and thus cannot be directly 
extended to IPv6. Also, the performance of RBMoM is controlled by the selection of 
service range and, still, handoffs may occur when moving fast from high-distant net-
works. Other similar approaches can also be found, dedicated exclusively on IPv4, 
such as Mobility by Multicast Agent (MMA) [6]. 

3   Proposal of an Efficient Protocol   
for Mobile Multicast Multimedia Applications in IPv6 Networks 

Our solution for an efficient management of terminal mobility for multicast multime-
dia applications in IPv6 networks is now depicted. First, the problem of an efficient 
handling of multimedia communications in a mobile environment is stated through 
exposing the constraints of those specific services. Next, the architectural scheme of 
our solution is explained. 

3.1   Multimedia Services Constraints 

As presented above, no efficient solution exists for handling mobility for multicast 
applications in IPv6 networks, especially concerning multimedia sessions, which have 



Large-Scale Mobile Multimedia Service Management in Next Generation Networks      311 

their own constraints. Several proposals may achieve some parts of these. Neverthe-
less, they are not suitable to multimedia applications since they do not overcome 
multimedia constraints and especially in next generation’s based IPv6 networks. 
Those constraints mainly include: 

• Packet loss. Losses of multimedia packets can severely hamper the quality of the 
stream and damage the perception of the media at the end user; 

• Delay and error resilience. Especially streaming video must reconcile the conflict-
ing constraints of delay and error resilience. In order to maintain a high level of 
user interactivity, delay must remain relatively small (200ms); 

• Delay variation or network jitter. An important delay variation would cause prob-
lems for applications that want to play out received data at a constant rate, such as 
streaming applications; 

• Bandwidth variation. Available bandwidth varies with time and the streaming sys-
tem should adjust its sending rate as well as the quality of the transmitted bit-
stream in accordance with these changes. This constraint cannot be overcome 
through our work. It is dedicated to the multimedia source. 

The proposal described herein takes highly into consideration the first three con-
straints. Their evaluation will be processed trough two special metrics: service inter-
ruption period and delivery delay.  

3.2   Mobility for Multicast Multimedia Applications in IPv6 Networks (M3IP6) 

The proposed solution is called Mobility for Multicast Multimedia Applications in 
IPv6 Networks (M3IP6). It is based on IETF’s Mobile IPv6 approach and is not de-
pendent of any multicast protocol, as long as MLD messages are used for registration, 
de-registration, and other important features at a LAN level. The different phases of 
the protocol will now be described. 

First, a new Home Agent (HA) entity has to be considered for multicast sessions, 
in addition to the original HA, which task is dedicated to unicast flows. This Multicast 
Home Agent, MHA, will be in charge of retransmitting multicast flows to the Mobile 
Node when it is away from its home subnet. This is considered as phase 1 of the pro-
tocol. The MHA is dynamic; it depends on the previous location of the MN and 
changes accordingly.  

The MHA and the HA are the same when the MN moves away from its home sub-
net, for the first time. But next, if the MN starts moving again to another foreign net-
work, the new MHA will then not be the same entity as the HA. For most conven-
ience, it should be the Designed Router (DR) of the last visited network but, it could 
also be another node of this network as well. The only imperative point is that the 
MHA has registered to all the multicast groups the MN has, so that it can retransmit 
the flows to the MN without having to register again – that’s why the DR is certainly 
the most appropriate one. Therefore, when moving to foreign subnets, there’s no sig-
nificant latency at the MN side concerning multicast flows, essential feature for mul-
timedia applications.  

Also, while at a foreign network, a MN will subscribe to desired multicast groups 
by sending appropriate MLD report messages onto the foreign network link, as de-
scribed by remote subscription solution. After this phase is completed and multicast 
flows arrive from the DR of the link the MN is actually on, the MN will deregister 
from its MHA (which was on the previous visited link). Phase 2 of the M3IP6 proto-
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col is then initiated. We can see that the advantages of remote subscription are still 
present in our solution, without the drawback of long-lasting time wasting for the 
joining to (a) delivery tree(s). 

We could have chosen not to specify a new entity, the MHA, and to make all the 
traffic (unicast and multicast) pass through the HA. Even though this approach would 
have seemed simpler, the HA being constantly considered as the multicast forwarding 
entity, it has too important drawbacks. Above all, this method is not efficient enough 
in case of multimedia streams. Concerning disruption, it is acceptable since the MN 
will only stop receiving multicast data for a short period of time, which corresponds 
to the delay introduced by the MN for sending the appropriate instructions to the HA 
and to trigger the resumption of multicast forwarding. Though, there still remains a 
huge problem in the case of many multicast registrations of Mobile Nodes. The HA 
will have to support all of these and thus congestion in the node can occur, especially 
with multimedia streams, which are usually very heavy. The HA would be over-
loaded. Therefore, this method is not adapted at all to large-sized mobile nodes envi-
ronment and high-consuming bandwidth applications. 

3.3   M3IP6 Protocol Description for Terminal Mobility 

The M3IP6 protocol is based on extensions of Mobile IPv6 and MLD proposals. 
New messages are added to the Mobile IPv6’s ones: 

• Multicast Binding Update (MBU) from the MN to its MHA, to notify that it has 
moved; 

• Multicast Binding Acknowledgement (MBA), return message from the MHA after 
receiving a MBU; 

• Deregistration MBU (lifetime=0) and MBA, messages between the MN and its 
MHA to cease the retransmitting of multicast flows through this way. 

Some additional lists will be implemented into the nodes: 

• Multicast Home Agents list for MNs, similar to the Home Agents list for unicast 
flows;  

• Multicast Binding Cache for MHAs, similar to the Binding Cache for unicast 
flows. 

For MLD extensions, only a special message is added to inform the Designed 
Router that it should not stop receiving the multicast flow, provided the MN is the last 
one willing to receive it and it is away: MLD Listener Hold. Here is a detailed de-
scription of how this protocol works for terminal mobility: 

 

        : Multicast flow MN 

CN1 CN2 

HN 

HN: Home Network 

MN: Mobile Node 

CN1: Correspondent Node 1, terminal 

CN2: Correspondent Node 2, multimedia server 

        : Unicast communication 

DR1, HA, MHA: Designed Router, Home Agent, Multicast HA 
DR1, HA, MHA

 

Fig. 1. MN at Home Network. 
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First, the MN is at home (Fig. 1). It establishes an unicast communication with the 
terminal CN1 and it receives a multicast flow from the multimedia server CN2. The 
Designed Router is also determined as the HA of the MN. 

Next, the MN moves to a foreign network (Fig. 2). Concerning the unicast com-
munication between the MN and CN1, classic Mobile IPv6 messages are sent to es-
tablish the tunnel MN-HA: Binding Update and Binding Ack. The same mechanism is 
used for the multicast flow from the multimedia server CN2, to which the MN is 
registered: Multicast BU, from the MN to the MHA (which is the same entity as the 
HA at this moment) and Multicast BA, from the MHA to the MN. Then, the Multicast 
Binding Cache of the MHA is updated consequently with the Care-of-address of the 
MN and a Multicast MHA-MN tunnel is established. In this first move case, we con-
sider the tunnel as the same as for unicast communication. This represents phase 1.  

  

         : Multicast Binding Ack from MHA to MN 

MN

CN1 CN2

HN 

DR1, HA, MHA 

FN11

2

3

4

FN1: Foreign Network 1 

         : Binding Update from MN to HA 1

         : Binding Ack from HA to MN 

         : Multicast Binding Update from MN to MHA 

2

3

4

 

Fig. 2. First Move of the MN. 

After the reverse tunnels are established between the HA or MHA, and the MN for 
the unicast and multicast applications, packets are being encapsulated and transmitted 
through this way. Next (Fig. 3), for the unicast communication, route optimization is 
established according to the Mobile IPv6 specifications. Concerning the multicast 
flow, the MN registers to the DR2 of the foreign network it is actually in. When the 
registration process is done and the MN may receive the multicast flow from DR2, it 
informs its MHA that it does no longer need to receive these packets through the 
tunnel: Multicast Deregistration BU from the MN to the MHA (1), Multicast Deregis-
tration Back from the MHA to the MN (2). Then, the multicast MN-MHA tunnel is 
destroyed; the MN-HA tunnel for unicast communications remains still (as described 
in Mobile IPv6’s draft). The MHA is no longer DR1 but it switches to DR2. From 
now on, phase 2 of the mechanism is activated. 

Now, the MN starts moving again to another foreign network FN2 (Fig. 4). The 
same process as above is initiated (phase 1) but at this point, the MHA and the HA are 
not the same anymore. Concerning the multicast flow between CN2 and the MN, first 
a MBU is sent from the MN to the MHA, updating consequently its Multicast Binding 
Cache with the new CoA of the MN. The tunnel between the MHA and the new loca-
tion of the MN is then established. Multicast packets from CN2 are encapsulated and 
transmitted this way. 

Afterwards, the same process as the one explained in Fig. 3 is executed again. The 
MN enables Route Optimization for the unicast communication and remote subscrip-
tion to the multicasting flow through the new DR for multicast communications. With 
this solution, MNs will always act this way when switching from a subnet to another, 
even when they come back home. 
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                  : Multicast Registration Procedure through DR2 (MLD and PIM messages) 

: Suppression of the Multicast Flow from the MN-MHA tunnel, suppression of 
MN-MHA tunnel and establishment of DR2 as the new MHA for MN. 

                  : Multicast Flow reception through DR2

         : Multicast De-registration BU from MN to MHA 

         : Multicast De-registration BAck from MHA to MN

2� 

3 

4 

5 

6 

3� 

6

 

Fig. 3. Optimization of Mobile O7perations. 
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Fig. 4. MN's Next Moves Process. 

4   Evaluation and Demonstration 

Our solution is well-adapted for supporting multimedia applications since it signifi-
cantly reduces disruption and insures optimal multicast routing and low system over-
load. The M3IP6 protocol has been fully evaluated when dealing with terminal mobil-
ity through specific metrics, comparison, and simulation. The implementation and 
demonstration stage has found support in the European project ATHENA. 
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4.1   Protocol’s Evaluation 

The evaluation of our protocol has been performed first through a theoretical evalua-
tion based on metrics, then based on a comparison to other mobile multicast proto-
cols. There is also a simulation process and deeper looks that can be found in [10]. 

Theoretical Evaluation Based on Metrics. We compare M3IP6 with the two solu-
tions already proposed in Mobile IPv6: Bi-directional Tunneling (BT) and Remote 
Subscription (RS). For efficient evaluation, we use two special metrics: the service 
interruption period and the delivery delay. Service interruption is fundamental for the 
evaluation of packet losses and disruptions, one of the important constraints of multi-
media applications. Delivery delay also highly concerns real-time applications, for 
which important delays imply loss of quality. Hence, we suppose the followings: 
d(a,b): Distance between node a and node b, in number of links; S: The multicast 
source; Delprop: Propagation delay on a link, assuming it is the same on each link of 
the network for each kind of message and neglecting processing and queuing delays; 
Int(MN): Service interruption or the time interval during which the mobile node 
looses multicast connectivity, when it moves from its home network to a foreign one; 
Del(MN, S): Delivery delay or the time interval necessary to deliver a multicast 
packet from the source S to the mobile node.  JDel(MLD): The Join Delay, experi-
enced by MLD timers. This value could be set to a lower one but this may have reper-
cussions (overflow of signalization). By default, it is of 125s. 

Service Interruption Period. Concerning the Service Interruption Period, we compare 
the three solutions by neglecting agent discovery and we reach the following conclu-
sion. All details can be found in [10]. We obtain the shortest service interruption pe-
riod with our protocol: 

IntM3IP6(MN) < IntBT(MN) << IntRS(MN)  

if d(MNCoA , MHA) < d(MNCoA , HA) . 
(1) 

Or at least, the same as for BT in some cases (when the MN moves for the 1st 
time): 

IntM3IP6(MN) ~ IntBT(MN) << IntRS(MN) . (2) 

Delivery Delay. We now consider and compare the Delivery Delays of the three solu-
tions. We neglect processing and queuing delays of the messages. 

In BT, there is the establishment of a tunnel between the HA and the MN. We will 
not consider the encapsulation and decapsulation time of the packets: 

DelBT(MN, S)=Delprop[d(S, HA) + d(HA , MNCoA)] . (3) 

The packets do not have a direct path, as shown Fig. 5 (a), consequently a delay 
occurs in the delivery mechanism. In RS, there is no tunnel and therefore, the delivery 
is achieved directly, no delay is induced; it can be seen in Fig. 5 (b): 

DelRS(MN, S)=Delpropd(S, MNCoA) . (4) 
However, in M3IP6, it is a bit more complex to estimate the Delivery Delay. The 

first phase of the M3IP6 mechanism consists of the establishment of a bi-directional 
tunnel between the MHA and the MN. The Delivery Delay could be compared to the 
one of BT, with the difference that it is not the HA but the MHA that retransmits the 
multicast flow: 
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Fig. 5. Data Delivery Mechanisms in BT and RS. 

1st phase: DelM3IP6(MN, S)=Delprop[d(S, MHA) + d(MHA , MNCoA)] . (5) 

Thus, since the MN’s movement will not be, in most cases, further than one net-
work away at a time, only one (or at most two) router(s) will generally separate the 
two networks, as shown Fig. 6. 

Consequently, on the first stage of the mechanism, the delivery delay is more op-
timal for M3IP6 than for BT (and of course, a bit less optimal than RS), in most cases: 

1st phase: DelRS(MN, S) < DelM3IP6(MN, S) << DelBT(MN, S) . (6) 

When reaching the second phase, the MN is registered to multicast flows through 
the DR of the visited network, exactly identical to the RS mode. Therefore, the deliv-
ery of the packets is direct: 

2nd phase: DelM3IP6(MN, S)= Delpropd(S, MNCoA) . (7) 

We then obtain, for the second phase, the best delivery delay possible with our pro-
tocol: 

2nd phase: DelM3IP6(MN, S)= DelRS(MN, S) << DelBT(MN, S) . (8) 
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R 

(a) Data Delivery in M3IP6 (1st phase) 
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(b) Data Delivery in M3IP6 (2nd phase)  

Fig. 6. Multicast Data Delivery Mechanism in M3IP6. 

In conclusion, our M3IP6 protocol is the most efficient one, considering the two 
most important metrics for multimedia applications: the Service Interruption Period 
and the Delivery Delay. The shortest interruption period is obtained, as well as the 
best delivery delay, compared to RS and BT. 

Comparison to Other Mobile Multicast Protocols. The main advantage of our solu-
tion is that it is entirely designed to support for the best multimedia applications, fo-
cusing on their constraints. Even if it may increase the bi-directional tunnel duration, 
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it absolutely minimizes the multicast tree complexity while still meeting the delay 
constraints (i.e. a short handoff for services continuity). The use of a Multicast Home 
Agent (MHA) reduces significant disruption and the establishment of the multicast 
subscription at the visited network side assures optimal multicast routing and low 
system overload. Moreover, this distinct location of MHA and HA allows processing 
of multicast flows by a QoS differentiation scheme, for which solutions already exist. 
Minimum latency, short join delay, routing optimality are among the important fea-
tures the proposal has been based on. System load has also been taken into account, as 
well, in this evaluation process.  

The following table (Table 1) shows the advantages and drawbacks of most of the 
proposals in this area: Remote Subscription (RS), Bi-directional Tunneling (BT), 
Range-Based MoM (RBMoM), MMA, and ours, among different criteria. 

Table 1. Comparison of Mobile Multicast Protocols. 

 RS BT RBMoM MMA M3IP6 
Join Delay High Optimal Short Short Optimal 

Multicast Routing Optimal 
Non-
Optimal Sub-Optimal Sub-Optimal 

Sub-Opt.-
>Opt. 

Handoff Occurrence High Optimal Sub-Optimal Low Optimal 

Tunnel Convergence No Yes No No No 

IPv6 Support Yes Yes No No Yes 

Add. Signalisation No No Yes Yes Yes 

Add. Support at FN Low No No Low Yes 

System Load No Yes Low Low Low 

Source Mobility Possible Possible Not Specified Not Specified Possible 

4.2   Demonstration on ATHENA Platform 

The EU-funded IST Project ATHENA (ATHENA - Digital Switchover: Developing 
Infrastructures for Broadband Wireless Metropolitan Area Network Access [9]), 
which started in January 2004, takes into consideration mobility concepts and tech-
nology interoperation between DVB-T and IP. ATHENA proposes the use of the 
DVB-T in regenerative configurations and exploits the networking capabilities of the 
television stream for the creation of a powerful backbone that interconnects distribu-
tion nodes within a city. Fig. 7. shows an overall representation of the networking 
aspects of the project. 

Among its objectives, the ATHENA European project is conducting research ac-
tivities in DVB-T system and mobility. One of the goals of this research project is to 
set the proposed architecture described above and make feasible scenarios of mobil-
ity, with proper solutions and enhancements. In this particular environment, we can 
distinguish several mobility issues, either on the concern of access networks behind 
CMNs (WLAN and UMTS devices), or switching between CMNs and experiencing 
layer-3 handovers and finally, at a larger scale between broadcasting areas. Concern-
ing access networks behind CMNs, such as WLAN and UMTS, solutions for achiev-
ing mobility in those cases are known and exploited. The first challenge is to support 
the mobility case when a mobile user equipped with a DVB-T receptive device 



318      Daniel Negru et al. 

switches from one broadcasting area to another or inside the same broadcasting area 
from a frequency to another. A second objective is to permit the accessibility of IP 
services by no DVB-T receivers, located behind CMNs and able to perform mobility 
actions from one CMN to another. This point is covered by our proposed protocol: 
M3IP6. In this broadcasting context, there will essentially be multicast multimedia IP 
services, which will be transmitted between users. The intention is to provide wide 
access to mobile users, permitting them to switch instantly from an area to another.  

Therefore, the ATHENA project consists of a perfect support for integrating and 
developing at a large scale, mobility aspects, issues and, thus, our proposed solution. 

 

Fig. 7. Overall ATHENA Network Architecture. 

5   Conclusion 

The establishment of an efficient handling of mobility for multicast multimedia appli-
cations becomes a need nowadays, especially given the tremendous growing demand 
for these kinds of services and the steady increase in the number of mobile wireless 
devices connected to the Internet. Over the last few years, there have been several 
interesting proposals to achieve the interoperation of Mobility and Multicasting, but 
none explicitly focused on IPv6 networks. The IETF’s Mobile IP Working Group 
proposes Remote Subscription and Bi-directional Tunneling but they both have im-
portant drawbacks, inadequate to the specific QoS required by multimedia applica-
tions. 
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We introduced a novel approach for an efficient mobility management for Multi-
cast Multimedia Services in IPv6 Networks and proposed the M3IP6 (Mobility for 
Multicast Multimedia Applications in IPv6 Networks) protocol. Our solution provides 
a simple and efficient method, based on Mobile IPv6, for transparently handling mul-
ticast receivers’ mobility. M3IP6 advantages are to reduce data delivery delays and 
achieve almost a no service interruption period. Therefore, it overcomes most of the 
important multimedia constraints. Above all, it appeared to be designed to fully com-
ply with multimedia communications. Its integration into the European project 
ATHENA will provide a perfect context for the deployment at a large scale of 
M3IP6’s proposal. 
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Abstract. Wireless network resource use depends in large part on the mobility 
of network users. The ability to predict this mobility at least in part enables the 
network to anticipate resource use in the future and take precautionary measures 
if necessary. This work presents a neural network prediction system that is able 
to capture some of the patterns exhibited by users moving in a wireless envi-
ronment and can then predict the future behaviour of these users. These predic-
tions can then be used in a multitude of ways to ensure proper and predictable 
resource use. 

1   Introduction 

The popularity of wireless voice communication grew explosively during the end of 
the last century. The next anticipated step in wireless communication is the delivery 
of data services, specifically internet services to mobile users. It is anticipated that 
mobile users in the near future will not only be concerned with the availability of 
these wireless services, but also with the quality of these services. 

One mechanism proposed to aid in providing a certain quality of service is limiting 
the number of users accessing the network resources at a given point in time. This is 
known as Admission Control (AC). Many types of AC mechanisms have been pro-
posed for wireless networks [2], [6], [7]. This paper introduces a mobility prediction 
mechanism that can be used by AC mechanisms to better anticipate the future state of 
the network and thus make better call accept/reject decisions. 

The rest of this paper is organized as follows: Section 2 introduces some back-
ground concepts, section 3 provides an overview of current research status, section 4 
describes the design of the neural network predictor, section 5 discusses the simula-
tions used to evaluate the predictor performance, section 6 presents the results and 
section 7 concludes the paper.  

2   Background 

2.1   Distributed Call Admission Control 

Distributed Call Admission Control is a type of AC that uses information from more 
than the network access point (NAP) the user is currently connected to, and deals with 
the granularity of calls. One of the crucial decisions for any dCAC scheme is deciding 
which of the NAPs will be involved in the admission decision. This decision is not 
trivial since the group of NAPs that result in the best admission decision can vary 
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according to many factors. These factors can include global data such as the average 
congestion level in the network, time of day and day of week. It is not difficult to see 
however that the optimal group of NAPs will be different for each call that is being 
admitted to the network, and thus more important to determining this optimal group 
of NAPs is local NAP data as well as specific call data. Local NAP data is data such 
as traffic patterns observed at a specific NAP, or the congestion of the network in the 
neighbourhood of the NAP. Data specific to the call being admitted is data such as the 
resource requirements of the call and the expected call duration.  

In trying to devise a way to determine the optimal group of NAPs to involve in a 
distributed admission decision, it quickly becomes evident that the question being 
asked is how to best predict which NAPs the MT requesting admission will visit dur-
ing the lifetime of the call. Therefore the problem has been reduced to one of mobility 
prediction.  

2.2   Mobility Prediction 

Intuitively mobility prediction would be the determining of a mobile terminal (MT)’s 
future location. Although this is the general idea, there are many details that must be 
specified in order to truly understand what is being described.  

The first item that needs further definition is ‘location’. The location of the user 
carrying the MT is primarily thought of as their geographic coordinates. It has been 
noted however that there are problems with associating the MT’s location directly 
with the user’s geographic location. [11], [13] It is better to consider the motion of the 
MT through the network as the successive list of connections that the MT experi-
ences. What this means exactly is that the MT location is always one of a finite set of 
locations representing one of the possible access points in the network (NAP). This is 
illustrated in Figure 1 where the dashed line represents the user mobility and the loca-
tion of the MT changes as the connection to the network changes from one access 
point to another. In this particular example, the MT starts at NAP 2, moves through 
NAPs 5, 6, 7, 11 and ends at NAP 13. It is evident that the idea of a MT’s location is 
greatly simplified by adopting this abstraction from the user’s location. The second 
item worth mentioning is the notion that a prediction is usually based on some previ-
ous knowledge. The exact specification of what knowledge is used to make a predic-
tion is very crucial in determining the appropriateness of that prediction scheme. If a 
prediction is based on data that is simply not available in a given situation, that pre-
diction scheme is useless in that scenario regardless of how well it performs in other 
scenarios. An example of this is a requirement of privacy. If the prediction scheme 
has to respect the privacy of users and is only allowed to query their MTs for a very 
short mobility history, it may not be able to function properly. The data it requires 
may be present in the system but simply not accessible. 

The third item to consider is the classification of the prediction as one that predicts 
the time of an event or one that predicts the event at a time. The time of an event type 
of prediction is one that is presented with an event that is expected to occur and is 
required to predict the time of this event. An example of this is a prediction mecha-
nism required to predict the time at which a given MT will handoff from one NAP to 
another. The event at time type of prediction is one that is required to predict the state 
of a system at a given time in the future. An example of this type of prediction 
scheme is one that is asked what NAP an MT will be connected to at a time t in the 
future.  
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Fig. 1. 

The fourth and last item requiring discussion is the granularity of the prediction. If 
the prediction mechanism is predicting the time of an event, to what accuracy is the 
time predicted?  Seconds, minutes etc. If the prediction mechanism is on the other 
hand predicting the event at a time, this event is most likely defined at least in part by 
a location and thus the granularity of the location needs discussion. This means that a 
location can be specified in geographical coordinates, a single NAP, a group of NAPs 
etc. 

3   Mobility Prediction Mechanisms 

There are many ways of attempting to solve mobility prediction which, result in many 
prediction mechanisms. Each is unique and developed in order to solve a specific 
problem or specific type of problem but they are all related and many can be used in 
scenarios other than those they are proposed for.  

There are two main types of wireless networks where mobility is important. These 
would be a system supported by infrastructure, such as a cellular system supported by 
base stations, etc. and a system that has no supportive infrastructure, such as ad-hoc 
networks. The main difference is that an infrastructure supported system can refer to 
fixed NAP for location while an infrastructure-less system needs an abstract location 
reference.  

Mobility prediction research has mainly focused on supporting the next expected 
handoff. [1], [3], [10], [12], [15], [16]  In reality, MTs will be able to move through-
out the network and experience multiple handoffs during the lifetime of a call. It may 
therefore be necessary to predict more than just the next location the MT visits or the 
next event the MT will experience. [7],[17],[21] 

A large portion of recent research still assumes that user mobility and the connec-
tion trace for an MT are strongly dependent. There are a large number of prediction 
systems that have been proposed which attempt to measure or capture some regularity 
of the user’s mobility in order to extrapolate from this knowledge about the future 
behaviour of the user’s MT [1], [3], [12], [15], [16]. Real life mobility traces have 
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shown that this assumption of user mobility and connection trace of the MT is not as 
valid as most researchers believe [11], [13]. This raises the issue that it will most 
likely be necessary to study the behaviour of the MT and its interaction with the net-
work directly. 

Another main distinction between prediction systems is whether data is stored on a 
per user basis or aggregated into some structure. One of the most common per-user 
types of prediction mechanisms is based on the idea of path recognition [1], [9], [16]. 
Aljadhai and Znati [17] also use a per user prediction system predicting a user’s most 
likely cluster of locations. Biesterfeld et al. [20] propose a neural net scheme that 
learns a user’s mobility profile to use in prediction. The general argument when using 
a per-user prediction system is that although the mobility patterns seen in the network 
as a whole are complex, these patterns become much simpler and more regular when 
viewed on a per-user basis and can thus be exploited more easily. Prediction schemes 
that use aggregation argue that the user mobility is subject to geographical constraints 
at the place of each NAP and thus all users will exhibit similar behaviour at a given 
NAP. Therefore it is possible to predict the future location of such a user knowing the 
aggregate behaviour of all or similar users at that NAP. Soh and Kim [5] introduce a 
prediction technique that uses a road topology database that stores the probability of 
transfer from one road segment to another.  

Another difference in the approaches to solve the problem of mobility prediction 
seen in current work is whether the prediction produced is based on measurement of 
user or MT behaviour or matching the pattern of this behaviour with previous behav-
iour. A measurement based approach will typically compute a probability of events 
occurring, depending on the value of some parameters. [17] Pattern matching tech-
niques on the other hand attempt to match the observed user behaviour with some 
previously observed behaviour and forecast the future based on the observed patterns. 
[1], [9], [16], [17], [18]  This distinction is most evident in the per-user type of predic-
tion mechanisms, since most of the schemes that use aggregation will attempt to cap-
ture patterns in an overall sense but perform each individual prediction using a meas-
urement of some kind. [10], [12]  

4   Predictor Design 

We propose a mobility prediction system that uses a neural network to capture con-
nection trace patterns in wireless networks in order to predict future behaviour of 
MTs. While there has been some research that uses neural networks for similar pur-
poses [19], [20], [21], our approach is novel in that our predictor learns general pat-
terns present at NAPs as opposed to user specific patterns. As proposed in [5], [10], 
there is good reason to believe that mobility patterns will be influenced in a signifi-
cant way by the geographic limitations and trends present at the location of a NAP. 
We also note that although user mobility may be quite regular, there is a significant 
amount of independence between this regularity and regularity in the connection trace 
of an MT belonging to such a user [12], [14]. MT connection traces are influenced by 
the state of the network and there may be regularity in how a network behaves at 
particular locations which is a regularity of the network as opposed to a regularity of 
user mobility. This regularity is impossible to extract from user behaviour. This is 
best illustrated with a simple example in Figure 2, where a user, represented by the 
dashed line, initiates a call and connects to either NAP 5 or NAP 2 depending on the 
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state of the network. The handoffs then proceed as illustrated, either from even num-
bered NAP to even numbered NAP or odd numbered NAP to odd numbered NAP due 
to some property of the network. Knowing the exact mobility of the user will not 
determine exactly the behaviour of the MT connection since each time this route is 
taken, there are two possible connection traces. Studying the MT connection directly, 
the network regularity present can be observed. As a consequence, our prediction 
system trains a separate neural network at each NAP using short connection trace 
histories of MTs that connect to that NAP. The aim is to capture general patterns in 
local connection behaviour and use these to predict future behaviour of MTs that 
connect to this NAP. There are a number of advantages to using a generalized pattern 
recognition mechanism as opposed to a user specific one. First there is no need for 
each user to build up an individual history since there is an expectation that MT traces 
for users traveling along similar paths will share localized patterns. Second, a general 
pattern predictor is better able to handle erratic behaviour by a single user. In a per-
user prediction system, a user that behaves in a way he/she never has before will 
cause the predictor to perform poorly since this type of behaviour is not incorporated 
into the knowledge the predictor has about that user. In a general pattern predictor, 
there is at least a chance that some other user has behaved in a way similar to the 
erratic user and thus the predictor is somewhat prepared for such behaviour. Third, 
there is an issue of privacy that may arise when keeping track of individual user travel 
patterns. This issue is not present when only immediate history is used to train a neu-
ral network and thus aggregate the individual user travel patterns into more general 
ones.  

 

Fig. 2. 

The complete predictor consists of a number of components built around the neural 
network classifier. Initially it is necessary to collect and convert MT connection traces 
into data that can be used to train the neural network. The neural net is then trained 
with this data and ready to predict. The predictions from the neural net are not how-
ever of a form directly understandable and have to be translated into a set of NAPs 
that the MT is expected to move to in the future. Also, the neural net is trained to 
predict only the near future, so there is an external mechanism that allows for a recur-
sive prediction farther into the future. Before these components are described in de-
tail, some terminology must be introduced and a few concepts defined. 
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4.1   Concepts 

The predictor views MT connection traces on a discreet time scale of a chosen time 
unit t. This time unit is known as a time step. The time step scale needs to be small 
enough such that MT connection traces are approximately continuous.  

A network only experiences handoffs if there is more than one NAP present. NAPs 
that can handoff to each other are considered direct neighbours. NAPs that cannot 
handoff to one another are indirect neighbours of a certain degree, this being the 
smallest number of handoffs that is required for a call to be transferred between these 
two NAPs. These neighbour degrees enable the definition of an n-layer neighbour 
map. An n-layer neighbour map of a NAP is the set of all NAPs that have a neighbour 
degree equal to or less than n. A prediction of the future behaviour of an MT is repre-
sented as the set of NAPs that the MT will visit in the future time period specified. 
This set is referred to as the Future Location Set.  

4.2   Data Gathering and Input Generation 

As an MT hands-off from one NAP to another in the network, it creates a history of 
NAPs it has visited at times in the past. The exact form of this history is an ID vector 
of length Histlen as defined in Table 1. This history vector contains in it two types of 
information about the recent mobility behaviour of that MT. The first piece of infor-
mation is when this MT connected to which NAPs. Intuitively this information should 
represent a general direction of the MT’s motion. The other piece of information con-
tained in this history vector is how long the MT spent at each NAP it connected to. 
This intuitively carries information about the speed of the MT. A fast MT will spend 
less time at NAPs than a slow one.  

These two pieces of information about the recent connection behaviour of the MT 
need to be incorporated into one piece of input that can be presented to the neural 
network. This input vector is created as follows: The size of this input vector is de-
fined by the number of neighbours found in the n-layer neighbourhood of the current 
NAP (cNAP), where the cNAP is the NAP whose neural network is being trained. 
The parameter n is tuneable and represents how large a neighbourhood the cNAP 
should be aware of. An n-layer neighbourhood map is created for the cNAP which is 
a mapping of some network imposed neighbour NAP ID to an index in the input vec-
tor. The values of the input vector are then set to an initial value of 0. The parameter 
lambda (λ) has a value in the range (0, 1], where a value of 1 places all the weight on 
the absolute time spent at a NAP and disregards any historical sequence and a value 
close to 0 puts almost all the weight on the historical sequence of NAPs and little on 
the absolute time spent there. If the present time is t= 0, then t= -k is k time steps in 
the past. The input vector is created by adding the value λk+1 to the value in the input 
vector that represents the NAP the MT was connected to at time t= -k. If this NAP is 
not in the neighbourhood of the cNAP, the value for that time step is ignored and its 
information lost. An example can be seen in Figure 3 where each arrow represents 
one time step in the movement of an MT on its way to the cNAP. The MT is currently 
in the cNAP for one time step, has spent the previous two time steps connected to 
NAP 7 and the two before that to NAP 8. The neighbourhood that cNAP is aware of 
is depicted by a circle, and if the neighbour mapping is such that the ID of the NAP is 
the position in the input vector and Histlen is 5, then the resulting input vector of this 
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movement is: [λ1,0,0,0,0, λ2+ λ3, λ4+ λ5] (shown transposed to save space)  Mathe-
matically the input vector can be expressed as: 

∑
=

+ ×=
Histlen

k
k

k Pinput
0

1λ
 

(1) 

Pk is a position vector such that it has size equal to the input vector size, and has 0 
value for all positions other than the position representing the NAP where the MT was 
located at time t= -k which is equal to 1. For example, P1 = [0,0,0,0,0,0,1,0].  

4.3   Training Data Generation 

In order to train the neural network, it is necessary to have input-output pairs that are 
examples of what the network is supposed to be able to produce once trained. The 
input vector of such a training data point is gathered and created as described above. 
The corresponding output vector of this data point needs to somehow represent the 

Table 1. Parameter Definitions Table. 

FLSt(a) The Future Location Set at time t time units into the future  
according to the predictor at NAP a.  

neighbours(a) The set of NAPs that are direct neighbours of NAP a. 
T The threshold such that an output from a neural net predictor  

corresponding to a certain NAP will only result in this NAP  
being included in the FLS if this output is higher than or equal  
to T. 

λ The lambda parameter affects the weight given to the absolute  
length of time spent at a NAP as opposed to the relative time  
since that NAP has been visited.  

nno(a ! b) The output corresponding to NAP b, from the neural network  
predictor at NAP a. 

Histlen The length of the history vector used to classify the MT. This is  
as far as the system can see in the past on a per user basis. 

 
Fig. 3. 
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desired prediction output which is in essence some representation of the NAP that the 
MT will move to in the next time step. This is obviously impossible to obtain at the 
time the input vector is created since the future behaviour of the MT is not known. 
This problem is solved by waiting until the next time step to see where the MT actu-
ally goes and creating the desired output vector accordingly. This is then coupled 
together with the already existing input vector and stored as a training data point to be 
used when training the neural network.  

4.4   Output Interpretation 

There are essentially two types of output vectors in this prediction system. The first 
kind are the artificial ones, that is to say the ones created by the system in order to 
train the neural network. The second kind are the ones that are actually produced by 
the neural net after it has been trained. These vectors are identical in structure, but 
there is a difference in the values they hold and in the interpretation of these values.  

The size of all output vectors is limited by the 0+1-layer neighbourhood of the 
cNAP. In other words the size of the output vectors is equal to the number of direct 
neighbours that the cNAP has, plus one value for itself. This is because the neural net 
is trained to predict one time step into the future, and there should be no possible way 
that the MT connects to a NAP other than one of the direct neighbours of the cNAP or 
itself, by definition of direct neighbour and the scale of time steps.  

The artificial output vector is constructed in a manner identical to the Pk vectors 
described in the input section, except for the stricter size limit. The NAP that the MT 
moves to in the next time step is what defines which position in the otherwise zero-
vector has value 1.  

The true output vector as produced by the neural net depends on the characteristic 
of the neural network, but will have values that range from 0 to 1 in all positions. 
These are not probabilities even if the numbers would suggest it, although they are 
similar. These are relative confidence values that the neural net has assigned to the 
respective NAPs in the direct neighbourhood of the cNAP and to the cNAP itself as 
potential future locations where the MT will be found in the next time step. From 
these, the Future Location Set (FLS) is constructed. The FLS is the set of locations, or 
NAPs, that the neural net has a sufficient confidence in as potential connections of 
MT in the next time step. Sufficient confidence is defined by a tuneable threshold 
parameter T as defined in Table 1. The higher this threshold, the more critical the 
predictor is of which NAPs will be part of the FLS. Other than the specifics of the 
neural network, this is the general one time step prediction mechanism employed in 
this predictor. In the case of multiple time step prediction, there is an additional step 
before the comparison of the confidence values and the threshold.  

4.5   Neural Network Specifics 

At the heart of the predictor lies the neural network. The performance of the predic-
tion system is heavily influenced by the design choices made here. Neural networks 
are not all alike, and each type of neural net is suited best for a different type of prob-
lem. [22]  

The type of neural net used in this predictor is a back-propagation network. The 
main idea behind a back-propagation network is that it starts out with a random pat-
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tern encoded in it and as it is trained it modifies this random pattern based on how 
well the pattern performs on the training data. Depending on how far off the guess is, 
the network adjusts its internal state and proceeds to the next training point. 

There are a few design decisions that need to be made regarding the neural net-
work. First the number of layers in the network needs to be decided. A typical back-
propagation network consists of three layers, which is also the number of layers used 
for this predictor network. There is an input layer, a hidden middle layer and an out-
put layer. Each of these layers server a specific function, refer to [22] for a complete 
discussion. Then the number of neurons in each layer needs to be decided. The input 
layer was created such that it could be presented with the input vector, and thus the 
number of neurons in this layer is the same as the number of entries in the input vec-
tor. The number of output layer neurons is similarly dictated by the size of the output 
vector. The middle layer is then the only layer for which the number of neurons is not 
dictated by the design of the system.  

Second, the transfer functions between the neuron levels need to be decided. There 
is a number of these, the most common being sigmoid and linear functions. These are 
mathematical functions that determine how the inputs to an individual neuron deter-
mine the output of that neuron. The neural network in this system uses a log-sigmoid 
function between the input layer and the middle layer and a linear function between 
the middle layer and the output layer. This configuration is a typical configuration for 
a back-propagation neural network.  

The last major decision that needs to be made is the learning algorithm used to 
train the network. A typical back-propagation neural network uses a gradient descent 
algorithm which is what was chosen for the predictor.  

The neural network used in this predictor is a typical back-propagation neural net 
that is quite generic and can likely be improved with studies similar to that in [20]. 
The focus of this paper is the design of a complete predictor and therefore a generic 
neural network is sufficient.  

4.6   Predicting Multiple Time Steps 

So far the system has been described as only able to predict one time step into the 
future. Since the size of a time step has to be small relative to the call length, the pre-
dictor needs to be able to predict farther into the future in order for the prediction to 
be useful to a dCAC scheme. While it is possible to train a neural network to predict 
for times farther in the future, such a network is required to capture patterns that are 
much more complex than those of a one time step prediction and is thus more difficult 
to create successfully. Due to this, the multiple time prediction system is designed 
such that only one time step predictions are required. This is achieved using a recur-
rence relation that defines a prediction of arbitrary time step number as a function of 
previous predictions. The main idea behind this recurrence relation is that the predic-
tion of some future time step t depends on the prediction of the previous time step t-1, 
such that the one step prediction of all the NAPs from t-1 will create the prediction 
sought after for time step t. The exact recurrence relation is:  

}))((|),{()( 1 TwaFLSneighboursbwbaFLS btbt >∧∈= −  
(2) 

)( bannowb →=
 

(3) 
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The only information missing in equation 3 is how wb is computed. There are three 
methods of combining the outputs from multiple NAPs in order to compute wb. The 
combination method presented in equation 4 represents a method based on the idea of 
voting. Each NAP in the FLS at time t-1 produces some output confidence value for 
all its direct neighbours. Then all the output confidence values for a given NAP are 
added up, and if there is enough combined confidence, the NAP in question is in-
cluded in the FLS for time t. A potential problem with this method is that an error in 
prediction at one time step that produces a large FLS will propagate and create a very 
large FLS from that point on.  

( )[ ] ( )( )∑ −∈∀→= aFLScbcnnow tb 1  
(4) 

The combination method presented in equation 5 attempts to prevent the potential 
problem with the voting method. This is done by taking the maximum individual 
confidence value as the confidence value compared to the threshold. In essence it 
means that there is some NAP that expects the MT to travel to the NAP being pre-
dicted with a confidence that is enough such that the predicted NAP will be included 
in the FLS for time t. 

( )[ ] ( )( )aFLScbcnnoMaxw tb 1−∈∀→=
 

(5) 

The last combination method presented in equation 6 is similar to the way prob-
ability is computed for multiple events. This method is identical to the voting method 
except it includes a weight on each vote. This means that the confidence values pro-
duced by each NAP are modified according to the confidence with which the NAP 
was predicted in the previous time step. 

( )[ ] ( )( )∑ −∈∀∗→= aFLScwbcnnow tcb 1   where wc is from FLSt-1 (6) 

The threshold value to be used in any of these methods has to be determined ex-
perimentally with regard to each situation the predictor would be used in. 

5   Simulation 

In order to validate the performance of the proposed prediction mechanism, a simula-
tion was performed. The simulation consists of a number of parts. The first and under-
lying part is the mobility model that dictates how users move throughout the network 
and the structure of the network itself. For this we chose the activity based model as 
presented in [4]. We modify the network structure however such that there are only 16 
NAPs as opposed to the original 45. The network is also constructed such that there 
are two separate clusters divided by a linear structure. This attempts to model two 
cities connected by a highway, and is intended to represent the different types of envi-
ronments that the predictor may have to be used in. The number of users in the simu-
lation is 1000 and each one of these follows the activity based model. The second part 
of the simulation is the neural network prediction system. Six neurons were used at 
the middle layer at each NAP, as this number seemed to be reasonable after some 
initial experimentation. One minute represented one time unit in this simulation. The 
lambda parameter used to create the input vector was set at 0.5 in order to create a 
balance between the absolute and relative time spent at every previous NAP. The 
length of the history vector used was 30 time units, or 30 minutes. The neighbourhood 
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depth each NAP is aware of is two levels. The predictor has been tested on a 7 minute 
into the future prediction, and as configured, the mobility model allows users to trav-
erse up to three NAPs in the 7 minute interval, thus the two level neighbour maps. 
The 1000 users were allowed to move around the network for 24 hours during which 
training data was gathered. After this the neural network at each NAP was trained 
with the data collected. The next 100 minutes of the simulation were used to test the 
predictor. Various threshold values were tested at each NAP to discover which would 
provide the best performance. The range of threshold values tested was [0.15, 0.2]. 
This range was selected as a result of a number of previous short experiments. 

5.1   Evaluation Methodology 

Due to the widely varied methods of evaluating mobility prediction mechanisms pre-
sent in current literature [9], [11], [12], [14] and none of these evaluating the type of 
prediction that our system produces, we chose to evaluate our system by comparing it 
to an ideal predictor of the same type as our predictor. What this means with respect 
to the proposed prediction mechanism is that one and only one NAP should be pre-
dicted for any time step. This would be the NAP where the MT will actually be con-
nected to at that time. A predictor that is capable of such accurate prediction is a per-
fect predictor. We use two numeric parameters to perform this evaluation. The first 
parameter is what’s called a correctness ratio. This ratio is calculated by comparing 
the number of times the predicted FLS actually contains the NAP that the MT will be 
connected to at the time being predicted to the total number of predictions. The sec-
ond parameter is the predicted set size. The smaller the set size, the more accurate 
predictor is, as long as the predicted set contains the real future location of the MT. It 
is obvious that there is a trade-off between the correctness ratio and the set size.  

6   Results 

Three simulations were performed in total, each one with a different combination 
method for the inter-time step predictions. As stated each prediction was performed 
with a number of thresholds. The overall prediction performance per threshold was 
then calculated using the correctness ratio and set size parameters. The aim was to see 
how small the average set size could get given a required correctness ratio. Figure 4 
shows the smallest average set size per NAP in the network using the different confi-
dence methods for correctness ratio of 0.8. More results are available but not pre-
sented due to space constraints. Note that when the correctness ratio could not be 
reached, it was assumed that the whole network would have to be included in the FLS 
and therefore the value reflected in the graphs as the FLS size is the size of the net-
work. In order to gauge the complexity of the patterns that are present at the various 
NAPs, it is important to note that a high number of users were seen in NAPs 5, 7, 8, 9, 
and 16 while the other NAPs only had a low to moderate number of users pass 
through them.  

6.1   Result Analysis 

There is a general trend in all the results that the NAPs encountering a large number 
of unique users are ones where the predictor performs poorly. This can be seen in 
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NAPs 5, 7, 9 10, 16. NAPs 5, 7, 10 and 16 are NAPs that are frequently visited by 
MTs since they are on the main route in the network (the line from one cluster to the 
other), but are not in an area that would impose strict geographical restrictions such as 
NAP 8, 9. These represent the highway like scenario that is somewhat one dimen-
sional and thus imposes considerable geographical limits on motion. We say some-
what represents because MTs can still reach an FLS of size 7 from each of there in the 
7 time steps. NAPs 8 and 9 would then be expected to have a predictor with better 
performance than the other main-line NAPs. The outer cluster NAPs would also be 
expected to have a well performing predictor since not as many users are expected to 
pass through them. In general we see that these expectations are met; however there is 
some unexpected behaviour that happens with each combination method. 

 

Fig. 4. 

With the Voting method, the outer cluster NAPs have predictors that are able to 
achieve quite high correctness ratios with FLS sizes that are reasonably small. There 
are a few NAPs that can achieve over 80% correctness with an FLS size of only 2 or 
3, and some of these can achieve even higher correctness ratios with such small FLS 
sizes, such as NAPs 4 and 14. NAP 8 also has a well performing predictor. The NAPs 
that are expected to have predictors of a lesser performance quality due to their geo-
graphic location also fall within expectation, these being NAPs 5, 7, 10 and 16. NAP 
9 was expected to have a predictor comparable in performance to NAP 8, however 
this is not the case. Further investigation into raw data shows that NAP 9’s predictor 
is of quality comparable to that of NAPs 5, 7, 10 and 16. The reason for this in un-
clear but there are a number of explanations discussed later on. 

The maximum method is identical in performance to the voting method; again 
most expectations are met as before. Further investigation into the result data shows 
that this method does vary slightly in some scenarios, but the close similarity to the 
voting method is intriguing. 

The results for the weighted method are quite different than those of the previous 
two methods, since the predictor seems to work either quite well or not at all. This can 
be seen when the outer cluster NAPs are considered vs. the NAPs on the main line 
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between the two clusters. Most of the outer cluster NAPs show predictor is with very 
good performance and FLS sizes of less than four. The main line NAPs and two of the 
outer cluster NAPs (13, 14) however contain predictors that show very poor perform-
ance. This suggests that this method is highly sensitive to the pattern complexity pre-
sent at a location, since the predictions are either very accurate or not accurate at all. 

6.2   General Comments 

Is clear that the neural net predictor is very successful in certain situations. It is also 
clear however that there are situations where the performance is unacceptable. There 
are a number of potential causes of this. First it is possible that the neural net used is 
simply too small or too simple to be able to capture the complexity of the patterns 
present at those locations. It’s also possible that there simply are no patterns at those 
locations or the patterns present are very faint. The possibility is there that the neural 
predictor simply cannot be used in such situations, however the success of the neural 
predictor in other situations would lead us to believe that such a conclusion is prema-
ture and requires more proof. Although the neural net predictor obviously requires 
more work in order to be successful in the simulated scenario, we feel it is more im-
portant to focus on the development of a mobility model that is more reflective of 
reality than the one currently used. The extent of mobility models in research today is 
not sufficient such that a model exists which reflects real mobility in wireless net-
works [8], [11], [13]. Too many mobility models make assumptions that are not real-
istic and have an extreme influence on the performance of mechanisms like ours.  

7   Conclusion 

In this paper we present a mobility predictor that is able to learn and predict connec-
tion patterns of MTs and abstracts completely from user mobility. The predictor is an 
aggregating predictor, in that it does not keep any per user information but rather 
focuses on using a general behaviour exhibited by MTs at a certain location. This 
ensures user privacy.  

The performance of the predictor was measured using a simulation based on the 
activity based mobility model [4]. Multiple prediction methods were tested and the 
general result was that the prediction mechanism is quite successful in some scenar-
ios, while not successful in others. While it is possible to tune the predictor for each 
simulated scenario, there is no simulation scenario available that is close enough to 
real mobile networks and thus makes this tuning a marginally useful effort. Therefore 
the current results are sufficient to conclude that the presented prediction mechanism 
is useful, and further improvements in its performance will need to be made only after 
it has been tested either in a real wireless network or with a simulator that is suffi-
ciently reflective of a real wireless network.  
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