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Preface

After three volumes covering the various techniques quantifying the relations of bio-
logical activity and chemical properties of drug molecules, the fourth volume in the
series “Methods and Principles in Medicinal Chemistry” focuses on the role of lipophi-
licity in drug action and toxicology.

Lipophilicity is well known as a prime physico-chemical descriptor of xenobiotics
with relevance to their biological properties. The hydrophobic interactions of drugs
with their receptors, the pharmacokinetic behaviour of drug molecules, toxicological
properties and pharmaceutical aspects like solubility are examples of a steadily in-
creasing number of topics in which lipophilicity plays an important role.

In keeping with the outstanding imiportance of lipophilicity in biosciences, this topic
is treated in the present volume by more than twenty leading experts. The first out of
five sections covers the physico-chemical background of molecular interactions and
partitioning. The following two sections deal with the various experimental and com-
putational approaches to quantifying lipophilicity. Experimental assessment includes
partitioning as well as chromatographic alternatives. Computational procedures range
from the classical approach employing hydrophobic fragmental constants to three-
dimensional concepts which reflect the impact of conformational aspects of lipophilic
behaviour. The last two sections reflect the relevance of lipophilicity in biological re-
sponses to xenobiotics and in drug design. Inter alia, the dependence of pharmacoki-
netic processes, like membrane transport and biotransformation on lipophilicity as
well as environmental hazard assessment using lipophilicity data, deserve mention
here. Lipophilicity scales for peptides and amino acids are discussed in their relation to
drug design.

The present volume convincingly achieves its main objective, to put emphasis on
lipopilicity as an important property for a vast number of biological processes.

December 1995

Diisseldorf Raimund Mannhold

Ludwigshafen , Hugo Kubinyi
Amsterdam Hendrik Timmerman
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A Personal Foreword

The idea to write a state-of-the-art monograph examining manifold aspects of lipophil-
icity was born at the 7th European QSAR Symposium in Interlaken (1988). The Orga-
nizing Committee suggested that the spared funds of the Symposium be utilized for or-
ganizing a workshop on lipophilicity which would establish a solid base for such a
monograph, and challenged us to undertake the task. It took us six long years to fulfill
the first part of our commitment. The Symposium on Lipophilicity in Drug Research
and Toxicology was held in Lausanne in March 1995, and was only possible thanks to
an additional support by numerous companies and organizations. The remaining task
turned out to be even more difficult. To publish a book so specified meant to ask a
number of authors for collaboration. The our great joy, the majority of the contacted
persons accepted, wrote their chapters, and even delivered their manuscript in time.
We thank them for their collaboration.

However, editing is a thankless task. The text of any book of this series should be
generally comprehensible, thus assuming a more or less consistent style. In trying this,
editors are put under pressure by both authors and publisher, for different reasons. On
top of it, there are also series editors who have firm and generally justified notion
about the style of the entire book series. There is also a different degree of bias by indi-
vidual partners: in our estimate the highest one with the authors, who usually present
their favorite child with a great deal of an understandable enthusiasm, and the lowest
one with the publishers who ist obliged to consider — and to foresee — the general suc-
cess of the publication. Editors and series editors may find themselves somewhere
half-way in between. Provided that the final outcome does not have a character of con-
ference proceedings, the editors are compelled to set up basic style rules, and to exer-
cise a certain pressure on the authors to follow them. In most instances, this was bene-
volently understood and respected.

The book contains, besides purely methodological contributions and established
physico-chemical concepts, also chapters which my seemingly touch the problem of li-
pophilicity only from afar, or which may rather be considered as dreams of the future.
However, we are conviced that they have a rightful place in this book.

There are many persons, in additions to the participating authors, to whom we owe
our thanks. To name only very few of them, Professor Jean-Luc Fauchére gave the
spiritual, and also material, impulse to this book. The VCH editors, Dr. Thomas Ma-
ger and Dr. Michael Bir carried out all the burdens asociated with the preparation for
printing and manufacturing. And our colleagues, the series editors Professors Rai-
mund Mannhold, Hugo Kubmyl and Hendrik Timmerman, were most helpful with
their critical comments.

February 1996 ‘

Zirich i Vladimir Pliska
Lausanne Bernard Testa

Basel : Han van de Waterbeemd
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1 Lipophilicity: The Empirical Tool and the
Fundamental Objective. An Introduction

Vladimir Pliska, Bernard Testa and Han van de Waterbeemd

1.1 Setting the Scene

At the end of the 7th QSAR Symposium held in Interlaken in 1988, the organisers
asked a number of participants which topics they felt should require greater attention
in future meetings. The list of suggestions was indeed long and diverse. One subject,
however, was mentioned almost unanimously, namely the pharmacological, toxicolog-
ical, and pharmacokinetic significance of weak interactions in general and lipophilicity
in particular.

This interest is understandable and legitimate. Weak interactions such as hydrogen
bonds, van der Waals forces, hydrophobic effects, and charge transfer interactions are
absolutely essential for molecular recognition and interactions in living systems. They
underlie the formation of firmly determined molecular and supramolecular structures
(for instance in biological macromolecules, membranes, etc.) and, at the same time,
enable their amazing flexibility and adaptability. As a rule, several weak forces partici-
pate in any interaction occurring in a biological system. Due to their superposition, in-
termolecular and intramolecular complexes may exhibit a broad range of association
constants from about 10* mol L™ (enzyme-substrate complexes) to 10" mol L™ (poly-
valent antibody-antigen complexes). Since biologically important macromolecules al-
ways contain a variety of polar and nonpolar sites, the role of polar and hydrophobic
forces is of utmost significance in all processes of biological recognition.

Before going any further, it appears appropriate to comment on the words “hydro-
phobicity” and “lipophilicity” since they are used rather loosely and inconsistently in
the literature. As discussed in greater details below, lipophilicity is a molecular property
expressing the relative affinity of solutes for an aqueous phase and an organic, water-
immiscible solvent. As such, lipophilicity encodes most of the intermolecular forces
that can take place between a solute and a solvent. In contrast, hydrophobicity is a con-
sequence of attractive forces between nonpolar groups (e.g., hydrocarbon chains and
rings) and therefore is but one component of lipophilicity. Factorization of lipophilicity
into its polar and hydrophobic components contributes considerably to our understand-
ing of the nature of lipophilicity and its role in the biological world [1, 2].

1.2 Biological Aspects

The relation between lipid solubility and biological effects of drugs was recognized al-
most a century ago by Meyer [3] and by Overton [4]. Some decades later, Pauling dis-
covered a relationship between lipophilicity and anesthetic potency in a series of chem-
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ically heterogeneous compounds [5]. It soon became evident that a quantification, or
even a description of lipophilicity in thermodynamic terms, is not practicable. Until
now, only empirical scales of lipophilicity have been of importance in practice, some
expressing the changes in free energy associated with solute transfer between two pha-
ses, others being dimensionless indices relating partitioning data of given solutes to a
general standard. This latter approach is based on the assumption of linear free-energy
changes and is represented by the Leffler-Grunwald operators [6]. It was, in fact, first
employed by Hammett in 1935 to describe electronic properties of substituent groups
attached to a fixed molecular backbone [7]. Later, Zahradnik and coworkers used re-
sponses obtained in two related biological systems to derive what is in fact, but not by
name, a set of lipophilicity constants [8, 9]. Such attempts were not unique during the
late 1950s and early 1960s. However, it is to the great credit of Hansch, Fujita and Leo
that empirical constants can be readily used in pharmacology and toxicology [10, 11].
Besides deriving an extensive set of lipophilicity descriptors, the so-called m-values,
Hansch and colleagues proved their apparent additive nature, thus establishing them
as genuine substituent constants.

The structure and function of any biological system are closely related to the lipo-
philic properties of its component molecules. First, lipid-lipid interactions strongly in-
fluence the structure of biological membranes, and thereby the compartmentation of
compounds within cell organelles. Second, transport and distribution processes within
biological systems are to a large extent controlled by the lipophilicity of the system
components. The highly hydrophobic interior of a bilayer membrane enables or facili-
tates the passage of lipophilic substances and prevents the free diffusion of polar mole-
cules except water in and out of cells and organelles. By controlling both transport and
compartmentation processes with some degree of selectivity, lipophilicity imposes an
adjustable resistance to free diffusion, thus becoming the major obstacle to a random
distribution of substances in biological systems, which would be entirely incompatible
with life. The same is true for distribution within an organism where several physiolog-
ical barriers control the access of endogenous and exogenous compounds to various or-
gans and tissues. It is well established that the hemato-encephalic (blood-brain), pla-
cental and hemato-mammary (blood-mammary gland) barriers are of a very selective
nature, so that specific transporter systems have to mediate the passage of vital com-
pounds, the hydrophilicity of which prevents their passive membrane permeation.

Last, but not least, lipophilicity plays a dominating role in ligand-receptor interac-
tions, e.g., in the binding of hormones, neurotransmitters, modifiers of cellular pro-
cesses (e.g., growth, initiation, or repression factors) and drugs to their receptors. The
same applies for enzyme-substrate, enzyme-inhibitor, antigen-antibody and other
ligand-macromolecule interactions.

1.3 The Molecule in the Background

While molecular pharmacology deals with the response of a cell to a substance recog-
nized as a message, medicinal chemistry attempts to unveil the semantics, and perhaps
also the syntax, of the molecular language which encodes these messages. In order to
achieve this, molecular structure has to be described in a pharmacologically relevant
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way; adoption of a multilevel description of molecular structure [12] appears to be the
best approach to this end. Such a description starts at a simple geometrical level, con-
tinues with a stereoelectronic one, and ends up at levels of intermolecular interactions.
It is at these latter levels that one encounters properties like solubility and lipophilicity
whose high content in structural information remains difficult to understand fully.

Lipophilicity, however, is far from being only an empirical tool in structure-activity
analysis. It is also a unique probe that can be used to unravel the complex and dynamic
interplay between intermolecular forces and intramolecular interactions in solutes of
interest. The former comprise interactions between a solute and the aqueous and or-
ganic phases, namely [1, 2, 13]: ‘

® Jon-ion and ion-dipole (permanent, induced) interactions (for ionic solutes});
® Charge transfer interactions;

® Hydrogen bonds (normal, reinforced);

® Van der Waals interactions (forces of orientation, induction, and dispersion);
® Hydrophobic bonds.

Intramolecular interactions that influence lipophilicity can be classified as follows:

® Through-bond electronic effects a) in aromatic systems, and b) across aliphatic seg-
ments;

® Through-space electronic/polar effects comprising a) internal electrostatic bonds
(ionic bonds, H-bonds, and other electrostatic bonds), b) internal electrostatic re-
pulsion, and c) collision of hydration spheres due to proximity effects between polar
groups;

® Through-space steric/hydrophobic effects comprising a) internal hydrophobic bonds
(hydrophobic collapse), and b) internal steric hindrance.

Intramolecular interactions can explain differences in lipophilicity seen between re-
gioisomers and between configurational diastereomers. The interplay between con-
formational diastereomerism and lipophilicity, which is particularly manifest in molec- -
ular chameleons, is gaining increasing recognition in compounds of sufficient size and
functional complexity [14]. Furthermore, intramolecular interactions affecting lipo-
philicity represent a major and incompletely understood challenge to the accuracy of
current fragmental systems.

1.4 Some Pragmatic Aspects
1.4.1 Definitions and Symbols

At this point, we should make an explanatory comment concerning the expressions
“hydrophobicity” and “lipophilicity”. Their usage is not uniform. Semantically, they
seem to stand for the same feature or object, and are therefore frequently considered
to be synonymous. In the scientific use, however, their meaning is quite different. The
following operational definitions have been suggested by the TUPAC [15, 16]:

o Hydrophobicity is the association of nonpolar groups or molecules in an aqueous
environment which arises from the tendency of water to exclude nonpolar mole-
cules.
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® Lipophilicity represents the affinity of a molecule or a moiety for a lipophilic envi-
ronment. It is commonly measured by its distribution behavior in a biphasic system,
either liquid-liquid (e.g., partition coefficient in 1-octanol/water) or solid-liquid
(e.g. retention on RP-HPLC or TLC, see section 1.4.2) systems.

Such definitions are by no means unambiguous and noncontroversial, as our knowl-
edge of molecular mechanisms underlying these phenomena, although continuously
growing, is still far from being complete. There are, however, pragmatic reasons for
their (albeit tentative) differentiation, and it is therefore not astonishing that they oc-
cur with different frequency in languages used in different research disciplines. The
term “hydrophobicity” is familiar to biophysicists working with X-ray diffraction,
NMR spectroscopy and molecular models. It is used in connection with the description
of the molecular surface of a compound in contact with an aqueous environment.
“Lipophilicity” is a term mainly employed by medicinal chemists to describe transport
processes of a compound in biological systems. Much confusion also exists in the sym-
bols of lipophilicity parameters. To bring some clarity, we offer in Table 1 a compila-
tion of useful symbols.

1.4.2 Experimental Techniques

A great step forward has been achieved since the pioneering work of Meyer [3] and of
Overton on the partitioning of anesthetics in olive oil/water [4]. Hansch, Fujita and
their coworkers chose the 1-octanol/water solvent system as an arbitrary standard for
expression of lipophilicity [10, 11], and pioneered its measurement by the shake-flask
technique. Most of the available data refer to this partitioning system. This standard
technique, sometimes laborious and precarious, can efficiently and quite safely be sub-

Table 1. Lipophilicity parameters and their recommended symbols

Referred Symbol Parameter Alternatives

log P partition coefficient of neutral species® log K, log PC

log Py log P for 1-octanol/water

log Py log P for alkane/water

log D distribution coefficient: “apparent” partition®  log P’, log Py,
coefficient

log Dy, log D for 1-octanol/water

log Dy log D for alkane/water

log P* partition coefficient of cationic form

log P~ partition coefficient of anionic form

log P*'~ partition coefficient of zwitterionic form

CLOGP log P calculated by the CLOGP program®

log k log of capacity factor in RP-HPLC

log k,, log k extrapolated to 100 % aqueous eluent

¥ log P and log D can be calculated one from the other using the appropriate correction for
ionization [1].
® Reference [19].
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stituted by various chromatographic techniques: thin-layer chromatography (TLC),
reversed-phase high performance liquid chromatography (RP-HPLC or RPLC), and
centrifugal partition chromatography (CPC), which are all employed routinely.

1.4.3 Computational Procedures

Lipophilicity has been expressed by means of manifold descriptors mainly based on
partition coefficients or similar thermodynamic features. Relationships between indi-
vidual scales are, apart from some exceptions, very close. These descriptors can be ob-
tained by a number of computational routines; they receive attention in this book.
Fragmental constants, i.e., contributions of individual molecular fragments to the
overall value of a descriptor, are roughly additive and thus afford quick predictions of
lipophilicity from molecular structures. In this way, some problems and limitations as-
sociated with the experimental assessment of substituent constants can be overcome
[17]. From a visual point of view, this property has been simulated as a dynamic pro-
cess, exhibiting the characteristics observed experimentally [18].

From a practical point of view, lipophilicity descriptors are important for at least two
reasons. First, they may predict unsatisfactory drug candidates and avoid, in a simple
way, an extensive experimentation. This relates to both transport properties and in-
trinsic activity of the potentially interesting substances. Second, they enable to investi-
gate structure-property relationships, in particular intermolecular forces and intramo-
lecular interactions. These relationships are of utmost importance in drug design. It
would be, for example, of little use to design a highly hydrophilic substance if it is tar-
geted to the central nervous system.

1.5 Objectives of the Book

In summary, lipophilicity is an essential property of molecules whose roles in biological
systems are numerous and essential. Above all, it is intimately connected with regula-
tory pathways in living systems, and allows them to exist away from equilibrium. In so
far as medicinal chemists and pharmacologists aim at sending messages (i.e., drugs) to
ailing cells, they cannot avoid viewing lipophilicity as one of the most significant prop-
erties controlling both the delivery and the reception of the message.

The aim of this monograph is therefore rather straightforward, namely, to present
the state-of-the-art of the area, to bring about a current insight necessary for interpre-
tation of lipophilicity data, and to demonstrate how research in cell biology, pharma-
cology, medicinal chemistry, toxicology, and related fields can benefit from them. Our
main interest, however, is to put emphasis on lipophilicity as an important property
controlling a great many processes in living organisms.
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2 Lipophilicity: A History

Michael S. Tute

Abbreviations

AM1 Molecular orbital program (Dewar)

CLOGP  Program for lipophilicity calculation

HPLC High performance liquid chromatography

HYDRO Program for lipophilicity calculation on flexible solutes

ISA Isotropic (non-polar) surface area

SASA Solvent accessible surface area

SCAP Program for lipophilicity calculation using solvent-dependent
conformations

TLC Thin layer chromatography

Symbols

D Distribution coefficient

f Hydrophobic fragmental constant

P Partition coefficient, refers usually to octanol/water

S Molar solubility

Sa Surface area

S; Atomic surface area

T, Melting point

|4 Solute volume

oy Solute H-bond donor strength

Bu Solute H-bond acceptor strength

Ag; Atomic partial charge

b1 Hydrophobic substituent constant

¥ Solute polarity/polarisability

Ty Enthalpic component of hydrophobic substituent constant

T Entropic component of hydrophobic substituent constant

Y Hammett electronic substituent constant

2.1 Introduction

Lipophilicity is usually expressed by the partition coefficient (logP), a molecular pa-
rameter which describes the partitioning equilibrium of a solute molecule between wa-
ter and an immiscible lipid-like organic solvent. By convention, the ratio of concentra-
tions in the two phases is given with the organic phase as numerator, so that a positive
value for logP reflects a preference for the lipid phase, and a negative value reflects a



8 2 Lipophilicity: A History

relative affinity for water. Also by convention, where ionizable molecules are con-
cerned, logP refers to the neutral species whereas what is actually measured may be
the distribution coefficient, logD. The distribution coefficient refers to the ratio of to-
tal concentrations of ionized and unionized species across both phases.

Many workers have emphasized that the value of logP depends largely on interac-
tions made by the solute with the water phase, either being repelled by water (hydro-
phobic effect) or solvated by water through hydrogen bonds or other polar forces (hy-
drophilic effect). Such emphasis has encouraged use of the term hydrophobicity, and in
medicinal chemistry and particularly for QSAR the substituent constants, 7, and frag-
ment constants, f, are almost universally described as hydrophobic substituent para-
meters or hydrophobic fragmental constants.

Use of the term hydrophobicity has also been dependent on a perception of the ther-
modynamics of partitioning of strictly nonpolar solutes such as the aliphatic and aro-
matic hydrocarbons between water and a lipid phase, and on a particular use of the
term “hydrophobic bonding” to describe the tendency of nonpolar groups to associate
in aqueous solution, thereby reducing the extent of contact with neighboring water
molecules. As discussed by Némethy [1], the formation of such “hydrophobic bonds”
has long been considered to be driven by an entropy effect: the water molecules be-
come more ordered around exposed nonpolar residues, and when the hydrophobic
“bond” is formed, the order decreases, resulting in a favorable entropy and hence free
energy of formation. For over 30 years, it has been commonly supposed that the “hy-
drophobic” interaction between nonpolar side chains of a protein, associated with
formation and breakdown of layers of abnormal water, makes a prominent contribu-
tion to the stability of the native, folded form. The existence, nature, and effect of “hy-
drophobic hydration“ is today a subject of intense controversy (see sction 2.4.2).

Use of the term hydrophobicity by the Hansch group [2], who in 1964 pioneered the
use of octanol/water as the standard solvent pair for measurement, could also be justi-
fied on the grounds that this particular solvent pair is such that polar effects are similar
in each phase. Both water and octanol have hydroxyl groups that can participate in po-
lar interactions with the solute molecule, and moreover there is a considerable amount
of water within the octanol phase. So, an octanol/water logP value will emphasize dif-
ferences in hydrocarbon interactions with water and with lipid, but tend to hide differ-
ences in the interaction of polar and hydrogen-bonding groups.

Recent studies have clearly and repeatedly shown that logP in general incorporates
two major contributions, namely a “bulk” term reflecting both hydrophobic (entropic)
and dispersion (enthalpic) effects, and electrostatic terms reflecting hydrogen bonds
and other dipole-dipole effects. Moreover, the emphasis on interaction of the solute
with the water phase has been challenged; more emphasis has now been placed on en-
thalpic interactions within the lipid phase; free energy simulations have been carried
out and thermodynamic measurements have been made to better understand funda-
mental interactions of the solute with each phase. As a result, traditional explanations
of partitioning in terms of “hydrophobic bonding” have had to be reconsidered.
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2.2 Measurement of Lipophilicity

The partition coefficient was first defined in 1872 by Berthelot and Jungfleisch [3], who
wrote “On the Laws that Operate for the Partition of a Substance between two Sol-
vents”. It was first used to correlate and explain the potencies of biologically active
substances at the turn of the century, by both Meyer [4] and Overton [5] in their studies
of narcotic compounds. Overton’s work stimulated other investigations of the use of
partition coefficients for biological correlations, among them a study by Seidell [6] in
1912. Believing that the partition coefficient of thymol might be relevant to a study of
the mode of action of thymol against hookworm, Seidell made measurements using a
variety of lipid phases, including olive oil, castor oil, peanut oil, and linseed oil. In
those days, measurement was particularly tedious: it was necessary to separate thymol
from the oil by a steam distillation, and then to estimate thymol in water by treatment
with bromine, titrating the resulting hydrobromic acid produced!

With the development of UV spectroscopy, measurement of the partition coefficient
for compounds with strong absorption, nonextreme values, and sufficient solubility in
the aqueous phase has become routine, using the “shake-flask” method, partitioning
between one of a wide variety of lipid phases, and water or an appropriate buffer solu-
tion as the aqueous phase. For many ionizable compounds, compounds of low solubili-
ty, and compounds with low UV absorbance or extreme values of partition coefficient
then special methods of measurement or alternative lipophilicity parameters have had
to be devised.

In 1959, Gaudette and Brodie [7] realized both the possibility for using a partition
coefficient to model lipophilic character, and the relevance of lipophilicity to pharma-
cokinetic processes. They found a parallel between the heptane/buffer partition coeffi-
cients of certain drugs, and their rate of entry into cerebrospinal fluid. However, gen-
eralised use of logP as a lipophilicity parameter did not come about until after 1964,
with the Hansch octanol/water system remaining to this day the standard for both ex-
perimental and theoretical investigations. In 1971, Leo, Hansch and Elkins [8] pub-
lished the first comprehensive review of partition coefficients, with a tabulation of
nearly 6000 values, including their own measurements on some 800 in the octanol/wa-
ter system. The review incorporated an account of the shake-flask method of measure-
ment, which was discussed more exhaustively in a 1973 monograph by Purcell, Bass
and Clayton [9].

Octanol/water logP has also been measured by high-performance liquid chromatog-
raphy [10], and by using a filter-probe to sample selectively from the aqueous or lipid
phase so there is no need to fully separate the phases [11, 12]. For ionizable com-
pounds, Brandstrom in 1963 [13] was first to use a potentiometric titration technique.
One aqueous phase titration, with a pH-meter probe, was carried out in the aqueous
phase to determine pX,. A second titration was carried out in the presence of octanol,
when partition occurred and the pX, shifted. The difference in pK, was related to logP.
In 1974 Seiler [14] modified this technique so as to determine pK, and logP from a
single titration. The technique has now been refined to enable not only simuitaneous
pK, and logP determination, but to allow treatment of substances with multiple ioniza-
tion constants, ion-pair partitioning, and self-association reactions leading to the
formation of oligomers [15, 16].
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Lipophilicity has, since 1964, been traditionally measured in the octanol/water sys-
tem. However, for particular purposes and for particular sets of compounds, other sol-
vent pairs have been used. Octanol/water values have been shown to be generally sat-
isfactory for modeling serum protein binding and for modeling lipophilic interactions
with biological membranes consisting largely of protein, but for other types of mem-
brane then a different solvent system might be more appropriate. In 1989, Leahy et al.
[17] suggested that membranes (or receptors) could exist with very different hydrogen
bonding characteristics from those of octanol. Thus, membranes may contain neither
acceptors nor donors (modeled by an alkane); or contain largely amphiprotic groups
(as in a protein, modeled by octanol); largely proton donor groups (which may be
modeled by chloroform); or largely proton acceptor groups (as in a phospholipid mem-
brane). Leahy argued for the use of propylene glycol dipelargonate (PGDP) as lipid
phase to model phospholipid membranes (Fig. 1) and have accordingly measured
many partition coefficients in the PGDP/water system [18].

For many compounds, the traditional equilibrium method of partition coefficient
measurement may be impossible, impractical, or inappropriate. As a practical alter-
native to logP, particularly for biological correlations, much use has been made of
parameters derived from chromatographic retention. In 1941 Martin and Synge [19]
showed that for reversed phase thin-layer chromatography, Eq. (1) relates partition co-
efficient, P, to the ratio, Ry, of distances moved by the compound spot and the solvent
front in a given time, with K being a constant for the system. In 1950 Bate-Smith and
Westall [20] defined the parameter R, as in Eq. (2) from which Eq. (3) follows. In
practice, excellent correlations have been found between R,, and log® taking the form
of Eq. (4). Kaliszan [21] has reviewed the use of lipophilicity parameters derived from
HPL.C, TLC, and paper chromatography.

Al
(3]

R, = logP — logK 3)
R, =alogP + b (4)



2.3 Calculation of Lipophilicity 11

2.3 Calculation of Lipophilicity
2.3.1 Substitution Method

The Hansch group were the first to point out [2] in their influential paper of 1964, that
the octanol/water logP value of simple benzenoid derivatives could be calculated by a
method bearing close analogy to the Hammett [22] treatment of chemical reactivity, in-
cluding ionization, of substituted benzene derivatives. Hammett had shown in the
1930s that the equilibrium or rate constant of parent (unsubstituted) molecule, Ky,
and the equilibrium or rate constant for a substituted compound, Kx, could be corre-
lated by

K
1 _BX) = 5
o8 (K) 0ox ®
which could be rewritten as
logK = gox + logKy (6)

The substituent constant oy refers to the electronic effect of the substituent and is a pa-
rameter applicable to many different reactions (characterized by different values of o)
whose rate depends on the degree of electron release or withdrawal by the substituent.
For the derivation of ¢ constants, the ionization of benzoic acids was defined as the
standard reaction for which g was set to unity. In analogous fashion to the Hammett
treatment, Hansch defined substituent constants, s, by Eq. (7), choosing octanol/wa-
ter as the standard system. Then, by analogy to Eq. (6) for reaction rates or equilibria,
Eq. (8) could be used to calculate logP.

P
log (‘P—:) = JIx 7
logPx = logPy + mx (8)

Just as Hammett had found that different o values were required for para- and for
meta-substituents on a benzoic acid, because of differing contributions of field and
resonance effects on reactivity, so the Hansch group immediately recognized that dif-
ferent & values would be required according to the environment of the substituent.
Electronic effects in particular would alter the interaction of a polar substituent with
the water phase: consider 4-nitrophenol, where neither the hydroxyl group nor the
nitro group would behave towards water or towards octanol in like fashion to the hy-
droxyl or nitro group in phenol itself, or in nitrobenzene. It was rapidly appreciated
that the lipophilicity parameter, logP, was only to a first approximation an additive
property: it has considerable constitutive character. This at first proved to be a major
difficulty for the calculation of lipophilicity, but in fact opened the way to using lipo-
philicity measurements to probe a variety of intramolecular effects, including not only
electronic but steric effects, so-called proximity effects when polar groups share a
solvation shell, hydrogen bonding, and conformation (sometimes called folding
effects, see chapter 4).
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2.3.2 Fragment Additivity Method

The n-system was used for some 15 years, but was destined to give way to a much more
general fragmentation method of calculating logP. The substituent scheme was only
applicable, in general, to substituted benzene derivatives. For other compounds, the
problem immediately arose, what does one take as “parent” and what as substituent?
Moreover, rather serious errors occurred in the application and interpretation of lipo-
philicity calculations using the substituent approach. Hansch and Anderson [23] in
1967 suggested that the difference in calculated logP and in measured logP (which was
lower) in compounds of the type C4Hs;CH,CH,CH,X indicated a folding of the alkyl
chain, so that substituent X interacted with the aromatic ring through “intramolecular
hydrophobic bonding”. In 1973 Nys and Rekker [24] suggested that the difference did
not arise from any intramolecular folding, but in fact arose because of the implicit ne-
glect of the lipophilicity of hydrogen. The application of Eq. (7) to calculate logP for
the compounds above requires the addition:

lOgP(C(,HS - CHZ - CHZ - CH2 - X) = 10gP(C6H(,) + 3.77:(CH3) + JK(X)

and makes no distinction between the lipophilicity of CH; or CH,.

Nys and Rekker [24, 25] then suggested a totally different approach to logP calcula-
tion, which was to transform our understanding. This approach was based on the
assignment of “fragmental constants”, f, to a selection of structural fragments, the cal-
culated logP then being simply the sum of fragment values appropriate to the molecule
plus a number of interaction factors, F, that were necessary to correct for intramolecu-
lar electronic or steric interactions between fragments. The fragment system is ex-
pressed by Eq. (9):

10gP=Z1fi+§F,~ &)

Rekker used a large database of published logP values to derive both fragment values
and correction factors statistically. His first book on the method was published in 1977
[26] and refinements were later made by Rekker and de Kort in 1979 [27] using a data-
base of over one thousand logP measurements. A second book in 1992 by Rekker and
Mannhold [28] includes further refinements and example calculations.

A feature of Rekker-type calculations as currently implemented is that many of the
correction factors, F, are considered to be multiples of a so-called “magic constant”,
Cy, the latest value for which is 0.219 [28]. The calculation of lipophilicity therefore
follows Eq. (10) with, for example, a proximity correction of kn (key number) equal to
2 for a two-carbon separation of polar groups:

logP = Y fi + Ykn.Cy (10)
i=1
There has been much speculation as to whether the “magic constant” has any funda-

mental significance, Rekker having proposed that it might be related to a quantum dis-
placement of water in the first solvation shell around the solute.
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Not long after Rekker had published his hydrophobic fragmental system (based on
a “reductionist” principle — the statistical analysis of a large database), Leo et al. [29]
devised a fragmental system based on a “constructionist” principle, that is, based on
the selection of just a small set of well-validated measurements on relatively simple
molecules. In 1979, Hansch and Leo [30] went on to publish a book on their version of
fragment additivity, outlining the method and giving sample calculations. By this time,
though, the method (particularly the application of correction factors) had become ex-
tremely complex, and a computer program was clearly required. The program,
CLOGP, was duly written to take a structural formula input, and output a logP value,
along with some indication of confidence in the value, and a breakdown of fragments
used and correction factors applied. The current version of this program is widely rec-
ognized as the “industry standard” for calculation of logP. An account of the history of
logP calculations was given in 1985 by Dearden [31] and in 1993 Leo [32] reviewed the
status of logP calculations based on fragment additivity and empirical correction
terms. By this time, the MASTERFILE database maintained by the Hansch group at
Pomona College in Claremont, California, contained over 40000 logP values me-
asured in over 300 solvent systems, including over 18 000 in octanol/water. Details of
the fragment additivity method, including the all important methods of assigning the
various correction factors, have been published by Leo [32, 33].

2.3.3 Fragmentation into Atoms

For its fragments, the CLOGP method uses a basis set of “isolating” carbon atoms (ali-
phatic and aromatic taking different values), attached hydrogen atoms, and a variety
of “polar” fragments, again having different values for an attachment to an aromatic or
aliphatic structure. Of course, fragmentation of a molecule is somewhat arbitrary, and
there are advantages and disadvantages of any fragmentation scheme. Fragments lar-
ger than a single atom can be selected, so that significant electronic interactions are
contained within one fragment, and this is perceived as the main advantage of using
fragments larger than single atoms. The advantage of using an atomic fragmentation
approach is that ambiguities are avoided, but a disadvantage is that a very large num-
ber of atom types are needed to describe a reasonable range of molecules, unless
atomic charges are calculated to distinguish between various electronic forms of the
same, or similarly hybridised, atom. In 1984, Broto et al. [34], in 1986 Ghose and Crip-
pen [35], and in 1989 Viswanadhan et al. [36] implemented atomic level schemes of ad-
ditivity. Ghose and coworkers extended and refined their atom values in 1987, and sug-
gested that fewer atom types may be needed, provided that a separate parameter for
atomic charge were to be included [37]. They suggested that use of a molecular orbital,
CNDO7/2 calculation, may be appropriate.

Atom level fragment schemes work well in many instances, but a common short-
coming, pointed out by Leo, is the failure to deal with long-range interactions such as
found in p-nitrophenol [32].
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2.3.4 Molecular Orbital Calculations

Many workers have been attracted by the possibility of calculating molecular orbital
indexes that should be relevant to the differences in solvation energy between water
and octanol. The first such effort was by Rogers and Cammarata in 1969 [38], who de-
veloped a correlation equation for octanol/water logP of just 30 simple aromatic solut-
es using charge density and induced polarization as calculated parameters, suggesting
that solvation by the aqueous phase was charge-controlled, whereas solvation by the
octanol phase was polarizability controlled. This idea was followed up by Klopman and
Iroff [39] in 1981, and by Zavoruev and Bolotin [40] in 1982, who also found charge
density calculations useful in simple series of solutes. The Klopman study of 61 solutes
indicated that terms for bulk as well as charge were necessary. As many as 10 inde-
pendent variables were required, including the number of hydrogen, carbon, nitrogen,
and oxygen atoms; the sums of squared charges on carbon, nitrogen, and oxygen
atoms, and indicator variables for the presence of functionalities such as acid or ester,
nitrile, and amide.

Coming now to 1989, Bodor and coworkers [41] developed a regression model for
prediction of octanol/water logP in which charge density on nitrogen and oxygen
atoms was found important, a dipole moment term was included, and “bulk” was re-
presented by descriptors of surface area, volume, and molecular weight. They extend-
ed the Klopman set of solutes to include 118 miscellaneous aliphatic, aromatic and he-
teroaromatic compounds, with functional groups embracing alcohols, phenols, amin-
es, ethers, and amides; and even included a few complex drug molecules such as atro-
pine and tetracycline! The most important result to emerge from this work was that
surface area (see section 2.3.5) and volume were the most significant descriptors. Al-
though the standard error and correlation indicate a good predictive power, the meth-
od, needing the intermediate computation of 15 regression parameters, on a structure
previously fully optimized using the AM1 procedure, must rank as too unwieldy for
general predictive use.

2.3.5 Calculations Based on Surface Area

In 1949, Collander [42] showed that for solutes of a similar structure (homologous se-
ries, similar hydrogen bond donating, or accepting properties) logP for a solute in one
solvent, e.g., octanol, could be related to its logP in another solvent, e.g., chloroform,
by a linear equation as shown in Eq. (11).

10gPoctanol =a + b lng)chloroform (11)

Collander relationships have often been invoked to estimate logP values in one system
from values measured in another.

In 1978, Dunn and Wold [43] analyzed data for 26 solutes in 6 different solvent sys-
tems by principal components analysis, and established that there are two fundamental
components which contribute to the partition coefficient. They suggested that one
component is associated with the chain length in homologous series and may be a mo-
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lar volume or surface area effect, while the second is clearly the result of a polar inter-
action between solute and solvent.

In discussing the concept of “hydrophobic bonding”, Hermann in 1972 suggested
and later found a linear relationship between solubility of hydrocarbons in water, and
the surface area of the cavity they form [44]. Earlier, in 1971, Lee and Richards had in-
troduced the concept and showed how to calculate “solvent accessible surface area”
(SASA) to describe quantitatively the relationship of proteins to solvent [45]. The
SASA was defined as the area of the surface traced out by the center of a probe sphere,
representing a water molecule, as it moves around the solute molecule, just touching
its van der Waals surface. In 1974, Chothia [46] found linear relationships between
SASA and free energy changes for the solvent transfer of protein residue side chains.
In 1976, Yalkowsky and Valvani calculated SASA to estimate partition coefficients of
hydrocarbons [47].

Following on from these studies, Moriguchi and coworkers [48] in 1985 made use of
SASA (S,) together with empirical correction terms for polar moieties (Sy), to core-
late with logP for 138 miscellaneous compounds with a correlation coefficient of 0.995!
In Eq. (12), note that since S, is the total surface area (but not including hydrogen
atoms) and not the hydrophobic area, the Sy parameter implies both a correction for
hydrophilic surface area, and the effect of specific hydration of the polar moiety. The
method was able to reproduce differences of logP between geometrical isomers, not
calculable by other means. It therefore opened the way to the calculation of a logP for
different conformations.

logP = 1.905, — 1.00).Sy — 1.06 (12)
n=138,r =0.995,s = 0.13

In 1987, Dunn and coworkers [49, 50] made a highly significant contribution by defin-
ing the possible structure of hydrated complexes of solute molecules containing polar
groups. They then measured an isotropic surface area, ISA, as the SASA associated
with the nonpolar portion of the hydrated solute, and as a separate parameter, the
SASA associated with the hydrated surface area was calculated and expressed as a
fraction, f(HSA) being the ratio of hydrated surface area and total surface area of the
hydrated solute molecule. Principal component analysis on the logP values of 69 sol-
utes in 6 solvent systems extracted two factors explaining almost all variance in parti-
tioning, and these factors were proposed to be ISA and f(HSA). Linear regression
equations were then developed to estimate logP in each solvent system. Interestingly,
the coefficient in the ISA term was the same for each solvent system, the coefficient in
the f(HSA) term differed considerably for each system, but was not statistically signifi-
cant in predicting octanol/water or ether/water logP! This led to the suggestion that in
these particular solvents, the solute may partition as the hydrated molecule. This sugges-
tion is most reasonable, in the light of recent studies on the so-called “water-dragging”
effect of many solutes, which can increase the concentration of water in the nonpolar
phase at equilibrium [51].

Camilleri and coworkers in 1988 [52] explored the possibility of using surface area to
predict partition, and considered over 200 benzene derivatives containing a variety of
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substituents and functional groups, such as alkyl, hydroxyl, alkoxyl, amino, ester, ke-
tone, etc. They chose to use the Connolly surface of the molecule [53], which is also
obtained by rolling a sphere over the solute surface, but which is defined as the sum of
contact and re-entrant surfaces, the re-entrant surface being the inner surface of the
solvent probe as it comes in contact with two or more atoms of the solute. Each mole-
cule was considered as a combination of fragments defined as, e.g., aromatic hydrocar-
bon, saturated hydrocarbon chain, OH group, NH, or NH group, carbonyl group, etc.
The regression Eq. (13) was solved, to find coefficients a, where A, values are the mea-
sured surface areas of the various components of the molecule:

logP =qay + a1A1 + a2A2 e a,,A,, (13)

For interpolative prediction of logP, Eq. (13) was deemed as accurate as the CLOGP
program. Moreover, it is clearly applicable to different conformations, especially those
involving a shielding of certain parts of a molecule from solvent interaction. When ap-
plied to predict logP for paracyclophane (Fig. 2), for example, CLOGP gives a value
of 5.79, whereas a value of 4.83 was calculated by the Camilleri method, compared
with experimental measurements of 4.33 by “shake-flask” and 4.61 by HPLC. Whereas
the Camilleri method is clearly applicable to different conformations, it was para-
meterized using conformationally rigid compounds, to avoid any problem of having to
estimate conformation, and to avoid making the invalid assumption that structures do
not change their conformation on passing from one phase to another.

In 1991, Kantola and coworkers presented an atom-based parameterization, using
atomic contributions to surface area, §;, atomic numbers, N, and net charges Ag;, as-
sociated with each atom and with the molecule in a defined conformation [54]. They
thereby computed a conformationally dependent lipophilic quantity, p, which is only
equal to the macroscopic property, logP, if only one conformer (or a rigid compound)
is involved in each phase. For Eq. (14), parameters, o,f3,y were obtained by regression
analysis on a set of 90 rigid compounds:

p= Zi:ai(N)Si + Bu(N)S{Ag) + v(N)gq: (14)

Considering all compounds, containing carbon, nitrogen, oxygen, halogen, and hydro-
gen atoms and by using AM1-computed geometries and charges, a quite reasonable
correlation coefficient of 0.92 was achieved.

CH,——CH,

e

CH,—CH, Figure 2. Paracyclophane
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The next advance to be made in computing conformationally dependent lipophilic-
ities will involve a determination of thepopulation of each conformation in both pha-
ses. Partition coefficients will then need to be computed by summation over all con-
formations. Some progress towards this goal has been made by Richards and cowor-
kers who in 1992 developed the HYDRO program [55]. This program is intended to
compute logP for conformationally flexible molecules, but has so far been tested on
only a few uncharged linear dipeptides. The method is the first to consider explicitly
the effects of the population of accessible conformational minima in both phases. The
partition coefficient for each dipeptide was calculated from the energy change on mov-
ing the relevant gas phase conformations into water and into octanol. These energies
were calculated by using solvation contributions based upon solvent accessible surface
area, and two sets of empirical parameters, the initial gas phase conformations being
generated by systematic search, molecular mechanics.

2.4 The Nature of Lipophilicity

The physiochemical nature of lipophilicity can bediscerned from relations between
logP and other physical properties, whether measured or calculated. Perusal of
relationships between the empirical correction factors used in fragment additivity
schemes, and actual structure in solution as determined by spectroscopic methods, can
also give clues.

Clearly, lipophilicity depends on the relative solvation energies between water and
the lipid (octanol) phase. More can be learned by study of each phase separately, than
by study of complex partition systems with solutes bearing both nonpolar and polar
residues, where it is never easy to ascribe an effect to one or the other phase, or to a
combination of effects.

One of the first computerized methods proposed for the estimation of logP was
SCAP (solvent-dependent conformational analysis) developed by Hopfinger and But-
tershell [56] in 1976. For simple solutes, a solvation energy was computed for each
phase separately, using solvation shell parameters and applying these to a molecular
mechanics model of the solute.

A modern equivalent to a SCAP computation, but much more computationally in-
tense, is the free energy perturbation method, whereby a partition coefficient differ
ence can be calculated for simple solutes between pure solvents. Thus, Richards and
coworkers in 1989 [57] used molecular dynamics simulations and the free energy per-
turbation method to compute the difference in logP between methanol and ethanol,
partitioned between water and carbon tetrachloride. Calculated and experimental val-
ues for this difference agreed to within 0.06 logP units.

Unfortunately, the high content of water in the octanol phase (2 mol L™ at equilibri-
um) does not lend it to detailed simulation. A simulation taking place in a “box” of sol-
vent would have to contain enough solvent molecules to determine whether the water
was evenly distributed or tended to cluster round, or hydrate, the solute. The flexibili-
ty of the octanol molecule (six rotatable bonds) would greatly increase the simulation
time if using many explicit solvent molecules. Octanol was chosen for QSAR studies
for a number of reasons, one of which was its high water content and its ability to hy-
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drogen bond, so as to model a biological membrane better than a pure lipid solvent
such as carbon tetrachloride or benzene.

2.4.1 Relation to Other Molecular Properties

Since logP reflects the difference in solvation energy between water and the lipid
phase, it is to be expected that correlation would be found between logP and water sol-
ubility. Hansch, Quinlan and Lawrence in 1968 found linear relationships with logS,,
for a wide range of liquids [58]. In 1980, Yalkowsky and Valvani extended this to solids,
by including melting point in a linear relationship [59]. By 1991, Suzuki [60] had de-
veloped an estimating system for both partition coefficient and solubility. Eq. (15) cov-
ers a wide range of logP and molar solubility, S, values in a set of 348 liquids and 149
solids. T, is the melting point in °C; for liquids 7, is set equal to 25.

logl/S = 1.050 logP -+ 0.00956(T,, — 25) — 0.515 (15)
n =497, r = 0.976, s = 0.505

If the important feature of the partitioning process is the formation of “iceberg” or “or-
dered” water about a solute, one would expect linear relationships between the “bulk”
of the solute (surface area, see section 2.3.5, or volume) and free energy of partition-
ing, with corrections for polar interactions between the solute and water. Many corre-
lations with volume have been presented, often being given in support of the “iceberg”
theory of the hydrophobic effect [61]. In a seminal paper published in 1977, Cramer
[62] looked in detail at volume/solvation relationships for hydrocarbons and for rare
gases. He pointed out that whereas solubility of hydrocarbons in water decreased lin-
early with molecular volume, the solubility of rare gases in water actually increases
with volume, in direct contradiction to the then current views of “hydrophobic” bond-
ing. He discussed some other discrepancies in the popular “iceberg” theory of hydro-
phobic bonding, pointing also to the oft-overlooked importance of interaction with the
lipid phase in determining logP. In the partitioning of a methylene moiety from water
into octanol, Cramer gave the values of AG = - 0.54 kcal/mol for favorable solvation
by octanol, and only AG = + 0.18 for unfavorable solvation by water. The overall pro-
cess of transfer of a methylene is thus much better characterized energetically as li-
pophilic, than as hydrophobic — whatever the nature of hydrophobic forces might be.

Cramer offered an explanation of his results in terms of a cavity model of solvation.
In a cavity model, energies are calculated first to create a solvent cavity, and then for
interactions between the solvent and the solute molecule within the cavity. The first
component is always a repulsive energy, which increases directly with solvent bulk (sur-
face area or volume}. This repulsive component is opposed by an attractive solvation
energy which is proportional to solute polarizability, and polarizability in turn is pro-
portional to molecular volume. Hence, it is possible to have both positive and negative
slopes for a relationship between partition coefficient and volume.

The cavitation model is very attractive, and the focus on polarizability has been re-
newed recently by the “solvatochromic” approach to logp, first proposed by Kamlet
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and coworkers in 1977 [63—65] and discussed in the review by Leo [32] in 1993. Eq. (16)
expresses the relationship between logP and a solute volume term, V, a polarity/pola-
rizability term s*, and independent measures of solute hydrogen-bond acceptor
strength Py and hydrogen-bond donor strength oy;.

logP = aV + ba* + cfy+doy + e (16)

Leo has commented that once Eq. (16) has been well established, its real value will not
be in calculating logP, but in the understanding it affords us of the relative contribu-
tions of solute size, polarizability/polarity and H-bond acceptor strength. Solute H-
bond donor strength does not seem important for the octanol/water system, since the
H-bond acceptor strength of water and octanol are about equal.

Honig, Sharp and An-Suei Yang in 1993 reviewed macroscopic models of aqueous
solutions [66]. Their discussion was in terms of the free energy of formation of cavity
interfaces, which will be governed by the cohesive forces of the solvent. In this sense,
all aqueous interfaces (solute-water interfaces), whether the solute is nonpolar or po-
lar, are “hydrophobic” in that there will always be some force, surface tension, acting
to minimize this interfacial area. This begs the question, what is the origin of surface
tension?

2.4.2 Thermodynamics of Partitioning

2.4.2.1 Phase Transfer

Dearden [31] pointed out in his review in 1985 that a thermodynamic analysis of parti-
tioning cannot explain the partitioning process fully, because each parameter (en-
thalpy, entropy) reflects the difference between behavior in each phase, and tells us
nothing directly about the absolute contributions in each phase. It is only by the ther-
modynamic investigation of gas-water and gas-lipid (octanol) partition that the contri-
bution of each phase can be properly assessed. In terms of the driving force for parti-
tioning from water to octanol, Cramer’s investigations discussed above [62], and a
wealth of experimental solvation data collected since [67, 68], have indicated that the
dominant contributions for nonpolar solutes come from interaction with the lipid
phase. In partitioning, then, it is not “hydrophobicity” but lipophilicity which is the
driving force.

Studies on the role of packing interactions in stabilizing the folded form of proteins
have led to the same conclusion regarding the relative importance of interactions in the
aqueous phase, and interactions (packing) in the folded state.

In 1990 Dill [69], in an excellent review of the forces responsible for protein folding,
concluded that the dominant force is “hydrophobic” but only provided that the term is
operationally defined in terms of the transfer of nonpolar side chains from water into
a nonpolar environment. .

In 1992, Sneddon and Tobias [70] carried out a molecular dynamics simulation of the
thermodynamics of interconverting isoleucine and valine side chains in the core of the
protein, ribonuclease T;. They concluded that burial of nonpolar side chains in the in-
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terior of the protein is favorable not so much because of the aversion of nonpolar
groups towards water (“hydrophobicity”) but rather because these groups can partici-
pate in favorable packing interactions (enthalpic, van der Waals interactions) within
the core of the folded protein. So, with protein folding as with partitioning of solutes
between aqueous and lipid phases, the emphasis is still on lipophilicity as the driving
force.

Dearden’s review {31] covered pertinent thermodynamic investigations of simple sol-
ute partitioning up to 1985. In 1990, Burgot and coworkers [71] investigated the ther-
modynamics of octanol/water partitioning of a series of -blockers (Fig. 3), ranging in
logP from 0.16 (atenolol) to 3.37 (propranolol). They-measured the enthalpy of trans-
fer, and derived entropy from the independently measured partition coefficients.
Apart from one compound, sotalol, which contains the highly polar sulfonamide
group, transfer was dominated by the entropy term. This result was in accordance with
the earlier thermodynamic investigations by Weiland et al. [72] of binding to the g-
receptor itself, which lead them to suggest that antagonist binding is entropy-driven,
whereas agonist binding is enthalpy-driven. The quite reasonable expectation of op-
posite behavior (in terms of enthalpy-versus entropy-driven binding) of agonists and
antagonists is not, however, consistently observed in all studies [73, 74].

An intriguing study of the thermodynamics of partitioning of an extensive series of
substituted benzoic acids, between octanol and water, was made in 1992 by Da, Ito and
Fujiwara [75]. From van’t Hoff plots (note that Beezer, Hunter and Storey [76] have
pointed out that errors may be considerable when thermodynamic quantities are meas-
ured by use of van't Hoff plots), enthalpies and entropies of transfer were obtained,

OCH,CH(OH)CHNHCH(CHg)o

HNCOCH,
atenolol
CH(OH)CH,NHCH(CHg),
CH3SO,NH
sotalol

OCH,CH(OH)CHoNHCH(CHa),

Figure 3. Selected 3-blockers. log P
propranolol values increase from top to bottom.
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and the original Hansch s constant was separated into 7y (enthalpic) and s (entropic)
parts according toEq. (17):

T =y + o (17)

For the great majority of substituents, theenthalpic component is dominant, that
is | wy | > | ms | . However, for alkyl and higher alkoxy substituents, entropy domi-
nates, so | ms | > | my | . There is no correlation between my and 7. The study
shows clearly that substituent constants are not determined exclusively by enthalpy or
by entropy, but that the two terms contribute cooperatively. Furthermore, use of sepa-
rate enthalpy or entropy parameters rather than free energy parameters was shown in
several instances to enhance the correlation coefficient in QSAR equations.

2.4.2.2 The Aqueous Phase and the “Hydrophobic Bond”

The attraction of two nonpolar groups for one another in water has a strong parallel
with the process of partitioning of a nonpolar solute between water and a nonpolar sol-
vent, and it is widely believed that this force, the “hydrophobic effect” or “hydro-
phobic bonding” is due to some special properties of water. Controversy persists over
both the physical origin of this attraction, over the properties and extent of “ordered”
water that is widely believed to exist in the vicinity of nonpolar solutes, and over the
.use of the term “hydrophobic” or “hydrophobic bond” to describe the phenomenon.
Kauzmann [77] in 1959 was the first to propose that the aversion of nonpolar groups for
water is the most important factor in stabilizing the folded state of proteins, and he in-
troduced the term “hydrophobic bond” to describe the apparent attraction between
two nonpolar groups in water. Use of such a term was criticized by Hildebrand [78] in
a letter to the Journal of Physical Chemistry in 1968. Hildebrand pointed out that the
noun, “bond”, was inappropriate because the apparent attraction between alkyl
groups in water has none of the features which distinguish a chemical bond from van
der Waals forces. Further, he regarded “hydrophobic” inappropriate, on the grounds
that alkyl chains in micelles of soap are not bonded together because of phobia for sur-
rounding water, for they stick together just as strongly in the absence of water. Hilde-
brand suggested one speaks simply of alkyl interaction free energy, or entropy. The net
free energy of solution of hydrocarbons in water at room temperature is dominated by
a large, negative entropy term, believed to arise from the increased ordering of water
molecules in the immediate vicinity of the nonpolar solute.

Némethy, Scheraga and Kauzmann [79] replied to this criticism by saying that they
did not wish to argue on a point of nomenclature, for the term “hydrophobic bond”
had proved useful as shown by its frequent occurrence in physical, chemical, and bio-
chemical nomenclature. Moreover, because of the entropy factor, the water-
hydrocarbon system does differ in'a unique manner from other systems of low miscibil-
ity — so why not use a unique term to describe it?

So what explanations have been offered, at the molecular level, for this unique be-
havior? The review by Dill [69] in 1990 can usefully be consulted, and also in 1990 there
was published an excellent discussion by Taylor [80], who goes into the various inter-
pretations that have been put forward to explain Cramer’s [62] results.
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The traditional explanation of Némethy, Scheraga and others is that water molecules
around the nonpolar solute arrange themselves like an “iceberg” or “flickering clus-
ter”, an ordered state of low energy, low entropy, with good water-water hydrogen
bonds. When two nonpolar residues approach one another, two solvent shells merge
into one, with release of some ordered water molecules to “bulk” water, consequent
increase in entropy, and decrease in free energy. This view has frequently been chal-
lenged as over-simplistic, and attention has been drawn to the role of attractive (en-
thalpic) forces in water which cannot be dismissed, and to the contribution to entropy
changes made by flexible solutes (alkyl chains) which are more restricted in solution —
any solution — than they are in the gas phase [80].

A new view of the hydrophobic effect was advanced by Muller in 1990 [81, 82] and
in 1992 a review by Muller [83] summarized the way in which divergent opinions on the
nature of the effect have arisen. According to Muller, all available data are consistent
with the idea that some structural reorganization of water adjacent to nonpolar groups
does occur, and that this is indeed responsible for the folding of proteins and drives the
association of nonpolar groups. However, the organization of this “hydration shell wa-
ter” is not iceberg-like. Muller’s view, in essence, is that one may distinguish between
“hydration shell” and “bulk” water molecules in the following way: hydration shell H-
bonds are enthalpically stronger than bulk H-bonds, but a greater fraction of them is
broken. This view leads to a neat explanation for the well-known effect of urea in in-
creasing the solubility of hydrocarbons larger than ethane. It is postulated that urea re-
duces hydrophobic hydration by two mechanisms [82]. First, it occupies space in the
“hydration shell” that could otherwise accommodate water molecules, and second, it
alters the contribution of van der Waals interactions to the enthalpy of solvation.

2.5 Lipophilicity and Biological Activity

It is considered that our understanding of the role of lipophilicity in drug action is the
single most significant result to come from the development of QSARSs over the past
three decades [84]. :

Quantitative correlations with lipophilicity have been established with regard to rel-
ative potencies at receptor sites, the regulation of drug transport, protein binding,
pharmacokinetics, toxicity, drug metabolism, and enzyme induction.

Such correlations have been established in the fields of human drug research em-
bracing both pharmacodynamics and chemotherapy. Many studies have been made
that are of interest in the development of pesticides, weedkillers, and other agrochem-
icals. A field of quite recent interest is that of ecological toxicity, studies having been
made of the role of lipophilicity in soil adsorption, environmental toxicity — particular-
ly toxicity to species of fish — and environmental persistence (cf. Chapter 19).

Many histories of QSAR in drug research have been written [31, 85-88] and all refer
back to Overton’s studies at the turn of the century. Overton [5] noticed correlations
between oil-water partition coefficients and narcotic potencies in tadpoles, and con-
cluded that narcosis was due to physical changes affected in the lipid constituents of
cells. In particular, Overton reasoned that in order to understand the action of an anes-
thetic in man, knowledge would be required of its ability to penetrate cells, the fat con-
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tent of the animal, and the partition coefficient between water and the relevant lipid!
Though there were various other investigations in the next 60 years, these seemed con-
cerned only with narcotic or anesthetic activity. The much wider relevance and appli-
cability of lipophilicity only became appreciated following the seminal studies of Cor-
win Hansch in the early 1960s.

In 1962, Hansch [89] defined the “hydrophobic” substituent constant, sz, and
showed for a series of substituted phenoxyacetic acids that variation in biological activ-
ity (concentration to induce a 10 % growth in a plant cell culture) could be described
by Eq. (18), parabolic in 7, and linear in the Hammett constant, o. So started, in the
unlikely field of botany, the era of QSAR.

log(1/C) = 4.087 — 2.14 + 2.780 + 3.36 (18)

By 1964, the Hansch group had settled on the octanol/water system as the standard for
measuring partition coefficients, and had described further examples of parabolic rela-
tionships between relative biological activity and lipophilicity. This sometimes involved
lipophilicity of the complete molecule, expressed as logP, and sometimes involved var-
iation in lipophilicity at a substituent position, as in the example above. Reasons for
the parabolic relationship were put forward. Mathematical modeling, by Penniston
and coworkers in 1969 [90] of the transport of molecules through a series of mem-
branes, supported the expectation of a parabolic relationship between the probability

.of a molecule traversing a given number of lipid barriers in a given time, and its logP
value. In 1977, Kubinyi [91] put forward both kinetic and equilibrium models to justify
the expectation of bilinear relationships to describe drug transport in terms of logP.
Many bilinear equations have now been found. Investigations into the role of lipophili-
city in drug transport were reviewed in 1990 by Dearden [92].

Both parabolic and bilinear relationships allow one to derive the optimum value of
logP for transport to a given location, within the time of a biological assay. Evidence for
an optimum in lipophilicity for CNS depressants was found by 1968 [93]. Hansch was
then able to assert that in order for drugs to gain rapid access to the CNS, they should
preferably have a logP value near 2.0. Subsequently, studies on anesthetics, hypnotics,
and other CNS agents have been made and have given birth to the “Principle of Mini-
mal Hydrophobicity in Drug Design” [87]. The thrust of this is that to keep drugs out of
the CNS, and thereby avoid CNS-related side effects such as depression, weird dreams,
and sedation, one should design drugs so that logP is considerably lower than 2.0. This
ploy has been successful in the new generation of non-sedative antihistamines.

That we require drugs to have lower rather than higher lipophilicity depends also on
other observations made over the past 30 years. Many studies on plants, animals, fish,
various organelles such as liver microsomes, and enzymes have shown a linear increase
in toxicity or inhibitory action in a series of compounds as logP or x increases [94].

A very high lipophilicity should also be avoided because of adverse effects on pro-
tein binding, and on drug absorption, including solubility [95].

Linear, and sometimes parabolic relationships have been found between lipophilic-
ity and drug metabolism, either in whole animals, in liver microsomes, or by specific
enzymes such as cytochrome P-450. Metabolism can be undesirable for two reasons: it
may limit drug bioavailability, or it may produce toxic metabolites [95].
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The ideal drug candidate, going into human studies, should have already been de-
signed with the idea of keeping lipophilicity as low as possible, provided that this can
be done without great loss of affinity to the target receptor. The receptor will com-
monly be the substrate binding site, or perhaps an allosteric site on an enzyme, or
some control site on a cell surface. The receptor may therefore be part of a protein,
and ligands may bind deep in “pockets” or on the surface of that protein. Just as the
coefficients in a parabolic or bilinear QSAR can give information on the optimum
lipophilicity for transport, the coefficient in the sz term of a linear QSAR developed
for a receptor (protein) can be diagnostic of the mode of receptor binding. Evidence
from studies of enzyme inhibitors suggests that the coefficient in 77 is near 0.5 when a
substituent “contacts” a surface, but near 1.0 when engulfed in a pocket. Many exam-
ples come from enzymes whose structures and binding sites have been established by
X-ray crystallography [96]. '

Over the past 20 years, the Hansch group has collected into their database some
6000 sets of data, with attendant QSAR equations, from physical organic chemistry,
medicinal chemistry, and toxicology. By 1993 [97] this database contained about 3000
biological QSARs, only 15% of which lack a term for lipophilicity! Lipophilicity is
clearly a major determinant of biological activity.
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3 Thermodynamics of van der Waals and
Hydrophobic Interactions

Rudolf Zahradnik and Pavel Hobza

Abbreviations

AO
AMBER
AM1
BSSE

CC

CFF91
CHARMM
CI

CVFF
DISCOVER
DFT
DZ

ECOR

ESCF
GROMOS
HF

HFR
LCAO
MC

MD

MM2
MM3

MP

PE.S.
PM3

Qz

SCF

TZ

vdW

ZPE

Atomic orbital

Empirical force field

Semiempirical method of quantum chemistry

Basis set superposition error

Coupled-cluster method for calculation of correlation energy
Empirical force field

Empirical force field

Configuration interaction method

Empirical force field

Program code

Deunsity Functional Theory

Double zeta

Correlation energy

Self Consistent Field energy

Program code

Hartree-Fock quantum chemical method
Hartree-Fock-Roothaan quantum chemical method
Linear combination of atomic orbitals

Monte Carlo method

Molecular dynamics method

Empirical force field

Empirical force field

Mgller-Plesset method for calculation of correlation energy
Potential energy surface

Semiempirical method of quantum chemistry
Quadruple zeta

Self Consistent Field method

Triple zeta

van der Waals (e.g., forces, interactions)
Zero-point energy
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Symbols

Constant

Cartesian displacement coordinates
Boltzmann constant, parameter

Mass

Distance

Energy

Vibration frequency

Helmholtz energy

Parameter

Heat capacity at constant volume and pressure
Dissociation energy

Energy

Force, matrix of potential energy
Gibbs free energy, matrix of kinetic energy
Enthalpy, Hamiltonian

Moment of inertia

Thermodynamic equilibrium constant
Power constant ’

Number of particles, power constant
Pressure

Partition function

Distance, gas constant

Entropy, overlap matrix

Absolute temperature (in K)

Internal energy

Volume, potential energy
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3.1 Introduction

The purpose of this work is two-fold. First, we wish to present our opinion and feelings
about that we call van der Waals (vdW) interactions (also called non-covalent or weak)
in the last decade of the 20th century (section 3.3). These interactions play a very im-
portant role in chemistry, and in the realm of biodisciplines they assume an absolutely
overwhelming role {1]. In contrast to covalent bond (decisive for chemistry), vdW in-
teractions are essentially due to interactions between permanent, induced and time-
dependent electric multipoles. It is fair to add that electric charges and dipoles cause
the strongest interactions [1].

Second, we wish to offer to our colleagues approaching this area from the biological
side a clear and simple review of the tools which are currently used in the area under
study (sections 3.1 and 3.2) [2, 3].

Thermodynamics deals with work, heat, energy, entropy, Gibbs energy, and the
equilibria of physical and chemical processes. This type of thermodynamics is called
equilibrium thermodynamics. In fact, in biological systems processes which are far
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Figure 1. Two aspects of the hydrophobic effect: phenomenological description. A, Hydrophobic
hydration of a nonpolar molecule (black circle) originating from a gas phase (nonpolar liquid
phase also possible). The clathrate structure of the water molecules surrounding the nonpolar
molecule is indicated by a regular octagon; B, Two nonpolar molecules, originating in this in-
stance from a nonpolar liquid phase, prefer the associated state in water: hydrophobic interaction
(or “solvent-induced interaction”). The hydrophobic hydration is described theoretically as a
two-step process; C, Cavity formation connected with energy loss; D, The introduction of a non-
polar molecule into the cavity is connected with an enthalpy (H) decrease (interaction enthalpy)
as well as an entropy (S) decrease (increase of order of water molecules surrounding the nonpolar

molecule).

from equilibrium play an important role. In this connection, non-equilibrium (or irre-
versible) thermodynamics plays a decisive role. This exceedingly important discipline
has not yet attained broader applicability but will definitely play a fundamental role in
the future. :

There is no uniform definition of intermolecular complexes [4]. In this respect, the
situation in the literature is, indeed, chaotic. We prefer a rather broad and general de-
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finition of these complexes which we call van der Waals systems (alternatively called
vdW molecules, vdW clusters or vdW associates). The individual parts (subsystems) of
these species are held together by forces other than covalent (chemical) forces. Among
typical representatives of these species are, e.g., ionic complexes in which the ion-
dipole or quadrupole force dominates, charge-transfer complexes, species with hydro-
gen bonds and London vdW molecules. In the last species the subsystems are linked
together by London dispersion forces.

Hydrophilicity and hydrophobicity (5, 6] are “conjugated” terms which are comple-
mentary with lipophobicity and lipophilicity. Generalization of these terms is straightfor-
ward and leads to lyophilicity (i.e., solvent attraction) and lyophobicity (i.e., solvent re-
pulsion). These terms are used for individual species, which are either lyophilic or lyo-
phobic, or include groups possessing lyophilic and groups possessing lyophobic features.
Pragmatically, these terms are most frequently used in connection with systems consisting
of two immiscible liquids. The most topical systems in chemistry and especially in biology
have water as one component. It is fair to admit that an essential feature of all these inter-
actions was already known to alchemists; They said “similia similibus dissolvuntur”.

More quantitatively, all these processes assume two common features: They depend
on the solvent, water, and the ultimate equilibrium is greatly affected by the entropy
change accompanying the process.

The tendency for dissolved species to aggregate spontaneously in aqueous solutions
is apparently the main organizational process in the realm of biodisciplines. This is
called the hydrophobic effect. It was described by Kauzmann [7] in 1959 and then in-
tensively studied by Scheraga et al. [8] and other authors [9]. The hydrophobic effect
has two aspects: hydrophobic hydration and hydrophobic interaction. The former is
the hydration of a nonpolar system and the latter is the interaction between nonpolar
molecules dissolved in water (Fig. 1A and 1B). For purposes of theoretical descrip-
tion, hydrophobic hydration is described as a two-step process (Fig. 1C and 1D).

Unique features of water are responsible for all these processes. Only one specific
characteristic is presented in Table 1, namely the energy accompanying water dimer
formation; for the sake of comparison related energy values are also given for neigh-
boring hydrides.

Table 1. Important feature of water: strong H-bonding. Values indicate ab initio stabilization
energies (MP2/6-31G* level) in kcal mol™.

Strong H-bonding Weak H-bonding
(NHa), 4.4 (PHs), 0.4
(H,0), 73 (H;S), 1.6
(HF), 8.0 (HCI), 1.9

Concepts like electronegativity, aromaticity, or hydrophilicity are mostly introduced
because we like (and sometimes really need) pictorial explanations. They permit us not
only to “understand” but also to organize accumulated observations. It is also true,
however, that sometimes these essentially useful tools run us into difficulties. In any
case, it is desirable to realize that description of the phenomena under consideration
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can be carried out in terms of physics; we do not really need those concepts. The main
tools of theoretical physics currently used for computational investigation of atoms,
molecules, biomolecules, polymers, biopolymers, and solids are presented in Table 2.
All of them represent axiomatic disciplines.

Table 2. Tools of theoretical physics currently used for theoretical studies of atoms, molecules,
biomolecules, polymers, biopolymers, and solids [2].

Discipline Axiomatic basis

Classical reversible thermodynamics Three laws of thermodynamics
Classical mechanics Newton’s principles

Statistical mechanics ) Four axioms of statistical mechanics
Time-independent molecular quantum mechanics Four axioms of quantum mechanics

3.2 QOutline of Thermodynamics and Auxiliary Disciplines

This chapter contains several items of textbook knowledge. The reason for this is that
some potential users of theoretical tools are, to a smaller or greater extent, familiar
with the individual steps of the overall treatment but essential features of the overall
procedure escape them (Fig. 2).

QUANTUM
MECHANICS

(energy
l and
structure}

COMPUTER
EXPERIMENTS Equilibrium
STATISTICAL — THERMO- constants of
MECHANICS MC v DYNAMICS — the processes
MD under study
(vibrational
modes) T
IHES&ELOF CLASSICAL
VIBRATIONS MECHANICS

Figure 2. Theories and procedures used in computational treatment of equilibria (MC and MD
are Monte Carlo-type computer experiments and molecular dynamics, respectively).
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Some fundamental relationships of reversible thermodynamics are summarized in
Appendix 1. Boltzmann introduced statistical mechanics a century ago. It is the parti-
tion function (a magnitude related to the Boltzmann distribution function) which assu-
mes a central position in statistical mechanics and thermodynamics: its important fea-
ture is that it can be easily evaluated in terms of universal constants and molecular con-
stants and characteristics (see Appendix 2). These magnitudes can either be obtained
from the analysis of experimental molecular spectra (rotational, vibrational, and elec-
tronic) or can be generated by means of molecular quantum mechanics (solution of the
Schrodinger equation) and by solving the vibrational problem [10] (Wilson’s FG analy-
sis). A fascinating feature of statistical thermodynamics is that it connects the structure
of a substance with its thermodynamic behavior. Evaluation of the partition functions
of molecules is a simple and straightforward task for processes taking place in an ideal
gas phase. It is true that the fundamental equations of statistical mechanics have been
available for many years also for condensed media, but their evaluation is hopelessly
complicated. In spite of great differences between ideal gas phase and real condensed
phase, the former represents mostly a valuable starting point.

The introduction of computer experiments about 30 years ago, represented a great
step forward. That which is called the Monte Carlo (MC) procedure [11] is well suited
for describing the structures of liquids and solutions and also equilibria in solutions.
However, another procedure, based on classical mechanics, is capable of doing the
same job but it also describes the dynamic features of processes in solutions [12], which
is a very valuable feature. Two types of procedure are elaborated, which permit us to
calculate a change in the Helmholtz energy (definition: A = U — TS; cf. Abbrevi-
ations) of the system under study when passing from state i to state j (AA;_;). The first
procedure is named the thermodynamic perturbation theory [13] and the second, the
thermodynamic integration method [14] (Appendix 3). Calculations of AA are carried
out for an NVT ensemble (i.e., constant number of particles, N, constant volume, V
and temperature, T). Passing from the NVT ensemble to the NPT ensemble (P is con-
stant pressure) is connected with passing from the Helmholtz to the Gibbs energy (de-
finition: G = H — TS; cf. Abbreviations). A specific illustration of application of the
relative free energy calculation method {15] to the evaluation of the difference in the
solvation free energies of methanol and ethane [16] is given in section 3.5.

Molecular quantum mechanics represents a tool [3] that makes the molecular con-
stants and total energy readily accessible (Appendix 4). All the necessary molecular
constants can be obtained from the total wave function. In a majority of instances, we
are interested in the lowest energy value (i.e., energy value of the ground state) result-
ing from solution of the determinant equation.

Although solving the Schrodinger equation now represents a standard and routine
procedure, a good-quality level for bigger polyatomic molecules is still a rather de-
manding task. Therefore, it is expedient even now to have several levels of complexity
at our disposal [3, 17]. Firstly, there are nonempirical and semiempirical quantum
chemistry methods. Pragmatically speaking, the variation method is mostly a versatile
tool; its combination with the Hartree-Fock-Roothaan (HFR) procedure is the most
widespread technique. It is fair to admit that it is only rarely a reliable tool at a nonem-
pirical level. The beyond-HFR procedure is always necessary when a covalent or van
der Waals bond is formed or split. When investigating polyatomic species, complete
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geometry optimization is a standard procedure. When stationary points are located on
the potential energy surface of the system under study, a decision must be made as to
whether they represent minima (stable isomers) or saddle points (Eyring’s activated
complexes). This is an easy task because we need to carry out vibrational analysis any-
way (Appendix 5) and this analysis permits us to make the decision.

The remaining two procedures are based on classical mechanics. This is amazing be-
cause our treatment deals with particles of the microcosmos, which is, of course, a re-
alm for quantum and not for classical mechanis. It turns out, however, that this re-
quirement is strictly valid only for electrons. Much heavier nuclei can frequently be
properly described in terms of classical mechanics. This has significant practical conse-
quences: vibrational spectra (Appendix 5) and the dynamics of molecules can be suc-
cessfully described in terms of Newton’s mechanics (or in terms of its version originat-
ing from the 19th century, Lagrange and Hamilton mechanics) (Appendix 6).

In order to be able to analyze the vibrational motion of a polyatomic molecule, it is
necessary to perform the Wilson’s matrix analysis. The formulation of characteristic
equations (Appendix 5) requires the evaluation of the elements of the potential (b;)
and kinetic energy (a;) matrices. From a formal point of view the problems solved in
Appendices 4 and 5 are identical. The characteristic values represent the energies of
the individual normal modes of vibration (1) and the associated characteristic vectors
offer information on the nature of the individual vibration modes (the so-called har-
monic approximation). The vibrational energies permit as to evaluate the zero-point
-energies of the molecules under study, to obtain their vibrational partition functions,
and to decide on the nature of the localized stationary points on the potential energy
surface of the molecule under study. (As mentioned before, the partition function is
related to the Boltzmann distribution function. The total partition function for a sys-
tem can be approximated as a product of its partial partition functions, which are re-
lated to rotational, vibrational, electronic, and transiational energy).

As already mentioned, classical mechanics represents a valuable tool for investigat-
ing molecular dynamics (Appendix 6). Clearly, when using this tool, one does not ob-
tain information on quantum effects like quantum mechanical tunneling. More specific
information will be presented in section 3.5.

3.3 Intermolecular Interactions of the van der Waals Type

3.3.1 The Physical Nature of van der Waals Interactions

Let us deal with two mutually interacting species and let us call them subsystems. A
chemical bond is formed between the subsystems when their electron clouds overlap.
In general, however, overlap is not necessary in molecular interactions (molecules in-
teract even at very large distance where overlap is zero) and the reason for mutual at-
traction must be sought in the electrical properties of the subsystems.

The nonuniform distribution of charge throughout the molecule gives rise to an elec-
tric multipole; this may be a dipole, quadrupole, octapole, etc. Interaction of these
multipoles leads to the most prominent energy contribution, the electrostatic (cou-
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lombic) contribution. An induction contribution appears between molecules with per-
manent multipoles and nonpolar molecules. In this case the attraction originates from
the electrostatic interaction between permanent and induced multipoles. And, finally,
also the dispersion interaction taking place between nonpolar molecules originates
from the electrostatic interaction between a time-variable multipole and an induced
multipole.

In addition to the attractive contributions considered, there must be another force
preventing subsystems from approaching one another too closely. This force, termed
exchange-repulsion, originates similarly as chemical covalent forces, from the overlap
of electron clouds.

3.3.2 Classification of van der Waals Clusters

Van der Waals clusters are those in which the individual subsystems are held together
by forces other than chemical covalent forces. This category of systems includes vari-
ous types of clusters named after the dominant attractive contributions: ionic, electro-
static, London, charge-transfer and hydrogen-bonding. Examples of these systems are
given in Table 3.

Table 3. Examples of various types of van der Waals clusters.

Type Examples

Ionic Li* <« Ny, F--- H,0, O, -+ O3, phosphate anion of DNA---Mg**
Electrostatic (LiF),, interaction between amino acids

London (Ar),, (benzene),, interaction between aliphatic hydrocarbons
Charge-transfer benzene---TCNE,* protonated amine---phenyl group of phenylalanin

Hydrogen-bonded H,O---HOH, guanine---cytosine

* Tetracyanoethylene.

3.3.3 Calculation of the Interaction Energy

Two theoretical methods can be used for calculating the interaction energy (AE). The
supermolecular variation method which determines A E as the difference between the
energy of the cluster (supermolecule) and the energies of the isolated systems. The
perturbational method gives A E directly as the sum of physically distinct contributions
such as electrostatic, induction, dispersion, and exchange-repulsion. Both the methods
have advantages and drawbacks. The supermolecular approach is theoretically able to
provide an interaction energy at any level of accuracy, providing that a sufficiently high
percentage of the correlation energy is covered. The advantage of this approach is that
it is simple and straightforward and any quantum chemical code can be used. The ad-
vantage of the perturbational method is that A E is obtained directly and not as the en-
ergy difference. It is, however, supermolecular approach which nowadays is used al-
most exclusively. The perturbation approach, in the form of symmetry-adapted per-
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turbation theory [18], is used for highly accurate calculations providing benchmarks
for supermolecular calculations. '

In the following parts various theoretical supermolecular procedures will be used for
evaluation of interaction energy and other properties of molecular clusters.

3.3.3.1 Nonempirical ab initio Variational Method

The interaction energy of the complex is evaluated as a sum of the SCF (self consistent
field) interaction energy (A E5F) and the correlation interaction energy (A E°F)

AE = AESF 4 AECOR (1)

The former contribution covers electrostatic, induction and exchange-repulsion terms.
The dispersion energy, which plays important role especially in case of interaction of
very large (biological) systems, is not included in the A E5F term. To include this con-
tribution, the supermolecular treatment must include energy terms originating in the
correlation of electron movements. AE°® in Eq. (1) covers not only the dispersion
energy but also other less important contributions.

Correlation interaction energy is always important and cannot be neglected; evalu-
ation of this term is much more tedious and time-demanding than the evaluation of
A E. Among suitable methods, the Mgller-Plesset (MP) perturbational theory is now
in common use. The second-order MP theory (MP2), which is easily applicable even to
large clusters (having up to 100 atoms), gives surprisingly good estimates of A E°F,
MP?2 covers contributions from the double-electron excitations in the second pertur-
bative order. The good performance of MP2 is, however, due to the partial compensa-
tion of higher-order contributions.

More accurate values of A E“°F result if the MP theory is performed through the 4th
order. The double electron excitations are described in the 2nd, 3rd, and 4th order. In
the 4th order also single, triple, and quadruple electron excitations are covered;
among them, triple excitations play a dominant role. Unfortunately, their evaluation is
extremely time consuming, much more than that of the other contributions at the 4th
perturbative order. The next step in the accuracy of A E“°® results from the use of the
coupled-cluster (CC) method.

Basis set

Choice of the basis set is very important and the quality of the basis set needed de-
pends on the nature of the cluster, specifically on the role of the correlation interaction
energy. If the stabilization energy is properly described by the Hartree-Fock interac-
tion energy (true for ionic, and H-bonded clusters), then relatively small basis sets give
accurate values of the stabilization energy. On the other hand, the basis sets for Lon-
don clusters, where all the stabilization comes from the correlation interaction energy,
must be considerably larger. .

Calculating the correlation energy even at the lowest, perturbational level (MP2),
brings a limitation to the size of the cluster, and clusters having more than about 200
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atoms are prohibitively large. The SCF interaction energy itself can, however, be
evaluated for much larger clusters.

3.3.3.2 Density Functional Theory

In density functional theory (DFT) the exact Hartree-Fock exchange is replaced by a
more general expression - the exchange-correlation functional [19]. The DFT energy
thus includes terms accounting for both the exchange and correlation energies. Let us
recall that the HF theory covers only the exchange energy and the additional evalu-
ation of the correlation energy is tedious and time consuming.

Encouraging results were obtained with DFT for isolated molecules by incorporating
nonlocal, density-gradient terms in the exchange and correlation functionals [20]. The
use of DFT for molecular clusters is, however, limited for the following reasons [21]:
i) the dispersion energy is not included and consequently no minimum is found for
London clusters; ii) the stabilization energy of charge-transfer clusters is strongly
(about ten times) overestimated; iii} in the case of H-bonded clusters, the DFT may
incorrectly predict the structure of the global minimum. It can thus be concluded that
the use of the DFT method in the realm of vdW and biological clusters in rather limited
and cannot be recommended.

3.3.3.3 Semiempirical Methods

The use of semiempirical methods of quantum chemistry for vdW clusters cannot be
recommended. None of the methods including those recently developed (AMI1 and
PM3) led to reliable results for various types of vdW clusters. The most complicated
task is imposed by London clusters; semiempirical methods are not able properly to
evaluate the dispersion energy. On the other hand, semiempirical methods can be used
under some conditions for H-bonded clusters. It is, however, necessary first to confirm
nonempirically the validity of semiempirical results for several H-bonded clusters of
the type considered (e.g., H-bonded DNA base-pairs). Without nonempirical verifica-
tion, the semiempirical methods cannot be used, even for the H-bonded clusters.

3.3.3.4 Empirical Procedures

Molecular mechanics methods, also called semiempirical force field or empirical po-
tentials differ basically from the nonempirical or semiempirical methods of quantum
chemistry because they are not based on solving Schrédinger equation. These methods
treat molecules as systems composed of atoms held together by bonds, and deal with
the contributions to a molecule’s electronic energy from bond stretching, bond bend-
ing, van der Waals attraction and repulsion between nonbonded atoms, electrostatic
interaction due to polar bonds, and energy changes accompanying internal rotation
about single bonds. Empirical procedures were developed and parametrized for specif-
ic, rather narrow classes of systems. The methods are mostly successful within these
classes of system and theoretical results agree with the experimental features of sys-
tems in the ground electronic state. )
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Widely used potentials include AMBER [22] and CHARMM [23], both parame-
trized for proteins and nucleic acids, and MM2 and MM3 [24], designed for hydrocar-
bons. The BIOSYM force fields calledCVFF and CFF91 [25], both parametrized for
peptides and proteins, represent the most recent development in the field.

Parametrization of these force fields was based on various experimentaldata like ge-
ometry, conformation, various heats (formation, vaporization, sublimation, solvation,
adsorption), and coefficients (virial, viscosity, transport). The basic idea of use and ap-
plication of empirical procedures is based on believe that parameters of force fields are
transferable, i.e., transferable from the systems used for parametrization to the system
under study (not included in the parametrization). Evidently, the narrower is a set (in
the sence of structural types) of systems used for parametrization, the larger chance to
obtain reliable results for system studied (belonging to this “narrow” set of systems).
An alternative to empirical potentials parametrized on the basis of experimental
quantities are potentials derived from theoretical quantum chemical calculations. The
main advantage of the latter procedure is that it can be applied to any type of interact-
ing systems.

3.3.4 How to Obtain a Consistent Set of Various Calculated
Properties for van der Waals Clusters

The main advantage of theoretical study of a molecular cluster is the fact that a nearly
complete set of consistent cluster properties can be generated. The quality of the
evaluated properties depends on the theoretical level used; some properties require
higher-level treatment. The following steps must be performed:

3.3.4.1 Potential Energy Surface (P.E.S.)

The aim is not only to localize all the minima and saddle points of the P.E.S. but also
to correctly describe regions far from the minima. Clearly, several dozen points are re-
quired even for a small molecular cluster. Detailed investigation of the PE.S. is very
tedious but without its knowledge one cannot evaluate a (nearly) complete consistent
set of various properties of the cluster under study. One-electron properties are evalu-
ated for global and local minima. The classical search for all the minima on the PE.S.
(i.e., based on chemical intuition) is limited to small clusters having not more than
1015 atoms. For larger clusters, some objective method must be used; the quenching
method [26] can be recommended.

3.3.4.2 Stabilization Energy

The stabilization energy for the global minimum or for global and nearest local minima
should be investigated more carefully. The stabilization energy is more sensitive to the
quality of the theoretical description than the other properties of a cluster.
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3.3.4.3 Empirical Potential

The most important property of a cluster is the respective intermolecular potential.
The importance of theoretical determination of the intermolecular potential is in-
creased by the fact that its evaluation using various experimental characteristics is tedi-
ous and not sufficiently accurate. The main advantage of the theoretical procedure is
the fact that it can be applied to any type of molecular cluster. The analytical form of
the potential should be sufficiently flexible and should contain a maneagable number
of adjustable parameters.

3.3.4.4 Vibration Frequencies

Let us begin with a statement saying that a harmonic oscillator is described by a para-
bolic potential energy, while an anharmonic oscillator is characterized by a nonpara-
bolic dependence. The use of the harmonic approximation for molecular clusters — and
especially for floppy clusters — is limited; therefore, for biological systems it represent
a poor approximation. The vibrational energy levels of the cluster should be obtained
by solving the vibrational Schrodinger equation, which requires knowledge of the in-
termolecular potential. In this way, anharmonic frequencies are generated. The calcu-
lation of intermolecular vibrational frequencies is topical for two reasons: a) vibrational
frequencies (in contrast, e.g., to the structure or stabilization energy) are observable; b)
vibrational frequencies directly probe the quality of the intermolecular potential.

3.3.4.5 Computer Experiments

The structure of higher clusters at temperature T can be determined by molecular dy-
namics (MD); here again, the knowledge of the respective intermolecular potential is
essential. Furthermore, when performing MD calculations the thermodynamic charac-
teristics of cluster formation can also be obtained. This step is extremely important; it
must be kept in mind that the global minimum localized on the P.E.S. at 0 K can be
less favorable at higher temperatures. This is due to the different role which entropy
plays for various structures of the cluster under study.

3.4 Processes Involving Hydrophobic Effects

The processes named in the title of this section represent a rather narrow but extremely
important group of processes taking place in condensed media. In the realm of chemis-
try it is frequently possible to deal with a process under study either in the gas phase or
in a solution. Only rarely does the chosen solvent mimic the conditions experienced by
the reactants in a more or less ideal gas phase. In the majority of instances, the influ-
ence of the solvent is significant and causes changes in the equilibria and rate constants
and modifies or changes the reaction mechanism. In some cases, the solvent-induced
rate constant change amounts to several orders of magnitude. The subject we are deal-
ing with is of a different nature, being closely connected with heterogeneous equilib-
ria: two-phase liquid systems — immiscible liquids and the behavior of low-solubility
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species in water. The former systems frequently include small molecules, while the lat-
ter are mostly represented by large molecules or by macromolecules playing a role in
biological systems. All these phenomena belong to a group of hydrophobic effects;
their basic features are mentioned in section 3.1. For convenience, references on se-
lected recent theoretical and experimental works dealing with various features of hy-
drophobic interactions are mentioned: interpretation of hydrophobic effects and cal-
culations of these interaction [27-30], relation to adsorption [31], low solubility of hy-
drocarbon [32, 33], methane solvation and association [34, 35], entropy role {36, 37],
protein structure and stabilization [38-42], interactions between biomolecules
[43—-45], and to host-guest interactions [46—48].

We do not recommend using the term Aydrophobic bond. We believe that a bond can
be considered to be formed when the approach of the subsystems is connected with a
significant energy decrease. This is not the case of the class of processes under discus-
sion. They are connected with a positive, zero, or small negative enthalpy change. The
entropy change for the overall interaction including the solvent molecules is large and
positive, while the total Gibbs energy change is negative. Clearly, the isolated associ-
ation of partners is connected with an entropy decrease. Obviously, the above-
mentioned entropy increase is due to structural reorganization of the solvent, usually
water. Very numerous processes playing a fundamental role in biological systems be-
long to this class: protein folding, formation of micelles, enzyme-substrate interaction,
antigen-antibody interaction and a vast number of related processes.

Hydrophobic effects play an essential role in both physical (e.g., transport) and
chemical processes associated with biotransformations. They are specially important
for the initial step (approach of. partners and their partial desolvation) and the final
step (separation of the transformed subsystems).

Discussion of the nature of the hydrophobic effect and its relevance to the above-
cited processes is proceeding and probably an ultimate decision will not be reached
rapidly. The essential difficulty is that the hydrophobic interaction (i.e., solvent-
induced interaction between two or a set of nonpolar molecules, small or large) is not
at present amenable to experiment because of the extremely low solubility of these
nonpolar solutes in water. The situation with hydrophobic hydration seems to be more
favorable but, also not clear enough at the present.

The results of the hydrophobic hydration of small molecules in water, as treated by
the efficient integral equation theory of Pratt and Chanlder [49] are in fair agreement
with experiments [50]. The predictive efficiency of the Pratt-Chandler theory for
solvent-induced solute-solute interaction is good.

In the realm of hydrophobic interactions, MD computer experiments provide great
assistance in two respects. First, they offer valuable information on specific, new sys-
tems, and, second, they provide useful data for testing theoretical models. The first
computer simulations of the hydrophobic interaction were not reliable enough. An
MC scheme introduced by Pangali et al. [51] led to the potential of mean force for two
Lennard-Jones spheres in water. It evolved that they passed between two minima, one
with closely associated spheres and one with solvent-separated spheres; the latter was
more populated. MD experiments supported this finding.

The importance of solvent-separated minima was demonstrated by several authors
with systems such as a pair of methane molecules, or a pair of rare-gas atoms in water.
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Papers were published where solute-dimer dissociation is more pronounced that dimer
formation. However, Wallquist [52] demonstrated that, in a system of 18 methane-like
species plus 107 H,O molecules, hydrophobic association takes place. Faced with the
contradictory finding on the association and dissociation of nonpolar solutes, Wallquist
concluded that it is the many-body part of the potential of mean force which is responsi-
ble for the association tendency between nonpolar solutes. It was Smith et al. [53] and
Skipper [54] who showed that there is an attractive hydrophobic interaction between
two methane molecules in water, which is entropy-driven. From the point of view of this
contradictory feature of all the mentioned investigations, a study on association and
dissociation of nonpolar and polar van der Waals pair in water should be mentioned
[55]. A series of MD simulation (298 K, 1 atm) was performed for pairs of van der Waals
spheres with radii of 200, 250, and 300 pm dissolved in 214 water molecules. These sphe-
res were nonpolar or polar. In the latter case, they bear partial charges of the same size
and opposite sign (+0.1 and -0.1; —0.3 and -0.3). For molecules of various sizes a
smooth shift from associative to dissociative interaction was found with charging of the
van der Waals pair. “Snapshots” from the course of the MD run indicate the presence of
both tight and solvent-separated nonpolar van der Waals pairs. Finally, evidence was
obtained that the hydrophobic interaction is an entropy-driven process [56].

3.5 Specific Illustrations

In the following section we would like to demonstrate the ability of theoretical treat-
ment to generate an almost complete set of various physical properties of a molecular
cluster. The first system studied in this way in our laboratory was the ben-
zene---Ar, cluster. Seemingly such a system is abstract and not relevant to biological
reality. The opposite is true, however. The forces responsible for the very existence of
the benzene---Ar, clusters as well as for their structure and dynamic properties, are the
same as those in case of biomacromolecules (proteins, DNA) or clusters thereof. In all
these instances (benzene-:-Ar,, DNA, etc.) entropy contribution plays a very signifi-
cant role. The other reason for selecting the benzene---Ar, cluster was the fact that for
it exist accurate experimental characteristics (structure, geometry, stabilization energy,
vibrational frequencies, population of higher clusters); such characteristics, allowing
us to test the quality of theoretical procedure, do not exist for larger clusters. In the
present time we investigate in our laboratory clusters of benzene molecules and exten-
sive clusters of DNA bases.

3.5.1 Ab initio Evaluation of a Consistent Set of Various Properties
of the Benzene---Ar, Cluster

3.5.1.1 Potential Energy Surface

Five different structures of the benzene---Ar complex (cf. Fig. 3) were studied at the
ab initio HF level with inclusion of correlation energy [57]. The respective stabilization
energies and optimal structures are summarized in Table 4. Clearly, the Cq, structure A



Specific lllustrations 41

(++]

@]
-0
>

Y

AN
N
hY -
N
A

[

Figure 3. Structures of various benzene---Ar complexes; the
individual structural types are labelled by A, B, C, D, E (cf.
Table 4).
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is the moststable; displacing Ar from the C; axis (structures B, C) leads to destabiliza-
tion. Passing from sandwich structures to a planar structure results in an important
stabilization energy decrease. The intermolecular distance found for structure A
(3.534 A) agrees well with the corresponding experimental value (3.584 1).

Table 4. Optimal interaction energies and distances for five different structures of the benze-
ne---Ar cluster.

Structure® | A B C D E
R (A) 35 3.7 3.7 52 6.0
- AE (em™) 351 261 245 147 80

* Cf. Figure 3

3.5.1.2 More Accurate Calculations for the Global Minimum

The Cq, structure of the benzene Ar---complex was studied athigher theoretical levels
[58]. It was found that the MP2 calculation with small basis sets gives a very good esti-
mate of the stabilization energy; this is, however, due to compensation of errors. Only
very large basis sets in combination with the CC method give satisfactory results,
which converge to the experimental value.

3.5.1.3 Preparation of the Empirical Potential

Two types of empirical potential were fitted [59] to the benzene---Ar ab initio P.E.S.
The first potential, the global potential (Eq. 2) is generally applicable while the second
one, basically the Morse-type potential (Eq. 3) is, due to its complexity, limited to the
evaluation of the vibrational spectrum

6 6
V = al{Z(CI/rHi)N + Z(Czer.)N} +
i=1 i=1 !
6 ' 6
+ a2C3 {—332 1/7'11‘141(1 - C4/rHi) et a4Z(1/rci)M} (2)
i=1 i=1
The individual terms have the following meanings: ry, and r¢, are the H---Ar and

C.--Ar distances, a;, a,, a; and g, are constants and C;, C,, C5, C,, N and M were fitted
to the ab initio P.E.S. (for details see [59]).
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V= kxx(di + dzy) + kxxzw(a{)% + dﬁ) + kzzvv2 - De (3)
Here D. is the dissociation energy of the complex, and
w =1 - exp(- ad,) 4

k. k., and k,,, are parameters.

The Morse-type potential was fitted only to the sandwich structures of the cluster; for
details, see [59].

3.5.1.4 Vibrational Frequencies

Intermolecular frequencies were obtained [59] numerically by solving the vibrational
Schrédinger equation utilizing empirical potentials obtained in the preceeding step.
Both available experimental studies yield vibrational bands at about 40 and 31 cm™
and assign them to intermolecular stretching and the first overtone of the intermolecu-
lar bending vibration. The third band at about 64 cm™ was assigned either to the third
overtone of the intermolecular bending or the first overtone of the intermolecular
stretching vibration. The theoretical Morse stretching (39 cm™) agrees nicely with the
experimental findings. The other theoretical Morse frequencies, bending (29 cm™),
first overtone of bending (57 cm™) and combination modes (62 and 63 cm™) differ
from the experimental assignment. On the basis of our [59] and van der Avoird’s [60]
theoretical studies, a new assignment of the experimental peaks was made, which fully
agrees with that suggested theoretically, i.¢., the bands at 31 and 63 cm™ correspond to
the fundamental of bending and a combination mode.

3.5.1.5 Molecular Dynamics Simulations

The number of structures of higher benzene--- Ar, clusters increases rapidly with increas-
ing n and equals about 300 for n = 7; localization of these minima is very tedious. It
must be mentioned here that the use of “chemical intuition” for these purposes is rather
limited and some more objective method, like the quenching method, should be util-
ized. Experimental techniques have become very sophisticated over the past few years
and allow us to detect various structures of the cluster. It is, however, not easy to specify
the particular structure and the theory should assist in this direction. Because experi-
ments are carried out at non-zero temperature it is essential to include the entropy term.
The only feasible way of doing this, i.e., to determine the relative AG term for various
structures of the cluster, is to perform molecular dynamics (MD) simulations.

As an example, the MD study of the isomers of the benzene--- Ar, cluster [61] will be
described. Two isomers of the cluster exist. The global minimum corresponds to the
(1/1) isomer (having the argon atoms on the opposite sides of benzene; Dy,), while the
(2/0) isomer (both argons are localized on one side of benzene) has higher energy. For
benzene---Ar, the “global” potential described above was utilized, while the Ar---Ar
interaction was described by the empirical 6—12 Lennard-Jones potential. To find the
relative abundances of the two isomers, very long MD runs (100-400 ns) must be per-
formed. At low temperatures (below 27 K) the population of the (1/1) isomer is
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100 %. At higher temperatures, the relative population of the (2/0) isomer becomes
higher than that of the (1/1) isomer (64 % :36 %) and in the temperature interval
studied (27-37 K) it is almost temperature-independent. Temperatures above 37 K
could not be reached because the clusters dissociate. The preference of the energeti-
cally less favorable (2/0) structure is clearly a consequence of the entropy term. A simi-
lar study was performed in our laboratory for higher benzene---Ar, clusters (n = 3-7).

3.5.2 Monte Carlo Free Energy Perturbation Calculation:
Solvation Free Energy of Methanol and Ethane

The difference in free energy of two similar systems can be evaluated using the free en-
ergy calculation method [15]. One of the first application concerns the evaluation of
difference of solvation free energies of methanol and ethane [16). The free energy dif-
ference for mutation of methanol into ethane in water solution was calculated to be
6.8 + 0.2 kcal mol™, while the respective experimental value is 6.9 kcal mol™. Agree-
ment is evidently excellent.

It is worthwhile to mention that the Monte Carlo free energy perturbation method
was recently incorporated into commonly used codes (AMBER, DISCOVER, GRO-
MOS, CHARMM) and it is possible to use it for calculation of relative free energy of
various processes, €.g., solvation, conformational change, or molecular association.
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Appendices
Appendix 1. Classical Reversible Thermodynamics -
First Law

U
H=U+PV AH = AU + PAV

. U oH
[1deal gas: C, = (W)v; C{, = (—aT—)p; C,-C = R}

Second Law

Grev . _ Ay
= drev AS = 2orev
§ T T
A=U-TS AA = AU - TAS
G=H-TS AG = AH - TAS
Third Law

lim § = 0 (pure, crystalline substance)
=0

AGY= -RTInK

Classical thermodynamics: A, phenomenological science completely independent of
concepts of the structure of the matter. U, internal energy; H, enthalpy; P, pressure; V,
volume; C, and C,, heat capacity at constant volume and pressure, respectively; S en-
tropy; ¢..., heat accompanying a reversible process, A, Helmholtz energy; G, Gibbs
energy; AG®, standard change of Gibbs energy; R, gas constant; 7, absolute tempera-
ture; K, thermodynamic equilibrium constant of the process.

Appendix 2. Statistical Mechanics

1. Rigid rotor — harmonic oscillator approximation

The number of molecules #; having energy &;:

—£./kT
n = ——N B
o
Q = Y ge“*" ... partition function
i

(N is Avogadro’s number, k is the Boltzmann constant, T is the absolute temperature,
& is the degeneracy of the g level; for other symbols, see Appendix 1)

dIn Q
°-U = RT? —==
0 dT
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H-U3_ ,.dingQ
U =RTSZ+R

o_ 4 fdIn O
CV”dT[RT( dT )}

din Q
d

S$°=RT

+RlnQ-RInN+R

GC-Us_ rm&

T N

2. Evaluation of Partition Function: Ideal gas

0=0:0:00.
[e=&+&+e+e]
0, = (2nml’3cT)3"2 RT

I P
0, = (nlnlg 10)"2a7 (87;2#’)3/2
0 =1i1 Ijel‘_m

The definition equation of Q (see Appendix 1) is used directly for the evaluation of the
electronic partition function, Q..

Q; is partition function associated with the i-th type of motion, i.e., the translational,
rotational, vibrational, and electronic motion. The g’ are the corresponding energies.
I is a component of the total moment of inertia, % is Planck’s constant, v; is the fre-
quency of the i-th vibrational mode.

Appendix 3. Statistical Mechanics: Liquids and Solutions

Change in the Helmholtz energy A A,,;, when the system passes from state  to state j:

1. Thermodynamic perturbation theory (PT)

AAL; = Aj- A = —kT{exP(‘—J—U (MkﬁTU (Ai))}

(<...> denotes ensemble average)

2. Thermodynamic integration method (T1)

B AaA(x) B 11 ou(
AAi_,j—f—aA—d)L - HTA }Adl

A;
The coupling parameter A (0, 1) stands for a true or hypothetical reaction coordinate.
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Appendix 4. Molecular Quantum Mechanics (Time-independent nonrelativistic
Schrodinger Equation).

Hy = Ey _

y=1Vn|..@@.. |

where
@ = uZ::IciuXM
Application of the variation principle:
ilcm(HM ~ESu) =0——>¢, ie, 4
o
!
det | Hy-ES, | =0
Y
Ei.

H is the n-electron Hamiltonian (operator making total energy calculations possible),
Y is the n-electron wavefunction, E is the total energy of the system. The wave func-
tion 9 has the form of a Slater determinant or of a linear combination of Slater deter-
minants constructed. from molecular orbitals (¢,), which are expressed in the LCAO
form (, is an atomic orbital, AO). H 4 are the matrix elements of the Hamiltonian, §,,,
are the matrix elements of the overlap matrix. The linear equations for ¢, (i.e., for the
wavefunctions) have nontrivial solutions only for those values of E; which satisfy the
secular equation det | H,, - ES,, | =0.

Appendix 5. Vibrational problem (theory of small vibrations).
Wilson’s matrix analysis:
3N
Y Ai(b; — Aay) = 0 —> vectors A, describe the motion associated
=1 with the individual vibrational modes
I
det | b;—Aa;| =0
J

vibrational energy A,
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b; and a; are the elements of the potential and kinetic energy matrices, A;’s are the en-
ergies of the vibrational modes, which are described by vectors. A;. The diagonal elem-
ents of the potential energy matrix are the force constants, the nondiagonal elements
are the interaction constants.

Appendix 6. Classical mechanics.

Newton’s 2nd principle:
mi=F
Integration yields x = f(t)

m is the mass of a mass point moving along the x-coordinate, F is the force, x = dx/dt
is the velocity, ¥ = d%/df = dx/dt is the acceleration.
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Abbreviations

CsA Cyclosporin A

DBE Dibutyl ether

HPLC High performance liquid chromatography

MLP Molecular Lipophilicity Potential

RP-HPLC Reversed-phase HPLC

2D Two-dimensional

3D Three-dimensional

Symbols

Kk, Capacity factor in RH-HPLC (K, kexp are its calculated

and experimental values, respectively)
Partition coefficient

Molecular volume

H-bond donor acidity

H-bond acceptor basicity

Polarity parameter
Dipolarity/polarizability

™R <v

4.1 Introduction: The Concept of Molecular Structure

Molecular structure is conveniently approached by considering several conceptual
levels of description [1], as presented in Table 1.

4.1.1 The Elementary and Geometric Levels of Description

The description starts at an elementary level (the one-dimensional structure), where
molecules are represented by their chemical formula. The structural information con-
tained in the chemical formula is very limited (e.g., no information on two- and three-
dimensional structure), and the single structural attribute one can accurately derive
from it is the molecular weight.

The description continues with levels of progresswe]y increasing complexity and
richness. At the geometric levels of tw