
Advances in Intelligent Systems and Computing 507

Suresh Chandra Satapathy
V. Kamakshi Prasad
B. Padmaja Rani
Siba K. Udgata
K. Srujan Raju    Editors 

Proceedings of the 
First International 
Conference on 
Computational 
Intelligence and 
Informatics 
ICCII 2016



Advances in Intelligent Systems and Computing

Volume 507

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


Suresh Chandra Satapathy
V. Kamakshi Prasad ⋅ B. Padmaja Rani
Siba K. Udgata ⋅ K. Srujan Raju
Editors

Proceedings of the First
International Conference
on Computational
Intelligence and Informatics
ICCII 2016

123



Editors
Suresh Chandra Satapathy
Department of Computer Science
and Engineering

ANITS
Visakhapatnam, Andhra Pradesh
India

V. Kamakshi Prasad
Computer Science and Engineering
Department

JNTUH College of Engineering Hyderabad
(Autonomous)

Hyderabad, Telangana
India

B. Padmaja Rani
Computer Science and Engineering
Department

JNTUH College of Engineering Hyderabad
(Autonomous)

Hyderabad, Telangana
India

Siba K. Udgata
SCIS
University of Hyderabad
Hyderabad
India

K. Srujan Raju
CMR Technical Campus
Hyderabad
India

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-981-10-2470-2 ISBN 978-981-10-2471-9 (eBook)
DOI 10.1007/978-981-10-2471-9

Library of Congress Control Number: 2016951657

© Springer Science+Business Media Singapore 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer Nature Singapore Pte Ltd.
The registered company address is: 152BeachRoad, #22-06/08GatewayEast, Singapore 189721, Singapore



Preface

The First International Conference on Computational Intelligence and Informatics
(ICCII 2016) was held during May 28–30, 2016 at Hyderabad, hosted by the
Department of Computer Science and Engineering, JNTUHCE, Hyderabad in
association with Division-V (Education and Research) CSI. The proceedings of this
conference contain 69 papers which are included in this volume. It proved to be a
great platform for researchers from across the world to report, deliberate, and
review the latest progress in the cutting-edge research pertaining to computational
intelligence and its applications to various engineering fields. The response to ICCII
2016 was overwhelming. It received a good number of submissions from different
areas relating to computational intelligence and its applications in main tracks; and
after a rigorous peer-review process with the help of our program committee
members and external reviewers, we finally accepted quality papers with an
acceptance ratio of 0.25.

This conference is organized in the honor of Prof. A. Vinaya Babu, who is
retiring from services, for his services rendered in the JNTUH University in general
and the Department of Computer Science and Engineering, JNTUHCE, Hyderabad
in particular.

Dr. L. Pratap Reddy, JNTUHCE, Hyderabad conducted a special session on
“Information Theoretic Approach for Security”. A special session on “Introduction
to nature inspired optimization and machine learning” was conducted by Dr. S.C.
Satapathy, ANITS, Vizag. Dr. V. Ravi, IDRBT delivered a talk on “Data Analytics”
and Dr. P. Sateesh Kumar, IIT, Roorkee conducted a special session on
“Cloud-based IoT for Agriculture”. Dr. Swagatam Das, ISI, Kolkata conducted a
special session on “Multi-objective Optimization and Unsupervised Learning:
Some Issues and Challenges”. These sessions were very informative and beneficial
to the authors and delegates of the conference.

We take this opportunity to thank all keynote speakers and special session chairs
for their excellent support to make ICCII 2016 a grand success. The quality of a
refereed volume depends mainly on the expertise and dedication of the reviewers.
We are indebted to the program committee members and external reviewers who
not only produced excellent reviews but also did them in short time frame. We
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would also like to thank CSI Hyderabad, for coming forward to support us to
organize this mega convention.

We express our heartfelt thanks to Chief Patrons, Smt. Shailaja Ramaiyer,
IAS, Vice Chancellor, JNTUH, Prof. N.V. Ramana Rao, Rector, JNTUH,
Prof. N. Yadaiah, Registrar, JNTUH, Prof. A. Govardhan, Principal, JNTUHCEH,
faculty and administrative staff for their continuous support during the course of the
convention.

We would also like to thank the authors and participants of this convention, who
have considered the convention above all hardships. Finally, we would like to thank
all the volunteers who spent tireless efforts in meeting the deadlines and arranging
every detail to make sure that the convention runs smoothly. All the efforts are
worth and would please us all, if the readers of this proceedings and participants of
this convention found the papers and event inspiring and enjoyable. Our sincere
thanks to the press, print, and electronic media for their excellent coverage of this
convention.

Visakhapatnam, India Suresh Chandra Satapathy
Hyderabad, India V. Kamakshi Prasad
May 2016 B. Padmaja Rani

Siba K. Udgata
K. Srujan Raju
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GUI-Based Automated Data Analysis
System Using Matlab®

Pritam Gayen, Pramod Kumar Jha and Praveen Tandon

Abstract Centre for Advanced Systems (CAS) is a newly sanctioned DRDO
establishment engaged in the production of aerospace vehicle of national impor-
tance. Aerospace vehicles are fire and forget type and need rigorous testing and
validation at ground before subjecting it to critical flight trial. Aerospace vehicles
are very complex in nature and consist of various systems, subsystems, and
assemblies that need to be tested both in standalone mode and in an integrated
manner. The numerous tests and phase checks of these subsystems generate lot of
data that need to be analyzed before its formal clearance for flight test or launch.
This paper aims to automate this cumbersome process of data analysis and
documentation using the GUI feature of Matlab®. Prior to this, the offline data were
plotted using m files and figures thus obtained was inserted manually in
documentation software. All these process were manual and prone to human error.
Now, this entire process has been automated using the GUI feature of Matlab®. The
data are plotted through a user-friendly GUI window by a single mouse click. The
plots can also be exported to MS PowerPoint® and other documentation software
by a single click in the required format for presentation.
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1 Introduction

Aerospace vehicles are fire and forget type and need to undergo rigorous ground
tests before its delivery to users. It is a complex multi-disciplinary system con-
sisting of various systems, subsystems, and assemblies that are both intelligent and
non-intelligent. They are configured around MIL-STD-1553B [1] data bus. All
operations and data communications during checkout, auto launch, and test flight
are managed by intelligent on board computer. The data transaction takes place over
a fault- tolerant 1 Mbps serial link. The tests and phase checks generate lot of data
related to system’s health and it needs to monitored and analyzed both online and
offline for its formal clearance. These data thus generated were earlier plotted
manually using the Matlab® software and then imported into documentation soft-
ware for generation of reports. This process use to take lot of time and was prone to
human errors. This work is a step towards the automation of this work. It utilizes the
GUI feature of Matlab® to create user-friendly screens to perform these tasks with a
mouse click.

2 Related Work

During the test and phase checks, all the subsystems of aerospace vehicle are
connected as per the actual configuration. The intelligent subsystem communicates
with each other over MIL-STD-15553B [1] bus under the control of onboard
computer which acts as a bus controller. The ongoing data transactions are captured
by a bus monitor [2] computer. The captured data files are in ACE.ASF format of
DDC (Data Device Corporation) [3] and have to be decoded with suitable scale
factors to convert them into engineering units. After the completion of
proper-decoding process, the data files are converted into text files, which are
imported into Matlab® environment for plotting as per the required format. After
plotting, it was converted into *.ppt/*.pptx format manually for presentation. The
same can be stored in a printable format. This whole process was manually done
which was both time consuming and error prone.

This work has automated this entire analysis process using the GUI feature of
Matlab®. The steps of automation process are being described here with suitable
screen shots.

1. The user interface (UI) is created, which contains several controls called
components. These components may include toolbars, menu bars, push buttons,
etc. These UIs can perform computations, read and write data files, and even
communicate with other UIs.

2. After pressing a push button, the associated callback function gets executed.
These functions may be a separate .m files.

3. The Guide feature of Matlab® [4] was used in the creation of UIs, and then,
modifications were done programmatically to meet our requirements.
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4. Layout Editor was used for resizing of UI windows.
5. Push buttons were added to UIs from component palette.
6. Remaining components like popup menu, axes were added to the UI

subsequently.
7. Alignment tool is used for the alignment of components to add aesthetics to the

interface.
8. Property Inspector tool was used for labeling the push buttons.

A user-interface design is an important aspect of this work, as the user interacts
with it. It consists of various tools buttons to accomplish the required task as well as
for navigation from one window to other. The UI window along with its related
control buttons are as shown below. The decode button is used for the conversion of
ACE.ASF data file to a text file which is then used for plotting using the “PLOT”
button. The plot can be zoomed using zoom tool button.

Fig. 1 Screen shot of a GUI displays graphs

Fig. 2 Screenshot displays
graphs separately in a GUI
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According to user-specification graphs are divided into some groups. To display
those group of graphs, uitab() function of Matlab® is used. Some axes contain a
zoom button, by which user can see that particular plot in a separate window. User
can also enlarge the graph using zoom button from toolbar on this window.
According to user requirement, some axes contain maximum, minimum, and
average values of corresponding graph. Related screenshots are given on Figs. 1
and 2.

2.1 Data Gathering

Pressing the ‘DATA MONITOR’ push button on GUI window, user can store the
raw data file (ACE.ASF) in his/her desired disk location. The function uigetdir() is
used to acquire the user given path. This process saves the raw data file acquired
from MILSTD1553 data bus monitor. To gather raw data, the mt2disk.exe (data
gathering program by DDC) file is invoked through command prompt by this
automation process. Related screenshots are given in Fig. 3.

When command prompt is running, user has to press any key on the command
prompt window to stop the bus monitoring process.

To decode the data file, a decoder program is used. User has to choose the raw
data file (ACE.ASF or *.ASF). The uigetdir() function is used to accrue the file path
like the previous. To decode the raw data file, the decoder program is invoked
through command prompt by this automation process. All decoded files are saved at
the location provided by the user. After the completion of decode process, a
message is displayed to confirm the successful completion of decode process.

Fig. 3 GUI window for choosing the folder where to save raw data (left). A GUI window of
command prompt invoked by the automation process (right)
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2.2 Documentation

Another GUI window is displayed, after clicking the ‘REPORT’ button, which has
two edit text boxes, one for aerospace vehicle sequence number and another is for
some specification about that particular test. A button named ‘SAVE’ is provided
on UI window, which starts the documentation process on clicking.

After pressing the ‘SAVE’ button, a GUI window is displayed, in which user
needs to specify the particular folder where to save the document. This is generated
by the uigetdir() function.

Now Microsoft PowerPoint© Application is invoked using the actxserver()
function of Matlab®. It starts the MS PowerPoint©. Then, a new slide to that
PowerPoint presentation is added. Then, all axes from a UI figure window are copied
to a newly created figure, and then the figure is saved as a temporary image file. After
that, the picture from the temporary image file is added to the MS PowerPoint©

slide. Next, another new slide to that PowerPoint presentation is added and does the
same until all the axes of GUI window are covered. After covering all the axes from
the GUI window, the PowerPoint presentation is saved using Matlab® [5] command.
The name of that PPT is built by concatenating the aerospace vehicle name and
number given by user also using a Matlab® function named ‘strcat()’. After
completing the documentation process, a message is displayed to indicate that the
documentation process is completed. Related screenshots are given in Fig. 4. Saved
documentation (*.ppt file) is shown in Fig. 4 (Fig. 5).

Fig. 4 GUI window for choosing the folder where to save the document file (left). A message box
after completing the report documentation (right)
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3 Future Work

A *.ppt file is generated by this automation process, but a non-editable *.pdf can
be created by this automation process after the inclusion of some Matlab® APIs. In
future, the plan is to make this application run on any compatible machine without
even Matlab® installation using Matlab Runtime Compiler. The automation process
would become more useful if it can count the sine- and cosine-wave cycles of the
test results. It is also proposed to add some intelligence into this system, so that it
analyzes the data by itself and presents the result to the users.
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A Survey Study on Singular Value
Decomposition and Genetic Algorithm
Based on Digital Watermarking
Techniques

Mokhtar Hussein and Manjula Bairam

Abstract In digital image watermarking, many techniques are used for obtaining
optimal image representation; image decomposition as a standard set in the fre-
quency domain is not necessary (DCT, DWT, and DFT). Therefore, another rep-
resentation of transform was explored which is about using algebra methods and
algorithms with watermarking like singular value decomposition algorithm based
on watermarking. SVD algorithms have shown that they are highly strong against
extensive range of attacks. In addition to that, Genetic Algorithm (GA) is used with
SVD to optimize the watermarking. Many techniques and algorithms have already
been proposed on the using of SVD and GA on digital watermarking. In this paper,
we introduce a general survey on those techniques along with analysis for them
based on the two measures, transparency and robustness.

Keywords Genetic algorithm ⋅ Singular value decomposition ⋅ Digital
watermarking

1 Introduction

A digital watermarking can be defined as a sequence of special information inserted
invisibly into another multimedia file; this information is related to the owner of the
multimedia file and later can be extracted to be considered as copyright ownership
evidence. Embedding a watermark w into the original image (cover image or host
image) I is the primary conception of digital watermarking that is for achieving and
obtaining copyright protection, monitoring of broadcast, access control, and etc.
The watermark w could be a digital signal, a label, or a tag. The host digital media
could be image, audio, video, or software. The watermarked media Iw is I + w.
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Digital watermarking algorithms and techniques are categorized into two types or
domains, namely spatial and transform domains.

Spatial domain techniques are minimal robust for several types of offensives and
susceptible to manipulate (to forge) by prohibited users [1]. Techniques related to
transform domain are more robust and secure to several and different types of attacks,
these techniques embed w into I by modulating the coefficients like Discrete Fourier
Transform (DFT), Discrete Cosine Transform (DCT), Discrete Wavelets Transform
(DWT), and Singular Value Decomposition (SVD). The size of w could be inserted
into I is generally 1/16 of I. Robustness can be gained when considerable modifi-
cations are made to I while inserting w, regardless the domain without affecting the
visual and quality of I. Those modifications are identifiable, and therefore, thus do not
meet the requirements of invisibility (transparency) [2]. Designing and planning an
optimal watermarking system for a specified application constantly include a
trade-off in between those requirements, so that, if the mentioned issue can be
addressed as an issue of optimization, then it can be resolved using one of the soft
computing tools related to Artificial Intelligence (AI), viz., Genetic Algorithm (GA),
Fuzzy Logic, and Neural Networks [3–5]. Watermark w could be scaled by the
Scaling Factor (SF) denoted by k prior the process of embedding, this k is utilized to
control the intensity and immovability of w. Watermark w can be embedded into
I either via adjusting values of pixels or modifying the coefficients of transform
domain. When SF is greater that means more distortion (more transparency) in the
quality of I and stronger robustness. Furthermore, when SF is minimal that means
much better quality of image and weaker robustness [4, 5]. Various spectral com-
ponents may show diverse possibility to amendment. Thus, an individual SF may not
be viable for adjusting all the values of I. Then, several SFs should be utilized for
adapting to the divers spectral ingredients to minimize visual artifacts [1, 4].

For all the techniques and methods previously developed, they usually utilize
predefined embedding essential rules and define their parameters of embedding,
such as embedding strength and threshold. Often, it is hard to set optimal water-
marking parameters, because watermarking algorithms have wider space of
parameter. Consequence, those techniques and algorithms do not demonstrate
desired performance [6, 7]. As a rule, digital watermarking is having two measures
for performance, namely imperceptibly and robustness. Yet, inserting w inside
I decrease the visual quality of image, while it is desirable that the dissolution must
not be readily observed. Thence, imperceptibility indicates the concept which
should be unrealizable to visual system of human. Both of the performance mea-
sures, imperceptibility and robustness, are conflicting with each other [8]. An
optimal watermark system has to make equilibrium between the two. Hence, the
problem of optimal watermark is from the multi objective optimization problem.

Therefore, many techniques are used with digital watermarking; they generally
called soft computing tools, such as neural networks, genetic algorithms, and fuzzy
logic. In addition to that, a number of transformations are used along with these
techniques, such as DFT, DCT, DWT, and SVD. In this paper, we are concentrating
only on highlighting the digital image watermarking techniques which used the
concepts of SVD and GA.
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2 Digital Watermarking Based on SVD

This section represents a general description of SVD with digital watermarking.
The notion of SVD was founded for real-square matrices by Beltramin and Joda in
the 1870s, for complex matrices in 1902, by Autonne, and has been expanded to
rectangular matrices in 1939 by Echart and Young. Finally, SVD has been utilized
in image processing applications, such as image hiding, image compression, and
noise reduction.

SVD is famed as a transformation of an algorithm matrix which is relay on
Eigenvector. It is an athletic tool which is applied during matrices analyzes. It is
familiar that SVD is considered one of the generality sturdy techniques used in the
numeric analysis along with so many number of applications, including water-
marking [4, 9, 10]. SVD is also known as a mathematical method used to elicit
algebraic lineaments out of image. Substance idea of SVD-based approach is to
stratify the SVD to the entire I or at least to few segments of that image, and,
therefore, adjust the singular values to insert the watermark. Three features are there
to utilize the SVD technique with digital watermarking scheme, the first one is that
the size of matrices in SVD transformation is unspecified; second, there will be no
large variation of image’s singular values when a slight disruption is added to that
image, and the third one is that SVs exemplify the actual algebraic properties of
image [11]. The above-mentioned properties of SVD are quite likeable to evolve
watermarking techniques and algorithms and techniques which are particularly
robust against the geometric offensives. In general, the energy or strength of w can
be controlled using a scaling factor. Watermarking approach effectiveness is
extremely relies on selecting an appropriate scaling factor. Ganic et al. [12] pointed
that the scaling factor is set to be constant in several SVD-based studies. While that
Cox et al. [13] argued that considering a unique single consonant scaling factor may
not be usable in some situations, then they proposed that users can use various or
multiple scaling factors instead of using only one. SVD always decompose a real
matrix A with M * N to three sub matrices A = USVT, where U and V are M * N
and N * N orthogonal matrices, respectively, S is considered as N * N diagonal
matrix, i.e., consider a real M * N matrix A, and gather this matrix into two
orthogonal matrices (U and V) and a diagonal matrix (S). The elements or entries in
S are only non-zero on the diagonal and are named as singular values of A. Matrices
size from SVD transformation is not fixed, so that it could be a rectangle or a
square. Singular values in a digital are minimal influenced to common image
processing algorithms and techniques, because they resist against attacks. When r is
the rank of the matrix A and S = diagðλiÞ where i = 1, 2, …, n, then these singular
values satisfy the following equation:

λ1 ≥ λ2 ≥ λ3 ≥ ⋯ > λrank Að Þ > 0.

When A indicates a matrix that its elements are pixel values of that image,
thereafter this image can be written as:

A Survey Study on Singular Value Decomposition … 9



A = USVT = ∑
r

i=1
λiuivTi .

As known, watermarking system composed of two main processes, embedding
and extraction processes.

2.1 Embedding Process

The algorithm used in embedding process first applies SVD to I, then modify S with
W, then apply SVD to Sm, and, finally, compute the watermarked image Iw. This
algorithm can be represented mathematically as the following:

1. I = USVT

2. Sm = S + Kw
3. Sm = Um Sw VTw
4. Iw = U Sw VT

2.2 Extraction Process

In the extraction process, first apply SVD to Iw which is possibly distorted, then
compute possibly corrupted and, finally, extracted the watermark. This algorithm
represented mathematically as follows:

1. Iw = U Sw VT

2. Smc = Uw Sw VT

3. w = (Sc − S)/k.

3 Digital Watermarking Based on Genetic Algorithm

Among all digital watermarking, imperceptibility and robustness are considered as
the two inconsistent requirements required by any digital watermarking system. An
effective watermarking system necessarily has to make a delicate trade-off in
between these conflicting properties. This section explains how to use GA to
optimize the process of watermarking embedding with respecting to the two
inconsistent or conflicting required conditions transparency and robustness for
various types of attacks. It presents a general information on GA and how to apply
them with digital watermarking.
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Genetic Algorithm is the most popular evolutionary algorithm widely used for
optimization initiated by Holand in the 1960s and 1970s, as a basic principle, and
attracted a great attention in several areas as a way and methodology for learning,
adaptability and optimization after publishing Goldberg’s book in 1984. Various
techniques for digital watermarking have been optimized based on GA in spatial
and frequency domains by many of the researches. GA deemed as a search and
optimization technique based on the norm of natural and genetic selection. Cover
image I with M * N can have a number N of SVs which might detect diverse
possibility to amendment. The technique or algorithm is necessary and needed to
attain the optimum SFs which are output extreme transparency and robustness.
Hence, an effective and powerful optimization algorithm is in needed for this
objection. So for that, GA which is a familiar modernistic heuristic optimization
algorithm is mostly used. The basic Genetic Algorithm is composed of five com-
ponents namely: Random Number Generator (RNG), Fitness Evaluation (FE),
Genetic Operator for Reproduction (GOR), Crossover (Cro.), and the last compo-
nent is Mutation Operation (MO). Figure 1 represents the basic components of GA.

As stated in Fig. 1, the initial population is demanded to be at the starting of
algorithm. The initial population is a group of number strings produced by GNA.
Each series treated as an impersonation solution to the optimization problem being
addressed.

To acquire or approach the limit of maximum performance of earlier developed
watermarking algorithms, we have to locate their optimal parameters. One of the

Fig. 1 Basic components of
GA
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common ways of solving the problem of optimal watermarking is to treat it as a
problem of optimization. Based on that, Genetic algorithms (GA) can be exercised
and used to solve the problem of optimization [14].

4 Survey of Watermarking Techniques Using SVD
and GA

In this section, we will introduce different proposed methods and techniques related
to the using of SVD- and GA-based watermarking. First, we will present water-
marking techniques based on SVD, then techniques based on GA, and finally, we
will concentrate on the techniques that use both terms SVD and GA. Ganic et al.
[15] suggested a dual SVD scheme based on watermarking embeds w twice. In the
first layer, I is segmented to tiny segments and a part of w is embedded in each
block. In the second layer, I is utilized as a single partition or block to insert the
entire watermark. The intent of considering two layers to insert watermark, because
the first one permits elasticity in the capacity of data, the second layer provides
extra robustness and resistance to different offensive. Lee et al. [16] suggested a
method for image content authentication based on SVD with enhanced security by
insert or embed w into blocks which are ordered randomly, modifying and dithering
the quantized greatest singular value of image block, the proposed technique is
strong and powerful against VQ attack and is secure from the attacks of histogram
analysis. Calanga et al. [17] presented a scheme of watermarking based on com-
pression SVD. They split I into small blocks, then applied SVD to every block. In
this technique, I is inserted into all non-zero singular values based on the topical
features of I so as to make a balance in distortion with embedding capacity. Mohan
and Kumar [18] introduced a robust image watermarking technique for the copy-
right protection of multimedia. In their suggested technique, they used SVD domain
and dither quantization for inserting w in the both matrices (U and V) acquired from
SVD. They stated that in their method, the greatest SV of I and U matrix coeffi-
cients is adjusted to embed w. Mohammad et al. [19] introduced a technique of
SVD-based watermarking which is an amended version of the SVD-based tech-
nique suggested by Liu and Tan at [13]. The suggested technique or algorithm is
non-invertible and it is mainly used for protecting legitimate ownership. Basso et al.
[20] introduced a scheme of block-based watermarking based on SVD. The
watermark is inserted by means of adjusting the angularity created by right singular
vector of each block of I.

Huang and Wu [21] suggested a technique of image watermarking using GA in
DCT domain, GA was utilized to search for suitable embedding locations in
between DCT coefficients of image blocks. Kumsawat et al. [6] discussed that a
framework of watermarking based on GA for performance was debated, so that GA
searched for parameters of watermarking which include threshold and embedding
strength. Lin et al. [22] discussed a minor searching algorithm based on GA to
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minimize long times of computation. Shieh et al. [23] presented a technique of
watermarking optimization using GA to search optimal frequency bands for
embedding watermarks. In the previous researches and presented techniques and
methods, two goals for using GA, the first one is searching for an optimum
parameters of watermarking (e.g., embedding strengths and threshold) [24], and the
second one is to find the most appropriate embedding positions.

Veysel Aslantas presented a novel scheme of optimal watermarking based on
SVD with GA, he modified SV values of I to embed w, then these amendments are
optimized by employing GA to obtain the highest possible robustness without
losing transparency, means without degrading the image quality. The size of I used
in experiments was 256 * 256 and w with size of 32 * 32. In his suggested algo-
rithms, GA is utilized to acquire multiple SF. Experiments outcomes show that
feasibility of multiple SFs evaluated by GA and its notability over the use of a
single SF. For further studies, he suggested to be executed along with the com-
ponents of SVD (U and V). B. Jagdesh et al., they presented a novel scheme for
optimal watermarking based on SVD and GA. This proposed technique relies on
step size optimization using GA to improve the fineness of Iw and robustness of
w to evaluate the effectiveness of the method, they used a cover image I with the
size of 512 × 512 and w with size of 64 × 64. I is partitioned it into 8 × 8 before
performing SVD on each block. They applied the embedding and extraction pro-
cesses based on the suggested algorithm. They used an error matrices to test and
make sure that the algorithms is normalized cross correlation NC for the robustness
and peak signal-to-noise rate (PSNR) for transparency based on the following
equations:

PSNR = 10 log10
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Then, calculate the fitness of solution based on both the transparency PSNR and
robustness fval = −(PSNR + NC) based on the suggested algorithm. Different
types of attacks are used to test the robustness of w. The experiments results show
that the quality of Iw looks good with respect to perceptibility and PSNR, and in
addition to that, this technique also presents robust to the following attacks: JPEG
compression, low-pass filtering, resizing, media filtering, salt and pepper noise, and
column blanking and copying. Chih-china et al., presented an adaptive amended
SVD-based watermarking technique through stratify statics of the image with GA.
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The proposed approach used GA to optimize the strength of w. They used I as a
gray-level image (size of 512 * 512) and w (size of 32 * 32). In their experiments,
the suggested approach maintains high perceptual quality of Iw. For the sake of
valuation, the robustness of the suggested method, w, was examined against five
attacks: Geometrical Attack (Cropping), Noising Attack (Gaussian Noise),
De-noising Attack (Median filtering), Format Compression Attack (JPEG Com-
pression), and Image Processing Attack (Sharpening, Histogram Equalization and
Tempering), [CR, GN, MF, JPEG, and (SH, HE)]. So as to show the notability of
their approach, they compare it with another SVD-based watermarking techniques
and algorithms. Experiments results show both of the considerable amelioration in
imperceptibility and robustness against various attacks and techniques of image
manipulation. Shih-Chin Lai suggested an innovative technique for image water-
marking through merging SVD technique with tiny GA. Appropriate scaling factors
are specified using the tiny algorithm. For the purpose of testing, he used I with size
of 256 × 256 and w with size of 64 × 64. The relative parameters which are used
with tiny GA as follows: 5 is the size of population, 300 is the utmost generation
number, and 0.95 is the probability of crossover. Lai divided the experiments into
two steps, in the first step, he evaluated the robustness of the suggested approach,
Iw was examined versus five sorts of attacks (CR, Rotation RO, GN, Average
Filtering AF, JPEG, HE and Darken DK). In the second step: Lai compared this
schema with [25, 26] to check the capability of resistance to various types of
attacks, Extracted watermark quality is specified by values of NC. In [26], they
apply the SVD to the whole I and insert w in the diagonal matrix of the SVD
transformation and the SF is set to a single constant value. In [25] the author
suggested a watermarking technique based on SVD and micro-GA (μ-GA). Sin-
gular values of I are adjusted through considering various scaling factors to insert
w. The μ-GA is applied to effectively search the appropriate values of scaling
factors. Result shows that in shih proposed approach, the robustness performance is
superior to the other similar approach. One main disadvantage for this approach
proved by Khaled that it suffers from a highly probability of detection of false
positive. which means that the proposed watermarking scheme might be
on-effective in the term of probability of false positive detection of I.

Poonam et al. proposed the modern technique used to get the robustness and
imperceptibility much better in watermarking. In this method, the singular value of
w is inserted into singular value of third-level DWT approximation matrix of
I. They used the GA to optimize the scaling factor with which the watermark is
embedded to I. The proposed algorithm makes use of fitness function that takes two
values PSNR and correlation. They used a host image [size of 512 × 512] and
watermark [size of 64 × 64], they carried out watermarking based on DWT-SVD
procedure through GA on ten training samples, these procedures repeated for five
attacks: Geometrical Attack, Format compression, Noising Attack, De-Noising
Attack, and Image Processing Attack. They observed that after applying several
types of attacks, the correlation value in between the original watermarking and the
extracted one is larger if the scaling factor is high. The results shown that PSNR for
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the suggested algorithm is rising with the increasing value of scaling factors and
their result was the best. They show that when the scaling factor increased, they got
bestead performance particularly with robustness.

5 Conclusion

In this study, we have covered only the techniques of digital watermarking based on
SVD and GA, we found that only a few researches have been done on the field of
digital watermarking, which rely on combining SVD and GA, most of the men-
tioned studies in this study concentrate on some attacks, they do not cover all
known attacks. Some of them concentrate on achieving higher PSNR and the other
on NC. More studies need to be done in those fields to achieve more equilibrium
between the two contradictory requirement perceptibility and robustness (i.e.,
PSNR and NC).
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A Robust Authenticated
Privacy-Preserving Attribute
Matchmaking Protocol for Mobile Social
Networks

M.M. Naresh Babu, A.S.N. Chakravarthy, C. Ravindranath
and Chandra Sekhar Vorugunti

Abstract The advances in mobile and communication technologies lead to the
advancement of mobile social networks (MSNs). MSN changed the way people
communicate and exchange the private and sensitive information among the friend
groups via mobile phones. Due to the involvement of private and sensitive infor-
mation, MSN demands for efficient and privacy-preserving matchmaking protocols
to prevent the unintended data (attribute) leakage. Many existing matchmaking
protocols are based on user’s private and specific data. Malicious participants may
opt their attribute set arbitrarily so as to discover more information about the
attributes of an honest participant. Hence, there is great chance of information
leakage to a dishonest participant. In this context, Sarpong et al. had proposed a first
of its kind of an authenticated hybrid matchmaking protocol that will help
match-pair initiators to find an appropriate pair which satisfies the predefined
threshold number of common attributes. Sarpong et al. had claimed that their
protocol restricts attribute leakage to unintended participants and proved to be
secure. Unfortunately, in Sarpong et al. scheme, after thorough analysis, we
demonstrate that their scheme suffers from data (attribute) leakage in which the
initiator and the participant can compute or achieve all the attributes of each other.
Also, we show that Sarpong et al. scheme requires huge computation and com-
munication cost. As a part of our contribution, we will propose an efficient and
secure matchmaking protocol which is light weight and restricts attribute leakage to
the participants.
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1 Introduction

The advances in mobile and communication technologies lead to advancement of
traditional online social network to mobile social networks (MSNs). MSN facili-
tates real time personal and user specific data sharing and instant messaging among
friend groups. Due to the exchange of private and shared information among the
participants, finding a matching pair privately is a critical requirement in MSN.

A private matchmaking is a primary feature of private set intersection. Match-
making protocol is a critical requirement for MSN in which two or more mutually
mistrustful parties A and B consists of attribute sets SA and SB, desire to compute
together the intersection in such a way that both A and B should not take any
information particular to the other opponent. A and B must learn only the common
attributes among them, i.e., SA∩ SB nothing more.

In the literature, many matchmaking algorithms have been proposed based on
various parameters. Few matchmaking protocols [1–3] have been proposed based on
certificate authority CA, in which CA authenticates the entities attributes. Another
matchmaking technique is fully distributed [4], which eliminates CA. The partici-
pants perform the distribution of attributes among themselves, computing the
intersection set. The initiator and the multiparties exchange their attributes using
Shamir’s secret sharing scheme. The hybrid technique [5] is a commonly used
technique in which the CA performs only the verification of attributes and managing
the communication among the entities. The protocol participants will perform the
attribute sharing and matchmaking operations. Recently, Huang et al. [6] had pro-
posed an identity based encryption scheme for matchmaking in social networks.

However, in this context in 2015, Chiou et al. [7] and Sarpong et al. [8] had
proposed matchmaking protocols in which the initiator finds the best match among
multiple participants who has the maximum similar attribute as the initiator. Sar-
pong et al. claimed that their scheme protects user’s attributes from unnecessary
leakage to unintended persons. In this manuscript, after thorough analysis of Sar-
pong et al. scheme, we will demonstrate that in Sarpong et al. scheme, the par-
ticipants can achieve the attributes of other participants and requires huge
computation and communication cost.

As a part of our contribution, we will propose a secure and light weight
matchmaking protocol for MSN, which resists the pitfalls in Sarpong and other
related schemes.
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2 Brief Review of Sarpong et al. Matchmaking Algorithm

This protocol mainly consists of a certification authority (CA) that cannot be
compromised, an initiator of matchmaking algorithm, and the number of partici-
pants in the matchmaking process. This algorithm facilitates the match seekers to
find the most appropriate pairs. The users of this protocol can know the actual
attributes they have in common, if a pair is found and the size of the intersection (if
it exits) is greater than the predefined threshold AThreshold.

2.1 Initial Phase

Assume Alice is the initiator of the protocol to find out the closest match among ‘m’

participants (for brevity, we assume that Alice is communicating with a single
participant Bob to find out the common attributes. The other participants also
perform and exchange similar messages as Bob with Alice. Alice also exchanges
same messages as it exchanges with Bob) having portable devices and can connect
with each other using PAN or Bluetooth or Wifi. Athreshold is the threshold value for
the attribute matching set by the initiator Alice, i.e., to qualify as a match-pair for
initiator; there should be minimum of Athreshold number of common attributes
between pairs. The initiator Alice consists of ‘m’ attributes, i.e., a = {a1, a2, am}
and Bob consists ‘p’ attributes, i.e., b = {b1, b2, b3………bp}. In the match-
making, if two attributes are semantically same, then only they are treated as the
same.

2.2 Key Generation

K1. Alice and Bob computes RSA key pairs (eA, dA), (eB, dB), respectively, using
p, q which are large prime numbers, where eA, eB are the public variables.

K3. CA computes RSA key pair is (e, d), where N = p * q.
K4. CA makes <e, N> public.

2.3 Attribute Certification

A1. The attributes of Alice and Bob are a = {a1, a2, a3…am} and b = {b1, b2,…
bk}.

A2. Alice exponentiates his attribute set using the public key of CA, i.e., ‘e’.
ae = {a1e, a2e, …, ame}.

A3. Bob also exponentiates his/her attributes as be = {b1e, b2e, …bke}.
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A4. Alice to get the attributes certified by CA, forwards a message Ee{a
e||IDA||

UNA|| e, eA} to CA which contains the attribute set computed in A2, its
identity, user name, its public key and CA public key. The message is
encrypted with the CA public key, i.e., ‘e’.

A5. Bob also to get the attributes certified by CA, forwards a message Ee{b
e || IDB

|| UNB || e ||eB} to CA which contains the attribute set computed in A3, its
identity, user name, its public key and CA public key. The message is
encrypted with the CA public key, i.e., ‘e’.

A6. The CA certifies the Alice attributes and returns A = {(a1, s1), (a2, s2), …,
(am, sm)} to Alice, where si = H(IDA||ai)

dmod N using its private key ‘d’.
A7. The CA also certifies the Bob attributes and returns B = {(b1, σ1), (b2, σ2),

…, (bk, σk)} to Bob, where σ1 = H(IDB||b1) mod N.

2.4 Matchmaking Phase

M1. On getting the attributes certified by the CA, the private attributes of Alice
and Bob becomes A = {(a1, s1), (a2, s2), …, (am, sm)}, B = {(b1, σ1), (b2,
σ2), …, (bk, σk)}, respectively.

M2. Alice picks ‘m’ arbitrary random numbers Ri for each attribute i = {1, 2, 3,
……m} and computes MAi = Si.gRi mod N, i.e., MA1 = s1.gR1mod N,
MA2 = s2.gR2mod N, MA3 = s3.gR3mod N and sends MES1 = {MA1,
MA2, …….MAm} to Bob.

M3. Bob also chooses an arbitrary numbers Pk for each attribute k = {1,2,3,……

k} and computes MBk = σk.gPkmodN, i.e., MB1 = σ1.gP1= H(IDB||b1).g
P1

mod N, MB2 = σ2.gP2 mod N = H(IDB||b2).g
P2mod N…and sends

MES2 = {MB1, MB2, …, MBk}…to Alice.
M4. Alice chooses an arbitrary number Ra and computes ZA = ge.Ramod N,

MBk* = (MBk)e*Ra = {MB1e.Ra, MB2e.Ra, .. MBme.Ra} = {(H(IDB||b1).
gP1).e.Ra, (H(IDB||b2).g

P2).e.Ra, …(H(IDB||bm).gPm).e.Ra.}.
M5. Alice performs arbitrary permutation RPA = ζ{a1, a2, …, ak}

Ra = ζ{a1Ra, a2Ra,
…, ak

Ra} and sends MES3 = {ZA||MBk*|| RPA} to Bob.
M6. Bob also opts an arbitrary number Rb and computes ZB = ge.Rbmod N,

(MES1)e.Rb = {M1e.Rb, M2e.Rb, M3e.Rb, …Mke.Rb} = {(s1.gR1)e.Rb, (s2.gR2)
e.Rb, … (Sk.gRm) e.Rb.}.

M7. Bob chooses an arbitrary permutation RPB = ζ{b1 Rb, b2
Rb, …, bkRb} and

sends MES4 = {Zk||(MES1)e.Rb|| RPB} to Alice.
M8. Alice sends his signed message SigdA(IDA||MES1||MES2||MES3||MES4) to

Bob.
M9. Bob also sends his signed message SigdB(IDB||MES1||MES2||MES3||MES4)

to Alice.
M10. Now Alice and Bob verify that received MES1, MES2, MES3, MES4 values

are equivalent to the received or computed values in the previous steps.
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M11. Alice share his random number to Bob by sending SigdA(IDA||IDB||Ra). Sim-
ilarly, Bob also shares his arbitrary number by sending SigdB(IDB|| IDA||Rb).

M12. Alice computes a list KA = ζA{a1RaRb, a2RaRb, …, am
RaRb} and direct to Bob.

Bob also computes KB = ζB{b1RbRa, b2RbRa, …, bk
RbRa} and send it to Alice.

M13. To know the actual common attributes, Alice sends his random permutation
by encrypting with the Bob public key, i.e., eB, EeB(ζA). Similarly, Bob
sends his random permutations to Alice by encrypting with the Alice public
key, i.e., ea, EeA(ζB).

M14. Alice already know ζB, can able to compute ζB−1 and retrieves {b1
RbRa,

b2
RbRa, …, bk

RbRa}, similarly, Bob able to compute ζA−1 and recover {a1
RaRb,

a2
RaRb,…, am

RaRb}. Now both Alice and Bob know their actual common
attributes.

3 Cryptanalysis of Sarpong et al. Algorithm

In this section, we deliberate security analysis of Sarpong et al. scheme.
In Sarpong et al. scheme, in M13 of matching phase, Alice sends its random

permutation, i.e., EeB(ζA) by encrypting with the Bob public key. Similarly, Bob
sends its random permutation EeA(ζB) by encrypting with the Alice public key. On
receiving the encrypted message EeA(ζB), Alice perform the following steps as
depicted below:

Step (1) Decrypts EeA(ζB) using its private key dA, i.e., DdA EeA(ζB) = ζB.
Step (2) Alice performs inverse operation ζB−1 on KB, i.e., ζB−1 (KB) =

B−1{b1
RbRa, b2

RbRa,…, bk
RbRa} to retrieve original list, i.e., {b1

RbRa, b2
RbRa,

…, bk
RbRa}.

Step (3) In M11 of matching phase, Bob sends the message SigdB(IDB|| IDA||Rb)
to Alice. Alice retrieves {IDB, IDA, Rb} from the received message.
Alice already know his Ra, hence Alice can perform an inverse operation
on each received value in {b1

RbRa, b2
RbRa,…, bk

RbRa}, i.e., {b1
RbRa, b2

RbRa,
…, bk

RbRa} R− 1
b R− 1

a = b1, b2, b3, b4 . . . . . . . . . bkf g. Hence, Alice comes
to know all the attributes of Bob, along with the common attributes.
Similar is the case with Bob, in which Bob also comes to know all the
attributes of Alice along with the common attributes by executing the
above steps similar to Bob. Therefore, we can conclude that Sarpong
et al. scheme fails to achieve the primary requirement of matchmaking
algorithm, in which the participant and initiator must know only the
common attributes.
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4 Pitfalls or Anomalies in Sarpong et al. Algorithm

4.1 Requires Huge Communication Cost

In M2 and M5 steps of matchmaking process, Alice sends MES1 and MES3 to
Bob, respectively. In M8, Alice again forwards MES1, MES3 to Bob in a message
SigdA(IDA||MES1||MES2||MES3||MES4). Bob, on receiving the message Sig-
dA(IDA||MES1||MES2||MES3||MES4), decrypts the message to get {IDA, MES1,
MES2, MES3, MES4} and uses MES1, MES2, MES3, MES4 to validate, whether
the transferred and received values are valid or not. To validate the messages
transferred, a message digest operations like hash functions, e.g., SHA-1 can be
used, which outputs a fixed length data, hence reduces the need to transfer full
messages.

Similar is the case with the Bob. In M3, Bob sends MES2, in M7, Bob sends
MES4 to Alice. In M9, Bob again sends these messages in the form of SigdB(IDB||
MES1||MES2||MES3||MES4) to Alice, which consumes huge communication cost.

4.2 Requires Huge Computation Cost

In M2 and M3 steps of matchmaking process, Alice and Bob selects ‘m’ and ‘p’
arbitrary numbers, respectively. Alice computes MAi = si.gRi mod N, where 1 <
= i < = m. Similarly, Bob computes MBk = σk.gPk = H(IDB||bk).gPk mod N…,
where i < = k < = p. Totally for one participant and one initiator, the Sarpong et al.
schemes k * m random numbers, which requires huge computation cost.

5 Our Proposed Scheme

In this section, we present our improved scheme over Sarpong et al. scheme to
remedy the security flaws as mentioned above while preserving their merits. The
Key Generation and Attribute Certification phases of our proposed scheme are
similar to Sarpong et al. scheme.

5.1 Matchmaking Phase

M1. On getting the attributes certified by the CA, the private attributes of Alice
and Bob becomes A = {(a1, s1), (a2, s2), …, (am, sm)}, B = {(b1, σ1), (b2,
σ2), …, (bk, σk)}, respectively.
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M2. Alice picks a single arbitrary random number R1, and computes MA1 = Si.
gR1mod N, i.e., MA1 = s1.gR1mod N, MA2 = s2.gR2mod N, MA3 = s3.
gR3mod N and sends MES1 = {MA1, MA2, …, MAm} to Bob.

M3. Each participant also chooses an arbitrary numbers P1 computes MBk = σk.
gP1mod N, i.e., MB1 = σ1.gP1= H(IDB||b1).g

P1 mod N, MB2 = σ2.gP1 mod
N = H(IDB||b2).g

P1mod N… and sends MES2 = {MB1, MB2, …, MBk}…
to Alice.

M4. Alice chooses an arbitrary number Ra and computes ZA = ge.Ramod N,
MBk* = (MBk)e*Ra = {MB1e.Ra, MB2e.Ra, … MBme.Ra} = {(H(IDB||b1).
gP1).e.Ra, (H(IDB||b2).g

P2).e.Ra, …(H(IDB||bm).gPm).e.Ra.}.
M5. Alice performs arbitrary permutation RPA = ζ{a1, a2, …, ak}

Ra = ζ{a1Ra, a2Ra,
…, ak

Ra} and sends MES3 = {ZA||MBk*|| RPA} to Bob.
M6. Bob also opts an arbitrary number Rb and computes ZB = ge.Rbmod N,

(MES1)e.Rb = {M1e.Rb,M2e.Rb,M3e.Rb, …Mke.Rb} = {(s1.gR1)e.Rb, (s2.gR2)
e.Rb, … (Sk.gRm) e.Rb.}.

M7. Bob chooses an arbitrary permutation RPB = ζ{b1 Rb, b2
Rb, …, bkRb} and

sends MES4 = {Zk||(MES1)e.Rb|| RPB} to Alice.
M8. Alice computes M1 = IDA ⊕ h(MES1||MES2||MES3||MES4), M2 = h

(IDA||MES1||MES2||MES3||MES4) and forwards {M1, M2} to Bob.
M9. Bob computes M3 = IDB ⊕ h(MES1||MES2||MES3||MES4), M4 = h(IDB||

MES1||MES2||MES3||MES4) and forwards {M3, M4} to Alice.
M10. On receiving {M3, M4} from Bob, Alice achieves IDB

* = M3 ⊕ h(MES1||
MES2||MES3||MES4), computes M4* = h(IDB

* || MES1||MES2||MES3||
MES4) and compares the computed M4* with the received M4. If both are
equal, Alice authenticates Bob. Similarly, Bob achieves IDA

* from M1, and
computes M2* = h(IDA

* ||MES1||MES2||MES3||MES4). If computed M2*

equals the received M2, Bob authenticates Alice.
M11. Alice share his random number to Bob by sending an encrypted message

using the Bob public key, so that the message can be decrypted only by Bob
using his private key, i.e., dB where DdB(EeB(IDA||IDB||Ra||R1)) = {IDA,
IDB, Ra, R1}.

M12. Similarly, Bob also shares his arbitrary numbers by sending an encrypted
message using Alice public key, i.e., eA, where EeA(IDB|| IDA||Rb||
P1) = {IDB, IDA, Rb, P1}.

M13. Alice computes a random permuted list KA = ζA{h(a1||R1)RaRb, h(a2||
R1)RaRb, …, h(am||R1)RaRb} and direct to Bob. Bob also computes KB = ζB
{h(b1||P1)RbRa, h(b2||P1)RbRa, …,h(bk||P1)RbRa} and send it to Alice.

M14. To know the actual common attributes, Alice sends his random permutation
by encrypting with the Bob public key, i.e., eB, EeB(ζA). Similarly, Bob
sends his random permutations to Alice by encrypting with the Alice public
key, i.e., eA, EeA(ζB).

M15. Alice already know ζB, can able to compute ζB−1 and retrieves {h(b1||
P1)RbRa, h(b2||P1)RbRa, …,h(bk||P1)RbRa}, similarly, Bob able to compute
ζA−1 and recover {h(a1||R1)RaRb, h(a2||R1)RaRb, …, h(am||R1)RaRb}.
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M16. For each attribute {a1, a2, am}, Alice computes {h(a1||P1)RaRb, h(a2||P1)RaRb,
……..,h(am||P1)RaRb} and compares with the attribute list {h(b1||P1)RbRa, h
(b2||P1)RbRa,…,h(bk||P1)RbRa}. The comparison gives theAlice, the number of
attributes in common and their actual values with Bob. Bob also perform same
computations as Alice. As Alice and Bob uses hash function and session
specific arbitrary numbers to compute {h(a1||R1)RaRb, …}, {h(b1||P1)RaRb,
….}, if an attribute sent by Bob is not matching against any value in the Alice
attribute list, even though Alice knows P1, Ra, Rb it is computationally
infeasible for Alice to achieve or compute the non-matching attribute, this is
due to the one way property of hash function. Similar is the case with Bob.

M17. Hence, in our scheme, there is no chance of leakage of attributes to opponent,
in case of non-matching attributes.

6 Security Strengths of Our Proposed Scheme

Attribute Verification: In our proposed scheme, in Attribute Certification phase, the
initiator Alice and the participant Bob submit their attribute set a = {a1, a2, a3…
am} and b = {b1, b2, …bk} to CA. The CA certifies the attributes and returns
A = {(a1, s1), (a2, s2), …, (am, sm)} to Alice, where si = H(IDA||ai)

dmod N.
Similarly for Bob, CA returns B = {(b1, σ1), (b2, σ2), …, (bk, σk)} where σi = H
(IDB||bi) modN. As CA binding the attributes with their hash value, the participants
are restricted to change their attributes later. This step restricts the attacks by
malicious and semi-honest participants.

Resists Attribute Mapping: In matchmaking phase of our scheme, i.e., M5, M7,
the initiator Alice sends the randomly permuted attribute set, i.e., RPA = ζ{a1, a2,
…, ak}

Ra = ζ{a1Ra, a2Ra,…, ak
Ra} to Bob. Similarly, Bob also opts an arbitrary number

Rb and computes an arbitrary permutation RPB = ζ{b1 Rb, b2
Rb,…, bkRb}. Due to

the random permutations, even though the participant or malicious attacker
achieves a1

Ra, it is impossible to map a1
Ra to an entry in the list ζ{a1Ra, a2Ra, …, ak

Ra}.
Also, in M11, M12 the Alice and Bob exchange their random numbers by
encrypting with the public key of the opponents. In M11, Alice share his random
number to Bob by sending an encrypted message using the Bob public key, so that
the message is decrypted only by Bob using his private key, i.e., dB, where
DdB(EeB(IDA||IDB||Ra||R1)) = {IDA, IDB, Ra, R1}. Similar is the case with the Bob.
Hence, it is impossible for an attacker to achieve the attributes of the participants.

Dynamic Attributes: In all the previous works including Sarpong et al., the
initiator and the participants make their attribute set random by exponentiating the
attributes with random number. If the random numbers are known to the malicious
users, they can retrieve the attribute values which are static. Hence, it will leak the
attribute information. In our proposed scheme, Alice computes a random permuted
list KA = ζA{h(a1||R1)RaRb, h(a2||R1)RaRb, …, h(am||R1)RaRb} in which a hash of
an attribute is concatenated with a random number and exponentiated. In this case,
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the same attribute value results in a different hash value each time it is sent. Hence,
it is difficult for an attacker to achieve any information from the attribute set.

Due to space restrictions, we have discussed above attacks only. Our scheme
resists all major cryptographic attacks and achieves attribute privacy.

7 Experimental Implementation

Our scheme has been tested using a simulation on Intel core i7 PC with 3.6 GHz
processor and 4G RAM. We have considered the users n = 5, 10, 20, 30, 40 and
each user is considered to contain varying attributes a = 5, 10, 15. We have
depicted our simulation results in the Fig. 1. Figure 1 illustrates the execution time
of our algorithm for the different number of users with varying number of attributes.

8 Conclusion

The involvement of user’s specific and sensitive data in MSN demands for a light
weight and secure matchmaking algorithm, which resists attribute leakage to par-
ticipants. Sarpong et al. had proposed first of its kind of matchmaking algorithm
which selects the participants that contains the threshold level of attributes
matching. We have crypt analyzed Sarpong et al. scheme, and demonstrated that
their scheme fails to achieve attribute privacy and requires huge storage and
computation cost. We have proposed an efficient algorithm, which resists the

Fig. 1 The performance
comparison between Sarpong
et al. and our proposed
algorithm
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pitfalls found in Sarpong et al. algorithm and other related schemes (static attribute
representation). We also conducted experimental analysis of our scheme and
illustrated the results.
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Artificial Neural Networks Model
to Improve the Performance Index
of the Coil-Disc Assembly in Tube Flow

R. Kanaka Durga, C. Srinivasa Kumar, Vaka Murali Mohan,
L. Praveen Kumar and P. Rajendra Prasad

Abstract An artificial neural networks model to enhance the performance index of
mass transfer function in tube flow by means of entry region coil-disc assembly
promoter was inserted coaxially is presented in this paper. Popular Backpropagation
algorithm was utilized to test, train and normalize the network data to envisage the
performance of mass transfer function. The experimental data of the study is sep-
arated into two sets one is training sets and second one is validation sets. The 248
sets of the experimental data were used in training and 106 sets for the validation of
the artificial neural networks using MATLAB 7.7.0, particularly tool boxes to
predict the performance index of the mass transfer in tube for faster convergence
and accuracy. The weights were initialized within the range of [–1, 1]. The network
limitations in all attempts taken learning rate as 0.10 and momentum term as 0.30.
The finest model was selected based on the MSE, STD and R2. In this, network
with 5_8_1 configuration is recommended for mass transfer training. This research
work reveals that artificial neural networks with adding more number of layers and
nodes in hidden layer may not increase the performance of mass transfer function.
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Nomenclature

D Tube Diameter, m
Dc Coil Diameter, m
Pc Coil Pitch, m/turn
Lc Coil Length, m
Dd Diameter of the disc, m
Hd Height of the disc, m
V Velocity of the fluid, m/s
g ̄ Mass transfer function
Re+m Modified Reynolds number
Pc/d, Lc/d, dd/d, Hd/d Dimensionless parameter

1 Introduction

Artificial neural networks (ANN) has been well established and used for significant
applications in process intensification. The enhancement in mass transfer is a
popular application of artificial neural networks into engineering and technology.
Applications of computer modeling systems are general in technical and scientific
investigations. The advantages and the models of the neural network have been
reviewed, such as capabilities of the universal approximation, flexibility and
cost-cutting. The artificial neural networks model also provides fast and reliable
results within a high degree of accuracy. Neural networks improved performance in
terms of optimization time, scalability and robustness for most of these problems.
Artificial neural networks can be used as a fault diagnostic tool in chemical and
mechanical process industries. It is highly useful in natural gas dehydration, ethane
extraction, LPG production and natural gas sweetening. Most importantly, it is
useful to forecast the ground water level and weather updates. It is also useful to
delineating rice crop management and crop production estimation, esterification
process for biodiesel synthesis, pharmaceutical process development and mineral
separation process. Artificial neural networks model is used to optimize and sim-
ulate the transport processes, thermal systems, radar systems, medical analysis.

The main application of artificial neural networks (ANNs) in transport processes
that they recommended the impending of a generic approach of nonlinear system
modeling. “Artificial Neural Network” initiates from the study which tried to rec-
ognize and suggested easy method like human brain procedure. Therefore, ANNs
have behavior like general and biological process, which are consists by means of
easy numerous practicing functions (neurons) connected jointly with different
capacities to form the connections by means of considerable comparable and
extremely consistent message passing system using multilayer perception neural
network. In this study, backpropagation have been chosen because it is usually used
and well recognized in this area of research and Cascade correlation have been
chosen because, it solves few of the difficulties related with the backpropagation.
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Transport processes have been dominated by linear control theory and tech-
nology over the last few decades. However, the use of linear system techniques is
quite limiting, since a significant portion of the transport processes are inherently
nonlinear. Modern developments in computer software and hardware contain
advanced nonlinear control methods and algorithms. Though linear systems have
the advantage of computational simplicity, in many instances it may not be practical
to use them, especially for severely nonlinear processes. The impending advantages
of nonlinear system have been explained and review of established linear and
nonlinear modeling control techniques. The recognized neural network techniques
were presented for a mass transfer was evaluated and motivated the control system.

2 Literature Review

Several investigations were made earlier to know the capacity of ANN to charac-
terize the nonlinear methods make them a powerful implementation designed for
the development of process control system and its modeling. To arrive at the above
objective, several strategies have been devised and adopted in different areas using
artificial neural networks, i.e., pattern recognition, sentence recognition, thermal
resistivity, process identification, drying, cyclone separators, distillation column,
flow in open channels, heat transfer, friction factor, mass transfer. The utilization of
ANN in the process industry is relatively unusual for process control and modeling.
One of the major issues is lack of set up plan procedures, which continue living
used for linear system modeling, which excluding not so far for the development of
the ANN process modeling, some of them are Jie Zhang and Morris [1] presented
the chronological approach to construct, test and train the network with single
hidden layer. Stevan et al. [2] described the modified design of a multilayer network
and it is trained using backpropagation learning algorithm. Simon Haykin [3]
presented the importance of the necessary component for recognizing the neural
networks such as learning process. Leonard and Kramer [4] discussed the chemical
engineering problems and malfunction diagnosis using artificial neural networks.
Pollard et al. [5] described the applications of neural network in process identifi-
cation using backpropagation. Zdaniuk et al. [6] determined the factors of Colburn
“j” and “Fanning Friction” for the flow of water through circular conduit by means
of helical fins as an insert promoter using “Artificial Neural Network”. Vaka Murali
Mohan [7] studied mass and momentum transfer in circular conduit by means of
“entry region coil, disc, coil-disc assembly” as promoters. Rajendra Prasad [8]
studied ionic mass and momentum transfer within standardized flow and in flui-
dized beds by means of “spiral coils” as promoter. Vaka Murali Mohan et al. [9]
developed model and flow pattern in pipe by means of “entry region coil-disc” as
insert promoter. Unal Akdag et al. [10] studied the rate of HT in annular flow by
means of artificial neural networks. Jafari Nasr et al. [11] presented performance of
helical wire coil as promoter in pipe using artificial neural networks. Hoskins and
Himmelblau [12] described the characteristics of neural networks desirable for
knowledge representation in engineering processes. Bhat and McAvoy [13]
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discussed the role of backpropagation for dynamic modeling and organized the
methods of chemical process. Prakash Maran et al. [14] presented a comparative
approach made between artificial neural network and response surface method-
ologies for the prediction of mass transfer parameters of osmotic dehydration of
papaya. Kamble et al. [15] discussed the effect of fluidizing gas velocity on HT
coefficient in immersed horizontal tube by utilizing feed forward network with
backpropagation structure of Levenberg–Marquardt’s learning rule. Jing Zhou et al.
[16] proposed a model to detect and identify faults of K4b2 during exercise
monitoring by backpropagation (BP) neural network.

3 Problem Statement

This paper described that the performance index in transport process such as mass
transfer performance in tube flow by means of coaxially placed entry region
Coil-Disc assembly promoter was inserted using artificial neural networks. The
effects of the disc diameter, height of the disc, coil pitch and coil length on mass
transfer enhancement was investigated from the experimental study. The data sets
have been extracted from the experimental study and these sets were examined
within the range of a geometrical parameters such as pitch of the coil
0.015 < Pc < 0.035 m/turn; length of the coil 0.035 < Lc < 0.125 m; diameter of
the disc 0.02 < Dc < 0.045 m; height of the disc 0 < Hd < 0.5 m and Reynolds
numbers are varied from 1200 to 14,500. The data of the experimental study is
divided into two sets, one is training sets and second one is validation sets. The data
of 248 sets were used in training and 106 sets for the validation of the ANN using
MATLAB 7.7.0, particularly tool boxes to predict the performance index of the mass
transfer enhancement in tube flow. In this mass transfer training, artificial neural
networks consists of single input layer having five nodes and single output layer
having single node is employed. Number of layers and nodes in hidden layer is
determined through given input and it is taken as 1 and 2. For the single hidden layer
case, the nodes are taken as 0–10. For two hidden layers case; in first hidden layer,
five hidden nodes were taken as constant and the nodes in the second layer are varied
as 1–10. The training of the network is utilized to minimize the error function with a
learning rule. The generally used learning rule is gradient based such as the popular
backpropagation algorithm. Neural network is trained by minimizing an error
function using a learning rule such as the popular backpropagation algorithm.

4 Experimentation

In the literature, it was found that mass transfer using artificial neural networks, a
most demanding method in solving the process intensification problems. Entry
region coil-disc assembly insert promoter has been developed as one of the reactive
augmentation techniques and is extensively used in mass transfer operations. The
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experimentation procedure is clearly described by Vaka Murali Mohan et al. [13].
Extensive varieties of practical applications are involved in the investigation of rate
of mass transfer. A model was developed using multilayer perception neural net-
work. It was found that mass transfer performance in tube flow with insert promoter
of entry region coil-disc assembly by applying artificial neural networks has not
been reported in the literature.

5 Mass Transfer

Mass transfer performance in tube flow has practical importance for the design and
development of various unit operations. Entry region coil-disc assembly is an axially
displaced promoter in tube, has been studied extensively for process intensification
in mass transfer processes. The mass transfer dimension less function and its
development was explained by Vaka Murali Mohan [13]. The geometric parameters
of the turbulence promoters have a significant effect in mass transfer coefficients. For
this case, the geometric dimensions are coil pitch (Pc), coil length (Lc), disc diameter
(Dd), disc height (Hd) and Reynold’s number are possible parameters that affect the
kL values. Mass transfer coefficients were estimated using Eq. 1.

kL =
iL

n F ACo
ð1Þ

Effect of Coil Pitch
Coil pitch is defined as gap between two consecutive turns. As the pitch increases,
number of turns per unit length decreases which imparts swirl motion to the fluid
leads to higher transfer coefficients. Plots are drawn for kL versus velocity with pitch
as parameter and shown as Fig. 1. The figure reveals mass transfer coefficient
increases with velocity. The values of the mass transfer coefficient are also found to
increase up to a maximum value and then decrease with the increase in pitch. The
exponents on velocity recorded marginal increase with decrease in coil pitch.
Effect of Coil Length
Coil length has an important influence as it changes axial flow of the fluid while
passing through coil. This axial flow slowly changes into swirl flow, whereas the
fluid passes through coil length. Maximum swirl was attained at the fluid leaving the
coil, further increase records decaying swirl, finally the flow reaches to steady axial
flow. All these transformations improves mass transfer coefficient by increasing
turbulence. Effect of coil length is observed from Fig. 2. kL increases through
increase in coil length because of induced swirl motion of the fluid. The increase
continued to a maximum value at coil length of 0.095 m, beyond which a marginal
decrease is observed. As the velocity of fluid increases, a marginal decrease of
coefficients is noted with length. It may be attributed to a marginal decrease in
velocity along the length of the coil because of drag resistance offered by the coil.
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Effect of disc diameter
Disc diameter has strapping control on mass transfer. The coefficients of the mass
transfer versus velocity are drawn for different disc diameters and shown as Fig. 3.
The disc diameter increases mass transfer performance.
Effect of Disc Height
Disc height has strapping control on mass transfer. kL versus velocity with disc
height as parameter is drawn as Fig. 4. The plots reveal mass transfer increases with
velocity. As the disc is moved away from the coil, there is scope for better swirl
motion due to the coil and with good recirculatory flow may be achieved. From the
above observation, one can say that there would be an optimum height for a
particular set of geometric parameter combinations.
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Mass Transfer function
Depending on flow conditions and entry region coil-disc assembly geometry, the
mass transfer rate will increase. Flow of electrolyte during tube flow with entry
region coil-disc assembly insert promoter with established momentum and con-
centration profiles. In turbulent core, intensity of eddies will be higher. By applying
the wall similarity concept in the measurement of mass transfer coefficient in tube
flow with entry region coil-disc assembly promoter in terms of dimensionless
groups is presented by Vaka Murali Mohan [13] is
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g ̄=5.76½Re+m �− 0.003 Pc

d

� �0.003 Lc
d

� �0.001 dd
d

� �0.62 Hd

d

� �− 0.00001

ð2Þ

6 Artificial Neural Networks

Neural networks are still far away from imitating the complex and difficult phys-
iological and psychological functioning of the human nervous system. Neural
networks have wide range of applications in actual world production troubles and
effectively useful in several industries. The structure of a neural network bears only
a superficial similarity to the brain’s communications system. However, under-
standing the human neural system, and producing a computational system that
performs brain like functions are two mutually support scientific researches that will
continue to make significant progress as technology. AN artificial neural network is
a division of learning algorithms which consists of several nodes that correspond
through their linking synapses. The general artificial neural networks model is
shown in Fig. 5.

Neural network contains a set of nodes such as input nodes receive input signals,
output nodes give output signals and a potentially unlimited number of intermediate
layers contain the intermediate nodes. Perceptrons are the most commonly utilized
neural network forms, backpropagation and Kohonen self organizing map. This
training process is known as unsupervised learning. Perceptron is a straightforward
indication of current neural networks, exclusive of hidden layers. Backpropagation
networks submit to an extraordinary type of neural networks that creates utilization

Fig. 5 Artificial neural networks model
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of hidden layer. Backpropagation starts through random weightings scheduled its
synapses. The network training is exposed to input values mutually through the
right output values. The network weights are adjusted until its responses are more
or less accurate.
Artificial Neurons
An artificial neuron is designed to replicate the basic functions of a biological
neuron and shown in Fig. 6. The artificial neuron calculates the weighted sum of its
applied inputs; each input represents the output of another neuron. The calculated
sum is equivalent to the electrical potential of a biological neuron. The output is
subsequently moved through an activation function, it determines whether or not it
has exceeded the threshold value (T).

Here, each input to the neuron is tagged as X1,X2, . . . . . . . . . +Xn together they
are referred to as the input vector X. Every input value is reproduce by its related
weight w1,w2, . . . . . . . . . +wn. Weighted inputs are function of the summation
block tagged as Σ. This summation block functions like a cell body, sum all the
weighted inputs and produces an output called NET.

NET= x1w1 + x2w2 +⋯+ xnwn ð3Þ

This equation can be stated in a vector notation as follows:

NET=XW ð4Þ

The NET signal is then further processed by an activation function called f. This
activation function can be as simple as a binary threshold unit, where,

Fig. 6 Artificial neuron
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OUT= f ðNETÞ ð5Þ

And

OUT=1, if NET>T ð6Þ

OUT=0,Otherwise ð7Þ

The activation function that is often used in neural networks is called a sigmoid
logistic function. This function is mathematically expressed as FðxÞ=1 ð̸1+ e− xÞ,
thus in artificial neuron model,

OUT =
1

1+ e−NET ð8Þ

There are several reasons for choosing the sigmoidal function as the activation
function. The S shape of this function provides suitable increase for a wide range of
input levels. Besides its ability to provide automatic gain control, the squashing
function also has other desirable properties; it is differentiable everywhere and its
derivative are very simple to calculate and it is represented in terms of the function
itself.

∂OUT
∂NET

=OUTð1−OUTÞ ð9Þ

Commonly used activation function is the hyperbolic tangent t function,

OUT= TanhðxÞ ð10Þ

This function has a bipolar value for OUT, which is beneficial for certain net-
work architectures. A multilayered network of these individual neurons is powerful
enough to execute complicated programs in a strong manner.

7 Backpropagation (BP) Learning Algorithm

Well-organized approach used in several developments in industrial applications is
“backpropagation algorithm”. The BP algorithm estimated the changes in weight
using “artificial neural networks”, and a general approach is used as two time
algorithm such as “learning rate” (LR) and a “momentum factor” (MF). The most
important drawbacks of the two term backpropagation learning algorithm are used
to estimate in real time system by local minima and slow meeting in real time
applications. The multilayer neural networks by means of backpropagation learning
algorithm are useful to compare the data of mass transfer function of the operational
setting between various architectures of the ANN. The network training using
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“backpropagation” algorithm is developed mean square error connecting predicted
and desired output. Backpropagation learning algorithm was utilized to predict
mass transfer inside tube flow with insert promoter of entry region coil-disc
assembly. Input and output pairs were offered the network, and adjustment of
weights was adjusted to reduce error between output and actual value.

The aim of training a neural network is to update its weights through a set of
inputs and outputs. It calculates suitable weight updates, mean squared error
(MSE) and learning rate. A uniformly distributed initial weight set is produced
within the range of [−1, 1]. The aim is to expose the relation among the statistical
characteristics of input and learning, network parameters such as learning rate,
momentum term. The parameters of network such as learning rate and momentum
term were taken as 0.1 and 0.3, respectively, in all attempts.

8 Methodology

Backpropagation learning algorithm was utilized to test, train and normalize net-
work data to envisage performance of mass and momentum transfer function. The
main idea of this paper is to calculate performance index of the artificial neural
networks model for the mass transfer in tube. The signal of input propagates
through the network in an advanced way and “layer by layer”. The major
improvement is estimated several input/output and are easy to handle. The output is
measured in the direction of the forward using ANN by means of “layer by layer”.
The first layer output layer is input of the next layer. The pass in the reverse mode
are output neuron weights which are regulated since the objective of every neuron
in output are adjusted by its connected weights.

“Artificial neural networks” is employed for envisage transfer rate of mass and
momentum functions. The input layer consists offive input values, such as Rem

+; Pc/d,
Lc/d, Dd/d; Hd/d and output term in output layer for the mass transfer (g). A total of
354 experimental data sets are used within the range of “Reynolds number” varied
from 1400 to 14,000 for mass transfer model development. Error is minimizing by
varying the weights, biases and number of nodes in a hidden layer by means of output
and current data. The design for converge the least error in ANN by identifying nodes
and layers in the hidden layer.

9 Experimental Results

The performance mass transfer data is depending on the architecture of the ANNs.
20 types of ANN patterns are reviewed for calculating the mass transfer. The
connected MSE, STD and R2 by means of ANN patterns in the training and
validation models were presented in the below mentioned Table. 248 data sets were
used in training process and 106 data sets were used in the validation process. The
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optimal ANN configuration is evaluated by predicting the results of the “training
and validation” process (Fig. 7).

The experimental work presented the Training and Validation results. It
demonstrated that SET 9 consist the configuration of 5_8_1 observed the least MSE
values and greatest accuracy compared with other networks and values are reported
in Table 1. This indicates that adding more or less number of layers and nodes in
hidden layer may not improve the efficiency of network. In this study of prediction,
ANN with configuration 5_8_1 is selected and recommended for training of the
mass transfer. It gives the least MSE = 1.0549 %, STD = 1.7452 % and R2 = 1.

The efficiency of the mass transfer training function using “artificial neural
network” is represented in Fig. 8. The figure was drawn between experimental mass
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transfer vs predicted mass transfer. It reveals the training and validation results. For
the training data, MSE = 0.9761 %, standard deviation = 1.0134 %, R2 = 1.0 and
for the validation data MSE = 1.0549 %, standard deviation = 1.7452 %,
R2 = 1.0. These results show the good and significant performance of mass transfer
function using backpropagation training and are recommended.

This paper reported that ANN configuration of 5_8_1 is recommended for mass
transfer training for faster convergence and accuracy. This paper reveals that ANN
with adding more number of layers and nodes in hidden layer may not increase
mass transfer performance.

10 Conclusion

This paper presented the use of artificial neural networks to explain the mass
transfer improvement in tube flow by means of coaxially placed entry region
coil-disc assembly as insert promoter. The experimental data of the study is sep-
arated into two sets, one is training sets and second one is validation sets. The 248
sets of the experimental data were used in training and 106 sets for the validation of
the artificial neural networks using MATLAB 7.7.0, particularly tool boxes to
predict the performance index of the mass transfer in tube. Backpropagation
learning algorithm was utilized to test, train and normalize network data to envisage
performance of mass transfer function.

The methodology utilized, in artificial neural networks training of mass transfer
functions through the network of single input layer with five nodes and single output
layer of single node is employed. The number of layers and nodes in hidden layer is
determined through the given input and it is taken as 1 and 2. For the single hidden
layer case, the nodes are taken as 0–10. For the case of two hidden layers; in the first
hidden layer, five hidden nodes were taken as constant and the nodes in the second
layer are varied as 1–8. The weights were initialized within the range of [–1, 1].
The network limitations in all attempts taken, learning rate as 0.10 and momentum
term as 0.30. For each experiment of the network, initial state was kept constant.
Same conditions were utilized for each cycle of the input to hidden interconnection
and of the hidden to output interconnection. The best model was selected based on
the MSE, STD and R2.

The results of artificial neural networks with its correlations were excellent fit
through all the data. ANN model with 5_8_1 configuration is chosen for calculation
of mass transfer function, with the smallest mean square error of 1.0549 %, stan-
dard deviation of 1.7452 % and R2 is 1. The network with 5_8_1 configuration is
recommended for mass transfer training for faster convergence and accuracy. This
research work reveals that artificial neural networks with adding more number of
the layers and nodes in hidden layer may not increase mass transfer performance.
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11 Future Enhancements

The application of complex valued neural network approach is implemented for
contingency analysis using the offline data for training purpose. This method can be
extended for online application of the transport process. To reduce the training time,
a future method of mutual information between the input and output variables is to
be investigated. For larger application of the transport system having thousands of
variables, input feature selection for the neural network plays an important role. As
the size of the system increases the number of neurons increases, thereby increasing
the training time. There is an urgent need for the future development of methods,
procedures and software tools to deal with various contingencies, wide range of
operating conditions. This would help in further research on accurate transfer
capability computations of the transport process.
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Handling Wormhole Attacks in WSNs
Using Location Based Approach

Swarna Mahesh Naidu and Vemuri Bhavani Himaja

Abstract Implementation of wireless indicator network is mainly in aggressive
surroundings like army fight field, environment monitoring, atomic energy vege-
tation, focus on monitoring, seismic monitoring, fire and overflow recognition, etc.,
where continuous monitoring and real-time reaction are of innovator need.
A wireless signal program has a preferable number of signal nodes that are con-
nected mutually each distinctive easily. These signal nodes are used to sense and
assess the heterogeneous factors, such as ecological stress, heat range, wetness,
ground beauty products and heat, and therefore, it is very persevering to secure
from the various attacks. Being restricted by sources are battery power or energy,
memory potential and computational energy; these techniques are vulnerable
against various types of inner and external attacks. One such challenge of attack is
wormhole attack, where attackers create a postponement in between the two points
in the program. In this paper, the recommended method discovers and furthermore
prevents wormhole attack in wireless signal techniques. The recommended strategy
uses stations information of nodes in program and uses Euclidean distance system
to further recognize and restrain wormhole attack and make the connections at
intervals signal nodes more secured and efficient.
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1 Introduction

Efficient design and execution of wireless indicator systems has become a hot area
of research in the past few decades, due to the vast potential of indicator systems to
enable programs that connect the actual globe to the exclusive globe. By social
media huge variety of tiny indicator nodes, it is possible to acquire data about actual
phenomena that was difficult or difficult [1] to acquire in more traditional ways. In
the future, as developments in micro-fabrication technology allow the cost of
production indicator nodes to continue to drop, increasing deployments of wireless
sensor networks are expected, with the systems gradually growing to huge variety
of nodes (e.g., thousands). Implementation of wireless sensor system is mainly in
aggressive surroundings like army battle field, environment monitoring, atomic
energy vegetation, focus on monitoring, seismic monitoring, fire and flood recog-
nition, etc., where continuous observance and real-time reaction are of discoverer
requirement. Lack of normal information can be permitted by such programs, but
they cannot tolerate the reduction of innumerable packages of critical event
information. This kind of need makes the sensor nodes an important part of the
network. Naturally, a radio sensor network is an interconnection among thousands,
thousands or an incredible number of sensor nodes [2]. A sensor node is an
embedded analogy that combines a location of microprocessor fundamentals onto a
base hit processor. Whereas a sensor node having the efficient of detecting, infor-
mation systems, interaction projects their limited memory potential, restricted
battery power pack, less data transfer usage and less computational power makes
the sensor network susceptible to many kinds of strikes (Fig. 1).

Wormhole strike is one of the denial-of-service strikes effective on the system
part that can impact system redirecting, information gathering or amassing, and
place-based wireless protection. The wormhole strike may be released by only one
or a couple of working together nodes. In generally discovered two finished
wormholes, one end overhears the packages and sends them over the pipe to the
other close, where the packages are replayed to regional community. A number of
techniques have been suggested for managing wormhole strike. Some techniques

Fig. 1 Wireless sensor
network application
framework
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only identify the existence of wormhole in the system, while some techniques also
focus on preventing or preventing the wormhole strike. Majority of the techniques
provided oblige additional components back, depending on time synchronization,
localization reference or make out be restrictive to consistent redirecting criteria.
A strategy to preventing wormhole attack strike is provided in this document. No
special components or time synchronization is needed for this method. Addition-
ally, only self location is needed for the suggested key creation stage. The proce-
dure utilizes depending on sending of Direction Response bundle based on the
credibility of the two-hop next door neighbor sending it. The road is chosen for
transmitting only if each node backwards path until the source node validates the
two-hop emailer node. A wireless sensor network (WSN) is a route which includes
an innovation of forecast nodes that are decidedly connected aside other. This little,
less-priced, less-power, multipurpose indicator nodes can connect in quickly ran-
ges. Each indicator node includes detecting, information systems, and interaction
elements. A huge variety of this sensor nodes work together to form wireless
indicator networks. A WSN usually includes 10’s to thousands of a well-known
node that connect through transmission programs for suspicion discussing and
supportive handling. To maintain scalability and to grow the performance of the
program operation, indicator nodes are regularly arranged directed toward groups.
In the next section, the active of AODV redirecting approach is described in detail.

2 Related Work

Hu and Perrig [3] provided a strategy applying bundle leads, where in geographical
lead and sensual lead place, higher limited on place of the recipient and highest
possible time of a packet requires to travel, respectively. TIK method is suggested
for protection against temporary lead, but the information of geographical place or
limited time synchronism is needed. Taheri, Naderi and Barekatain used leashes
strategy with customized packet transmitting technique to decrease computation
expense of TIK method.

In transmitting time centered procedure (TTM), Tran, Installed and Lee bros [4]
suggested an approach where each node on direction notices duration of delivering
RREQ packet and getting RREP packet. Here, also time concern is the primary
aspect. Singh and Vaisla customized this approach by eliminating the emailer and
recipient from keeping demand and response packet timing. Various methods have
been suggested by disparate writers to protect against wormhole strikes in wireless
indicator networks. Buch et al. [5] suggested a strategy in accordance by the whole
of the scrutinize of the probe of the sent and the obtained place of ‘n’ more
packages by every node in system. To prohibit the harmful nodes changing the
material of the packages, writers furthermore recommend a strategy to bring about
an incredible key surrounded by the nodes and the base place that make out further
be used in the ciphering functions. Hu et al. [6] suggested a procedure, known as
bundle leads, whose objective is to limit the range journeyed by bundle system.
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They explain the techniques to achieve those objectives; one is a space centered
strategy, known as regional leashes which determine a high limited range that a
bundle moves. At the time centered strategy known as temporary leashes, the
delivering node involves in the bundle time at which it forward the bundle, ts; when
getting bundle, the getting node analyzes those rate to time at which it obtained a
bundle, tr. The recipient is thus able to identify if the bundle visited too far, in
accordance with stated transmitting efforts and speed of light.

3 Background Approach

Let us consider a situation where wormhole end L keeps its identification revealed
and node B receives Probe_Ack information as: D with 0, F with 0, H with 0 and L
with 1. Here, when LK is derived considering the IDs of nodes D, F, H and L, its
value does not coordinate with the Kmu value of node B, as node L is not the
genuine two-hop next door neighbor and has not regarded while drawing Kmu. In
common, for node N,

∑
N2hn

i=1
probe Ack Tagi =1

If,
then calculate

LKðNÞ= f ðIDi, 1≤ i≤N2hnÞ

Here, Kmu(N) <> LK(N), as the RREP bundle has came from a harmful node
acting as a two-hop next door neighbor node. Accordingly, this situation is also
frightened as an “Illegal Case”.

A scenario with effective strike can be regarded where node F delivers Pro-
be_Ack_Tag with 0 value, but it is modified to 1 by the harmful node C. In such
scenario, the received Probe_Ack messages are: D with 0, F with 1 and H with 0
(Fig. 2).

This type of outcome discovers related between the produced LK value and Kmu
value and so validates the two-hop next door neighbor emailer and delivers the
RREP bundle. Actually, the scenario is an illegal scenario as maliciously [7] the tag
value sent by one of the genuine node is modified on way. However, if the sent
Probe_Ack concept by node F gets to node B for more than once via different
tracks, then node B obtained different tag principles for the node F. Such scenario
raises a query on the credibility of obtained tag principles and “Illegal Case” is
frightened.
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4 Proposed Methodology

The proposed technique to identify and avoid wormhole strike in Wi-fi indicator
system is characterized. Suggested perform is adequate to identify and avoid
wormhole strike and then interaction taken position in the seam of resource and
location. The suggested plan performs for invisible and revealed to wormhole
strike. The interaction in the seam of nodes begin when the resource node having to
set up the interaction of the location node, it will problem the direction finding
process. Resource node shows direction demand packages (RREQ) to all its
available others who live nearby.

The advanced node that gets demand (RREQ) will examine the demand. If the
advanced node is the location, it will respond with a direction response concept
(Table 1).

(RREP). If the location node is not, resource will be sent to other next door
neighbor nodes by the demanding. Since sending a bundle, each node will have to
shop the transmitted identifier the past node a variety from which the demand came.
Clock will be used by the advanced nodes to remove the access when no response is
obtained for the demand. If there is a response, advanced nodes will liberate the
transmitted identifier and the past nodes from where the response came from. The
transmitted identifier, resource ID using identify the node has obtained a direction
demand concept formerly. It stops repetitive demand get in dupe nodes.

By the way, AODV [8] redirecting technique performs and build interaction in
the seam of nodes. When wormhole strike applied in the simulator, packages fall
regularly and the wormhole strike is applied at the node. Here, a phrase “Detector” is
presented some criteria which are being used to identify and avoid wormhole strike

Fig. 2 Data transmission
process over data series in
application format
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in wireless sensor network [9]. When sensor is applied and set real, the packages
sending into the seam of nodes take position regularly with loss of the variety of
packages falls. Also, Euclidean range system which gives the quickest distance
direction between nodes will enhance bundle sending and create the transmitting of
packages between nodes more protected and efficient. In Cartesian harmonizes, if
p = p1, p2, …, pn and q = q1, q2, …, qn are two factors in Euclidean n-space,
before the Euclidean distance from p to q, or from q to p is supposing by:

dðp, qÞ= dðp, qÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðq1− p1Þ2 + ðq2− p2Þ2 +⋯+ ðqn− pnÞ2

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i=1
ðqi− piÞ2

s

Thus, for two nodes are mutual, node A by the whole of coordinates (x1, y1) and
node B with coordinates (x2, y2), the Euclidean distance is given by x1 − x2
2 + y1 − y2 2. Locating wormhole attack nodes by providing particular location of
neighbor nodes [10], the distance between them and with their x-position and
y-position are this helps.

The important of the suggested plan can also be described by the cycle situation
given below:

If (wormhole strike = = true)
{
If (Malicious node = = true)
{
Packets fall constantly
}
}
If (detector = = true)
{

Table 1 Algorithm for
processing Euclidean distance
process in wireless sensor
networks

☐ Route requirement provide to all innovative nodes between
resource node S and place node D
☐ Route reaction from place node D to Source node S to set up
for the Route with less hops issues
☐ Development of next entrance neighbor systems at nodes
☐ Isolation and identification of wormhole attack nodes with
the Indicator and decrease its effect
☐ Performance of the recommended requirements (Euclidean
Distance) to decrease the chance of wormhole protect and to
figure the simulation protected and effective. Thus, for two
nodes with node A with synchronizes x1, y1 and node B with
synchronizes x2, y2, the Euclidean variety is given by x1 − x2
2 + y1 − y2 2
☐ Result analysis and assessment which symbolizes the effect
of with or without wormhole attack on the important statistics
like throughput etc.
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Packets ahead regularly apply and contact Euclidean range formula
{
Packages ahead consistently with improved protection and stability
}
}

5 Experimental Results

Models are conducted in NS-2 system simulation set up on the OS Ie8 12.04 a
Linux based system on wireless devices or desktop. The entire situation includes 52
nodes with two platform channels and two group leads, each group head for each
group of nodes simulated in NS-2. The factors maintain for our simulation are
described below.

Parameter Value

Simulator NS2
Simulation duration 90 s
Area 2500 m for processing
No. of nodes 50
Maximum segment node 512
Routing protocol AODV
Interface processes or 802.11 Standard version

At time 35 a few moments, wormhole strike is applied at node 50, due to which
packages fall occurs at it and no further transmitting [11] of packages from source
to location occurs. Determine four given below reveals packages fall at node 50 due
to wormhole strike (Fig. 3).

The factors using in our simulator are evaluated outcomes of wormhole-hitted
situation [12], and then after applying suggested plan are throughput and packages
missing (Fig. 4).

Throughput is determined as the common amount of effective concept distri-
bution over an interaction route. The throughput is calculated in kilo pieces per
second (kbps or kbit/s). Higher the value of throughput, indicates better the effi-
ciency of the method [13].
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6 Conclusion

The wormhole strike is a significant problem that impacts the Wi-Fi indicator
system poorly. In this paper, the suggested stratagem has focused from one end to
the other the recognition and long lasting protection of wormhole lead in Wi-Fi
indicator system. The suggested technique is an effective and simple measure to
wormhole strike. The suggested perform clearly represents the effect of recognition
and protection using unique execution to separate wormhole and further prevent it
through Euclidean distance system. The analytics uses to confirm the suggested
perform are throughput and bundle lost over the system. And hence, the outcomes
through suggested perform are silent better in differentiate to outcomes in wormhole
strike.

Fig. 3 Packets drop in
wormhole attack in real-time
networks

Fig. 4 Throughput analysis
with respect to time
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Video Authentication Using Watermark
and Digital Signature—A Study

K.N. Sowmya and H.R. Chennamma

Abstract Widespread and easily available tools have become common for video
synthesis and maneuvring in the digital era. It is therefore necessary, imperative and
difficult as well to ensure the authenticity of video information. Authenticity and
trustworthiness of the video is of paramount importance in a variety of areas like
court of law, surveillance systems, journalism, advertisement, movie industry and
medical world. Any malicious alteration or modification could affect the decisions
taken based on these videos. Video authentication and tampering detection tech-
niques due to intentional changes which are visible or invisible in a video are
discussed in this paper.

Keywords Video forgery ⋅ Video watermarking ⋅ Video tampering ⋅ Blind
detection ⋅ Digital signature ⋅ Video authentication ⋅ Active approach

1 Introduction

Nowadays information has a great role in our human society. Today, we can
transmit information digitally over great distance in short time. This helps in
connecting different societies, countries and cultures. Developments in digital
technology help us to overcome many barriers in society but they also pose severe
threats related to information. ‘Wide usage or sharing of videos in social media like
WhatsApp, Youtube, Facebook and news channels has a huge impact in our daily
lives’ [1]. Thus, credibility of digital information being exchanged is very
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important. Video recordings which represent facts are used as proof in legal pro-
ceedings in the court of law and to establish content ownership. Many communi-
cation and compression techniques available, aid in sharing multimedia data such as
videos, images, and audio, efficiently and feasibly. Low cost and sophisticated
techniques have made digital manipulation of videos easier. Ensuring the integrity
and legitimacy of video content is becoming challenging over time. To face these
challenges a wide set of solutions have been proposed by researchers which rely on
the fact that irreversible operations applied to a signal leave some traces that can be
identified and classified to reconstruct the possible alterations that have been
operated on the original source.

2 Video Authentication

Proving a given video is genuine, authentic and original has huge benefit in forensic
science since it helps in establishing credibility of the video when used as electronic
evidence. Video authentication requires a lot of attention due to the ease in
manipulating the content of video without any visual clues. Authentication is the
process or action of proving something to be true, genuine or valid [2]. Based on
the objective of video authentication, the authentication system can be grouped into
complete verification system and content verification system [3]. Complete verifi-
cation system aid and ensure multimedia authentication of digital data. It considers
the whole video data and do not allow any manipulations or transformations. Non
manipulated data acts like messages and many existing message authentication
techniques can be adopted to generate unique signature that can be used as a
watermark or digital signature. In Content verification system, multimedia data is
based on their content instead of their bit stream representations. Manipulations of
the bit streams without changing or altering the meaning of content are considered as
acceptable like with compression. Blind authentication approach is based on content
verification system. It involves/adopts watermark and digital signature based upon
the content of video data unknown or unseen by others and known only to the
authenticator. In an active approach, the integrity of the data is verified by embed-
ding an authentication signal on the content itself before the content is shared.
Figure 1 shows the video authentication system in general. In this paper, we briefly
discuss about the various active approaches adopted in video forensics until recently.

3 Watermark Approach

“Watermarking” is the process of hiding or embedding digital information in a
carrier signal; the entrenched information should, but does not need to contain a
relation to the carrier signal. Digital watermarks are used to verify the authenticity,
integrity and identity of its owners. It is prominently used for tracing copyright
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infringements in entertainment industry and for authentication in legal proceedings
or court of law. Adopted watermark technique needs to be robust with respect to
modifications which are unintentional and its presence should not degrade the
quality of the video. One should not be able to remove or change easily.

Advantage of watermark approach in general is that they help in preserving the
integrity of the multimedia data without degrading the quality. Change in the
content will change the embedded watermark or affect it too which help in iden-
tifying the tampered video during authentication. Video watermarks can be clas-
sified based on factors such as their characteristics, domain as shown in Fig. 2.

3.1 Video Watermarking Based on Watermark
Characteristics

Watermark in videos can be grouped into fragile and semi-fragile based on their
characteristics.
Fragile Watermarking.

In fragile approach, inserted watermark is scarcely visible information that will
be altered if there is any attempt to modify the video. Embedded information can be
extracted to verify the authenticity of the video to find whether it is premeditated to

Feature 
extraction 

Authentication 
system

GOP/frames
of video

Extracted
Features

Secret 
key

Watermark 
embedding system

Digital signature 
generationsystem

Fig. 1 General video
authentication system

Fig. 2 Classification of video
watermarks
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be malefic when the original data is tampered or altered. Major drawback of this
approach is that if a bit by bit digital copy of the content is made then it becomes
difficult to verify that the content belongs to its original owner/producers or not [4].
It is sensitive to recompression too.

Fragile watermarks usually fail to survive compressions resulting in high false
alarms. Fridrich et al. [5] have considered a fragile watermarking approach for
tampering detection. It is highly sensitive to modification that makes it difficult to
distinguish malicious tampering from common video processing operation like
recompression. Wang et al. [6] have proposed fragile watermarking for 3D models
which help in determining the integrity of the model. Once the muddled watermark
is generated with the help of secret key, chaotic system sequence is generated with
the help of Chen-lee system which breaks the spatial continuity. It is then embedded
into the uncompressed image based on steganography model. It is difficult to
predict initial values and parameters chosen for generating secret key which is used
for generating chaotic watermark. Blind approach adopted in their work does not
require the original video for authentication.
Semi-Fragile Watermarking.

Semi-fragile watermarking is less sensitive to classical modification such as
lossy compression, changing brightness, saving file in different file format with the
assumption that these modifications do not affect the integrity of the video. Its main
advantage is that it is sensitive to content changing alterations and robust against
content preserving alterations [4]. High presence of false alarms during tampering
detection is found and filters are required to reduce the false alarms. Main diffi-
culties encountered are choice of the signature and the embedding technique [7].
Maeno et al. [8], Fei et al. [9], sang et al. [10] have all proposed semi-fragile
watermarking to tolerate the common video processing operations such as
recompression and at the same time detection of malicious tampering. Chen et al.
[11] have also proposed a semi-fragile watermarking based on chaotic approach.
Timing information of the video frames is modulated into the parameters of a
chaotic system. Output of the chaotic system is used as a watermark and embedded
into block based on DCT domains of video frames. Timing information for each
frame is modulated into parameters of chaotic system. Mismatch between extracted
and the observed timing information helps in determining temporal tampering.
Restriction involved with this approach is, it cannot be applied directly to the
H.264/AVC standards.

3.2 Video Watermark Based on Video Domain

Watermark in videos can also be classified based on their domain into spatial,
transformed and compressed type.
Spatial Domain Watermarking.

In spatial domain, watermark embedding is done at the bit level of the original
video frame. Here, watermark is sometimes embedded in the luminance value of the
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pixel. Raw data is available as image pixels. Watermark is applied for these pixels
using color separation or conversion from RGB to YCbCr. Pixel manipulation
techniques for watermark embedding like texture mapping, LSB approach resulting
in low degradation of image quality with high perceptual transparency; additive
watermarking can be grouped under this domain. Embedding watermark into spatial
domain is easy to implement and less complex. It is fragile to image processing
operations such as cropping, scaling and noise which results in lack of robustness.

Tanima et al. [12] have embedded the invisible watermark in the luminance
component of the predictive p frames. The bipolar watermark sequence is
embedded with the help of pseudorandom key which reduces the increase in bit rate
and security is also improved. PSNR is used to evaluate the fidelity and visual
quality. It is found that it is robust against temporal attacks like frame dropping,
swapping, averaging, etc. Drawback of this approach is increase in block occur-
rence and more will help in better recovery of FDAS attacks but at the cost of
decrease in randomness. Also, attacks like copy, collusion and re-encoding need to
be considered.
Transformation Domain Watermarking.

In transformation domain, DCT, QDCT, DWT and DFT are the popular trans-
formations which take advantage of the spectral coefficients of the human visual
system.

DCT or discrete cosine transformations represent data in terms of frequency
domain. DCT is carried out either at block level or global level based on the
selection approach adopted to avoid redundancy. Though DCT’s are strong against
video pre-processing operations like blurring, contrast adjustment, etc., they are
weak against geometrical attacks like tilting, cropping, etc. Jianfeng et al. [13] have
proposed video watermarking based on DCT domain. Watermark is embedded
during encoding of the video by quantization coefficients such as DCT and motion
vector. Video quality may be affected. Advantage of their approach is that bit rate of
video is not increased. It is easy to design and it is robust to various attacks. Kadam
et al. [14] have proposed an approach which uses a 3D-DCT to obtain DC and AC
values from all the blocks of the GOP for which the threshold probability is cal-
culated and used as a step size in index modulation. Watermark is embedded using
bit plane slicing method. Robustness is tested with the help of standard methods
like PSNR &MSE, normalized correlation (NC) of extracted watermark and uni-
versal image quality index. Major advantage of their approach is that it can be
adapted to both compressed and uncompressed domain though time required is
more. Limitations include fail for geometric attacks like averaging, cropping tilting,
etc. Feng et al. [15] have proposed zero watermarking technique. Watermark is
embedded based on DCT quantization coefficients by intra frame prediction in real
time. Features of the video media are used in creation of the watermark instead of
modifying the original data or media. Intellectual property right (IPR) information
database is a must to compare which at times may be target to interpretation attacks.
Registration of the zero watermarks with the help of timestamp mechanism from the
server is required to avoid such attacks. Tampering detection is done by matching
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the test video with that in the IPR database for the specified threshold. False alarm
rate ratio is high which need to be handled.

Mehdi et al. [16] have proposed video authentication with the help of video
codec where compression is considered for robustness. QDCT and quantization is
done before embedding watermark with the help of pseudorandom number gen-
erator in the LNZ positions selected based on quantization parameters. Bit error rate
(BER) is used to determine the original watermark for various errors. Spatiotem-
poral attacks are considered for tampering detection.

DWT divides or filters the information energy obtained into nonoverlapping
multi resolution frequency bands denoted as LL, LH, HL and HH sub bands to
indicate Approximation image, horizontal, vertical and diagonal components,
respectively. Multiple scale wavelet decomposition can also be obtained further
with the help of LL or approximation image. Watermarking application will not
undergo more than four decomposition steps in general. DWT is applied on 1D, 2D
and 3D images or GOP’s based on application. Watermark is then embedded into
the DWT quantized coefficients for each video frame. DWT based schemes are
robust against noise addition in digital data. DWT schemes are more popular since
they understand the human visual system better than DCT. Cox et al. [17] have
proposed a secure embedding algorithm in which a watermark is constructed as a
Gaussian random vector which is independent and identically distributed. It is
inserted into spectral component of data which is visually most significant using
spread spectrum technique. Chia-Hung et al. [18] have proposed an image
authentication methodology by inserting digital watermark into the image by
modifying the middle frequency component of the image. Bhargava et al. [19] have
proposed wavelet based watermarking in which watermark is embedded in selected
wavelet coefficient of luminance Y of the frame. The given video is first converted
from RGB color space to YCbCr color space and then a 2D wavelet is applied with
quantization based decomposition on the Y. Disadvantages of their approach is, it is
time consuming and not all watermark can be detected in this approach. Prathik
et al. [20] have proposed a watermarking technique based on discrete swarm
optimization of binary particles. Initially, frame selection for embedding watermark
among the GOP is done to achieve maximum PSNR. It is then converted from RGB
to YCbCr domain. DWT applied to the frames generate four bands LL, LH, HL,
HH, out of which other than LL remaining three bands are used for watermarking
with the help of singular value decomposition to put in these bits. Their proposed
scheme withstands noise addition.

Keta et al. [21] have proposed transformation algorithm for watermarking based
on DCT-DWT techniques. EBCOT algorithm is used to store information and
Huffman coding is used for encoding and decoding. Error correction codes like
cyclic codes and hamming codes are used for error corrections. Importance of
communication channel in the system design plays an important role with respect to
security and robustness for the given application. Singh et al. [22] have considered
or evaluated performance factors like robustness, security, etc., for various filters
with the help of PSNR and normalized correlation(NC) for a specified scaling factor
(k). As the ‘k’ value varies, quality of the image robustness is found varying and
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conflicting or contradicting each other which affect the applications. DFT trans-
forms the continuous function into frequency components of sine and cosine. DFT
is RST (rotation, translation and scaling) invariant. In the Fourier image, each point
represents a particular frequency contained in the spatial image. The sampled
transforms contain only frequencies sufficient to describe the spatial domain of the
video frame/image and the resolution remains same. DFT’s offer better results
against geometric attacks even though computation cost is high and complex.
Compressed Domain Watermarking.

ISO and ITU-T standards like MPEG 1-4, H.264/AVC, respectively, remove the
redundancies in spatial and temporal domain. They embed the information into
variable length code by modifying the motion vector information.

Hartung et al. [23] have embedded watermark into compressed bit stream. Since
they do not require encoding and decoding of watermark, it does not alter or effect
video quality. Selection of bit pane image is controlled in a specific order. Draw-
back of their approach is the limitation with respect to watermark capacity and it is
not so easy to design. A predetermined detector can recover the original watermark
and its sequences. Liu Hong et al. [24] have designed a MPEG2 compression
domain based algorithm. They use a gray scale image as a watermark and embeds it
into the ‘I’ frames during video encoding based on MPEG2 compression standard.
Watermark can be embedded into the original video sequence at two different
circumstances according to them. It can be embedded into the original video before
the first compression or the compressed video is decoded initially and then the
watermark is embedded. Principle of the two situations remains the same. Video is
regarded as a sequence of video pictures and watermark is embedded into these
pictures which help in using the image watermarking algorithms. Limitations
include increase in video bit rate due to embedding and video quality is also
affected. Prashanth Swamy et al. [25] have used fingerprints of human as a
watermarking vector which is converted into 3D form and the binary vector is
generated and coded with LDPC syndrome coding technique. The generated
watermark is then used in the SVD framework. Authentication is done by syndrome
decoding the selected binary feature vector and the tampered one. It is a prerequisite
for the correct syndrome to be available for syndrome decoding. Limitation in their
approach is considering only fingerprint as a biometric trait and multimodal bio-
metric feature can be used for effective authentication. Manoj Kumar et al. [26]
have proposed an authentication scheme by adopting layered approach to video
watermarking based on histogram, using sub image classification where watermark
is distributed over a set of frames in the video. Robustness is verified using PSNR
and MSE for temporal attacks like frame dropping, cropping, filtering, resolution
modification, contrast and color enhancement. The invisible video watermark car-
ries voluminous data by implementing a distributed secure watermark through a
video file. Venugopal et al. [27] have considered temporal tampering attacks.
Watermark is embedded into the quantization coefficients during encoding of the
video in an uncompressed format. The blind video watermarking approach is
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evaluated with the help of PSNR and NC coefficients. Scene change is considered
for embedding each of the bit plane obtained by converting the gray scale image.
Quantization coefficients are compared for extracting watermark until all bits have
been extracted, and thus robust against temporal attacks.

3.3 Limitations of Watermark Approach

Watermark is inserted precisely at the time of recording; which limits this approach
to specially equipped digital cameras. Watermark based video authentication
techniques only detect video forgeries in videos with watermarks, which is the
minority of digital videos. Decision to embed watermark for high frequency or low
frequency components is a trivial question and redundancy between frames of video
also need to be considered. DCT based watermarks are not robust against geo-
metrical transformations. Compression based watermark schemes are too sensitive
and fragile.

4 Digital Signature Approach

The digital signature approach for video authentication is influenced by the sig-
nature creation environment which must correspond to international standards since
they form evidence and their reliability in legal proceedings depend on their
integrity or vulnerability. Digital signatures are combinations of zeros and ones
based on a digital signature algorithm that serves the purpose of validation and
authentication of electronic documents [28]. Validation refers to the process of
certifying the contents of the document, while authentication refers to the process of
certifying the sender of the document. Digital signature endorses the content of
video increasing the confidence of the user. Change in the content of video due to
intentional tampering would quash the digital signature. Digital signature remains
distinctive for each video even though the originator/source remains the same. Most
of the times, the digital signature thus generated can be embedded as watermark for
authentication. The process of signature generation uses unique features to prevent
forgery such that it is computationally infeasible to forge it, either by constructing a
new video or by constructing a fraudulent digital signature for the tampered video.
The process of signature generation is shown in Fig. 3. Feature selection varies
from one video application to another depending on the domain area of usage. They
need to be robust against compression, transformations and geometric translations.
Features considered by various researchers for digital signature generation in video
include edge [29, 30], color [31], transformations like in DCT [31–33], intensity
histograms and geometric shapes and motion trajectory [34].
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Diffe and Hellman introduced digital signature in 1976 for the first time to verify
the integrity of multimedia data. Ching-Yung et al. [31] have proposed digital
signature based on the unique invariant properties, post editing and can identify
malefic manipulations and compression. Two digital signature generators, Type 1
and Type 2 have been designed. Type-1 digital signature is used where the structure
of video is unaltered after editing processes. Type 2 digital signature is used where
the GOP is modified and only pixel values of pictures are preserved. DCT coeffi-
cients are used in Type 1 digital signature which is vulnerable since the value of
DCT coefficients can be modified keeping their relationship unaltered. Queluz et al.
[29] Ditmann et al. [30], have selected the edge/corner feature to generate digital
signature. Ditmann et al. [30] have proposed content based digital signature for
verifying the authenticity and integrity of video by visualizing video in the form of
3D cube and by considering edge characteristics with the help of canny edge
detector. Their approach fails in detecting color manipulations when the edge
characteristics remain same. When video is compressed edge features may be
affected slightly affecting correctness of authentication. They are long and incon-
sistent at times since edge consistency is also a problem when the video is
compressed.

Ramaswamy et al. [32] have designed hard authentication using cryptographic
hash and digital signature via collected DC and 2 AC DCT coefficients from
luminance frames in transform domain for group of pictures (GOP). A unique
digital signature for every GOP helps in retransmitting only the GOP which fails
authentication sequence. Computational complexity is more in their approach.
Navajit et al. [33] have proposed signatures using coefficients of wavelet decom-
position. Their approach helps to detect spatiotemporal tampering effectively since
message authentication code is generated from group of picture frames using the
transform coefficients and fixed blocks divided from the frames. Group of frames
(GOF) of video is considered authentic if the distance between the original and the
corresponding GOF at receiver side is below the predefined threshold else tam-
pered. Po-chyi et al. [35] have proposed an authentication technique based on
scalar/vector quantization of reliable features from the block of video frames.
Authentication code thus generated is transmitted along with the video and
authenticity is verified by matching the extracted feature with the transmitted code
which is sensitive to malicious modification of video data. Xu et al. [36] have
generated video signature using ordinal measure from average of DCT coefficients
in low and middle frequencies.

Video
Feature 

Extraction 
& Selection

Signature 
Algorithm Video + Digital 

signature

Fig. 3 Digital signature creation
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Kroputaponchai et al. [37] have used spatiotemporal signature for surveillance
system using HOG of DCT coefficients in three dimensions. It is effective against
frame modification than compression. Tzeng et al. [34] have considered color and
geometric visual features which is compression tolerant and binary edge patterns for
nonoverlapping blocks. It is exposed to content modification if the attacker modifies
the content keeping edges intact.

4.1 Limitations of Digital Signature Approach

Digital signature for video has its own limitations due to constraints involved in
signature creation and verification process depending on applications. Techniques
adopted for digital signature generation process are normally complex in nature and
cannot be fitted and not feasible in surveillance cameras or CCTV’s due to enor-
mous computing and storage involved for real time data captured. In the
pre-processing stage where inherent fingerprints of video is considered for signature
generation efficient methods, need to be adopted for feature selection so as to check
the integrity of video unlike using multiple approaches. Interception and intentional
fraudulent manipulations during signature creation process or before the signature
computation can compromise the authenticity of video. All countries do not follow
uniform standards in judiciary for accepting video evidence and it is a matter of
grave concern. Sometimes video data available from the source is unknown or from
mobile cameras, with low resolution finding suitable feature vectors is a task. If the
digital signature is replaced with a fraudulent one computed on the same video
scene compromising of the proof of the original video happens and is deceived.

5 Conclusion and Future Scope

In this paper, we have given an overview of video authentication system. More
focus is given on active approaches adopted for video authentication, i.e., water-
mark and digital signature. Each method comes with its own robustness and
weakness. It has been noticed from our study that an exhaustive research has been
carried out in the field of video authentication using watermark approach. But very
few attempts have been made using digital signature for video authentication.
Efficient signature scheme is today’s need which can also be embedded as water-
mark for the given video. Signature generation which is robust to scale invariant
features need to be considered. Standard dataset availability for evaluation purpose
is an area which needs to be addressed by all researchers. Machine signature,
metadata characteristics or inherent finger print of video—all need to be studied
together in authenticating a video when its integrity is in question. Mixed mode
biometric authentication where compound biometric features are considered toge-
ther is an area of further interest which has immense scope.
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A Comparative Study and Performance
Analysis Using IRNSS and Hybrid
Satellites

B. Kiran, N. Raghu and K.N. Manjunatha

Abstract This paper deals about the visibility position accuracies of four Indian
Regional Navigation Satellite System (IRNSS). The position accuracies have been
determined accurately after launching the fourth satellite with respect to standard
time and it is observed by the receiver placed in School of Engineering and
Technology, Jain University. The IRNSS satellite is independent of Global Position
system (GPS). It is used for mapping, object tracking, navigation, surveying, and
other services for users within the coverage area 1500 km.

Keywords Indian regional navigation satellite system ⋅ Global position sys-
tem ⋅ Earth centered earth fixed ⋅ Indian space research organization

1 Introduction

In a communication system, the transmitter and receiver play a major role in data
analysis and processing. In this connection the data flow from transmitter to
receiver is taken care by satellites. From earlier days, GPS satellites also called as
ground positioning system are used to provide a standard positioning service for
users from respective base stations like navigation, tracking, mapping services, and
other research activities [1].

In a GPS constellation, 24 Satellites and 6 spare Satellites are available in free
space at different orbits to process, analyze, and transfer the data from one point of
the world to another point [2]. Presently, Indian space research organization (ISRO)
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has taken a step to develop a satellite-based navigation system called as Indian
regional navigation satellite system (IRNSS) within Indian coverage area. IRNSS
space segment consists of seven satellites [3]. In this, four satellites are available in
free spaced to receive and transmit the Indian data within coverage area.

The four launched satellites are Geo synchronous satellites, they are IRNSS 1A,
IRNSS 1B, IRNSS 1C, and IRNSS 1D [4]. These satellites are working in L and S
band frequency, and which carry navigation payload and C-band ranging transponder
used to determine the space craft range accurately [5]. Three IRNSS satellites are
geo-stationary and four IRNSS satellites are geo-system and two satellites are spares in
free space. The IRNSS user segment consists of the IRNSS receiver and user com-
munity. The IRNSS receiver converts IRNSS signal into position velocity and time
estimates. In a tracking operation, minimum four satellites are required to find the exact
position of a tracked object with an accuracy position [6]. The four satellites are
required to validate for dimensions of x, y, z (position), and time arrival [7]. The IRNSS
user receiver [8] is placed at SET-JU to track the IRNSS satellites, GPS satellites, and
hybrid, which are available in free space. This receiver is placed at an altitude of 77.0°
and longitude 12.130°; it covers elevation angle 5° and azimuth angle 0° to 360°.

The IRNSS satellite is used for tracking, mapping, navigation, and other services
for users within the 1500 km coverage area Fig. 1. In GPS satellites the accuracy
[9] of tracking is 20 m; when IRNSS satellites are used for analyzing the tracking
accuracy [7] it is reduced to 13.04 m.

2 Methodology

The recorded data from processing unit are taken out for the analysis using a MATLAB
simulator. The flow chart Fig. 2 shows the various data sets consisting coordinates,
GDOP (Geometric dilution of precision), availability of number of satellites in three

Fig. 1 IRNSS coverage area
about 1500 km around the
Indian land mass (image
credit from ISRO)
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different modes. Based on user’s selection of a particular mode, the processed data give
the minimum and maximum values with errors and plots of output as shown in results.

3 Math Modeling

The mathematical function is used in MATLAB to measure the parameters like
standard deviation, RMS (Route Mean Square) error, and mean position errors for
the X, Y, and Z coordinates in MATLAB and the average values of X, Y, and Z are
calculated by considering the reference coordinates at the user position are used to
calculate the position of X, Y, and Z. The mean and standard deviation of X, Y, and
Z coordinates are computed using standard mathematical functions.
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N                           Y                            N                          Y 

N      Y        N Y 

Read input file of .csv

Check for particular GNSS system

Output graphs are obtained from IRNSS signals like numeric values of standard 
deviation, position errors, RMS error and mean position of x, y, z with respect time 

After applying ECEF limits to X, Y, Z values.
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Fig. 2 Representation of the proposed design flow
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4 Results and Analysis

The ECEF (Earth centered earth fixed) values of IRNSS at user location are found,
that, X1 = 1353722.716 m, Y1 = 6076145.128 m, Z1 = 1386897.425 m with an
elevation angle 5°. The IRNSS receiver works in two initial conditions,

1. Dual frequency L5 and S Band for IRNSS.
2. Klobuchar model as a default for GPS.

The system is running with three different modes of operation namely

i. IRNSS-DF (Dual frequency)
ii. GPS only
iii. Selected mode DF IRNSS + GPS Hybrid Mode

The Fig. 3 shows position error plot for the data logged under GPS mode, to plot this
real time data of X, Y, and Z with respect to time as been considered and compared with
reference coordinates. The reference coordinate values are calculated by taking an
average value of the coordinates about 1 month for the better accuracy. The plot explains
varied position from the average value measured in terms of meter across Y axis and
number time counts in X axis. Fig. 4.

Figure 5 shows GDOP (Geometric dilution of precision) and availability of satellites
in GPS (Global Position System) mode, here the satellite availability is varied between
eight and twelve over duration of 24 hr. The dilution of precision in GPS mode is not
varied much in terms of peaks and curves which has been observed in IRNSS plots

Fig. 3 X, Y, Z errors for GPS position solution
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shown in Fig. 5. The Fig. 6 shows GDOP and NSATS for IRNSS-2D Dual Frequency
Position Solution. The Fig. 7 shows the position error plots with an IRNSS and dual
frequency hybrid mode of operations. The availability of satellites is extended up to 16
and 4 in hybrid and IRNSS mode respectively as plotted in Fig. 8.

4.1 Position Error with GPS Mode Only

4.2 Position Error with IRNNS Dual Frequency

4.3 Position Error for Third User Selection—DF
IRNSS + GPS Hybrid Mode

The summarized comparison table of the research work covers many parameters
like RMS error, Position error, Mean, and standard deviations of coordinates with

Fig. 4 X, Y, Z errors for IRNSS-2D dual frequency position solution
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respect to time as shown below Table 1. The total number of processed samples is
also mentioned in four and three satellites-based IRNSS operation. The result shows
that there is an improved and better accuracy in error margin across all parameters.
It is expected to reduce position error and other accuracies as the number of
satellites increases in an orbit for the operation.

Fig. 5 GDOP and number of satellites available (NSATS) for GPS position solution

Fig. 6 GDOP and NSATS for IRNSS-2D Dual Frequency Position Solution
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Fig. 7 X, Y, Z errors for IRNSS + GPS hybrid position solution

Fig. 8 GDOP and NSATS for IRNSS GPS + hybrid position solution

A Comparative Study and Performance Analysis … 71



T
ab

le
1

Su
m
m
ar
iz
ed

co
m
pa
ri
so
n
of

th
re
e
m
od

es
of

w
ee
k
nu

m
be
r
81

9

T
hr
ee

sa
te
lli
te
s
IR
N
SS

1A
,1

B
an
d
1C

Fo
ur

sa
te
lli
te
s
IR
N
SS

1A
,
1B

,1
C
an
d
1D

SL no
Pa
ra
m
et
er
s

of
in
te
re
st

(m
)

IR
N
SS

du
al

fr
eq
ue
nc
y
so
lu
tio

n
(m

)

G
PS

so
lu
tio

n
(m

)
U
se
r
se
le
ct
ed

th
ir
d

so
lu
tio

n
(c
ur
re
nt
ly

IR
N
SS

D
F
+

G
PS

H
yb

ri
d
m
od

e)
(m

)

IR
N
SS

du
al

FR
E
Q
U
E
N
C
Y

so
lu
tio

n
(m

)

G
PS

so
lu
tio

n
(m

)
U
se
r
se
le
ct
ed

th
ir
d

SO
L
U
T
IO

N
(c
ur
re
nt
ly

IR
N
SS

D
F
+

G
PS

H
yb

ri
d
m
od

e)
(m

)

1
3D

R
M
S

po
si
tio

n
er
ro
r

24
.7
1

7.
70

7.
59

13
.0
4

6.
79

6.
32

2
M
ax

X
er
ro
r

51
0.
82

7.
01

6.
87

52
.9
8

3.
96

3.
54

3
M
in

X
er
ro
r

–
50

0.
82

–
4.
69

–
4.
31

–
38

.9
1

–
2.
00

–
1.
50

4
M
ax

Y
er
ro
r

91
4.
16

28
.3
0

20
.8
2

97
.6
5

12
.5
2

12
.1
1

5
M
in

Y
er
ro
r

–
39

9.
44

4
–
4.
64

–
3.
96

–
64

.8
9

–
0.
94

–
0.
97

6
M
ax

Z
er
ro
r

22
58

.1
0

8.
82

8.
83

79
.0
7

4.
24

4.
03

7
M
in

Z
er
ro
r

–
37

64
.5
8

–
5.
25

–
4.
59

–
11

1.
78

–
2.
25

–
2.
22

8
M
ea
n
X

er
ro
r

2.
71

1.
02

1.
08

–
0.
59

1.
37

1.
12

9
M
ea
n
Y

er
ro
r

5.
58

5.
75

5.
61

1.
73

5.
49

5.
22

10
M
ea
n
Z

er
ro
r

–
0.
53

0.
15

0.
15

–
1.
44

0.
91

0.
77

11
SD

X
er
ro
r

5.
21

1.
68

1.
67

4.
67

1.
34

1.
08

12
SD

Y
er
ro
r

6.
29

4.
45

4.
45

7.
77

3.
12

2.
85

(c
on

tin
ue
d)

72 B. Kiran et al.



T
ab

le
1

(c
on

tin
ue
d)

T
hr
ee

sa
te
lli
te
s
IR
N
SS

1A
,1

B
an
d
1C

Fo
ur

sa
te
lli
te
s
IR
N
SS

1A
,
1B

,1
C
an
d
1D

SL no
Pa
ra
m
et
er
s

of
in
te
re
st

(m
)

IR
N
SS

du
al

fr
eq
ue
nc
y
so
lu
tio

n
(m

)

G
PS

so
lu
tio

n
(m

)
U
se
r
se
le
ct
ed

th
ir
d

so
lu
tio

n
(c
ur
re
nt
ly

IR
N
SS

D
F
+

G
PS

H
yb

ri
d
m
od

e)
(m

)

IR
N
SS

du
al

FR
E
Q
U
E
N
C
Y

so
lu
tio

n
(m

)

G
PS

so
lu
tio

n
(m

)
U
se
r
se
le
ct
ed

th
ir
d

SO
L
U
T
IO

N
(c
ur
re
nt
ly

IR
N
SS

D
F
+

G
PS

H
yb

ri
d
m
od

e)
(m

)

13
SD

Z
er
ro
r

22
.4
7

1.
60

1.
49

9.
07

1.
29

1.
21

14
M
ea
n
X

po
si
tio

n
13

53
72

5.
43

00
29

18
13

53
72

3.
74

4
13

53
72

3.
80

2
13

53
72

2.
12

3
13

53
72

4.
09

2
13

53
72

3.
83

7

15
M
ea
n
Y

po
si
tio

n
60

76
15

0.
71

38
06

8
60

76
15

0.
88

60
76

15
0.
74

1
60

76
14

6.
86

1
60

76
15

0.
6

60
76

15
0.
35

6

16
M
ea
n
Z

po
si
tio

n
13

86
89

6.
88

66
72

61
13

86
89

7.
58

0
13

86
89

7.
57

6
13

86
89

5.
98

4
13

86
89

8.
34

4
13

86
89

8.
20

4

17
R
ef

X
po

si
tio

n
13

53
72

2.
71

6
13

53
72

2.
71

6

18
R
ef

Y
po

si
tio

n
60

76
14

5.
12

8
60

76
14

5.
12

8

19
R
ef

Z
po

si
tio

n
13

86
89

7.
42

5
13

86
89

7.
42

5

A Comparative Study and Performance Analysis … 73



5 Conclusion

In this paper shows, the various position accuracies of GNSS system like IRNSS,
GPS and hybrid are analyzed by using three and four satellites IRNSS constel-
lation data with in fixed elevation angle of IRNSS receiver placed at school of
engineering and technology, jain university and the reference coordinates are
considered to evaluate the fixed position of X, Y, and Z with ECEF value. The
various plots are obtained by evaluating the coordinates and the maximum, mini-
mum errors, and RMS errors are calculated for all three and four GNSS systems.
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Generalized Approach to Enhance
the Shared Cache Performance
in Multicore Platform

P. Pavan Kumar, Ch. Satyanarayana and A. Ananda Rao

Abstract Multicore processors have become an exemplar for high-performance

computing. Designing a real-time scheduler that enhances throughput of the entire

system in load scheduling in shared caches is the midpoint of the paper. Real-time

scheduling schemes are appropriate for shared caches that these methods are aware

of these above-mentioned issues. The existing methods work using simple memory

sets; all the priorities are static and non-scalable data structure makes task priori-

ties less flexible. Our work addresses the above issues in the soft real-time system,

where task scheduling systems require functionally accurate result, but the timing

constraints are softened. In order to exhibit this we use: SESC (Super Escalar Sim-

ulator) and CACTI (Cache Access Cycle Time Indicator) for investigating the effi-

ciency of our approach on various multicore platforms.

Keywords Multicore processors ⋅ Shared cache performance ⋅ ENCAP ⋅
Re-scheduling ⋅ Load set

1 Introduction

A multicore system, which contains two or more processors on a single integrated

circuit (IC) has been attached for enhanced throughput, reduced power consumption,

and more powerful simultaneous processing of multiple tasks [1].

Designing an efficient scheduling method for managing available cache memory

on multicore platforms is one of the main issues with which individual research
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scholars, research groups and chip vendors are currently tussling. This paper is about

the issue of enhancing the shared cache memory in the context of soft real-time

system, where task scheduling systems require functionally accurate result, but the

timing constraints are softened [2]. In this work, we presume that load set 𝜏 is a set

of many threaded tasks Ti, where i = 1, 2, . . . n. are formulated into parallel threaded

tasks (PTTs), where each PTT consists of consecutive loads, which will have various

processing cost but a similar span. Each PTT has a stable storage region set (SRS)

that is shared by all tasks within it. The SRS is the region of memory referenced by

tasks within a PTT the size of this portion is called as the task size (TS) of the PTT.

PTTs are useful for specifying groups of mutual tasks.

The idea. The idea emphasized here is inspired by the X. Xiang et al. Our focal

point in this work is reassembling of discouraged tasks based on repeatedly scaling

the simultaneous process, reassembling task sets with stable task size (TS) as parallel

threaded tasks (PTTs) named as ENCAP (ENhancing CAche Performance) [3–7].

Other identical work. There are three related works on soft real-time multicore

systems which we have an idea is one by Anderson et al. [5] which is also orga-

nized at performance based real-time applications. This paper addresses the issue

of discouraging a group of task set from being co-scheduled. The second work by

Calandrino [4, 18, 20–23] on shared cache memory, emphasizes offline cache pro-

filing and heuristics set, which minimizes the run-time overheads and enhances the

shared memory throughput. The third work, on trace-based program locality analy-

sis and dynamic use, is identical to our idea [3] which has a scope, that how well the

thread categorization performs when the loads are co-scheduled [2–4].

Brief contributions. we present a generalized approach for real-time work loads on

multicore system, presuming a quantum-placed global periodic scheduling design.

We show that our analytical method results in an enhanced shared cache utilization.

We validate the accomplishment impact of our approach with simulations in SESC

and CACTI 6.5.

Organization of the paper. The remaining sections of this paper are structured as

follows: in Sect. 2, the background concepts to understand the multicore real-time

scheduling are given, Sects. 3, 4 and 5 illustrate our generalized approach called

ENCAP, the experimental evaluation phase including system configuration for our

simulations on SESC and CACTI with experimental results, respectively. Finally, in

Sect. 6 conclusions are drawn.

2 Background

Multicore architecture has the ability to support more than one processor and allo-

cate tasks between them. These kinds of platforms is either loosely coupled or tightly

coupled. In tightly coupled systems all the task’s workload and the status informa-

tion can retain the current at a low price. In contradiction, loosely coupled systems,
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termed as distributed systems, are very expensive because these kinds of systems

need independent scheduler on different processors. Scheduling tasks in these plat-

forms need an exceptional kind of system that is aware of timing constraint.

A real-time system is that kind of system which is attentive about the real-time

constraint. The timing constraints are usually divided into two: soft as well as hard.

A soft real-time system, where task scheduling systems require functionally accurate

result, but the timing constraints are softened. In contrast, a hard real-time system

imposes a hard deadline or time constraint.

Periodic load set. In view of this, we focus on the scheduling of a system of periodic

load set (note that, end-to-end tasks in multiprocessor systems are determined as

periodic loads.) L1,… ,Ln on M identical cores C1,… ,Cm. Each load Lk is stated

with processing time pk and span sk. The tth task of load Lk is indicated by Ltk. Such

a task Ltk is ready for processing at its release time rtk and have to end the processing

by rtk + sk; or else it is tardy. The gap within rtk and rt+1k must satisfy rt+1k ≥ rtk+sk. A

tardy load Ltk may not amend rt+1k , but when Ltk thorough its process then rt+1k allowed

to thorough its processing. Formally the tardy of the load L at span s, indicated as

tardy(L, s) is determined as follows from [8]:

tardy(L, s) = (L.p∕L.s)t − assigned(L, s), (1)

where assigned(L, s) is the amount of processor resource (time) allocated to L in

[0, s). A schedule is Pfair if

(∀L, s ∶∶ − 1 < tardy(L, s) < 1). (2)

The Pfair tardy constraints given in (2) have the effect of partitioning each load L

into a series of unit-time sub-loads. The load utilization, pk/sk indicates the core own

stake; the total 𝛴
n
k=1 pk/sk implies the entire utilization of the system. The system

model we use for simulations is known as the unrelated processor model. In this

model, each job having different speeds and processing times are unrelated but have

the same size. For instance, the processing time of a data processing intensive job

may be two seconds on core1 and seven seconds on core2.

Baruah et al. presented that pfair scheduler processing a periodic Job set 𝜏 on M

identical cores iff

𝛴L∈𝜏
L.p
L.s

≤ M. (3)

We derive the kth sub-load of load L as Lk, where K ≥ 1. Each sub-load Lk has a

mock-release r(Lk) and a mock-cutoff c(Lk). If Lk is synchronous and periodic, then

r(Lk) and c(Lk) are defined here.

r(Lk) = ⌊
k − 1
wt(L)

⌋ (4)
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c(Lk) = ⌈
k

wt(L)
⌉ − 1 (5)

From Eqs. (4) and (5), r(Lk) is the initial space into which Lk could likely be

scheduled, and c(Lk) is the final such space. In an ER fair-scheduled approach, if Lk
and Lk−1 are part of the similar load, then Lk gets the eligibility immediately, when

Lk−1 is scheduled, so r(Lk) is of less relevance [16, 17, 19]. We frequently specify

to mock-cutoff and mock-releases as simply cutoffs and releases, respectively. The

interval [r(Lk−1), c(Lk−1)] is called the frame of subtask Lk and is defined by f(Lk).
The length of frame f(Lk), specified into ∣ f (Lk) ∣, is defined as c(Lk) – r(Lk) + 1.

Subsequent-sporadic loads. The partition among successive tasks of a load is gen-

erally called as sporadic loads. The Subsequent-Sporadic (SS) load model is obtained

from transmitting this a step more and letting partition among successive sub-loads

of the identical load. The subsequent-sporadic (SS) load system is derived by the

tuple (𝜏, q), where 𝜏 represents a set of loads, and q is a module that indicates when

each sub-load first becomes qualified for processing. Each load may release either a

definite or indefinite number of sub-loads. We presume that p(Lk) ≥ p(Lk−1) for all

i ≥ 2, i.e., sub-load Lk cannot become qualified before its ancestor Lk−1. The terms,

r(Lk) and c(Lk) are derived firstly by examining the alignment of the (SS)-frame of

L in a periodic load system. In Subsequent-Sporadic (SS) load system, successive

periodic-fair (PF) loads of L are either overlap by one span. The chunk ch(Lk) is

defined below.

ch(Lk) =

{
0, if⌊

k
wt(L)

⌋ = ⌈
k

wt(L)
⌉

1, or else.

From Eqs. (3) and (4) it is clear that in a periodic, synchronous task system release

span of the next task in a load L is the cutoff of the current processing task, means an

overlap by one slot r(Lk+1)= c(Lk) from [8]. The overlap can be mitigated, if ch(Lk) =

1, and r(r(Lk+1)) = c(Lk) + 1. For subsequent-sporadic loads, we define c(Lk) exactly

as above. Given this definition, we can define ch(Lk) equal to above, which defines

the initiation of the PF-frame of Lk. initiation of a task can be defined as:

r(Lk) =
{

p(Lk) if k = 1
max(p(Lk), c(Lk) + 1 − ch(Lk−1)) if k ≥ 2 (6)

cutoff c(Lk) of load Lk is derived as r(Lk) + ∣ f (Lk) ∣ – 1. PF-frame length is equal

to subsequent-sporadic loads, periodic and synchronous task systems. From Eqs. (3)

and (4), we derive

∣ f (Lk) ∣= ⌈
k

wt(L)
⌉ − ⌊

k − 1
wt(L)

⌋, (7)

and hence,

c(Lk) = r(Lk) + ⌈
k

wt(L)
⌉ − ⌊

k − 1
wt(L)

⌋ − 1. (8)



Generalized Approach to Enhance the Shared . . . 79

3 ENCAP

ENCAP approach is a generalized one which reschedules the loads which are

neglected tasks from co-schedule. Bastoni et al. [9] presented an adaptive feedback-

back framework to estimate the execution times and Calandrino et al. [2, 4] derived

task re-weighting rules to encourage a load set to be co-scheduled, so that thrashing

will be mitigated.

The effectiveness of scheduler. Subsequent-sporadic loads on M processors are

considered to be effective at the span s if the subsequent guidelines are convinced.

G1 Initially, a load set should have been discouraged from co-scheduling and the

size of the load set should not be less than the fixed storage region set (SRS) of

re-partitioned load.

G2 More than one re-partitioned discouraged loads are not allowed to execute its

job within a core.

G3 Time constraint of each sub-load should be the frame bounded with SS-frame

span s.

G4 Tardiness of each discouraged loads should be bounded.

G5 All the partitioned discouraged load set will have a fixed storage region set (SRS)

of parallel threaded tasks (PTTs).

If any discouraged load set convinced the above guidelines, then ENCAP allows to

re-partition discouraged load set that should be re-scheduled based on EDF real-time

scheduling algorithm.

Example Figure 1a illustrates with an example how J. Calandrino et al. discouraged

the jobs N and O which are part of one PTT to co-schedule in a 3-core platform, even

jobs L and M priority is lower than jobs N and O. Now with ENCAP we re-schedule

jobs N and O (shown in Fig. 1b). ENCAP will have a significant performance impact

not only in near terms but also in sub-sequential terms.

(a) Original priorities and
Modified priorities

(b) Re-scheduling original priorities

Fig. 1 Original priorities, modified priorities and re-scheduling original priorities in Example-2
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Theorem 1 (From [10, 11]) The Load partition solution B is:

m.B = m.(1 − B − B.In m − 1
B.m − 1

) + In m − 1
B.m − 1

(9)

4 Experimental Setup

4.1 Tools Used

The SESC Simulator. To evaluate the efficacy of ENCAP, we have used the Super

ESClar (SESC) simulator, which has a MIPS processor. It works as an event-driven

emulator for multiprocessor environments [12]. We conducted our experiments on

Intel sixth generation core I5 processor working at 3.5 GHz [13]. Every individual

core incorporates isolated 32 k private data cache and instruction cache and also has

a cooperative exclusive 256 k shared private cache. Four cores share a 6-MB on-

chip shared cache and all caches run on 64-byte line size. Miss rate is taken from the

results of our simulations and the miss penalty is taken as 12 clock cycles for private

cache. Cycle time for private cache is 8.5 ns [12, 14].

The CACTI tool. Along with SESC we have used CACTI-6.5, to test our simula-

tions, cache access time estimates. CACTI is an analytical model which integrates

cache access time, cycle time, leakage area dynamic power and also it improves our

simulations physical efficiency. SESC receives a configuration file, where CACTI-

estimated cache access times are used as default attributes [12, 14, 15].

4.2 System Configuration

CACTI 6.5 deals with a config. file. The attributes (in configuration file) used in

experiments are: a shared cache memory size of 14680064 bytes with each con-

sisting of 64-byte cache block size. We have considered 90 nm chip technology for

our simulations. In this work, we have intentionally considered the above-mentioned

cache sizes because these are some of the shared cache memory sizes recommended

by CACTI-6.5 technical report specifications [14, 15].

5 Experimental Results

In Fig. 2, x-axis represents core count on a single die and y-axis specifies the access

and cycle time. We can visualize that the core count affects the access and cycle time.

We have shown in our previous work, that if the no. of processor count increases on
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Fig. 2 Access time and cycle time of shared cache memory size of 14680064 bytes in ns

Table 1 L2 cache miss ratio per load set (Max., Min., Avg.) and cache size of 14680064 bytes

in ns

Sr. no Name of load set Pfair Megatask ENCAP

1 NORMAL 89.35 % (1.65, 1.65,

1.65)

2.18 % (10.78,

10.74, 10.25)

15.36 % (3.85, 3.79,

3.53)

2 TINY_NORMAL 59.35 % (2.65, 1.65,

1.35)

2.88 % (11.68,

11.64, 11.66)

17.63 % (1.85, 1.81,

1.82)

3 ONE_COMBO 11.06 % (7.55, 4.65,

3.29)

0.88 % (6.8, 5.9,

5.9)

14.333 % (2.45,

2.41, 2.43)

a single die, then the cache access time increases, whereas the cycle time decreases

(note that, even if the shared cache size is doubled, it has no effect on access time

and cycle time).

The comparison of access time and cycle time of cache size 14680064 bytes is

shown in Fig. 2 and this is due to ultra-speed bandwidth bus structure connected to

both cache and the processor set [14] and the advancements in VLSI chip technology.

Table 1 illustrates the comparison of ENCAP performance with other methods and

approaches. Shared cache miss ratio per load set (Max., Min., Avg.) and we have

considered the load set size of 14680064 bytes in ns for our simulations.

6 Conclusion

This paper presents a generalized approach on re-scheduling the discouraged load

set to be co-scheduled, even load sets have eligibility priority as per G-EDF schedul-

ing heuristics. Our approach (ENCAP) reorganizes the discouraged tasks based on

repeatedly scaling the simultaneous process, reassembling task sets with as fixed task
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size (TS) parallel threaded tasks(PTTs). Our results show the efficiency of ENCAP

approach, but our method has 15–35 % overheads compared to other methods. These

overheads are due to the re-scheduling of load sets. We want to extend our approach

so that overheads are diminished and we want to design a generalized expandable

dynamic queue data structure for which we can re-schedule large discouraged load

sets. Lastly, we want to implement a better approach to enhance the shared cache

performance in multicore systems.
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A Novel Framework for Road Traffic Data
Management for Cloud-Based Storage

Md. Rafeeq, C. Sunil Kumar and N. Subhash Chandra

Abstract With the tremendous growth of population and the consequent road
traffic increase, the demand for optimized traffic data collection and management
framework is demanding extensive research. The collection of traffic data using
multiple sensors and other capture devices have been addressed in multiple
researches deploying the mechanism using geodetically static sensor agents.
However, the sheath factors for the parallel research outcomes have significantly
ignored the fact of data replication control during processing. This work proposes a
novel framework for capturing and storing traffic data. During the multi-node traffic
data analysis, controlling the replication in order to reduce the cost hasalso been a
challenge. Recent research outcomes demonstrate the use of agent-based sensor
networks to accumulate road traffic data. However, a multipurpose framework for
accumulating and managing the traffic data is still a demand. The outcomes of this
research is also to consider the most effective cloud-based storage for the traffic data
with the knowledge of most popular cloud-based storage service providers. The
accumulation of the data is also followed by the predictive system for road traffic
data analysis. Hence in this work we also explore the use of standard machine
learning techniques to identify the most suitable technique with performance con-
sideration. Also this work proposes a performance evaluation matrix for comparing
the traffic frameworks.
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1 Introduction

In the face of exponential growth of traffic and road links, it is the need of research
to explore new directions for managing and predicting traffic situations in order to
gain road safety, better traffic managements and finally gain higher productivity
during peak hours by reducing the traffic burdens. Across the world ranging from
city to urban the tremendous growth of traffic is leading towards a major problem.
The highly populated cities around the world are facing the problem of better traffic
management. Technologically advanced cities deploy agent-based multiple multi-
media censor-based networks to collect and analyse the traffic data to provide better
solutions for management and prediction of the road conditions [1]. Data collection
methods include automatic and manual collections of high amount of data and then
the analysis are often done in legacy system or manually. However, the collected
data reach a high volume and became highly difficult to manage. Moreover, the
predictive analysis also demands a high computational power to run the predictive
analysis algorithms. The continuous efforts from parallel researches have demon-
strated various monitoring agents and software management stacks deployed for
accumulation and management of traffic data. The approaches are classified into
two major categories as actively deployed agents into the network for accumulation
with management and in contrast the passively deployed agents into the network for
traffic data management only. Their merits and demerits are discussed in this work.
This understanding will certainly help to propose a new novel framework for traffic
data management [2]. The deployment of sensor based agents for accumulating the
traffic data is also been proposed by multiple parallel research outcomes. The agents
are deployed to collect timely data from the network as spatial and temporal. The
conditional data collection from the network is also been proposed by various
frameworks [3]. Generic approaches have proposed the collection of sensor-based
data from the network based on Time Division Multiple Access or TDMA for
collecting dynamic pattern data from the network and also the continuous data
collection methodologies. In this work, we also analyse the data collection methods
in order to obtain a better understanding of the network data flow for the prosed
framework. In order to store and manage the high load data collected from the
proposed framework, it is important to find the most suitable storage option for the
big road traffic data [4]. Recent research progresses have demonstrated the benefits
of using the cloud storage services for higher efficient data management. However,
competitive studies have not been conducted in the recent researches to propose the
most cost-effective storage solution and solution provider benefits. Here in this
work we also study the cost and performance comparisons for various
non-traditional data storage solutions from various cloud storage service providers
such as Dropbox, Google Drive, High Tail, One Drive and Sugar Sync. This
elevated understanding will help to define the most efficient framework for road
traffic data management framework. This work also analyses the implementation
abilities of machine learning for road traffic data prediction [5]. In this work, we
analyse the predictive systems for traffic data analysis and understand the most
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suitable machine learning approach for the same. This understanding will certainly
help to propose anovel framework for predictive system for avoidance of road
traffics in the further continuation of this work. The rest of the paper is organized as
follows: in Sect. 2, we understand the outcomes from parallel researches; in Sect. 3,
we understand the generic components of the road traffic monitoring system; in
Sect. 4, we propose a novel framework for road traffic data management framework
with the components; in Sect. 5, we realize the results from the proposed frame-
work and in Sect. 6 we present the conclusion of this work.

2 Outcomes of the Parallel Researches

In this part of the research we study the outcomes from the parallel researches
conducted to achieve prediction systems based on the road traffic data.

Notable works by Porikli et al. have demonstrated a congestion-free network for
traffic data transmission system for video and image-based data. The prediction
system is based on the hidden Markov Model. The work defines five level of
congestion control for the traffic data flow [6, 7]. Another benchmarking work by
the Atikom et al. has demonstrated the effect of on-road vehicle velocity for the
predictive model of road traffic density [6, 7]. The deployed model is also capable
of estimating the congestions on the road for a defined vehicle velocity and has
been widely tested. Different popular outcomes from the work of Krause et al. have
demonstrated the prediction system based on the vehicle speed and density of the
vehicles at a given instance. The system deploys fuzzy logic of first order to predict
the road conditions focusing on traffic density. The use of fuzzy logic has also been
analysed and deployed in the work of Jia et al. for predictive analysis of traffic data.
However, the significant difference demonstrated in this work is the use of multiple
approaches to predict the results [7]. The work demonstrates the use of manually
interred logic and the use of machine learning based on neural networks. With the
understanding of the above listed outcomes, we also understand the other parallel
research outcomes based on data accumulation and management frameworks.
Hence considering the situations, we identify the following problems to be
addressed in the current traffic management situations: (1) management of
agent-based censor network to implement a low-cost infrastructure and normal-
ization of the data under pre-processing; (2) comparison and identification of most
suitable cloud storage architecture for replication of data considering the low-cost
Erasure models; (3) comparison and identification of most suitable artificial neural
networks for processing the data in high speed to achieve reliable and timely
solutions in the light of Elastic Cloud Computing properties; (4) identification of
most suitable algorithm and proposal of a novel neural network solution for a timely
and reliable predictive model for the road traffic analysis.
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In this work we propose the relevant solutions to the problems as: (1) agent-based
network implementation for multimedia road traffic data accumulation; (2) Cloud
Storage Models considering the low-cost replication for high data reliability during
processing at multiple nodes with the comparative study of cloud solutions; (3) ar-
tificial neural networks most suitable for road traffic data processing.

3 Components of Traffic Monitoring System

The general architecture for traditional road traffic prediction and management
systems consists of multiple layer [8, 9] like the sensor layer, monitoring layer and
server network layer (Fig. 1).

Here in this work, we understand the functionalities of each component:

A. Sensor Network: The sensor networks, generally supported by the wireless
network for data communication in the form of wireless sensor network are
deployed on any frame work for accumulation of data. The general-purpose
sensor network demonstrates the workability without human efforts. The net-
work also demonstrates the efficiency to work in any weather condition and
also in various visibility conditions. The implementation is very much cost
effective as this runs on the low power consumption. Also the integration of the
sensor network is possible with video and other management systems. This
includes inclusion and removal of any nodes dynamically in the network for
timely network management. Also the data collectors in the same layer are
programmable.

Fig. 1 Traditional road traffic prediction system
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B. Monitor: The second most important component is the monitoring agents into
the network. The management components are multi-functional. The functions
of the agents generally include managing the connectivity of the sensor nodes,
data transmission control, hardware control, bandwidth monitoring and also
latency control.

C. Server Network: To analyse the traffic data collected from the sensor layer by
the sensor network, the servers run the applications for data management and
also the predictive system is deployed in the same servers. The generic process
of predictive system is learning the pattern from the initial data and then pro-
cessing the data for further prediction. Hence in this section we understand the
generic architecture of any road traffic data accumulation and management
framework. This understanding helps us in defining the proposed methodology
in Sect. 4.

4 Proposed Road Traffic Data Management Framework

Henceforth with the detailed understanding of the generic traffic data monitoring
and management framework, we propose the novel framework for road traffic data
management control with replication control on cloud storage. In the proposed
framework, we have considered the layer-based approach for better control and
management of the agent-based components. The agents in the wireless network are
single-function oriented, but the collective network is multipurpose. In this study,
we propose the framework consisting of deployed network layer, monitoring layer,
application management layer, storage layer and finally the server-based server
layer (Fig. 2).

Henceforth, we demonstrate the components of all layers in the network here:

A. Network Layer: The first and onsite layer of this proposed framework is the
network layer. The layer includes the agents required to collect the traffic data,
monitor the data collection with connectivity and the significantly small amount
of local storage. The deployed layer also includes the on-vehicle sensor agents.
Here we understand the components of network layer.

• Image Sensor Node: The imaging agents installed on the site are connected
to the network with high-performance capturing capabilities. The imaging
agents are also capable of functioning in various weather conditions. Here
we propose the optimal configuration considering the power and perfor-
mance balance (Table 1). The capture devices must satisfy the same con-
figuration scheme to reproduce the same performance.

• Data Accumulator Agent: The programmable data accumulator agents are
configured to capture the image and video data. The optimizer components
into these agents are configured to capture the video or image data while the
motion in the object is detected. This optimizes the captured data in size.
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Fig. 2 Proposed framework for road traffic data management with replication control

Table 1 Image sensor node configuration

Parameter type Proposed optimal value

Exposure responsiveness 1/120–1/160 s
Focal ratio F/5 to F/4
ISO film speed rating 100
Lance focal length 18–20 mm
Resolution 300–350 DPI (horizontal and vertical)
Rotation and movement positioning Co-sited
On-board compression mode 3
APEX brightness 6–7.5
Colour space sRGB (recommended)
Digital zoom 5–8
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The algorithm used for motion detection for multiple objects consider each
object as collective vector object as Ot at any given time instance t. The
collection of the detectable features based on the time instance are noted as
F1,F2 . . .Ft. The algorithm is deploying a probabilistic function to estimate
the next state of the specified object denoted as PðOt F1,j F2, . . . ,FtÞ. The
outcome of this probabilistic function is the next possible coordinates for the
object under motion tracking. Further the probabilistic function at any given
time is considered to function on a weighted and time-dependent sample set

of video data. The sample set is defined as fSðvÞt , v=1, . . . ,Vg with the

considered weight for corrected predictive location is πðvÞt . The V parameter
denotes the number of video data in the selected data set. Henceforth, we
understand the relation between the learning features and the probabilistic
prediction as:

– Firstly we consider the sample data set with V number of video data as

SðvÞ0 , v=1, . . . ,V
n o

ð1Þ

– The weight component for enhanced learning is considered as

πðvÞ0 , v=1, . . . ,V
n o

ð2Þ

– Hence, the final probabilistic function for next location determination is

Pð0t F1,F2, . . . ,Ftj Þ ð3Þ

– Henceforth we consider the change in enhanced learning factor as

PðOt Ot− 1j Þ ð4Þ

– The next step is to apply the Eq. 4 on Eq. 1 and obtain a new dataset for

prediction and obtain SðvÞt

n o

– Hence the final step is to consider the updated feature tracking for
iterative calculation of the motion as

πðvÞt =
PðF SðvÞ

�� Þ
∑
V

i=1
PðFt Sij Þ

ð5Þ
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• Local Storage: The local storage container is designed to store data locally from
the capture agents in case of loss of connectivity between the network layer and
other layers. The local storage containers are desired to perform on-board
compression and store small amount of data. However, the storage containers
are expected to deliver low latency. Here we propose the factors to be con-
sidered for a local storage to balance the performance and cost implications
(Table 2).

• Monitoring and Connectivity Agent: The monitoring and connectivity agents
are deployed to monitor inter- and intra-connectivity of the network layer.

• On-Vehicle Sensor Agents (Optional): The optional components of the net-
work layer are the °F sensor components for better performance of this
framework. However, these components are not compulsory in this proposed
framework. Here we list the sensors:
(a) Positional sensor for latitude and longitude information; (b) speed sensor for
acceleration and deceleration information, (c) temperature sensor, (d) obstacle
detection sensor.

B. Monitoring Layer: The monitoring layer consists of two major components,
global monitoring agent and report generator. The global monitoring agent
works same as the local monitoring agent with the enhanced performance to
manage and detect the connectivity and data transmission rates. The report
generator is a programmable software packet on the network to filter the data
and generate report-based data for the queries generated from the server
components.

C. Application Management Layer: The application management layer is
equipped with three components such as cloud storage monitor, replication
controller and application protocol manager for higher management and per-
formance enhancement of the complete framework. The cloud storage monitor
is the software agent to analyse and keep track of the data storage meter for cost
and scalability control for the framework data. However, the framework data
are also minimized in the previous layers by data accumulator and global
monitoring agents.

D. Storage Layer: The storage layer is the third part stack of the storage solutions
based on cloud service providers. This work also considers the selection
parameters of a cloud storage solution for cost-effective storage. The details of

Table 2 Image sensor node
configuration

Parameter type Proposed optimal value

Technology ZIP or JAZ or USB
Preferred mode of operation No or less mechanical parts
Read speed 20–200 MBPS
Write speed 30–280 MBPS
Form factor 2.5–3.5
Storage capacity 5–12 GB
Supported storage format JPEG
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the storage solutions comparative study are discussed in the later part of this
work.

E. Server Layer: The server layer comprises two major components: application
server agent and the predictive system for traffic prediction. Here we discuss the
components:

• Application Server Agent: The application server agent is an application for
analysing the traffic data for making the data ready for predictive system
module.
The features of the system are also described in this work (Table 3).

5 Proposed Performance Evaluation Matrix

The evaluation of the road traffic monitoring systems is continuous. The outcomes
from the parallel researches have demonstrated availability of the number of
application and frameworks for the same purpose. The performance of the road
traffic monitoring and management systems needs to be measured on a common
platform as performance evaluation matrix; however, the availability of the per-
formance evaluation matrix is still thrive for the present research trends. Hence in
this work we also propose the performance evaluation matrix with various prop-
erties ranging from dash board or monitoring to I/O device performances (Table 4).

Table 3 System functionalities

Parameter
type

Proposed optimal value

UI – 1 The system providers the feature to graphically provide information from the
user interface

UI – 2 The system provides the user interface to manage the system view for complete
observation

UI – 3 The system provides the visual interpretation of the system on click for every
node in the traffic model

STAT – 1 The system provides the statistics related to the traffic monitoring
STAT – 2 The system also provides the statistics related to each vehicle registered into the

framework
ST – 1 The system provides the in-detail view of the storage system overall estimation
PRED – 1 The system connects with the predictive analysis component of the framework
PRED – 2 The system manages all predictive query and reports
FUNC – 1 The performance of the system is at least equal or greater to the real-time data

capture speed
FUNC – 2 The system is in sync always with the traffic lights deployed on the road
FUNC – 3 The system provides the on road vehicle detail statistics like travel time and all
FUNC – 4 The system is also capable of providing multi-lane road traffic prediction
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6 Results

The results of simulation testing for the proposed framework under the NetSIM tool
are satisfactory. The framework is tested on the parameters proposed in the per-
formance evaluation matrix (Table 5).

The results demonstrates the most effective and sustainable nature of the
framework. However, due to network congestion during data transmission, it has
been observed that the parameter values seem not to be available for longer runs.
Hence this issue will be addressed in the further research for this work.

Table 4 Performance evaluation matrix

Type Name Description

Name of node Unique name of the node
Type Architecture type

Dash board parameters Overall health
indicator

Running, stopped, critical

Last accessed Last accessed date and time
(Overall monitoring) Total availability Time of total availability

Memory utilization Total local sensor memory utilization
Disk utilization Total local disk utilization in MB
Network utilization Total Network Utilization in time
Active memory Amount of active memory in KB

Memory parameters Over heading
memory

Amount of over heading memory in KB

Swappable memory Amount of swappable memory in KB
Total shared
memory

Amount of total shared memory

Memory
temperature

TEMPERATURE OF THE MEMORY
UNITS

Container name Unique name of the storage container
Storage parameters Container size Container size in GB

Container
utilization

Container utilization in GB

Network device ID Unique id for the network devices
Up time Total up time

Networking parameters Down time Total down time
IP address Unique assigned IP address
MAC address Unique assigned MAC address
Data transfer rate Data transfer rate in megabytes per

second
Peripheral parameters (I/O
Device)

Device ID Unique device ID
Type Read or write
Read count Number of read operations
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Table 5 Performance evaluation matrix

Parameter
observation

Availability of the properties

Test process—1
(duration—60 min)

Test process—2
(duration—90 min)

Test process—3
(duration—200 min)

Name of node Available Available Available
Type Available Available Available
Overall health
indicator

Available Available Available

Last accessed Available No continuous
availability

Available

Total
availability

Available Available No continuous
availability

Memory
utilization

Available Available Available

Disk utilization Available Available Available
Network
utilization

Available No continuous
availability

No continuous
availability

Active
memory

Available No continuous
availability

No continuous
availability

Over heading
memory

Available Available No continuous
availability

Swappable
memory

Available Available Available

Total shared
memory

Available No continuous
availability

No continuous
availability

Memory
temperature

Available Available Available

Container
name

Available Available Available

Container size Available Available Available
Container
utilization

Available Available Available

Network
device ID

Available Available Available

Up time Available Available No continuous
availability

Down time Available Available No continuous
availability

IP address Available Available Available
MAC address Available Available Available
Data transfer
rate

Available Available Available

Device ID Available Available Available
Type Available Available Available
Read count Available Available No continuous

availability
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7 Conclusion

These works consider the parallel research outcomes of recent time and find mul-
tiple approaches to build a scalable and sustainable framework for traffic monitoring
system. Based on the parallel research outcomes, we understand the focus area of
this research. We also understand the generic components of any road traffic
management and monitoring system consisting of Sensor Nodes, Data Collector,
and Monitoring agents, Storage Controller, Information Server and Application
Server. Based on this understanding of the application framework, we propose a
novel proposed framework consisting of Image Sensor Nodes, Data Accumulator,
Local Storage, Local Monitoring Agent, Global Monitoring agent, Report gener-
ator, cloud storage monitor, replication controller, application manager, cloud
storage solutions and Application server program. For the proposed framework, we
also built the application program for monitoring. The functionalities are listed in
this work. During the framework building process, we have also demonstrated the
optimal data collection process for the proposed framework. This work also pro-
poses the performance evaluation matrix for evaluating the performance of any
generic road traffic management and monitoring system. For the storage of the
traffic data, we propose the cloud storage solutions with Erasure replication control
and the comparative study of major cloud storage specialist service providers are
also been carried out in this work. With the consideration of the results, we
understand the proposed framework is highly sustainable and reliable. However, the
network data congestion demands further research. This work does not consider the
predictive analysis of the traffic data and will be considering it for the future
research on the same framework.
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Minimum Description Length (MDL) Based
Graph Analytics

Sirisha Velampalli and V.R. Murthy Jonnalagedda

Abstract Graph is a way of representing data as a web of relationships. Graphs

consist of nodes and edges where nodes are concepts and edges are the relationships.

Graph analytics is the science of solving problems expressed on graphs. Graph ana-

lytics is useful for finding hidden patterns, relationships, similarities and anomalies

in graphs. These tasks are useful in many application areas like protein analysis,

fraud detection, health care, computer security, financial data analysis, etc. Mini-

mum description length (MDL) comes from information theory, which can be used

for universal coding or universal modeling. SUBstructure Discovery Using Exam-

ples (SUBDUE) algorithm uses MDL to discover substructures. In this paper, the use

of MDL for graph analytics is shown by applying MDL encoding to various graph

datasets and in particular graph matching is solved using MDL. Further, comparative

analysis is done to show how MDL value changes w.r.t. varying graph properties.

subgen tool is used to generate graph datasets. Statistical tests are applied and we

came to know in which cases MDL value changes significantly.

Keywords Analytics ⋅ Graphs ⋅ MDL ⋅ Graph matching ⋅ SUBDUE

1 Introduction to MDL and Motivation

Nowadays the requirement for graph analytics is growing rapidly in diverse fields

including large network systems, semantic search and knowledge discovery, natural

language processing, cybersecurity, social networks, chemical compounds. Graph

analytics provides deeper understanding of data. Relational analytics can explore

“one-to-one” and “one-to-many”, whereas by using graphs we can compare “many-

to-many”. Graph matching, finding frequent graph patterns, graph partitioning, graph
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coloring, graph-based anomaly detection, etc., are some of graph-related problems.

MDL of a graph is defined in [1] as the number of bits needed to describe a graph

completely. The concept of MDL [2] was first introduced by Jorma Rissanen in 1978.

MDL principle says the relation between the regularity in data and compression of

data. It states that whenever we are able to compress the data well, then it implies

there is much regularity in data. In particular, MDL is developed and suited for [3]

model selection problems. MDL can do prediction and estimation as well. MDL prin-

ciple is used in [1, 4–6] for substructure discovery, decision tree induction, genetic

programming and image processing. The concept of MDL is employed in many data

mining tasks [7] including outlier detection, clustering, feature selection, discretiza-

tion etc.

Section 2 explains minimum description encoding of graphs. Section 3 explains

how MDL can be calculated, by taking a small example graph. Section 4 explains

how graph matching problem can be solved using MDL. Section 5 shows how MDL

value changes with respect to varying graph properties. Section 6 concludes the paper

with future work.

2 Applying MDL to graphs

The following steps are given in [1] for MDL encoding of graphs.

First the entire graph should be represented using adjacency matrix, say A.

A[i, j] = 1, when there is edge between vertex i and vertex j.

A[i, j] = 0, when there is no edge between vertex i to vertex j.

Step 1: For encoding vertex labels, vbits are needed.

vbits = lgV + Vlglu (1)

where
V is the number of vertices,

lu is the number of unique labels.

Step 2: rbits are needed to encode the rows in the adjacency matrix.

rbits = lg(b + 1) +
V∑

i=1
lg(b + 1) +

V∑

i=1
lg
(
V
Ki

)

(2)

= lg(b + 1) + Vlg(b + 1) +
V∑

i=1
lg
(
V
Ki

)

(3)

= (V + 1)lg(b + 1) +
V∑

i=1
lg
(
V
Ki

)

(4)



Minimum Description Length (MDL) Based Graph Analytics 101

where
Ki is the number of 1s in the ith row

b = maxiKi

Step 3: For encoding edges, ebits are needed.

ebits = e(1 + lglu) + (K + 1)lgm (5)

where
K is the number of 1s in adjacency matrix.

m = maxi,j e(i, j) e(i, j) = number of edges that are present in between i and j.

Step 4: Total number of bits for the entire graph

Total bits = vbits + rbits + ebits (6)

3 MDL-Sample Example

MDL encoding for graphs is explained in this section by taking a very small graph

(Fig. 1).

First we need to write the adjacency matrix for the graph as:

Adjacency matrix =
(

A A

A 0 1
A 0 0

)

Encoding of graph consists of the following steps:

Step 1: First the vertex bits are encoded as:

vbits = lgV + Vlglu

number of vertices, V = 2.

The number of unique labels, lu = 2 (i.e. label A, label edge)

∴ vbits = lg2 + 2lg2 = 1 + 2 = 3

Fig. 1 Sample graph
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Step 2: Second we need to encode rows as:

rbits = (V + 1)lg(b + 1) +
V∑

i=1
lg
(
V
Ki

)

b = maximum number of 1’s in rows = 2

K1 = number of 1s in first row = 1

K2 = number of 1s in second row = 0

∴rbits = (2 + 1)lg(2 + 1) +
V∑

i=1
lg
(
V
Ki

)

= 3lg2 + lg
(

2
K1

)

+ lg
(

2
K2

)

= 3lg2 + lg
(
2
1

)

+ lg
(
2
0

)

= 3(1) + 1 + 0 = 4

Step 3: Finally, we encode edges as:

ebits = e(1 + lglu) + (K + 1)lgm

e = number of edges in the graph = 1

K = number of 1s in adjacency matrix = 1

m = maxi,j e(i, j) = maximum number of edges between ‘i’ and ‘j’ = 1

∴ ebits = 1(1 + lg2) + (1 + 1)lg1 = 1(1 + 1) + 2(0) = 2

Step 4: Total number of bits:

Total = vbits + rbits + ebits

∴ Totalbits = 3 + 4 + 2 = 9

4 Graph Matching

Graph matching evaluates the similarity between two graphs. Graph matching [8]

can be exact and inexact. Graph matching has numerous application areas including

image processing, mobile computing, bioinformatics, multilevel graph algorithms,

etc. Nauty [9] is one of the popular algorithm for exact graph matching. Inexact
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Fig. 2 Sample graphs (i, ii,

iii)

graph matching is also useful in certain domains. In molecular compounds, partial

matching in substructures preserve important chemical properties. [8] used distance

metrics to solve inexact graph matching problem.

4.1 Graph Matching—Our Approach

Graph matching through MDL is explained in this section using 3 sample graphs

shown in Fig. 2. MDL values for graphs shown in Fig. 2 are 11 bits, 22 bits and 26

bits respectively.

MDL encoding difference between the first 2 graphs in Fig. 2 = 11 bits.

MDL encoding difference between second and third graphs in Fig. 2 = 4 bits.

MDl encoding difference between first and third graphs in Fig. 2 = 15 bits.

4.2 Interpretation

From the MDL values we can interpret that, whenever the difference between two

graph encoding values is low, then we can match those graphs with lower transfor-

mation cost.

We can exactly match second and third graphs in Fig. 2 by adding only 1 edge

(MDL difference = only 4 bits), but to match first and third graph we need to add 1

vertex and 2 edges (MDL difference = 15 bits).

5 Variation of MDL Value w.r.t. Varying Graph Properties

We used [10] subgen tool to generate artificial datasets with varying graph connec-

tivity and graph coverage values and checked how the value of MDL changes w.r.t.

graph properties and size. Connectivity [1] is the number of external connections on

each instance of the substructure. Coverage [1] is the percentage of the final graph to



104 S. Velampalli and V.R. Murthy Jonnalagedda

Fig. 3 Coverage versus

MDL

Fig. 4 Connectivity versus

MDL

be covered by the instances of the substructure. MDL value w.r.t. increasing graph

size and coverage value is shown in Fig. 3. MDL value w.r.t. increasing graph size

and connectivity value is shown in Fig. 4. The x-axis shows varying graph(V,E) sizes

with an increment of 100 nodes. Y-axis shows the corresponding MDL values with

varying coverage value in Fig. 3 and varying connectivity value in Fig. 4.
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5.1 t-Test Statistics

We performed t-test [11] to know how the value of MDL changes w.r.t. increase in

coverage value. t value is 0.1687 and p value is 0.8702.

We performed t-test to know how the value of MDL changes w.r.t. increase in

connectivity value. t value is 3.2446 and p value is 0.0315.

5.2 Interpretation

From the obtained t and p values, we interpreted that there is no significant difference

in MDL value w.r.t. increase in coverage value and we also interpreted that there is

significant difference in MDL value w.r.t. change in connectivity value.

6 Conclusion

In this paper minimum description length (MDL) is applied to graphs and the graph

matching problem is solved through MDL. We studied how the value of MDL

changes w.r.t. varying graph properties. Further, we want to solve more graph prob-

lems like anomaly detection, clustering, classification using MDL.
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Implementation of Intrusion Detection
System Using Artificial Bee Colony
with Correlation-Based Feature Selection

K. Kanaka Vardhini and T. Sitamahalakshmi

Abstract In any organization, information can be transmitted over the Internet.
Maintaining confidentiality of the data during transmission plays a vital role. Many
existing approaches like firewalls, antivirus, encryption and decryption techniques
are available to provide security. But still these approaches suffer due to the
sophisticated nature of the attackers. So we are moving towards swarm intelligence
approaches to build intrusion detection system. In this paper, we use a swarm
intelligence approach namely the artificial bee colony to implement classifier. It will
generate classification rules to detect the intruder. For this KDD dataset was used.
Before classification rule generation subsets were generated depending on the
correlation existing between attributes and target class label to reduce complexity.
The results show that ABC effectively identified the different types of attacks
compared to the existing ones.

Keywords Data transmission ⋅ Intrusion detection system ⋅ Classifier ⋅
Artificial bee colony ⋅ KDD cup 1999

1 Introduction

In communication over the Internet, different services, namely authentication,
confidentiality, integrity has to be provided. Intrusion detection system, will be
installed to provide confidentiality during data transmission. It performs analysis of
data traffic and identifies unauthorized activity if it exists. Firewalls are the best
example for this. It will identify different attacks which are discussed below either
at the host or in the network.

K. Kanaka Vardhini (✉)
Department of CSE, ASCET, Gudur, India
e-mail: kanakavardhini@gmail.com

T. Sitamahalakshmi
Department of CSE, GITAM University, Visakhapatnam, India
e-mail: tsm@gitam.edu

© Springer Science+Business Media Singapore 2017
S.C. Satapathy et al. (eds.), Proceedings of the First International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 507, DOI 10.1007/978-981-10-2471-9_11

107



DOS attack: In this attacker tries to make the server unnecessarily busy. The
attacker will send a huge number of sync packets to server and server becomes
unnecessarily busy to respond. So that it cannot provide services to the authorized
people.

Probe: This is one type of passive attack, in which the attacker listens to the
channel and performs the traffic analysis to find the vulnerabilities. The scanning
can happen either at the network devices or during the transmission.

User to login: This is one type of active attack. In this attacker is authorized
person, but trying to access data having access control. He does not have privileges
to access the data.

Remote to login: This is also one type of active attack. In this the attacker enter
into the network by pretending to be an authorized person.

In general, the intrusion detection system (IDS) was used to avoid or to detect
above discussed types of attacks. By analyzing the traffic over the network the IDS
will detect the attack and gives the alarm. Some of the IDS not only detect it, but
also try to prevent the attacks by performing action like shutting down, logging-off,
etc. [1]. In this paper, we used swarm intelligence approach to implement IDS.

2 Literature Review

In 2012, Mohammad Sazzadul Hoque et al. developed intrusion detection system
by applying genetic algorithm [2]. They used standard deviation to measure fitness
of the chromosomes and proved that the proposed one effectively detecting the
attacks.

In 2013, G.V. Nadiammai, M. Hemalatha [3] proposed EDADT algorithm for
generating classification rules to detect attacks. The results proved that the proposed
algorithm detects attacks more effectively compared to existing algorithms.

In 2014, by using visualization strategy Luo et al. developed a novel intrusion
detection system [4]. They evaluated the 5-class classification problem with the
proposed algorithm and obtained high accuracy in detecting the intruder.

In 2014, Chen et al. proposed a parallel and scalable compressed model [5].
They also analyzed its application on intrusion detection. They used KDD99 and
CMDC2012 datasets to demonstrate the efficiency of the proposed model.

In 2010, Karegowda et al., implemented classifier along with the genetic algo-
rithms and they used medical datasets for the experiments [6].

In 2011, Lavanya and Usha Rani generated the classification rules on cancer
dataset with decision tree algorithm [7]. They proved that selection of relevant
features before classification rule generation increased the efficiency of classifier.
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3 Methodology

From the literature survey, it could be observed that most of the current intrusion
detection systems suffer from high false alarms rates. The Artificial Bee Colony
(ABC) optimization is applied to reduce the false alarm considerably. KDD cup 99
was used as an input dataset. Before applying ABC, authors have followed a typical
feature selection process to reduce number of attributes for getting efficient results.
The proposed approach is as follows:

In this paper we have taken KDD dataset as input for IDS. The artificial bee
colony was used to generate classification rules to detect the different types of
attacks. Before generating the classification rules, subsets were generated using the
CFS method to get more effective results. After getting subsets some of the attri-
butes have string data. So we converted the string data into numerical data for
calculating the fitness of solution and called it as data mapping. Later authors
applied an artificial bee colony on these subsets to generate classification rules for
IDS. The whole methodology is shown in Fig. 1.

3.1 Description of KDD99 Dataset

In this KDD cup-99 dataset was used as input [8]. In 1998, MIT Lincoln labs
delivered this dataset which describes different types of attacks namely smurf,
satan, Pod, backtrap, imap, buffer overflow, perl, root kit, load module, etc. KDD
dataset discuss about 24 types of attacks which are categorized as denial of service,
remote to login, probe, user to login attacks depending on their nature.

Every record of the KDD cup 99 consists of 41 attributes along with the class
label. In this some of the attributes have categorical data and some of them
numerical data. Table 1 shows all the 41 attributes along with their data type.

Apply
Artificial 

bee 
colony

optimization

KDD
Data set

Feature 
Selection
(CFS)

Data mapping

Classification
 rules for 
IDS

Fig. 1 Architecture of the proposed IDS
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3.2 Methodology for Feature Selection

In machine learning, dimensionality reduction of dataset plays a vital role for
getting efficient results [9]. The KDD dataset which we used in this paper has 41
attributes. Among this 22 attributes have continuous data and the remaining have
discrete values. Dimensionality reduction will increase the performance of the
classifier. So in this we used a correlation feature subset (CFS) method for selecting
the relevant features for various attacks. CFS used best first search to generate
subsets. The subsets are generated depending on the correlation existing among
attribute/target classes and the correlation between attributes [10, 11]. Equation 1 is
used to generate the subsets.

Table 1 Features of KDD Feature name Type

duration Continuous
protocol_type Discrete
service Discrete
src_bytes Continuous
dst_bytes Continuous
flag Discrete
land Discrete
wrong_fragment Continuous
hot Continuous
num_failed_logins Continuous
logged_in Discrete
num_compromised Continuous

root_shell Discrete
su_attempted Discrete
num_root Continuous
num_file_creations Continuous
num_shells Continuous
num_access_files Continuous
num_outbound_cmds Continuous
is_hot_login Discrete
is_guest_login Discrete
count Continuous
serror_rate Continuous
rerror_rate Continuous
same_srv_rate Continuous
diff_srv_rate Continuous
srv_count Continuous
srv_serror_rate Continuous
srv_rerror_rate Continuous
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Merits =
Nrcaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N +N N − 1ð Þraa
p , ð1Þ

where N is the NUMBER of attributes,
rca the correlation between attributes/target classes and
raa the Correlation among the attributes.

3.3 Data Mapping Procedure

The subsets with different features for all types of attacks are shown in Table 2. In
these subsets some of the attributes hold the string values. The authors changed this
string values to numeric as shown in Table 3.

Table 2 Selected attribute set from KDDCup 99 using CFS

S. no Feature number Feature name

DOS 3, 5, 23, 27, 31,
34, 36

Service, src_bytes, Count, rerror-rate, srv-diff-host-rate,
dst-host_same_srv_rate, dst_host_same-src_port_rate

R2L 2, 3, 4, 5, 6, 11,
31

protocol_type, service, flag, src_bytes, dst_bytes,
num_failed_logins

U2R 2, 3, 4, 12, 33,
32, 30

protocol_type, service, flag, logged_in,
dst_host_srv_countdst_host_srv_rate, dst_host_count

Probe 2, 3, 5, 27, 29,
31, 33

protocol_type, service, src_bytes, srv-diff-host-rate,
num_failed_logins, srv_diff_host_rate, dst_host_srv_count

Table 3 Mapped values for service attribute

No. String No. String No. String No. String

1 auth 16 hostnames 31 Netstat 46 systat
2 bgp 17 http 32 Nnsp 47 telnet
3 courier 18 http_443 33 nntp 48 tim_i
4 csnet_ns 19 imap4 34 ntp_u 49 time
5 ctf 20 iso_tsap 35 Other 50 urh_i
6 daytime 21 Klogin 36 pm_dump 51 urp_i
7 discard 22 Kshell 37 pop_2 52 uucp
8 domain 23 Ldap 38 pop_3 53 uucp_path
9 domain_u 24 Link 39 Printer 54 vmnet
10 eco_i 25 Login 40 Private 55 whois
11 efs 26 Mtp 41 Smtp 56 Z39_50
12 exec 27 Name 42 sql_net
13 ftp 28 netbios_dgm 43 Ssh
14 ftp_data 29 netbios_ns 44 Sunrpc
15 gopher 30 netbios_ssn 45 Supdup
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3.4 Artificial Bee Colony (ABC)

In general we have different types of bees in nature. These bees are classified as
employee, onlooker, and scout bees. The employee bees initiate its food search
from the nearest places to its hive. Employee bees perform the waggle dance
depends on the nectar amount. While the waggle dance is on, the onlooker bees
would locate the area in the hive where the highest amount of nectar is present.
They start transferring the nectar/food to their hive depriving the employee bees of
their food source. Later, employee bees will search for new source. The above
discussed process of bees simulated as bee colony approach [12]. This optimization
starts with initialization of number of bees (Solutions), number of iterations and
stopping criteria. It has two passes namely forward and backward passes. In for-
ward pass, a set of solutions is chosen from the available options randomly [13].
The quality of solutions is derived in backward pass. The best solutions could be
kept and bad ones abandoned based on the quality of selected solutions. And the
fitness can be calculated accordingly Eq. 2

Fiti =
1

1+object function fi
ð2Þ

The selection of employee bees (NS) and onlooker bees is directly proportional
to available food sources. Initially the position of food sources generated randomly.
The nectar amount for new source can be calculated by using following Eq. 3

Vij: =Xij +∅ xij −Xkj
� � ð3Þ

where i is 1 … NS, j is 1 … N and Ø, any number in [0, 1].
The selection of new food source by an employee bee ends if it founds new

source is better, stays back if not. And all employee bees share such information
about food sources helping onlooker bees in their search for best food source. The
probability at which onlooker bee search for the best food source is as follows:

Pi=
Fiti

∑NS
j=1 Fitj

ð4Þ

where NS is the number of food sources and Fitj the fitness of new solution.
If the fitness of the food source selected by the onlooker is not improved, the

selected solutions will be discarded. And then, the corresponding employee bee
would become a scout bee and repeats the cycle till it finds the next best solutions
using the following:

X j
i = x jmin + rand 0, 1½ � x jmax − x jmin

� �
. . . , ð5Þ

where x jmax = upper bound of population and X j
min = lower bound of population.
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4 Experiments and Results

In this section, the author discusses how artificial bee colony is used for generating
the classification rules. Each record of KDD 99 has 41 feature values along with
one class label.

Initially the subsets are generated by selecting relevant features for various
attacks. Based on the existing correlation between the class labels and features and
between the features subsets are generated. The subsets generated by CFS are
shown in Table 2. Table 3 explains the mapping procedure.

Finally, authors obtained subsets with different features along with class label
depending on the type of attack. Rules for the classification are generated by using
ABC subsets. In this regard, a modified ABC algorithm has been used for appro-
priate result within a short time using the following equation

Vij: =Xij ð6Þ

Some of the classification rules generated by the above proposed approach are
shown in Table 4.

The following performance measures are used for calculating the accuracy of
generated rules.

Table 4 Classification rule generated from ABC

Rule
no.

Rule description Attack
type

Accuracy

1 src_bytes(i, 2) ≤ 2964 & srv_diff_host_rate(i, 5) ≤ 1 DOS 97.955
2. count(i, 3) > 0 & src_bytes(i, 2) ≤ 2964 &

srv_diff_host_rate(i, 5) ≤ 1
DOS 96.7543

3. count(i, 3) > 270 & src_bytes(i, 2) ≤ 2964 &
srv_diff_host_rate(i, 5) ≤ 6.700000e-001

DOS 81.7916

4. count(i, 3) > 290 & reerror_rate(i, 4) ≤ 0 DOS 78.335
5. duration = 26 or 134, protocol = tcp, service = FTP or

login, flag = SF
R2L 82.781

6. protocol = tcp, service = telnet, flag = RSTO,
src_byte = 125 or 126, dst_byte = 179, hot = 1,
num_failed_login = 1

R2L 75.198

7. protocol = tcp, service = ftp, flag = SF, src_byte > 980,
dst_host_count = 255, dst_host_count

R2L 90.955

8. protocol = tcp, service = telnet or ftp_data, flag = SF,
loggin_in = 1, dst_host_same_srv_rate = 1

U2R 96.7543

9. protocol = tcp, service = telnet, flag = SF, logged_in = 1,
dst_host_srv_count6 2, dst_host_diff_srv_rate6 0.07

U2R 81.1979

10. protocol = tcp, service = telnet or ftp, flag = SF,
dst_host_count = 255, dst_host_diff_srv_rate = 0.02

U2R 75.5553

11. protocol = ICMP, service = SF or SH, src_byte = 8,
same_srv_rate = 1, srv_diff_host_rate = 1

Probe 73.915
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True positive rate =
TP

TP+FN
ð7Þ

True negative rate =
TN

TN+FP
ð8Þ

Total accuracy =
TP+TN

TP+FN+TN+FP
ð9Þ

5 Conclusion

This paper presents the method to detect intruders within and between the networks
obstructing data transmission, finding solutions for the recurring security chal-
lenges. The latest swarm intelligence technique has been adapted which is based on
a bee colony approach. It was found that the rate of false alarms has been reduced
and the accuracy of classifier was enhanced. It was also found that the used
algorithm is adaptable and flexible in finding the intruders effectively.
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Virtualization Security Issues
and Mitigations in Cloud Computing

S. Rama Krishna and B. Padmaja Rani

Abstract This paper presents various security issues related to hypervisor in cloud.
This paper also brings issues possible with a malicious virtual machine running
over hypervisor such as exploiting more resources than allocated by VM, stealing
sensitive data by bypassing isolation of VM through side channel attacks, allowing
attacks to compromise hypervisor. In this paper, we also bring security measures or
requirements to be taken and architectures that are needed by hypervisor to handle
various security concerns.

Keywords Security ⋅ Hypervisors ⋅ Cloud computing

1 Introduction

Several enterprises believed cloud to be a platform to fulfil their requirements such
as increased scalability, availability, and upfront setup cost, etc. Though web2.0,
Internet, distributed computing are technologies that enable cloud computing, in
reality virtualization is the key technology to extract the exact sense of utilization
maximization of resources. Sharing the resources is possible with virtualization is
called to be multi-tenancy. Where the physical resources are virtualized and pro-
vided for multiple users to share them. Hypervisor looks at resolving issues of
provisioning, de provisioning of virtual machines, their migration and isolated use
to share a common physical space by multiple tenants (Fig. 1).

Security is the major concern in the cloud because several users share their data
in cloud without noticing their co tenants in the same physical space. In this case
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hypervisor should ensure a strong VM isolation mechanism because if a VM is
vulnerable with its compromised security cause danger to the remaining who share
the common spaces. Even denial of service attack is also possible with the com-
promised VM in hypervisor where the vulnerable VM gets hold of shared resource
and cause data leakage also. If the shared resources were hijacked, then co-tenant
VMS may be slowed down also.

Remaining of this paper is organized as: Sect. 2 brings Side Channel attacks in
Hypervisor. Section 3 brings performance-based attacks that cause target machine
slow down. In Sect. 4 security measures needed to protect hypervisor are men-
tioned. Section 5 presents VM Isolation security issues and counter measures.
Section 6 contains conclusions of the derived paper.

2 Side Channel Attacks and Defences

Side channel attack creates opportunity for a co-resident VM to gain access data of
other VM without their intervention. It creates a bypassing method to access data.
CPU cache, memory, power consumption and network used in extraction of data in
side channel attack. Software happenings will be traced by observing behaviour in
hardware [1]. Yu et al. [2] takes CPU cache response time to check whether target
VM co-resident or not. Cache behaviour is analysed using linear regression of the
values collected by load pre-process with cubic spline and load predictor. A mali-
cious VM occupies a major part of CPU cache then targets co-resident by simple
data request to it. Then it executes load measuring program over malicious VM for
measuring access time of cache. Literature [2] observes and proves that higher
cache access time implies more activities by co-resident. The experiment proposal
also verified with three VMS sharing resource. Vulnerable VM not only analyses
CPU cache access time, but also can get data of the target machine. Literature [3]
describe data hijacking of co-resident VM by infecting malware into the software.

Fig. 1 To show the
functionality of virtual
machine
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This attack targets at obtaining information from the target VM without its notice
covertly and it will not leave any trace. For doing this the attacker uses memory
bus. Vulnerable VM locks memory bus by sending 1 for issuing atomic CPU
instruction, memory latency will increase with execution of CPU atomic instruc-
tion. If the memory bus released latency will decrease and it transfers bit 0. Sim-
ilarly, it also build other side channels.

For exploiting cache contention for manipulating latency times [3], this attack
also calculates bandwidth by finding the length of overlapped execution time of
malicious VM with target VM. This attack can be defended by making some
changes to the scheduler in the hypervisor. To successfully defend, the scheduler
can try to limit the overlapping execution times of any two VMS on the system
while maintaining an acceptable level of performance. The scheduler should still
maintain fairness because it does not know which VM is malicious. In order to
maintain an acceptable level of performance, the scheduler should limit the fre-
quency of VM switching which reduces performance [3]. System performance may
decrease due to limiting of the overlapped execution time. Pumping noise to the
side channel proposed to prevent attack due to which error rate increases and
bandwidth reduced. Created noise due to random atomic memory access defends
the side channel attack that happens over memory bus contention.

Literature [1, 4] proposes other methods for defending side channel attacks such
as Xenpump. This method limits effectiveness in timing channels. Bandwidth of the
timing channel is limited by adding some random latencies by Xenpump. Hence
confusion is created to vulnerable VM that receives channel bandwidth. That
unpredictability created in the receiver VM in the generated latency information is
because of VM or hypervisor. This proposed model also decreases the system
performance. Literature [1] presents another kind of side channel attack called as a
Cache-based side channel attack that uses the prime trigger probing method for
attack. Like the previous case attacker VM occupies the cache by accessing many
lines and records. Then triggering is done while target VM is running a message is
encoded by accessing parts of cache. Once target VM finishes its job VM used for
probing starts accessing the cache, where each line used to access cache causes
cache miss. It has a higher access time when compared with the base line.

A diagram is shown (Fig. 2) to describe Prime trigger probing.

Fig. 2 Prime trigger probe
method
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Flushing is done between time of switching of target VM and probing VM to
defend this attack, but this method creates additional overhead of 15 % [1].

3 Performance-Based Attacks and Defences

An attack is called performance-based attack if the target VM slows down because
of resource hijacking by attacker VM. Literature [5] mentioned an attack which
cheats scheduler to achieve 98 % of CPU usage over a physical machine.
Credit-based scheduling is done in Xen hypervisor which uses token bucket
scheduling. Every VM is allowed to get a credit at most 300 to store. VMs which
are running will be debited its credits by one on every scheduler tick. An attacker
VM blindfolds the scheduler enter before scheduler tics when a co-resident VM is
in execution at scheduler which will not reflect in change of credits of attacker VM.
The scheduler works in two modes, a one boost mode and a non-boost mode. In
boost mode hypervisor could not differentiate among VMS waking by deliberately
yielding and scheduler executed VMS. In the other mode attacker will never be
debited his CPU credits. This problem can be eliminated in two ways. By using a
high-precision clock and randomized scheduler ticks. In the first method the
scheduler uses a clock with high precision and measures CPU usage even when VM
yields or it is idle. Other method clock ticks at random intervals 10 or 30 ms. The
Amazon EC2 instance will be allowed to access from 40 to 85 % of cap. An
attacker VM shares resources, and calculates CPU usage if it is 85 % no more
co-resident available in location otherwise there exist a co-resident [5] (Fig. 3).

I/O based attacks were discussed in literature [6]. Specially designed I/O
workloads are deployed over shared queues of I/O for reducing the performance of
target VM. First scheduling characteristics of hypervisor observed and extracted
from targeted VM by attacking. Using this information I/O resources are hijacked
and hence resulting in slow down of target I/O performance and access. Using

Fig. 3 Randomized schedule
tick rate prevents a VM from
being preempted
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multiple disks to store data and accessing and the random schedule ticker can
protect from I/O performance reducing attacks [5].

4 Hypervisor Security Issues and Defences

Along with side channel attacks there is one more attack possible called as virtual
machine escape is an attempt of VM compromising hypervisor. Hypervisor is a
layer that provides separate VMS for isolated tenants. This section presents security
issues associated with VMM (Virtual Machine Manager) and VM (Virtual
Machine).

A. VMM Security

In order to say that hypervisor is secured it should have a trusted VM. Still there are
several security concerns with VMM.

(1) VMM Vulnerabilities:

Literature [7] mentioned, six major security vulnerabilities of VMM and emu-
lators using auditing of the source code, fuzzing techniques. Further vulnerabilities
were presented in [8] issues including VMware, Xen and other Softwares.

(2) VM-Based Rootkits:

As traditional Rootkit kernel is available in OS kernel, VM-based Rootkits are
available in VMM. Kernel rootkit detector could not identify these VM-based
rootkits. VMware and Virtual PC were used to develop these Proof of concept
VM-based rootkits. They were used to observe the stealthiness of environment by
considering parameters such as installation time, boot time and memory footprints
[9]. Literature [10] mentioned Blue pill a VM-based rootkit. It can be installed
dynamically without rebooting the system on the fly. Blue Pill leverages nested
virtualization features in AMD svm. While a hypervisor is running Blue pill enable
itself VMM layer. Kernel Guard [11] uses VMM policies to monitor kernel memory
access for root kit attack protection. It blocks dynamic code and prevents root kit
attack.

(3) VMM Transparency:

VMM detectability is one more major concern. In order to protect from VM
detection threats it is obvious to host potential hostile codes like honepots. Liter-
ature [12] states that VMM transparency is not feasible because of discrepancies in
between physical machine and VM. Several clues like time sources, hardware
abstraction, and overhead were left to make VM detection possible. Four essentials
for detecting VMM were mentioned in literature [13]. In same literature they
mentioned an experiment which is run for detecting remotely different VMM types.
Remote verifier can detect P IV architecture and VMM type (Xen, Linux,
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VMware). VMM version and type can be revealed, so this may be an attack
possible over VM transparency.

(4) Platform Integrity:

Users of the cloud has to blindly believe in trust of VMM because there is pos-
sibility of co tenants modifying data. VMM should ensure the trust for each VM
that is in execution in each layer of software stack. Literature [14] proposes a model
called Terra. Terra is a model built as a prototype for trusted VMM. For every
application it assigns a different VM. Integrity of data can be ensured by deploying
each application with an optimized OS. Literature [15] suggests Trusted Platform
Module (TPM) which is a Trusted Computing Group specified security definition.
Trusted Computing Group extends in accommodating virtualization techniques.
vTPM embedded in TPM and can run on over external co-processor and VM. TPM
1.2 extends command set for accommodating vTPM, which enables TPM to access
every VM. Hypervisor deserves tools to measure integrity of VM that is running.
HIMA is proposed in literature [16] which is based on hypervisor agent. Isolating
measurement agent and target is desired for tool to measure integrity. HIMA makes
sure that VMS that pass integrity check only run on VMM. So it ensures healthy
program in execution.

(5) Hypervisor Control Flow Integrity:

Literature [17] proposed a method for providing hypervisor control flow integrity
called as hypersafe. Literature [18] suggested Trusted Platform Module
(TPM) based on hardware to provide secure attestation, crypto graphic hashes,
signatures and secure storage. Second method ensures load time integrity where as
the first provides run time integrity which is very crucial. For implementing run
time integrity checking Hyper safe uses two techniques. Those are restricted pointer
indexing method and non-bypassable memory lock down method. Unauthorized
page writes are prevented by locking down memory pages. The designed unlocking
process ensures no modification is done to code or data of hypervisor. Malicious
code injection for flow control in hypervisor can be prevented using memory page
locking system. Literature [17] figures out Hypersafe implementation as an
extension in Xen hypervisor. A new layer is created for indirecting all operators in
restricted pointer indexing method in Hypersafe. This works as previous technique
and control flow targets are pre-computed and stored in a table. This approach
provides call target and return target to follow control flow graphs. Without any
change to existing hypervisor this method can be added as an extension to compiler
[17]. Use of protected hooks is suggested for monitoring untrusted VM execution to
get control over applications running on it in Lares [19] framework. Applications
running over untrusted VM will be monitored by VMI and security policies when
control is transferred to security VM by hooks. Customized OS may not support
Lares framework because change is needed on the guest OS on the fly.
A state-based control flow comprising static and dynamic control flow provides
kernel integrity [20]. Static control flow checking uses hashing whereas dynamic
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control flow checking uses control flow graphs generated of source code. Wei et al.
Addressed risks in managing security of virtual images such as publishers risk,
retriever risk and repository administrator risk. The suggested solutions for access
control of images and filtering and scanning images proved the better result than
treating images independently. But filters may not give 100 % accurate results;
virus scanning may not guarantee identifying malware in vmimage [21].

(6) Hypervisor Integrity Checking:

Hypersentry is a method suggested in Literature [22] for providing hypervisor
security. Hypervisor is added with this new software component Hyper sentry to
ensure integrity and stealth protection. For isolation of hypervisor with TPM
Hypersentry uses existing hardware and also provides software integrity. Scrubbing
is an attack used to remove evidence of attack without detection of higher software
layer. Hypersentry acts as stealth and out-of-band channels were used to trigger
this. Intelligent platform management interface (IMPI), Baseboard Management
controller and System Management Mode (SMM) are used as out-of-band channels.
IMPI is implemented in hardware of the hypervisor and functions independently to
the CPU and other softwares of the system. BMC is a component installed over
mother board for providing interface among hardware management component to
remote verifier. SMM is triggered by IMPI call for providing secure environment
and prevents manipulations over software which is running on machine. Interaction
among these components is given in Fig. 4.

A verifiable, non-interruptible and deterministic measurement is provided in
Hypersentry. It saves CPU current state after checking it thoroughly restores it.
Hypersentry also provides integrity, authentication and attestation as output.

(7) Return Oriented Programming Attack on Hypervisors:

Return oriented programming (ROP) is one more attack mentioned in Literature
[23] over Xen hypervisor which is very successful attack. It uses existing code for
attack. Turing language was created by sequence chaining which ends in return
statement. This is an extension of DEP (Data Execution Prevention) which is
security measure implemented in most of systems today. ROP attack modifies
hypervisor data which are used for control level of VM privilege level. An attacker
can modify their VM level from normal level to privileged. Literature [24] suggests
a defence method for ROP problem. In this solution stack is analysed continuously
looking for possibilities in occurrence of ROP attack and quarantined for the use of

Fig. 4 HyperSentry
architecture [22]
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further investigations. As ROP requires many address that range in program this
key feature is used to search ROP attacks using libraries.

(8) Modifying Non-control Data:

Literature [25] attempts to bring forward attacks over non-control data in hyper-
visor. There is a possibility of vulnerability in three different types of non-control
data: privilege-level data, resource utilization and security policy data. An attacker
uses this privilege-level data for escalation of VM privilege level. Resource uti-
lization data helps attacker in gaining access to shared physical resources. Using
security policy data attacker can attempt for side channel attacks for stealing sen-
sitive data from target VM. Hypervisor version number helps in execution of attack
over non-control data attack. Memory offsets are calculated with the help of version
number of hypervisor for modifying non-control data. Writing in non-controlled
data memory locations have to be limited by hardware can prevent attacks.
Hypersafe [25] can be used in preventing these attacks by using non-bypassable
memory lockdown.

(9) VM Rollback Attack:

Literature [26] mentions VM rollback attack. It assumes hypervisor is compromised
already. This compromised hypervisor tries to execute VM from its older snapshot
without owner’s awareness. This attack damages target VM’s execution history and
undo security patches and updates make it vulnerable target VM. This lets attacker
to bypass security system (Fig. 5).

By roll back VM state that attacks an attacker gets a chance to execute brute
force password attack. Actually this will occur as when there is brute force attack
occurred target VM raises security alert but compromised hypervisor brings its
previous snapshot by roll back and allowing brute force attack to be possible. Using
suspend/resume function we can prevent this roll back attack. But it makes
developing solution more complex because it cannot distinguish between normal
suspend/resume and an attack of roll back. One more requirement is this solution
should not create burden for users. By securely logging all rollback actions and

Fig. 5 Demonstrates this
attack
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auditing them can prevent roll back attack. Even TPM can be used in protection of
log integrity. VM boot, VM suspend, VM resume and VM resume are four hyper
calls used in logging information. Isolating and encrypting the VM’S memory in
hypervisor helps in protecting memory hence creates solution to the rollback attack.
This solution also prevents hypervisor to modify or read memory pages [26].

B. VM Security
Virtual Machine gives opportunity to interact with hardware in a multi-tenant
and shared mode over VMM. VMS running like this should be secured and
they should make sure proper security measures need to be taken. Introspection
and Secure resource allocation are issues related to VM security.

(1) Introspection: VM Introspection is a process to track data flow inside
guest VMS; it has many challenges. Moonsols livecloudkd is one such
implementation presented in Literature [27]. It debugs a guest OS running
over Hypervisor by allowing KD and windbg to inspect Windows Virtual
Machine delivered from Microsoft Hyper-V R2 hypervisor. VIX is a tool
suite presented in Literature [28] used for introspection of Xen. It tracks
guest VMS Process by mapping domU’s virtual memory to Dom0’s
memory address in VMM.

(2) Secure resource allocation: complete isolation of VMS in hypervisor will
reduce performance and efficiency in resource utilization hence it may not
be a deserved solution. Efficiency in utilizing resources with security is
needed. So literature [29] suggested resource sharing in Hypervisor through
shype [30]. It uses MAC-based policy for security to share resources
without compromise in security with minimized overhead.

5 VM Isolation Techniques

This section brings four different approaches used in isolation of VM. Literature
[31] suggests security Turtles an architecture based on nested virtualization for
protection of guest VM.

Even though attacks possible in Level 1 Hypervisor for VMS running Level 2,
Level 0 Hypervisor is the highest privileged which protects.

(1) Lifetime kernel code integrity of Level 1 hypervisor.
(2) Code-data integrity in QEMU-KVM daemons.
(3) Data integrity in Level 2 execution of Guest VM.
(4) Guest VMS running in Level 2 need to be aware that weather there is any

violations in above 3 requirements.

Secure Turtles believe that outside attacks are not possible over hypervisor of
Level 0. Literature [32] eliminates hypervisor almost and proposed a new approach.
Minimizing code base area will reduce vulnerabilities in virtualization software also
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reduces its functionality. Multi-tenancy is a needed requirement to be provided in
cloud for provisioning resources to customers on demand leveraging economies. In
this literature they propose a solution temporary Hypervisor; a temporary hyper-
visor that runs at initialization. It is consists of pre-allocated hardware resources
(process cores, memory, etc.). It sets virtualized I/O to avoid indirection for
bringing the VM a more direct interaction with hardware.

Provisioning each VM with individual I/O devices is not much practical so
virtualized I/O devices are encouraged to be used. Once virtual I/O devices are
allocated, hard will make sure isolation in between virtual machines without
hypervisor. Literature [33] describes a mandatory access control policy
(MAC) which allows VMS to share resources like disk, networks, etc., this also
supports multiple hypervisors to share these resources. Bind time authorization is
used to obtain high performance and Chinese wall is also included. Chinese wall
assigns every VM a type. It will not allow to run two VMS concurrently that there
is conflict with type. Hence it prevents attacker VM not to use covert channels for
accessing target VM sensitive data. Type-enforcement is done to specify access of
VMS to resources. Literature [34] suggests a multilevel set of security. There are
two different types of hypervisors known as pure isolation and shared hypervisor. In
hypervisor with pure isolation partitioning is done in machine and it will not allow
resource sharing except memory and CPU. Hypervisor with sharing will allow file
sharing. There will be two partitions low level and high level. Low level is allowed
to read/ write in same level of security where as higher security partition has read
only permission to access security data of low level partition. One-way network
implementation is done. Secure shared file store is suggested in another imple-
mentation. Hypervisor uses cross-ring call for access control to sub system. It also
implemented as separate partition which uses message passing mechanism.

6 Conclusion

Virtualization enable cloud computing facilitated several guest VMS to share
common physical hardware. Hypervisor is the key component in virtualization.
Hence it must resist attack effectively by isolating VMS. But in reality it is vul-
nerable and exposed to several security flaws such as VM escape. It is said to be the
most serious among several attacks said above. An escaped VM will compromise
several co-resident VMS. Several architectural and design changes are needed in
Hypervisor for potential resistance of VM escape attack. Side channel attacks hijack
system resources and steal sensitive data of co-resident VMS. Some solutions were
discussed in mitigation of side channel attacks as adding noise, etc. Hypervisor
security enables security to the cloud environment which results in trust building
and enterprises motivation of migration to cloud.
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Secured Three-Tier Architecture
for Wireless Sensor Networks Using
Chaotic Neural Network

C.N.S. Vinoth Kumar and A. Suhasini

Abstract Security in wireless sensor framework is a noteworthy test for all
researchers now-a-days. Reinforcing the verification framework before association
foundation is the right way to upgrade the structural planning furthermore to give
the secured correspondence from busybody. This paper proposes a mixture security
instrument utilizing chaotic neural network while setting up the association between
the two hubs. In this paper, an arbitrary pair savvy key created is scrambled
utilizing chaotic neural network. The proposed calculation incredibly enhances the
security of the key shared between the hubs. The CPU time for the proposed
calculation is assessed for different key generation calculation.

Keywords Wireless sensor networks ⋅ Chaotic neural network ⋅ Key
encryption

1 Introduction

Transmission of information in the wireless sensor networks has been enormously
expanded which pulls in the examined information to add to the advancement of
WSN. The WSN comprises widely disseminated sensor hubs joined as a network.
The WSN utilizes numerous sensor hubs inside or neighboring zone to transmit the
information over the hubs. Before transmission of information, association between
the hubs ought to be set up before the trading of data.

WSN system is inclined to various assaults. The most widely recognized assault
confronted by WSN is the replication assault in which the busybody hacks the
security key required to build up the association and make a clone of the beneficiary
hub to get the transmitted data. To guarantee the insurance of the system from
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busybody, the key required to set up the association ought to be reinforced and
more secured. In this paper, the insurance of the random pair shrewd key is
upgraded utilizing the chaotic neural system encryption to shield the system from
replication assault. Different writing has been concentrated on replication assaults
confronted by WSN and other security issues found in static and portable WSN.
The study on writing gave different numerical and operational strategies on securing
the system. Eschenauer et al. [1] proposed a probabilistic key dispersion plan which
helps in making the introductory association between the sensor hubs. An irregular
arrangement of keys was chosen by the sensor hubs from the key pool which has
the likelihood of at least one normal key between the sensor hubs.

Chan et al. [2] proposed a two-key pre-conveyance plan which comprises
q-composite key pre-appropriation and irregular pair savvy key plan. In this
building design, two sensor hubs are required to figure the pairwise key from the q
circulated keys.

Liu et al. [3] proposed a secured correspondence between the sensor hubs
empowering in order to use the cryptographic frameworks with the bi-variate key
polynomial. This strategy guarantees the immediate key foundation between the
two sensor hubs. Better trade-off and security is achieved between the
pre-distribution schemes.

Rasheed et al. [4] proposed a gathering key pre-appropriation plan with
three-level security plans. This framework is more secure and t-arrangement safe. In
this framework, the stationary hub helps us to confirm and build up the association
between the sensor hub and portable sink. The information will be transmitted from
versatile sink to sensor hub through the stationary access hub. The vast majority of
the written works focuses on key era systems and neglected to focus on keeping up
the key quality of the created key. This paper proposes a high-secure WSN
information transmission utilizing three-level security plans and chaotic neural
network. Whatever is left of the paper is sorted out as takes after. In Sect. 2, three
levels of security plans is discussed and in Sect. 3, high-secure key era is examined.
In Sect. 4, test results are examined and the paper is finished up in Sect. 5.

2 Three-Tier Security Scheme

Remote sensor network comprises vast number of sensor hubs which transmit the
information to the versatile sinks through the stationary access hubs. In three-level
security plans, two arrangements of polynomial pool, for example, mobile poly-
nomial pool and static polynomial pool were utilized. To acquire the data from the
versatile sink, the key from the portable polynomial pool is utilized. To set up the
association between the sensor hub and stationary access hub, the key from the
static polynomial pool is utilized. A sensor hub called stationary access point is
arbitrarily chosen to transmit the information from the sensor hub to portable sink.
The stationary access point will contain a typical polynomial from the portable
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polynomial pool. The basic key is confirmed, and after that, the stationary access
point will go about as a transmission span between the sensor hub and the portable
sink. Each stationary hub contains its own particular polynomial pool; furthermore,
there will be a typical polynomial with the versatile polynomial pool which vali-
dates the association for information transmission.

2.1 Data Transmission Between the Mobile Node
and Sensor Node and Its Key Discovery

The association between the portable node (M) and sensor node (S) can be set up
utilizing direct key establishment or indirect key establishment. The association
between the versatile node (M) and sensor node (A) can be built up utilizing the
middle stationary access nodes (A).

In the direct key establishment, the portable node (M) finds a neighboring sta-
tionary access hub (An) and sends the pair astute key and builds up the association
in the middle of M and A. At that point, the stationary access hub (A) sends the pair
astute key to sensor node (S), and after that, sets up the association in the middle of
An and S. Hence, the association between the mobile hub and sensor hub will be set
up utilizing the stationary access hub.

In the indirect key establishment, the versatile node (M) finds a neighboring
stationary access node (A) and sends the pair savvy key and builds up the asso-
ciation in the middle of M and A. At that point, the stationary access node (A) sends
the pair shrewd key to the sensor node (S), and afterward, if the stationary access
node (A) did not validate with the polynomial keys between the sensor hub, then
the stationary access hub needs to discover another stationary access hub to set up
the association with the sensor hub.

3 High-Secure Key Generation

3.1 Random PairWise Key Pre-distribution

This paper proposes a high secured key era instrument utilizing chaotic neural
network. In this segment, the irregular key pre-appropriation is performed first, and
after that, the arbitrary key is encoded utilizing Hopfield chaotic neural network.

In this segment, the pair savvy key setup in random key pre-distribution is
examined. This setup contains four stages.

(i) Key Pre-appropriation stage: In this stage, the polynomial key pool is
created and the produced key pool is circulated among the sensors.

(ii) Sensor arrangement stage: In this stage, the sensors are consistently
scattered in a substantial zone.
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(iii) Key revelation stage: In this key disclosure stage, every sensor will recognize
its common key with its neighboring sensors and make a guide, taking into
account the key-imparted connection to neighboring sensors.

(iv) Pair shrewd key foundation stage: If the sensor imparts a key to its given
neighbor, then the key can be utilized as pair insightful key.

3.2 Encryption of Key Using Hopfield Chaotic Neural
Networks

Disordered system has numerous fascinating properties of good cryptosystem, for
example, periodicity, blending and affectability to introductory conditions. [5] Yu
et al. planned a postponed confused neural system based cryptosystem. This
cryptosystem makes utilization of the disordered directions of two neurons to create
essential double successions for encoding plaintext. The cryptosystem utilizing
Hopfield neural network is talked about as follows:

dx1ðtÞ
dt

dx2ðtÞ
dt

0
@

1
A= −A

x1ðtÞ
x2ðtÞ

� �
+W

tan hðx1ðtÞÞ
tan hðx2ðtÞÞ

� �
+B

tan h x1 t− τðtÞð Þð Þ
tan h x2 t− τðtÞð Þð Þ

� �
ð1Þ

where τ(t) = 1 + 0.1 sin(t), the initial condition of differential equation (Eq. 1) is
given xi(t) = Φi(t) when –r ≤ t ≤ 0, where

r=maxt τðtÞf g,ΦiðtÞ= 0.4, 0.6ð ÞT

The arrangement of deferred differential comparisons is fathomed by the
fourth-request Runge–Kutta system with time-step size h = 0.01. Assume that x1
(t) and x2(t) are the directions of deferred neural systems. The ith emphases of the
disorderly neural systems are x1i = x1(ih), and x2i = x2(ih).

A methodology proposed in [6] was embraced to produce an arrangement of free
and indistinguishable (i.i.d.) paired arbitrary variables from a class of ergodic
disordered maps. For any x characterized in the interim I = [d, e], we can express
the estimation of (x − d)/(e − d) that has a place with [0, 1] in the accompanying
twofold representation:

x− d
e− d

=0. b1ðxÞb2ðxÞ, . . . , biðxÞ, . . . , x∈ d, e½ �, biðxÞ∈ 0, 1f g ð2Þ
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The ith bit bi(x) can be expressed as:

biðxÞ= a0 + ∑
2i− 1

r=1
ð− 1Þr− 1Φ e− dð Þ r 2̸ið Þ+ dðx) ð3Þ

where Φt(x) is a threshold function defined by

ΦtðxÞ = 0, x< t
1, x≥ t

�
ð4Þ

The abovesaid four mathematical statements empower to produce the essential
paired succession. These double successions are utilized for encryption as
expressed by Yu et al. [5]. Disorganized neural systems offer extraordinarily build
memory limit. Every memory is encoded by an unstable periodic orbit (UPO) on
the riotous attractor. A turbulent attractor is an arrangement of states in a frame-
work’s state space with exceptionally uncommon property that the set is a drawing
in set. So, the framework starting with its initial condition in the appropriate basin,
eventually ends up in the set.

In the proposed framework, the irregular key is encoded utilizing Hopfield
chaotic neural network

1. Calculate the length of the key and divide the key into subsequences of 8 bytes.
2. Set the parameters, µ and the initial point x(0).
3. The chaotic sequence x(1), x(2), x(3), …, X(M) is evolved using the formula:

X n+1ð Þ= μxðnÞ 1− xðnÞð Þ

4. Create b(0), b(1), …, b(8M − 1) from x(1), x(2), … x(M) by the generating
scheme that b(8m − 8), b(8m − 7), … b(8m − 1) … is the binary representa-
tion of x(m) for m = 1, 2, … M.

5. For n = 0 to (M − 1),
For i = 0 to 7
j = {0, 1, 2, 3, 4, 5, 6, 7}

Wji =1 if j= i and b 8n+ ið Þ=0

− 1 if j= i and b 8n+ ið Þ=1

0 if j≠ i

θi = − 1 2̸ if b 8n+ ið Þ=0

1 2̸ if b 8n+ ið Þ=1

End
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For i = 0 to 7, di is calculated using:

di = f ∑
i=7

i=0
wijdi + θi

� �
,

where f(x) is 1 if x ≥ 0.
End

gðnÞ= ∑
i=7

i=0
di2i

End

In this manner, the scrambled key g is gotten.
The key quality of the scrambled key g is more contrasted with different

methods.

4 Experimental Analysis

In this segment, the proposed encryption calculation is assessed utilizing MATLAB
7.14. The created arbitrary key is encoded utilizing chaotic neural network.
The CPU time for encoding the irregular key created utilizing different calculations
was concentrated on.

Table 1 shows the comparison of the evaluation of CPU time for the proposed
algorithm for various polynomial key generation algorithms (Figs. 1 and 2).

The simulated graphical result shows the various time spans in seconds taken by
CPU for encrypting and decrypting the polynomial key generation algorithms. It
shows that sensed information will be encrypted/decrypted in a faster manner using
key generation algorithm respectively. (Figs. 1 and 2).

Table 1 Evaluation of CPU time for the proposed algorithm

S.
no

Polynomial key generation
algorithm

CPU time for
encryption

CPU time for
decryption

1 SHA160 0.4992 0.1716
2 SHA224 0.6240 0.1872
3 SHA256 0.5928 0.1872
4 SHA384 0.7176 0.1716
5 SHA512 0.8736 0.1560
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5 Conclusion and Future Work

This paper proposes a high-secure three-level structural engineering utilizing
Chaotic neural network. The proposed calculation scrambles the irregular pair
insightful polynomial key produced utilizing SHA calculation. The CPU time of the
proposed calculation is examined for different polynomial key era calculations. The
quality of the key is incredibly enhanced by encoding the key utilizing disordered
neural system. A renovated secure three level plans going for the establishment of
remote sensor frameworks with polynomial pool based adaptable sink. A recreation
test under MATLAB demonstrates that the calculations exhibited in this paper
outflank the encryption and decoding time with results.

Fig. 1 CPU time for
encryption

Fig. 2 CPU time for
decryption
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We plan to focus our future work on, more identified boggling application by
three of more sensor center points covering, with strengthened grouping calcula-
tions and the same corresponding tradition with different portable sinks.
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A Regularized Constrained Least-Squares
De-blurring Method for SPECT Images

Neethu Sasi and V.K. Jayasree

Abstract Nuclear medicine images suffer from blur due to the scattering of emitted
radiations. An image processing technique is proposed in this paper to reduce blur
in nuclear images. This is achieved in two main stages. A maximum likelihood
estimate of the distortion operator or the point spread function is computed from the
image itself. Then, regularized least-squares filtering is performed constrained to the
noise power computed from the image. Pre-filtering is also done to avoid unwanted
high frequency drops. The algorithm is tested on real cardiac single-photon emis-
sion computed tomography images. Quantitative and qualitative evaluations of the
algorithm show the potential of proposed algorithm in reducing blur while main-
taining high peak signal-to-noise ratio.

Keywords Least-squares filtering ⋅ Maximum likelihood estimate ⋅ Nuclear
medicine imaging ⋅ Single-photon emission computed tomography imaging

1 Introduction

Heart disease is a major health problem in the developed world [1]. According to
the statistics in 2008, about 17.3 million people died from heart diseases, repre-
senting 30 % of all global deaths [2]. This statistic marks urgency for the early
diagnosis of heart diseases. Nuclear medicine imaging is becoming common
nowadays in the diagnosis of heart diseases [3]. Nuclear medicine imaging is a
non-invasive technique in which a radioactive tracer is injected into the human
body. This tracer is carried to the heart through blood flow. Using a rotating camera,
multiple images in different directions are obtained which show the uptake of tracer
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by the heart. Different heart slices, that is, short axis, horizontal long-axis and
vertical long-axis slices, are then reconstructed from these multiple images [4].

Single-photon emission computed tomography (SPECT) image is a popular
nuclear medicine imaging tool in the diagnosis of cardiac diseases. But its diag-
nostic accuracy is reduced by patient motion and photon scattering. This introduces
blur in such type of images. This work proposes a method to improve the visual
quality of cardiac SPECT images by reducing blur. Methods to improve the visual
quality of nuclear images fall into two categories: algorithms performed during the
reconstruction process and algorithms performed on the reconstructed images. The
first category methods are based on the system point spread function (PSF) mod-
eling [5] and the second category makes use of image processing techniques. Our
method falls under the second category. A two-stage image de-convolution tech-
nique is employed using maximum likelihood estimate and regularized
least-squares filtering.

Many authors had addressed the problem of improving the quality of blurred
images. A non-negativity and support constraints recursive inverse filtering
(NAS-RIF) algorithm was proposed in [6] and its extension in three-dimensional
domains is given in [7]. Bayesian tomography reconstruction methods are con-
sidered in [8]. In [9], the blur transfer function for a SPECT image is approximated
with a two-dimensional symmetric Gaussian function. An analysis of blind
de-convolution algorithms is presented in [10]. In [11], a two-step iterative
shrinkage and thresholding algorithm has been proposed, exhibiting a faster con-
vergence rate.

2 Methods

2.1 Image Blurring Model

A basic image blurring model in SPECT imaging is shown in Fig. 1.
The original image is represented by o(x, y); b(x, y) represents the blurred image;

h(x, y) represents the point spread function or the distortion operator; and
n(x, y) represents the noise. The blurred image is obtained by the convolution
between the original image and the point spread function. In a noisy system, noise
also gets added to it.

Fig. 1 Image blurring model
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2.2 Proposed Algorithm

This paper proposes a method to de-blur cardiac SPECT images. As depicted in
Fig. 1, getting back o(x, y) from b(x, y) becomes a de-convolution problem. In this
paper, this is achieved using a two-stage de-convolution algorithm.

Different slices or tiles in a cardiac SPECT image represent the blood flow
through the heart at different instances of time. A slice or a tile is a 2D image of a
portion of the heart at an instant of the heart cycle. As an initial step, each tile, bi(x,
y), is extracted from the image, and further processing is done on the tiles taken
individually. In the first stage, an estimate of the PSF is obtained using maximum
likelihood estimation principles. In the second stage, constrained least-squares fil-
tering is done to get a better estimate of the original image tile using the ML
estimate of the PSF. The main contribution of this paper is that the least-squares
filtering is constrained to the noise power estimated from each tile.

Maximum likelihood estimate. From Fig. 1, getting back o(x, y) from
b(x, y) becomes a de-convolution problem. In maximum likelihood approach,
original image, blurred image, point spread function and noise are treated as
stochastic quantities with probability density functions p(o), p(b), p(h) and p(n),
respectively. The likelihood function p(b/o, h, n) defines the random process
defined by Fig. 1. Maximizing the likelihood function over o, h, n gives the
maximum likelihood solution.

foML, hML, nMLg= arg
o, h, n

max pðb o̸, h, nÞ. ð1Þ

In the case of cardiac SPECT images, the distortion operator for each tile is
unknown. A maximum likelihood estimate of the original image tile and the dis-
tortion operator or the point spread function is made as in Eq. (2). We consider
noise in the next step.

foML, hMLg= arg
o, h

max pðb o̸, hÞ ð2Þ

Discrete Fourier transform is used to implement maximum likelihood estimation.
This may introduce ringing effect. Pre-filtering is done to reduce this ringing effect.
Maximum likelihood estimate of the original image and the point spread function
are obtained using Bayesian approach. The detailed algorithm for estimating the
original image and the PSF is given below.

Step 1: An initial value is assigned for the PSF:

h
ð̂initialÞ
i ðx, yÞ=onesðarbitrarysizeÞ ð3Þ
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Step 2: An initial value is assigned for the original image:

o ̂ðinitialÞi ðx, yÞ= biðx, yÞ ð4Þ

Step 3: Since this is an iterative algorithm, the maximum number of iterations to be
performed is set as P.
Step 4: The ML estimate is computed with non-negativity constraints applied in
each step.

o ̂p+1
i ðx, yÞ= o ̂pi ðx, yÞ h

p̂
i ðx, yÞ**

biðx, yÞ
h
p̂
i ðx, yÞ*o ̂pi ðx, yÞ

" #
ð5Þ

h
p̂+1
i ðx, yÞ= h

p̂
i ðx, yÞ

biðx, yÞ
h
p̂
i ðx, yÞ*o ̂pi ðx, yÞ

*biðx, yÞ*
" #

ð6Þ

Step 5: When the number of iterations reaches P, h
P̂
i ðx, yÞ gives the ML estimate of

PSF.

Constrained least-squares filtering. As shown in Fig. 1, b(x, y) is obtained by
the convolution between h(x, y) and o(x, y).

bðx, yÞ= hðx, yÞ*oðx, yÞ+ nðx, yÞ ð7Þ

b=Ho+ n ð8Þ

Restoration using least-squares filtering is done subjected to the constraint:

b−Hok k2 = nk k2 ð9Þ

The frequency domain solution to this problem is:

Ôðu, vÞ= H*ðu, vÞ
Hðu, vÞj j2 + γ Pðu, vÞj j2

" #
Bðu, vÞ ð10Þ

In our algorithm the noise power is computed from the mean and variance
estimated from each image tile and the parameter γ is selected proportional to the
noise power. P(u, v) is the regularization operator, and a smoothening function is
used as the regularization operator. ML estimates obtained from the first stage act as
inputs to the least-squares restoration operation.
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3 Results

3.1 Simulation Setup

Simulations have been carried out in MATLAB to evaluate the performance of the
proposed method both qualitatively and quantitatively. 35 real cardiac SPECT
images taken from 35 different patients are used as the database. The patients are in
the age group 40–60 years. 14 patients have normal functioning of the heart and 21
patients have myocardial perfusion defects. The images are in gray scale with size
952 × 510 and 40 tiles in each image.

Visual quality is used as the qualitative measure for evaluating the performance
of the proposed method. The difference between the blurred image and the
de-blurred image can be seen by the visual analysis of the images.

Peak signal-to-noise ratio (PSNR) and blur metric are used to analyze the images
quantitatively.

PSNR is defined as:

PSNR=10* log
Int2max

MSE

� �
ð11Þ

The maximum intensity in the image is given by Intmax and the mean squared
error is given by MSE. The higher the value of PSNR, the better is the quality of the
image in terms of signal-to-noise ratio.

Blur metric gives the amount of difference in blur between the blurred image and
the de-blurred image. This measure is based on the discrimination between different
levels of blur perceptible on the same image [12]. The lower the value of blur
metric, the better is the quality of the image.

3.2 De-blurring Results

In this section, we present the results of applying the proposed method on cardiac
SPECT images. The proposed method is evaluated qualitatively by the visual
analysis of the images. Figure 2 shows four tiles from the input blurred image. The
image de-blurred using the proposed method is shown in Fig. 3.

We quantitatively evaluated the performance of the proposed method in terms of
blur metric and peak signal-to-noise ratio (PSNR).

Table 1 compares the performance of the proposed algorithm with conventional
image de-blurring techniques. The use of the proposed method yields a lower blur
as indicated by the blur metric and lower noise as indicated by the value of PSNR.
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Figure 4 shows the ability of the proposed method in reducing blur. The lower the
value of blur metric, the lower is the amount of blur present in the image. The
proposed method gives better PSNR value as shown in Fig. 5.

Fig. 2 Blurred image

Fig. 3 De-blurred image
using proposed method

Table 1 Comparison results
of applying the proposed
method on cardiac SPECT
images

Method Blur metric PSNR

Blurred image 0.8427 25.0656
Blind de-convolution 0.8151 25.4652
Lucy Richardson 0.8168 17.4167
Proposed method 0.7485 26.0954
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Fig. 4 Comparing the
proposed method with other
state-of-the-art methods in
terms of blur

Fig. 5 Comparing the
proposed method with other
state-of-the-art methods in
terms of PSNR

A Regularized Constrained Least-Squares De-blurring Method … 143



4 Conclusion

The paper proposes a de-blurring technique for nuclear images. Real cardiac
SPECT images are used for performance evaluation of the proposed method. There
are two main stages for the algorithm. The first stage estimates the distortion
operator using maximum likelihood approach and the second stage does
least-squares filtering using the estimate, constrained to the image noise power.
Both quantitative and qualitative evaluations are done. Qualitative evaluation is
done in terms of visual quality. Quantitative results show that the proposed method
maintains high value of PSNR while reducing blur.

References

1. WHO, Cardiovascular diseases (CVDs), Fact sheet number 317 Updated March 2013 http://
www.who.int/mediacentre/factsheets/fs317/en/index.html.

2. Global status report on non-communicable diseases 2010.mGeneva, World Health Organi-
zation, 2011.

3. Rahmim, A., and Zaidi, H.: PET versus SPECT: strengths, limitations and challenges. Nuclear
Medicine Communications 2008, 29, pp. 193–207 (2008).

4. Camici, P., G. and Rimoldi, O., E.: The Clinical Value of Myocardial Blood Flow
Measurement. The Journal of Nuclear Medicine, 50(7), pp. 1076–1087 (2009).

5. Mikhno, A., Elsa, D., Angelini, Bing Bai, Laine, A.F.: Locally weighted total variation
denoising for ringing artifact suppression in pet reconstruction using PSF modeling, 2013
IEEE 10th International Symposium on Biomedical Imaging: From Nano to Macro, San
Francisco, CA, USA, pp. 1240–1243 (2013).

6. Kundur, D, and Hatzinakos, D.: “Blind image restoration via recursive filtering using
deterministic constraints,” in Proc. Int. Conf. Acoustics Speech, and Signal Processing, 4,
pp. 547–549, (1996).

7. Mignotte M., and Meunier, J.: “Three-dimensional blind deconvolution of SPECT images,”
IEEE Transactions on Biomedical Engineering, 4(2), pp. 274–281, (2000).

8. Gindi, G., Lee, M., Rangarajan, A. and Zubal, I.G.: “Bayesian reconstruction of functional
images using anatomical information as priors,” IEEE Transactions on Medical Imaging, 12
(4), pp. 670–680, (1993).

9. Madsen, M.T. and Park, C.H.: “Enhancement of SPECT images by Fourier filtering the
projection set,” Journal of Nuclear Science, vol. 26, pp. 2687–2690, (1979).

10. Levin, A., Weiss, Y., Durand, F., Freeman W.T.: “Understanding blind deconvolution
algorithms”, IEEE Transactions on Pattern Analysis and Machine Intelligence, 33(12),
pp. 2354–2367 (2011).

11. Bioucas-Dias, J.M. and Figueiredo, M.A.T.: “A new TwIST: Two-step iterative
shrinkage/thresholding algorithms for image restoration,” IEEE Trans. on Image Processing,
16, pp. 2992–3004, (2007).

12. Crete, F., Dolmiere, T., Ladret, P. and Nicolas, M.: “The Blur Effect: Perception and
Estimation with a New No-Reference Perceptual Blur Metric”, SPIE Electronic Imaging
Symposium Conf Human Vision and Electronic Imaging, San Jose, (2007).

144 N. Sasi and V.K. Jayasree

http://www.who.int/mediacentre/factsheets/fs317/en/index.html
http://www.who.int/mediacentre/factsheets/fs317/en/index.html


Effective Video Data Retrieval Using
Image Key Frame Selection

D. Saravanan

Abstract Owing to the rapid growth of multimedia technology, multimedia
information is easily accessed by any user and the same information construction
and distribution are also very easy. Due to technology development, the multimedia
information increases due to variety of factors: it can be uploaded by unprofessional
users nowadays. Due to the low quality and the large number of duplicated video
files available, this leads video extraction more and more complex. The general
method of representing each video segment is shot that consists of series of frames.
Among this series, the input frame based shot method is specifically assisted for
searching the video content as clients provided image query/search where an image
will be matched with the indexed key frames with assist of resemblance distance.
As a result, the key frames selection is most significant, and several methods are
used to automate the process. This paper proposes a new technique for key frame
selection. The proposed method shows significantly good and the experiments
prove the above statement.

Keywords Video data mining ⋅ Data mining ⋅ Key frame extraction ⋅
Knowledge extraction ⋅ Multimedia data ⋅ Data extraction ⋅ Video dates ⋅
Frames

1 Introduction

Data mining is a process of detecting knowledge from a given huge set of data. Of
the available huge data set, multimedia is the one which contains diverse data such
as audio, video, image, text and motion, and video data play a vital role in the field
of video data mining. In short, the application of video data is called video data
mining. Data mining helps the users to retrieve the efficient content using data
mining preprocessing operations. Increasing the quantity of video content reduces
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the quality of the content; flexibility of the network produces duplicated informa-
tion. Technology brings the huge amount of multimedia data sets. From this data set
it is very difficult to the user, extract the needed informaton. For reduce the burden
(Searching) data mining helps remove the unwanted infromation from the given
data set. Nowadays, information is shared in the form of images instead of text
information. Technology allows the users to share and upload this information in an
easy manner. For retrieving these multimedia content such as image and motion,
pixel values are quite difficult. This brings today most challenging operations for
both users and researchers. While some basic forms of multimedia retrieval are
available on the Internet, these tend to be inflexible and have significant limitations.
The key frame selection is having two main issues: 1. The number of key frame(s)
utilized, (The first issue is tackled by where the amount of key frames for every shot
will be decided arbitrarily using the shot length). 2. The significant representative
frame(s) selection in a shot. (The second issue is generally complicated for
choosing the frames automatically with maximum semantic value. This issue is
handled through minimizing the redundant frames with the help of the methods, for
example, relevance ranking). Existing methods for searching video to identify
co-derivatives have substantial limitations: they are sensitive to degradation of the
video; they are expensive to compute; and checking the whole video files is quite
complex, and also comparing the entire video content is not possible. Existing
techniques perform direct comparison of video features between the query clip and
the data being searched, which is computationally expensive.

2 Existing System

• There is no proper indexing and retrieval process available. Existing indexing
techniques are suitable for only few sets of video files.

• Vast amount of video files are currently available on the web. There is not
proper mechanism to arrange these contents. Proper arrangement reduces the
searching time of the user.

• Current technique focuses on text-to-image retrieval; it never produces good
result. Every search engine never returns the same type of information even if
the users’ query may be the same.

2.1 Drawback of Existing System

• This approach does not consider about the false positives and false negatives in
the given video.

• The fault tolerance value is not reduced.
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• Incorporating genetic variations into the design will affect the accuracy of this
work.

• It considers only the action-based video mining.
• Human motion detection specifies only a particular region.

2.2 Advantage of Proposed System

• Compared to other search method, this method can also reduce the detection
time.

• It first pre-processes the query image and extracts the features of that image.
• Trained videos are stored in the database, and the features of the trained videos

are clustered using the extracted features of the query input image.
• Finally, features matching procedure is implemented to identify the similar

features and to retrieve the relevant video.
• This method provides an efficient video retrieval using an image as input.
• Efficient clustering process is implemented.
• Features matching provides an efficient and accurate similar video retrieval

3 Literature Survey

Effective Multimedia Content Retrieval [1]. This paper brings the effective multi-
media content retrieval using hierarchical clustering algorithm. Clustering provides
grouping the data set effectively; it also reduces the searching time. Real-Time
Human Pose Recognition in Parts from Single Depth Images [2]. The problem of
predicting the human pose recognition in parts in a single depth image is discussed
here. A new method should be proposed to quickly and accurately predict the
position of the body joints from a single depth image. In Video Mining with
Frequent Item set Configurations, [3] a new method for mining frequently occurring
objects and scenes from videos is proposed. Object candidates are detected by
finding recurring spatial arrangements of affine covariant regions. Content Based
Image Retrieval using Color Histogram; [4] this paper brings the information
retrieved based on the content; image can be extracted using image features such as
text, pixel value, motion, frame value. Here, they proposed image feature vector
technique, construct color histogram. An enhanced technique based on
content-based image retrieval and video indexing [5]; this paper brings the new
indexing technique for video data file using one of the image features like color.
With the help of global color histogram (GCH) and histogram analysis, they create
an indexing operation.
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4 Experimental Setup

Experimental setup consists of a four-step operation. First, creation of an admin
database; here, video frames are converted as shots, and those values are stored in
the database [6]. Followed by users’ image query, here, user input frames are taken,
whose values are compared with existing stored value, and then, creation of key
frame indexing; it reduces the searching time. The last phase called video retrieval
is the process of user input frame matched with stored value, and similar value
returned to the user. This experiment is conducted for various video files such as
song, game, debate, news, and animated sets of video files. The entire process is
constructed and tested using JAVA coding. Experiment is conducted as: for each
video file, one input frame is selected, and then, based on the input, output
extractions are done.

4.1 Creation of Admin Database

Key frame selection process is done with a two-step process. First phase called
training phase or user side phase. The second phase is input query phase or server
side phase. In the first phase, video files are converted as frames; after successful
elimination of duplication frames, frames histogram values are calculated and
stored in the admin database. Using file handling method, the duplicate files are
eliminated. Key frame is determined by the frame that is the most same to the
average frame. In the second phase, user input query; here, user input frame is
compared with our stored frame value. Frames those are matching with input frame
are extracted and returned to the user (Fig. 1).

4.1.1 Video Training Set Algorithm

Step1: Select input video file.
Step2: Segment the input file extract frames.
Step3: Eliminate duplication using image histogram technique.
Step4: Select key frames.
Step5: Per from Client and Servicer side operations.
Step 6: Based on users input, do video frame matching.
Step7: Retrieve and send matched result.

148 D. Saravanan



4.2 User’s Image Query

Fine matching stage is specially designed to choose which image in the image
database is the most relevant one with that of the query image. Also, the measure to
signify the degree of similarity has to be described. In this phase, input query image
features are extracted using image feature extraction [7]. Extracted value is com-
pared with admin-stored database values. The matching frames are returned to the
user (Fig. 2).

Pseudo code for duplication removal:
Grey value = lngGrayScaleValue = (0.299 * clrPixel.R) +
(0.587 * clrPixel.G) + (0.1114 * clrPixel.B)
Grey = Σ Grey value
‘Grey’ gave the value of the grey value of the whole image.
Grey value = Image1.Greyvalue – Image2. Grey Value
If Grey value < threshold then Duplicate Image

Query Video

USER SIDE

Enter the Query

Select Key Frame

Extract Feature

SERVER SIDE

Enter the Query

Select Key Frame

MATCHING THE FEATURE

SENED THE SELECTED OUTPUT TO USER

Users input Query

Sever

Fig. 1 Proposed architecture
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4.3 Video Frame Retrieval

Image retrieval is done with various techniques like histogram, image indexing, and
algorithmic techniques. Indexing is the process to improve the performance and to
reduce the searching time. Frame retrieval consists of the following steps:

Step1: Select the input frame.
Step2: Calculate the pixel value of input frame.
Step3: Convert the value obtained in Step2 into histogram value.
Step4: Compare this value with the existing value stored in the database (Fig. 3).

Query 
Video

Features are extracted from the 
query video and compared to 
those stored in the reference 

database

Converted into 
frame

Finally matching results are analyzed 
and detection results are returned

Fig. 2 User’s video query

Select the input frame

Calculate Pixel value 

Convert into histogram value

Compare and return result 
frames

Fig. 3 Steps of video frame
retrieval process
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4.4 Creation of Key Frame Indexing

Due to the availability of video content in the web, it is very difficult to organize
and retrieve the content. Increasing the usage of video data file, today, it is nec-
essary for video data indexing. Many number of indexing techniques are available
today, but the experimental result shows that each technique supports a particular
type of video files only. For this reason, improvement is needed in each method-
ology. Here, we proposed key frame indexing technique for image retrieval, and the
experimental results prove that the proposed technique provided better results
(Fig. 4).

Fig. 4 Flowchart of overall video information retrieval process
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5 Conclusion and Future Enhancement

This work brings out an efficient technique for video information retrieval. Because
of the network development and its flexibility, the usage of image information has
increased in recent years. This is because of the increasing demand for image
information, and also, it provides very easy access to the video contents. Every day,
the amount of these image files is increasing due to various factors like usage of
mobile phones, twitter, facebook, YouTube and more. Creation and distribution of
these files are very easy. Still, we suffer to manage and retrieve these contents.
There are no efficient techniques or tools presently available. This paper brings the
key frame image indexing technique for retrieving and efficiently indexing the
video files. Results proved that the proposed method is more efficient.

5.1 Future Enhancement

The future enhancement of this technique by adding additional features will pro-
duce more accurate results.

6 Experimental Output

See Figs. 5, 6, 7, 8, 9, 10, 11, 12, 13 and 14.

Fig. 5 Video segmentation

Fig. 6 Video shots (Frames)
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Fig. 7 Duplication removal operations

Fig. 8 Training the input frames

Fig. 9 Clustering the frames

Fig. 10 Key frame selection
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Fig. 11 Output for selecting input key frame

Case 1: 1 input and 8 output files 

Case 2: 1 input and 15 output files 

Fig. 12 Image comparison based on user input image Case 1: 1 input and 8 output files. Case 2: 1
input and 15 output files
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Fig. 13 Performance graph for news video file
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A Review of Joint Channel Assignment
and Routing Protocols for Wireless
Mesh Networks

Satish S. Bhojannawar and Shrinivas R. Mangalwede

Abstract It is envisaged that Quality-of-Service (QoS) support for multimedia-rich
applications is the key to the success of next-generation wireless mesh networks
(WMNs). However, QoS support in WMN is challenging, because of the limited
network capacity and intensive resource requirements. In the recent past,
multi-radio multi-channel (MRMC) networking is used as a promising approach to
boost network capacity. By assigning non-overlapping channels to radios,
MRMC-WMN can reduce interference and, hence, increase the network capacity.
The performance of MRMC-WMNs is very much dependent on the working of
routing and channel assignment. Routing and channel assignment are tightly cou-
pled and should be jointly optimized. Over the years, different research works have
been done to address the issues in a joint channel assignment and routing (JCAR).
This paper critically reviews the existing JCAR approaches taking different
parameters, such as routing metrics used, interference model, and methodology
used. The authors also present the pros and cons of these approaches. Future
research directions in JCAR are also discussed.

Keywords Multi-radiomulti-channelwirelessmeshnetwork ⋅ Quality-of-service ⋅
Channel assignment ⋅ Routing

1 Introduction

A wireless mesh networking is a promising technology for ubiquitous last-mile
Internet access. WMN is a self organizing, self-configuring, and self-healing
technology used for the implementation of various applications, such as home
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networking, military communication system, industry monitoring and control,
public service communication metropolitan area networks, transportation systems,
building automation, environment monitoring, healthcare systems, security
surveillance systems, and spontaneous networking [1].

Communication in WMNs can create bottlenecks for the successful implemen-
tations of various applications. To deploy different applications, WMNs need to
support efficient communication that handles QoS requirements of applications
without disturbing the on-going operation of network [2, 3]. Routing severely
affects the communication quality, as it provides end-to-end path between source
and destination. It is essential for the routing algorithm to provide feasible path that
provides minimum assured level QoS. The bandwidth available on the links and
network data transmission capacity determines the existence of feasible paths which
are specified by the channel assignment. As physical channel capacity of link is
shared with other interfering links; channel assignment tries to assign
non-overlapping channels to interfering links. On the other hand, channels are
assigned based on the traffic load, which is specified by the routing. Hence, channel
assignment and routing both need to be jointly optimized. Since joint channel
assignment and routing is a fundamental issue for the performance optimization in
multi-radio multi-channel wireless mesh networks; in this paper, we focus only on
the existing JCAR approaches for WMNs.

The paper is organized as follows. In Sect. 2, we describe main idea, and the
basic steps of every JCAR approach individually along with their pros and cons. In
Sect. 3, we present future direction for the JCAR for WMNs. Finally, the conclu-
sion is drawn in Sect. 4.

2 Joint Channel Assignment and Routing Approaches
for WMNs

In this section, review the existing JCAR approaches for multi-radio multi-channel
WMNs.

2.1 Robust Joint Channel Assignment and Routing
with Time Partitioning (RCART) [4]

RCART performs routing under highly extremely traffic load. Depending on the
different traffic profiles, distinct routing strategies are used at different times of the
day. The protocol model is used to measure the interference. This approach has
implicit focus on QoS.

It uses following three steps to solve joint routing and channel assignment
problem.
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Step1. Time partitioning and construction of traffic profile: This step divides
the time into periodic intervals and constructs traffic profiles within each
interval. If particular routing scheme is applicable to similar traffic profiles,
these profiles are grouped using the hill climbing algorithm. Traffic across
different access points within each interval is then represented as convex
region, which then acts as a input for the next two steps.

Step 2. Robust routing: Depending upon the traffic requirements that fall within
convex region, this steps finds robust routing strategy. This is done using
flow, path, and channel capacity constraints.

Step 3. Channel assignment: During the time interval determined by the step 1,
based on the traffic distribution knowledge learnt in the step 2, radios are
assigned to static channels.

Pros:

(i) It uses traffic-based routing.
(ii) Node switches channel assignment and routing at pre-assigned times.
(iii) To improve the performance, this approach identifies fitting time intervals for

the forthcoming traffic profiles.

Cons:

(i) Hill climbing will not necessarily find the global maximum.
(ii) Congestion ratio may vary depending upon the number of channels.
(iii) This approach has constrained-based performance (trade-off required).
(iv) To reduce the time complexity, the heuristic algorithm is used to determine

the number of intervals.

2.2 Channel Assignment and Routing Using Ant Colony
Optimization in Multi-radio Wireless Mesh Networks [5]

This approach solves JCAR problem using extended ant colony optimization
(ACO) framework. We expand ACO framework by executing the channel
assignment procedure and routing procedure with the aim of reducing the network
interference. This approach has implicit focus on QoS. The routing procedure uses
link estimation routine to estimate the quality/cost of transmission link in terms of
average packet transmission delay and path estimation routine to reduce the intra-
and inter-interference to meet the demands and properties of WMNs. On particular
node, the distributed channel assignment procedure is used to send an ant agent to
switch channels/interfaces. Channel assignment procedure dynamically assigns
channels based on the current traffic on node as indicated by the routing.
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Pros:

(i) No a-prior traffic flow information is required
(ii) It has inherent parallelism
(iii) It handles the network traffic dynamics
(iv) It discovers high-throughput paths with less inter and intra—flow

interference.

Cons:

(i) It has implicit focus on QoS
(ii) The time to convergence is uncertain
(iii) ACO-based algorithms crucially rely on repeated path sampling, thereby

leading to a significant overhead

2.3 Generalized Partitioned Mesh Network Traffic
and Interference Aware Channel Assignment
(G-PaMeLA) for WMN [6]

Divide and conquer methodology is used to solve JCAR problem by dividing the
problem into number of small sub-problems. These sub-problems are then locally
optimized and solved sequentially (Phase-I). Each sub-problem covers nodes which
are characterized by the similar attribute, such as number of hops to gateway.
A post-processing procedure is used to combine the results of sub-problems to
improve the network connectivity (Phase-II). The sub-problems are solved in
sequential order as given by the ranking function. Each of the sub-problems is
expressed as anteger liner programming optimization problem which is solved
using the branch and cut method.

This approach has two different versions: (i) generalized and (ii) customized.
Generalized version is used for the unknown topology, where the number of
sub-problems is equivalent to network width to the gateway. With known topology,
customized version solves JCAR problem by customizing the number of ranking
functions and imposing various routing constraints. Physical interference is model
used. Load and inference aware routing metric is used.

Pros:

(i) This approach is easily scalable.
(ii) This approach has traffic and interference aware channel assignment.
(iii) It makes efficient usage of radio interface by defining logical links.

160 S.S. Bhojannawar and S.R. Mangalwede



Cons:

(i) It considers stable channel condition and traffic loads, and does not consider
online traffic.

(ii) It uses centralized approach to solve the JCAR problem.
(iii) It gives optimal solution only for known network topologies like grid

topology.

2.4 Joint Routing and Channel Assignment Protocol
(JRCAP) for the IEEE 802.11s Mesh Networks [7]

JRCAP is distributed, on-demand routing protocol to solve JCAR problem. It
merges routing and channel assignment to provide path and to allocate channels for
links constructing the path. It has two phases, configuration phase and routing
phase. In configuration phase, density-based clustering algorithm divides the net-
work into equitable clusters. To each cluster, a permanent channel is assigned using
DSATUR (Degree of Saturation) graph-coloring algorithm. Load-aware channel
selection scheme is used to assign channels. In routing phase, on-demand routing
protocol inspired by hybrid wireless mesh protocol is used to find route to desti-
nation. A routing metric called maximal residual capacity (MRC) is used. MRC is
based on the data transmission rate, channel diversity, and channel load. A protocol
interference model is used.

Pros:

(i) It uses on-demand routing that is used to find routes.
(ii) It considers channel diversity.
(iii) Balanced clustering is used to restrict the number of nodes in each cluster to

minimize the interference.

Cons:

(i) Dedicating a interface on each node in each cluster poses heavy overhead.
(ii) Static channel assignment is used.
(iii) It does not respond well with varying densities specially in hierarchical

Topologies.
(iv) Messaging overhead is more.
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2.5 Joint Routing and Channel Assignment (JRCA)
Scheme for WMN [8]

JRCA is centralized approach to solve JCAR problem. A quality-aware route
selection process is used to find end-to-end communication path between source
and destination in multi-radio multi-gateway wireless mesh networks. In this
approach, any casting routing model is used. The objective of this approach is to
find: (i) the optimal gateway among the set of gateways for each source (ii) best
route from source selected gateway to source with channel being assigned on each
link of that route. A combination of genetic algorithm and backtracking is used to
assign channel for each link of the route. On-demand routing algorithm is used to
find the routes. A combination of end-to-end probability of success and routing
delay is used as routing metric. Co-channel interference is modeled using conflict
graph. Genetic algorithm along with backtracking is applied to reduce the con-
vergence time.

Pros:

(i) Performance characteristics of the data packet transmission are used for
estimating the route quality metric

(ii) It captures the effects of inter-flow interference and intra-flow interference
(iii) This approach has increased throughput and delivery ratio.

Cons:

(i) Because of centralized approach—difficult to get complete network con-
nectivity information

(ii) It has large control overhead in channel negotiation
(iii) Equal transmission load is considered to calculate POS and delay, but in

practice, loads may differ from node to node

2.6 Joint QoS Routing and Channel Assignment (JQRCA)
for WMN [9]

It is on-line, iterative approach which attempts to maximize acceptance rates of user
demands. It is QoS-based routing along with channel assignment. It uses two
phases to find path. Based on the end user’s QoS demand, the routing algorithm
first finds end-to-end path. If this path does not fulfill the demands of end user, then
QoS-driven dynamic channel assignment algorithm is used to discover the violated
links and tries to reassign channels to make the path to fulfill demands of end user.
If this algorithm fails, a new alternative path is found and the same attempt is made.
This iterative process continues for k paths, until a path is found that meets end-user
demand. A protocol interference model is used.
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Pros:

(i) It has explicit focus on QoS.
(ii) Dynamic channel assignment is used to adjust network resources as per the

end-user demands.
(iii) On-demand routing algorithm.

Cons:

(i) It is centralized algorithm.
(ii) It uses greedy call admission control.
(iii) It uses static interference sets.
(iv) Rerouting of flows is not allowed.
(v) Response time is more.

2.7 Channel and Routing Assignment with Traffic Flow
(CRAFT) for WMN [10]

It is adaptive, distributed, cooperative easy to implement solution to JCAR problem.
It jointly optimizes channel assignment and routing to enlarge an objective function
that prototypes interference and traffic demands of all nodes. CRAFT tries to
improve network performance in terms of throughput and end-to-end delay. Each
node maintains routing and channel assignment (RCA) decision table to make
routing decision. A physical interference model is used. In each adaption, CRAFT
makes each node’s routing and channel assignment decision to enhance the
objective function. CRAFT has three phases.

Start phase: Builds a RCA decision of whole network by exchanging RCA
decision tables among nodes. Link-state routing protocol is used.

Improvement phase: Each node tries to improve the objective function by
computing RCA decision table. Each node distributes its newly computed RCA
decision table to network and then waits for random period of time to re-enter this
phase.

End phase: If there is no improvement in the objective function, CRAFT ends.
The CRAFT-random decision approach can execute CRAFT several times to

finalize RCA decision. CRAFT-traffic-prioritized decision approach assigns high
priority to higher traffic and routes it using better path.

Pros:

(i) Event drive updates are used.
(ii) It improves throughput by reassigning channels for small number of nodes.
(iii) Destinations with high traffic are given high priority.
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Cons:

(i) Processing overhead is more, as RCA decision tables are frequently dis-
tributed among nodes.

(ii) Latency increase with large network.
(iii) Link-state routing sees link as either working and failed which is not always

true in WMNs.

2.8 Joint Temporal-Spatial Multi-channel and Routing
Assignment for Resource Constrained WMN [11]

It is distributed heuristic scheme. Every node is assumed to have single radio
interface. Different channel assignment methods are used for gateway nodes and
non-gateway nodes. Gateway node rotationally utilizes its channels to provide fair
access to other nodes. Temporal scheme makes sure that all the non-gateway and
non-sender nodes have fair access to the gateway. Spatial scheme assigns channels
to non-gateway nodes based on their neighbor channel usage by avoiding channel
interference among nodes. A transmitter–receiver conflict avoidance model is
adapted [12], with each of the node maintaining its own clocks independently.
Many different routing factors, such as channel usage of neighbors, node’s hop
count, memory size, transmission history, and memory usage ratio, are used for
routing.

Pros:

(i) To maximize the channel bandwidth, utilization separate control and data
packets are transmitted.

(ii) Channel assignments are done on per node basis.
(iii) All non-gateway nodes have fair access to gateway node.
(iv) Multiple routing factors are considered.

Cons:

(i) Network collision ratio can be high if pair of node’s neighbors is unable to
update their channel usage information due to asynchrony among nodes

(ii) Spatial/temporal reuse are good for fixed topologies, where position and
types of nodes are known

(iii) Fairness may be sacrificed, as channel for a link is assigned in locally
optimized fashion.
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2.9 QoS Aware Joint Design for WMN [13]

It is joint routing, channel assignment, and scheduling algorithm for
MRMC-WMNs to maximize the gateway throughput with QoS differentiation for
end users. It is semi-distributed approach, where in it has centralized routing and
channel assignment and distributed scheduling. This approach has three steps.

Topology Building: A minimum expected delay routing is used to build tree
topology from an original network topology.

Channel Assignment: A weight aware channel assignment is used to assign
channel and number of time slots to different links based on collected relative
weights. Based on transmission history, channel and time slots are adjusted
periodically.

QoS Aware Traffic Scheduling: In its given time slot, each parent router
dynamically distributes transmission time to its children based on the transmission
requirements.

This approach makes differentiation among users and provides control for fair
partition of resources, such as channel and transmission time slots, between dif-
ferent classes of services (CoS). A protocol interference model is used. This
approach considers only outgoing traffic from router to gateway. Expected mini-
mum delay based on aggregated traffic load in each router used as routing metric.

Pros:

(i) Semi-distributed approach is used that has advantages of centralized and
distributed approach.

(ii) It provides real-time traffic differentiation by partitioning the resources
between different classes of services.

(iii) Global traffic balance is achieved.

Cons:

(i) The position of gateway is important.
(ii) It has more channel switching delay due to frequent channel switching.
(iii) Because of strict priority rule, there is need to set predefined transmission

resources for each CoS.
(iv) Aggregate effect of interference of links transmitting in concurrent timeslots

is not considered explicitly.
(v) Distributed scheduling may cause network overloading.
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2.10 QoS–Aware Routing Protocol on Optimized Link
Source Routing (CLQ-OLSR) for IEEE 802.11
MRMC-WMN [14]

It is OLSR-based cross-layer QoS conscious routing protocol to support mission
critical multimedia applications. This approach constructs multi-layer virtual logical
mapping over physical topology. CLQ-OLSR implements pair of routing protocols.

(i) Modified OLSR (M-OLSR): Using best-effort radio interface, it constructs
routing table and estimates bandwidth.

(ii) Logical routing: Using real-time radio interfaces, it finds optimized logical
path.
At each node, based on channel utilization on each associated channel,
bandwidth is estimated using the passive listening method. Once the con-
struction of routing table and bandwidth estimation is done, based on topology
and bandwidth estimation, logical routing creates logical full mesh and finds
optimized path. The path is established to acclimatize QoS demands of
real-time traffic, to balance network load, and to avoid congested route.

Pros:

(i) Path establishment is on the basis of current network topology and available
bandwidth.

(ii) As bandwidth is estimated using passive listening, it reduces the network
overhead.

(iii) Channel assignment is on the basis of channel selection index.

Cons:

(i) Generating a logical full mesh topology is complex and expensive process.
(ii) Failure of node in logical full mesh topology leads to network partitions.
(iii) Best-effort interface used by M-OLSR may lead to congestion.
(iv) Frequent transmission of topology control and bandwidth information result

in higher messaging overhead.

2.11 Joint Multi-radio Multi-channel Assignment,
Scheduling and Routing in WMN [15]

This approach is a Latin squares-based JCAR approach with multi-access
scheduling for MRMC-WMNs. Nodal interference information is used to form
different inter-cluster cliques and intra-cluster cliques. Latin squares are then
applied to map resulting clustering structure to channels and radios. Within each
cluster, Latin squares schedule the channel access among nodes in a collision-free
manner. This approach guarantees network connectivity using interference cluster
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and bridge clusters. On-demand coloring-based multi-access scheduling is used.
Node coloring and cluster coloring are used to schedule channel access time for
each node within intra-clique and inter-clique, respectively. Forwarding speed is
used as routing metric. Using two-hop interference information, the co-channel
interference is avoided by isolating collision. Location-aware and link-adaptive
route discovery mechanism is used with forwarding speed as routing metric. It
exploits and integrates physical propagation models, location information, and
radio utilization efficiency to provide near optimal routing paths to guarantee QoS
for applications. Protocol interference model is used.

Pros:

(i) Guarantees fair allocation of radio and channel to clusters.
(ii) Alternative route is provided to mitigate the influence of forwarding node

selection.
(iii) It reduces transmission failure.

Cons:

(i) Common channel is used for exchanging control information.
(ii) Static channel assignment is used.
(iii) Graph-coloring-based multi-access scheduling using protocol model for

interference may not result in correct and realizable schedules.
(iv) The accuracy of the clique-based clustering result may be degraded at the

expense of simplicity of the method.

2.12 Joint Channel Assignment and Routing
in Rate-Variable WMN [16]

This approach is based on joint linear programming and genetic algorithm (LPGA)
to solve JCAR problem. Rate-variable model is used to increase the network
throughput. Physical interference model is used to evaluate the network capacity.
Physical interference model computes the signal-to-interference ratio at each active
node and compares it with an appropriate threshold. It is joint solution for the
problem, in that genetic algorithm models channel assignment (CA) which is then
used to get the network topological structure. For the resulting network topology,
the routing problem is solved using LP formulations. For the interplay between
routing and CA, the fitness value of chromosome is defined as value of linear
objective function. Different constraints, such as radio, interference, link connec-
tion, and flow and link utilization constraints, are used in this approach.

Pros:

(i) Rate-variable model is used.
(ii) It attempts to maximize network capacity with granted connectivity.
(iii) The data rates of nodes are based on interference and channel assignment.
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Cons:

(i) Computational complexity is more.
(ii) Parameters of GA are to be selected very carefully.
(iii) It has sub-optimal solution.

The comparison of JCAR approaches is given in Table 1. The [6–11, 15, 16]
have used interference aware routing metrics. The [4, 5, 7–11, 13–15] use the
protocol interference model which is simple but does not measure interference
accurately. The [6, 10, 15] use physical interference model which accurately
measures interference, but the model is complex and expensive. The [5, 9, 13] have
frequent channel reassignment, which results in more channel switching delay. [9,
13, 14] have explicit focus on QoS, where [9] is centralized approach, and [13, 14]
have much overhead.

3 Future Direction

Despite the fact that several research work, to address JCAR problem, the major
issue is how to improve the network performance under varying traffic conditions
without causing too many overheads remains unanswered. In this section, we
provide a few directions for further research in JCAR for WMNs.

Table 1 Comparison of JCAR approaches

Approach Routing metric used Interference model
used

Methodology used

[4] Network congestion Protocol Time partitioning
[5] Delay Protocol Ant colony optimization
[6] Interference load aware Physical Divide and conquer
[7] Maximum residual capacity Protocol Density-based clustering
[8] Interference delay aware Protocol GA and backtracking
[9] Minimum interference Protocol Greedy
[10] Interference load aware Physical Adaptive
[11] Multi-factor Protocol Temporal-spatial reuse
[13] Minimum expected delay Protocol Differentiated service
[14] Available bandwidth Protocol Passive listening

[15] Forwarding speed Protocol Latin square clique-based
clustering

[16] Interference aware
transmission rate

Physical LPGA
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• Protocol model used to characterize interference, may be unrealistic in practice,
thus the results connected with protocol model can be misleading. To curb this
issue, a new mechanism like reality check can be used to set interference range
in the protocol model to decrease the solution gap between protocol model and
physical model.

• Designing a cross-layer routing metric to efficiently handle QoS provisioning in
MRMC-WMNs.

• During channel assignment, due to non-cooperative environment in competitive
WMNs, some node may misbehave which in-turn affects the working of some
protocols. Therefore, it is necessary to implement a mechanism to deal with
selfish behavior of nodes to have proper working of WMN.

• Channel switching delay is considered as an overhead for overall end-to-end
delay. On the other hand, using a static channel assignment approach to avail the
benefits of reduced overhead and stable topology will lack from the capacity
improvement gained by MRMC environment. Therefore, a well-estimated
trade-off is necessary to overcome the problem arising from switching overhead.

• A multi-rate adaptation capability improves the performance of WMNs.
No MRMC protocol exploits the multi-rate adaptation capability of the IEEE
802.11 wireless network interface cards. Hence, developing multi-rate adapta-
tion schemes is to provide the optimal solution to JCAR problem.

4 Conclusion

In this paper, we have identified the research approaches associated with joint
routing and channel assignment algorithms in multi-radio wireless mesh networks.
The paper also discussed each of the approachs along with their pros and cons. In
the end, we outlined important future research directions in JCAR.
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Correlated Cluster-Based Imputation
for Treatment of Missing Values

Madhu Bala Myneni, Y. Srividya and Akhil Dandamudi

Abstract Improved imputation has a major role in the research of data pre-process
for data analysis. The missing value treatment is implemented with many of the
traditional approaches, such as attribute mean/mode, cluster-based mean/mode
substitution. In these approaches, the major concentration is missing valued attri-
bute. This paper presents a framework for correlated cluster-based imputation to
improve the quality of data for data mining applications. We make use the corre-
lation analysis on data set with respect to missing data attributes. Based on highly
correlated attributes, the data set is divided into clusters using suitable clustering
techniques and imputes the missing content with respect to cluster mean value. This
correlated cluster-based imputation improves the quality of data. The imputed data
are analyzed with K-Nearest Neighbor (KNN) and J48 Decision Tree multi-class
classifiers. The efficiency of imputation is ascertaining 100 % accuracy with cor-
related cluster mean imputed data compared with attribute mean imputed data.

Keywords Missing values ⋅ Imputation methods ⋅ Clustering ⋅ Correlation

1 Introduction

Missing value data are a real, yet difficult issue went up against in data quality.
Missing qualities may create inclination and influence the nature of the adminis-
tered learning procedure or the execution of grouping calculations [1]. In any case,
most learning calculations are not very much adjusted to some application spaces,
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because of the trouble with missing qualities, as most existed calculations are
outlined under the suspicion that there are no missing values in data sets, which
infer that a dependable strategy for managing those missing qualities is vital [2].
The different approaches are available to deal with missing value attributes in data
mining [3]. For instance, in a database, if the known values for a property are: 2 in
60 % of cases, 6 in 20 % of cases, and 10 in 10 % of cases, it is sensible to expect
that each attribute with missing estimations 2 or 3.4 will be loaded [4]. These
strategies are not totally agreeable approaches to handle missing worth issues. In the
first place, these strategies just are intended to manage the discrete qualities and the
constant ones are discretized before imputing the missing values, which may lose
the originality of the data.

As of late, the numerous analysts concentrated on the theme of attributing
missing values. The machine learning systems additionally incorporate auto
cooperative neural system, decision tree imputation, etc. All of these are
pre-replacing methods. Inserted strategies incorporate case-wise erasure, a pathetic
decision tree, dynamic way era, and some famous strategies, for example: CN2,
C4.5, and CART [5–7]. Among missing quality attribution techniques that we
consider in this work, there are likewise numerous current measurable techniques.
[2, 8] For imputation, the recommended clustering algorithms are EM, KNN, and
SKNN with minimum absolute error. Measurements-based systems incorporate
direct replace substitution under standard deviation and mean/mode system. Be that
as it may these methods are not totally agreeable approaches to handle missing
worth issues.

2 Methodology

This paper addresses the novel method correlated cluster-based imputation which is
implemented using R packages [9] and analysis is done on WEKA. In this
experiment, the data used are ecoli data set collected from uci data repository. In
this data set, total of 336 instances of 8 variables are observed. The characteristics
of this data set are given below.

Data set Characteristics

mcg: num 0.49 0.07 0.56 0.59 0.23 0.67 0.29 0.21 0.2 …

gvh: num 0.29 0.4 0.4 0.49 0.32 0.39 0.28 0.34 0.44 0.4 …

lip: num 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0 0.48 …

chg: num 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 …

aac: num 0.56 0.54 0.49 0.52 0.55 0.36 0.44 0.51 0.46 …

alm1: num NA NA NA NA 0.25 0.38 0.23 0.28 0.51 0.18 …

alm2: num 0.35 0.44 0.46 0.36 0.35 0.46 0.34 0.39 0.57 …

class: Factor w/8 levels “cp”, “im”, “imL”, …
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The data set contains seven numerical attributes and one factor attribute. The
methodology adopted for experimental work is shown in Fig. 1. This work pro-
poses the novel method correlated cluster-based imputation for missing value
treatment.

To impute the missing values, the following steps are adopted:
Analysis on data: The nature of the data is observed and found that missing

values are present in the data set. Correlation is found between missed data attribute
and remaining attributes in data set. The correlation analysis estimates the strength
of association between two attributes. The correlation between attributes can be
positive or negative. The positive value gives a strong association between variables
and the negative value gives weak association between variables. After completion
of the correlation analysis, the data set is divided into clusters.

Clustering: This is implemented using Expectation and Maximization (EM) and
k-means clustering algorithms. In existing methods, the clustering is applied on
missing value attribute and imputing with cluster mean. In the proposed correlated
clustering approach, instead of considering missing value attribute, the highly
correlated attribute is considered for clustering. The clustering is performed on ecoli
data based on correlated attributes by specifying the number of clusters as 8 which
are the number of distinct class values. After applying the clustering on missed data
set, each attribute cluster center mean values are implanted with missed data. The
imputed data are analyzed with classifiers.

Accuracy of Imputation using classifiers: The data set contains 8 class labels.
Therefore, the classification is implemented with suitable classifiers. The imputation
effect is tested with chosen classifiers. Here, the classifiers are tested with three cases:

(1) Imputation with cluster mean/mode value of missed value attributes (ecoli1).
(2) Imputation with EM cluster mean/mode center value of highly correlated

attribute with missed value attribute (ecoli2).
(3) Imputation with k-means cluster mean/mode center value of highly correlated

attribute with missed value attribute (ecoli3).

The results of the proposed method are examined in terms of exactness, kappa
statistic, and error rate.

Data
set

Analysis 
on data      Clustering 

Correlated
Attributes

Analysis
on

Accuracy 
of

Imputation
classifiers

Missed 
Value 

Attributes
Imputed

with 
correlated 

cluster 
mean

Imputed 
with 

cluster 
mean

Fig. 1 Block diagram for correlated cluster-based imputation
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3 Clustering Algorithms for Imputation

The Imputation mechanisms are divided into the traditional and data mining
approaches. In data mining, clustering is one of the appropriate methods to impute
the missed data. This paper addresses the two approaches in clustering as Expec-
tation and Maximization and k-means algorithms. Both are using cluster centers to
model the data; however, k-means clustering results in clusters of similar spatial
extent, while the Expectation and Maximization mechanism allows clusters to have
different shapes.

3.1 Expectation Maximization (EM)

Expectation maximization algorithm is a natural generalization of
maximum-likelihood estimation to the incomplete data case. When data are par-
tially missing or hidden, the appropriate method is finding the data distribution
using maximum-likelihood estimate [10]. The algorithm has two major steps:

1. Exception (E) step—In this step, it estimates the probability of each attribute in
respective cluster—P (C_ j|x_ k). Each element is composed by an attribute vector
(xk). The likelihood of each element is given by relevance degree of the
observations of each cluster element in comparison with the attributes of the
other elements of cluster Cj. Here, x is considered as input data, M is the total
number of clusters, t is an instance, and initial instance is zero.

2. Maximization (M) step—In this, the next step is based on the parameters of the
probability distribution of every class of the previous executed step. The
computation starts with calculating the mean (μj) of class j obtained through the
mean of all observations in relevant function. The covariance matrix at each
iteration using Bayes’ theorem is calculated. The each class probability is
computed through the mean of probabilities (C_ j) in function of the relevance
degree of each observation from the class.

3.2 k Means

The k-means algorithm is a partition-based algorithm in clustering. It is highly
suitable for the imputation of missing values [11]. One of the drawbacks of k means
is the number of clusters which should be specified as the first step, but it is
overcome in this application, because data contain the predefined classes. The
algorithm has few iterative steps, which are as follows:
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1. Arbitrarily choose k objects from D as the initial correlated cluster centers
2. Repeat
3. Based on the mean value of the objects in the cluster (re)assign each object to

the cluster to which the object is most similar.
4. Update the cluster means, i.e., calculate the mean value of the objects for each

cluster.
5. Repeat until no change.

4 Accuracy of Imputation Using Classifiers

The imputation effect is tested with J48 Multi-class Classifier and KNN Classifi-
cation methods [12].

4.1 J48 Multi-class Classifier

J48 algorithm is supervised classification algorithm. It generates a class using a
pruned or unpruned C4.5 decision tree. Decision tree is constructed using divide
and conquer based on the gain ratio. The decision tree models are understandable
and accurate. The attribute with highest info gain is root node and the process is
repeated to construct the tree. Splitting of nodes is based on information gain. The
time to construct the tree is less. For this data set, multi-class decision tree has used.

4.2 k-Nearest Neighbor (KNN)

KNN can predict both qualitative attributes (the most repeated data within the k-
nearest neighbors) and quantitative attributes (the mean among the k-nearest
neighbors). It is not required to create a predictive model for each attribute with
missing values. Actually, it does not create explicit models as decision tree or rules.
Thus, the KNN algorithm can be implemented to work with any attribute as class,
by just changing the attributes which are considered in the distance metric. In
addition, this approach can easily impute on multiple missing data.

5 Results

In the correlated cluster, imputation approach is applied on ecoli data. The summary
of missing data is found from the existing R function is .na (data set). The found
missing values are 40 %. The data are explored and correlation is found between all
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attributes. In this experiment, the class attribute is correlated with all other attri-
butes. The class attributes contain 8 class labels. The correlation coefficient values
of all class labels with respect to other attributes are shown in Table 1.

The correlation analysis on all attributes is plotted in Fig. 2. In this correlation
analysis, the attributes mcg and alm1 are highly correlated in all the classes; hence,
these attributes are selected for clustering.

On selected attributes, EM and k-Means clustering algorithms are used to find
imputed values. The cluster mean values are used to impute the missed values.
Now, two imputed data sets are formed with imputed EM cluster center mean/mode
values referred as ecoli2 and imputed with k-Means cluster center mean/mode
values referred as ecoli3.

After imputing the missed values, the imputed data accuracy is tested with
classification using selected classifiers. The main motto behind the work is to
evaluate the accuracy of the imputation methods to treat missing data. The per-
formance is compared with the performance obtained by the internal algorithms
used by J48 and KNN to learn with missing data, and by the mean or mode
imputation method.

Table 1 Correlation coefficients of all attributes with respect to class values

im imL ims imU Om omL pp

mcg 0.12 0.35 0.37 0.36 0.30 0.33 0.28
gvh 0.08 0.03 0.1 0.07 0.27 0.10 −0.2
lip 0.03 0.05 0 0.001 0.02 0.05 0
chg −0.001 −0.001 −0.001 −0.001 −0.001 −0.001 −0.001
aac 0.08 0 0.08 0.1 0.2 0.2 0.02
alm 1 0.4 0.3 0.3 0.4 0.1 0.2 0.1
alm 2 0.3 0.1 0.1 0.3 −0.09 −0.17 −0.02

Fig. 2 Correlation plots
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In these experiments, missing values were implanted, in different rates and
attributes into the data sets. The performance of all missing data treatments was
compared using correctly classified instances, kappa statistic, and error rate. In
particular, we are interested in studying the response of these imputations when the
implanted data are from cluster center mean values.

Table 2 shows the accuracy of imputed data sets which are tested with J48 and
KNN classifiers. In this analysis, three data sets are considered as default imputation
with missed attribute mean/mode, imputation with EM cluster center, and impu-
tation with k-Means cluster center.

Figure 3 shows the accuracy improvement with correlated cluster-based impu-
tation while comparing with default classifier mean/mode imputation. Among the
EM and k-Means clustering algorithm, the k-Means algorithm is giving high
accuracy for imputation and error is also minimized with K-means.

Table 2 Accuracy of imputed data sets with J48 and KNN classifiers

J48_ecoli1 J48_ecoli2 J48_ecoli3 KNN_ecoli1 KNN_ecoli2 KNN_ecoli3

Correctly
classified
instances (%)

91 92.8 91 78.869 93.4 100

Error 0.0357 0.0316 0.0357 0.0571 0.0051 0.0051

Correctly
classified
instances (%)

91 92.8 91 78.869 93.4 100

Kappa
statistic

0.8 0.9 0.8 0.7 0.9 1
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50
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Fig. 3 Accuracy improvement with cluster-based imputation
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6 Conclusion

This experimental treatment of missing values is implanted with the combination of
correlation and clustering. Instead of clustering on missed attribute, the highly
correlated attributes-based clustering is giving accurate result. In this work, two
correlated cluster-based algorithms Expectation and Maximization and k-Means
algorithm are used. The imputed data are tested by two multi-class classifiers as J48
and KNN. The results are ascertaining 100 % accuracy with KNN Classifier on k-
means attribute center imputed data. This work can be extended with hybrid
methods on different types of missing data.
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Application of Pseudo 2-D Hidden Markov
Model for Hand Gesture Recognition

K. Martin Sagayam and D. Jude Hemanth

Abstract Hand gesture recognition is the temporal pattern analysis with mathe-
matical interpretation. It provides the means for the non-verbal communication
among the people, more natural and powerful means of human–computer
interaction (HCI) for the virtual reality application. The development of
human-computer stochastic processes has led to a 1-D hidden Markov models
(1DHMMs) and training algorithms to find the high recognition rate and low
computational complexity. Due to their dimensionality and computational
efficiency, Pseudo 2-D HMMs (P2DHMMs) are often favored for a flexible way of
presenting events with temporal and dynamic variations. Both 1-D HMM and 2-D
HMM are present in hand gestures, which are of increasing interest in the research
of hand gesture recognition (HGR). The main issue of 1-D HMM is the fact that the
recursiveness in the forward and backward procedures typically multiply
probability values between themselves. Hence, this product quickly tends to zero
and goes beyond any machine storage capabilities. This work presents an
application of Pseudo 2-D HMM to classify the hand gestures from measured
values of an accelerating image. Comparing an experimental result between 1-D
HMM and Pseudo 2-D HMM with respect to recognition rate and accuracy, it
shows a prominent result for the proposed approach.

Keywords Human–computer interface ⋅ 1-D HMM ⋅ Pseudo 2-D HMM ⋅
HGR
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1 Introduction

Gesture recognition is the mathematical modeling of three-dimensional perspective
by an electronic gadget. It provides the way for the non-verbal correspondence
among the general population. Human communication comes in many modalities,
including speech, gestures, facial, and bodily expressions. Among various gestures,
hand motion plays an effective method for human–computer interaction (HCI), such
as praying, legal and business transactions (handshake, judge hammering), traffic
control, counting, game playing, appreciative gestures, etc. These data encode
information by their temporal trajectories. Gesture classification is a critical
component of such gesture recognition system (GRS). Literature survey reveals the
various possible research works on gesture recognition.

Zhou et al. [1] have proposed a hand gesture recognition using kinect sensor.
A novel distance metric approach is used in this work. Juan et al. [2] have proposed
a parametric search for an image processing Fuzzy C-means hand gesture recog-
nition system. This work describes parametric search simultaneously that is found
using a neighborhood parameter search routine, which distance weighting for static
hand gesture recognition. Chih-Ming Fu et al. [3] have proposed a hand gesture
recognition using a real-time tracking method and hidden Markov models. This
paper describes the modeling and recognition of actions through motor primitives.
C. Li et al. [4] have proposed a segmentation and recognition of multi-attribute
motion sequences, to determine various possible communications with the intelli-
gent space by simple hand gestures. Bashir et al. [5] have proposed an object
trajectory-based activity classification and recognition using the hidden Markov
models.

This work presents an application of Pseudo 2-D HMM to recognize a collection
of hand gestures from a measured values of an accelerating image, Compar-
ing HMM approaches (1-D and 2-D) against with Pseudo 2-D HMM, to find the
best solution by hybridize with the neural network coefficient [6]. This leads to
increase the reliability and performance of the system.

2 Proposed Methodology

The proposed methodology used for hand gesture recognition based on HMM
approaches is shown in Fig. 1. The various stages of the proposed techniques are
collection of data set (i.e., kinect sensors, camera, etc.), pre-processing, feature
extraction, and classification.

At first, the collection of data set with good quality has to be preprocessed using
suitable thresholding and edge detection technique, and, the second, to find the
maximum possible features from the previous stage using geometry-based feature
extraction. The extracted output gives as input to the classifier, to train and manage
the classification with a good recognition rate and accuracy rate. The various

180 K. Martin Sagayam and D. Jude Hemanth



classifiers with Pseudo 2D-HMM classifier are compared to prove that the proposed
method shows the better result in terms of recognition rate and accuracy rate.

3 Image Database and Pre-Processing

The database contains 600 images with 352 × 288 gray-level images with intensity
value ranges from 0 to 255. It contains 5 gestures taken from 10 subjects, and each
gesture is 10 variations. This data set is available at the website of NUS University
of Singapore [7]. The data set with three categories, such as black, white, and
colored images. Each represents different notations for non-verbal communication.
Figure 2 shows that the sample black, white, and colored hand image data set.

Pre-processing is done by detecting the edges which involves identifying and
locating sharp discontinuities in the hand image which, in turn, characterises
boundaries in the image. There is an extremely large number of edge detection
operators frequently used in the gradient function. The gradient function ∇f and its
direction θ are given below, respectively.

∇ f =
∂f
∂x

,
∂f
∂y

� �
ð1Þ

θ= tan− 1 ∂f
∂y

̸
∂f
∂x

� �
. ð2Þ

Using Eqs. 1 and 2 is used to detect horizontal, vertical, and diagonal edges.
Sobel operators were efficient in detecting the objects with low noise [8].

Image Database

Pre-processing

Feature extraction and  
Segmentation

1D - HMM Pseudo 2D - HMM

Performance 
analysis and 
comparison

Fig. 1 Proposed
methodology
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4 Feature Extraction and Segmentation

In this section, shape descriptor is one of the significant parts of image processing.
The major contribution is to find the finger tips and valley points, segmenting the
skin color and conversion of binary image: first, to locate the finger tips and valley
point from the shape-based features, and then, to determine the orientation of an
individual feature with respect to the reference points. Figure 3 shows the process
involved in locating and extracting features from the hand contour.

The idea of one-dimensional Savitzky-Golay channels can be effectively stret-
ched out to two-dimensional polynomial fitting [9]. The 2D polynomial f(x, y) uti-
lized in this work has the accompanying structure. It is most common for detecting
meaningful color feature.

f ðx, yÞ=Cnm +Cðn+1Þmx+Cnðm+1Þy+Cðn+1Þðm+1Þxy+Cðn+2Þmx2 +C02y2 ð3Þ

where,
x and y —2D coordinates of data point
C —Column vector coefficient
n and m —rows and columns in column vector matrix

Consider the two points (x1, y1) and (x2, y2) in the 2D image plane, the distance
‘D’ between these points is expressed as,

D=
pðx2 − x1Þ2 + ðy2 − y1Þ2. ð4Þ

At origin (0, 0) Eq. 4 becomes,

D=Round ðpðx2 + y2ÞÞ. ð5Þ

Fig. 3 Pre-processing and hand contour extraction

Fig. 2 Black, white, and colored hand image data set

182 K. Martin Sagayam and D. Jude Hemanth



From Eq. 4, feature matching between two points in 2D image plane has been
determined with respect to height, width, valley, and tip points. Section 5 discusses
the classification of the hand image using the recognition based on HMM approach.

5 Classification Based on P2D HMM

HiddenMarkovmodels are statistical model used for creating the building block of an
observation sequence, with a high level of flexibility. They leave the observed
sequence for recovering the hidden layer by pairing with each observed hidden states.
Figure 4 shows the systemwith the same state or switch to the next state but could not
go back to a previous state. This is referred to as left–right model or Bakis model.

[10] describes the extension of 1D HMM by adding robustness of the feature
detection against in changing of position and size. Such a model is called Pseudo
2D hidden Markov model (P2D HMM) or otherwise known as planar HMMs that
are stochastic automata with a 2D plan of the states. A planar HMM can be seen as
a vertical 1D HMM that connection together an uncertain number of super-states, as
shown in Fig. 5. The three major steps are followed, such as evaluation, decoding,
and training, using the Forward algorithm, Viterbi algorithm, and Baum–Welch
algorithm, respectively [11].

The number of the states is proportional to the complexity of the shape of the
gestures. The general representation of a P2D HMM can be given by Λ = {λ, A, B,
π}, where

• λ = {λi+1; i = 0, 1,…….N − 1} is the N − 1 possible super-states in the
structure

• λi+1 is a 1D HMM super-state in the structure
• s = {si+1; i = 0, 1,……..N − 1} is the N − 1 possible super-state λi

• v = {vi + 1; i = 0, 1,…..N − 1} is the transition state output to the next state
• Ai = {αi(l)}l=1,….N

i is the transition probabilities within super-state λi

• Bi = {bm(l)}m=1,…N
i is the set of super-state output probabilities λi

• πi = {πi+1; i = 0, 1,……N − 1} is the initial state probabilities λi

• A = {aij}ij=1,……N is the transition probabilities within the P2D HMM

Fig. 4 Left—right 1D HMM
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• π = {πi+1; i = 0, 1,…..N − 1} the initial probabilities of super-state of the P2D
HMM

Correspondingly to the one-dimensional model, the P2D HMM will relate a
state grouping Q to a perception succession O = {oxy}x=1,…..X, y=1,….Y. The state
sequence of Q will consist of two sub-sets to link with the successive super-state
position at (x, y).

More formally, the parameters of a P2D HMM can be communicated as follows:

• Transition probability of super-state: aij = P[qy = λj | qy-1 = λi]
• Super-state probability at initial: πi = P[Q = λi | Λ]
• State transition probability of super-state: αl = P[qxy = sl | qx-1y = sk]
• Super-state output probability: bm = P[oxy = υi | qxy = sj]
• State probability at initial: πj = P[q1y = sj | λ

i]

Following on the structure of a P2D HMM, model evaluation has to perform
using technique in [12]. After the classification of the hand gesture from the data
base, calculate the accuracy rate using Eq. 6.

Accuracy rate =
Gesture classified correctly

Total Gesture
× 100%

� �
. ð6Þ

6 Experimental Results and Discussions

The proposed system conducts a test with 600 hand images of three categories, such
as black, white, and colored datas. An experimentation has conducted on a Sony PC
Intel(R) Core(TM) i3-2310 M CPU at 2.10 GHz, 4 GB RAM, and 64-bit operating

Fig. 5 Schematics of pseudo 2D HMM
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system. The tool used for the implementation is MATLAB R2014b. In
pre-processing stage, sobel operator is used to return the edges, at where the gra-
dient value is high. This avoids the false edge detection rather than the other edge
detection technique, as shown in Fig. 6.

Fig. 6 Pre-processed output
of sample hand image

Fig. 7 a RGB image. b Detection of skin color pixel. c Binary image conversion. d Binary matrix
of hand image
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In feature extraction and segmentation module, the following results occured
from the original RGB image segments the skin color using the HSV color model.
Then, it is converted into the binary image using Otsu’s threshold [13]. This results
into binary matrix which contains ‘1’ and ‘0’ to represent the hand image, where ‘1’
represents skin color pixels and ‘0’ represents the remaining parts. Thus, the hand
image from data set shows different shapes with different positions and situations to
be develop more appropriate method to detect a hand more accurately, as shown in
Fig. 7a, b, c, and d.

Considering feature vector point from the two-dimensional data in the envi-
ronment are recognized using Pseudo 2-D HMM with hybridization of neural
coefficient and gray values, as shown in Fig. 8. In addition, the comparative
analysis is made with 1D HMM and 2D HMM without hybridization, to show that
the proposed method is highly redundant. The major contribution is to improve the
system performance in terms of classification rate and accuracy rate.

Table 1 shows a comparative analysis of recognition rate in various methods,
such as ESOM, HMM, 1D HMM, and 2D HMM with proposed method. The
recognition rate was satisfying for all HMM-based tested blocks, but the system
using P2D HMM gave an identification percentage of 99.3 %, that is, 600 hand
images from the data set were perfectly recognized with a minimum tolerance

Fig. 8 Heredity factor = 2; phenotype = 4; data = 2; size = 529 × 3

Table 1 Comparison of classification rate and accuracy rate—hand gesture

Method Classification rate (%) Accuracy rate (%)

ESOM [14] 84 550/600 = 91.6
HMM [15] 49 520/600 = 86.6
1D HMM 81 545/600 = 90.8
2D HMM 83 548/600 = 91.3
P2D HMM: gray values [12] 94.5 589/600 = 98.1
P2D HMM + Neural network coefficients 96.5 596/600 = 99.3
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factor. In addition with the hybrid system of P2D HMM also compared against with
P2D HMM + ANN result obtained for P2D HMM + ANN produced the better
classification rate and accuracy rate.

7 Conclusions

A low-complexity 2D HMM structure is proposed for hand gesture recognition for
human–computer interaction. This work is experimented with various gestures and
postures. As an extension, a hybrid P2D HMM is also proposed in this work, to find
the optimized decoding path in both training and testing phase using Viterbi
algorithm. This tends to improve the system performance measures in terms of
accuracy rate and recognition rate that are promising for virtual reality applications.
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Cleaning and Sentiment Tasks for News
Transcript Data

Vidyashankar Lakshman, Sukruth Ananth, Rabindra Chhanchan
and K. Chandrasekaran

Abstract Today, vast amount of news in various forms is hosted on the web. They

include news articles, digital newspapers, news clips, podcasts, and other sources.

Traditionally, news articles and writings have been used to carry out sentiment analy-

sis for topics. However, news channels and their transcripts represent vast data that

have not been examined for business aspects. In this light, we have charted out a

methodology to gather transcripts and process them for sentiment tasks by build-

ing a system to crawl Webpages for documents, index them, and aggregate them for

topic analysis. Vector space model has been used for document indexing with prede-

termined set of topics and sentiment analysis carried out through the SentiWordNet

data set, a lexical resource used for opinion mining. The areas of insight are mainly

the polarity index (degree of polarity or subjectivity) of the news presented as well

as their coverage. This research shows insights that can used by businesses to assess

the content and quality of their content . . .

Keywords Sentiment analysis ⋅News transcript ⋅News sentiment ⋅ Topic analysis

1 Introduction

For organizations and services, knowing the customer requirements and opinions is

very critical for improving businesses. To obtain these opinions, there are numer-

ous sources of data available on the web, which run to terabytes of data. These
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include news articles, blogs, tweets, etc. In the past, a lot of tools and services have

been developed to provide companies with sentiments regarding their products using

online reviews places like Amazon, eBay, etc. Apart from these, the applications have

been found in many places like ImDB reviews and ratings analysis, movie review

analysis [1], and news and editorials [2, 3]. Some unique research [4] has been car-

ried out in the areas of stock market prediction and election results whilst using

tweets and a few other opinionated sources like blogs and editorials [5]. The market-

ing reaches of companies have also been measured using the sentiment analysis on

various places, where the product may be discussed about. This gives companies an

insight into the effectiveness of their strategies.

Sentiment analysis (also known as opinion mining) refers to the use of natural lan-

guage processing, text analysis, and computational linguistics to identify and extract

subjective information in source materials [6–8]. A basic task in sentiment analysis

is classifying the polarity of a given text at the document, sentence, or feature/aspect

level, whether the expressed opinion in a document, a sentence, or an entity fea-

ture/aspect is positive, negative, or neutral [7]. Advanced, “beyond polarity” senti-

ment classification looks, for instance, at emotional states, such as “angry,” “sad,”

and “happy.”

Tweets from twitter help in providing time series data and opinion regarding the

product or the topic in question. Apart from this, there are a number of publicly

available APIs which add much more number of sources of information to provide

opinion. A large number of works have mostly concentrated on reviews, online arti-

cles, and forums. However, sentiment analysis has been used to examine news as

well. News articles have commonly been used to carry out this task. While being

a good source, they must not be the only sources we limit ourselves to. We wish

to examine to news programs and podcasts for the sentiment analysis. We can use

publicly available transcripts for this purpose. News channels provide transcripts of

their programs that are well maintained and provide a wealth of information about

the way they reach out to the audience and the influence of their news.

The rest of the paper is organized as follows. Section 2 presents related work.

Section 3 describes the system overview. Section 4 provides an explanation of the

results. Section 5 concludes the paper with future work.

2 Related Work

The earliest work on sentiment analysis involved using online product reviews and

more general documents that included webpages and news articles [9]. Sentiment

orientation is a measure of subjectivity in words and documents [10, 11]. Sentiment

orientation of each word determines the polarity of the entire document [12]. Opinion

lexicon can be automatically created with supervised or unsupervised learning.
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In recent years, a lot of research has been done to find sentiment through online

news articles and other media. In this paper by Raina et al. a method has been pro-

posed to mine opinions using common sense extracted from ConceptNet and Sen-

tiWordNet to perform opinion analysis on online news articles [13]. A large corpus

of news articles has been used. Their results include 71 % accuracy in classification,

with 91 % in neutral sentences. ConceptNet is a semantic network containing all the

relevant data that a computer should know to understand text-based sources written

by people. It is made up of concepts which are expressed in the form of words and

phrases of many of the languages spoken. This helps in imbibing a common sense to

the computer while trying to understand text-based sources produced by languages.

ConceptNet is an open source API, developed with GPLv3 code hosted by GitHub.

SentiWordNet is a publicly available lexical resource for opinion mining. SentiWord-

Net assigns to each synset of WordNet three sentiment scores: positivity, negativity,

and objectivity [14, 15].

News articles usually tend to have a neutral vocabulary as opposed to emotionally

charged, such as reviews and editorials [16]. The paper by Fong et al. discusses the

use of MALLET (Machine Language for Learning Toolkit) to implement and train

many algorithms that are available on the toolkit, compare, and contrast them. The

opinion mining on online news provides just the subjective analysis of the topic,

Kevin et al. address the reader aspect instead [17]. The paper discusses ways to

retrieve documents and news articles that have relevant content and a degree of emo-

tion. The news collected is classified into reader-emotion categories and examined

under different features and test the feasibility of emotion ranking. Text segmentation

is an important task in while analyzing documents that cover multiple topics, a lot

of methods have been developed for classifying document text, transcribed speech,

etc. Co-occurence and clustering have long been used to segregate documents. In

a research by Freddy et.al. various algorithms have been discussed for segmenta-

tion and determining boundaries. It covers the usage of similarity matrix, ranking,

and clustering to segment topics and consequently determine boundaries for topics

[18–20].

Recent research has involved using audio-based text sources for opinion mining.

Chloe et al. address the issue of analyzing spontaneous speech and their transcripts

[21]. The problem of mining of telephonic conversations effectively involves Tran-

scripting and detection of opinions. One module is for the speech transcription for

the call-center conversations. The next is the information extraction module which

is based on semantic modeling of semantics and sentiment while imbibing many

language rules and linguistics. They also discuss the feasibility of opinion detection

based on call-center transcripts by comparing its outputs on manual transcripts and

automatic transcripts.



192 V. Lakshman et al.

3 System Overview

3.1 Data Set Source

The experiments mentioned in the paper have been carried out in Ubuntu 12.04. The

data set for the experiments have been aggregated from CNN Transcripts available

online. Transcripts are periodically updated based on the day of delivery of the news

and also categorized based on the individual programs they are presented in. These

transcripts present an exact picture of the news as presented by the reporters. To

draw a brief picture, the transcripts contain all the metadata that is representative of

the program like the airing date, time, and presenters, including sometimes the tran-

scripts of the video clips played to support the news. The structure of the transcript

will be briefly described in the subsequent sections.

3.2 Understanding the Data

A typical transcript begins with the show title and the headlines covered under the

same. This is follow by the aired date and time. The headlines have recently been

updated to add the air timing as well. In a conversation, the speakers are mentioned

in capital letters and often with their designation. Few of the designations are CNN

ANCHOR, CNN CONTRIBUTOR, UNIDENTIFIED MALE/FEMALE, or other

designations as may be relevant. (COMMERCIAL BREAK), (BEGIN VIDEO-

TAPE), (END VIDEOTAPE) are other metadata used in the transcripts to understand

the flow. These can be useful for a few cleaning tasks which we will be examined in

the subsequent sections.

NATO to Hold Military Exercises in Ukraine; Obama: U.S. to Downgrade,

Destroy ISIS; Search for Answers in Foley, Sotloff Deaths; Remembering

Steven Sotloff.

The headlines indicate the news being spoken about. Therefore, the headlines and

the corresponding part of the transcript can be mapped to the topic. Topics can be

extracted from the headlines as opposed to detecting them from the documents. The

news is also presented in the same order as mentioned in the headlines.

REZA SAYAH, CNN CORRESPONDENT: Yes, and I think that could be

interpreted by Moscow as a provocative move by Washington and NATO.

Indeed, this is an annual exercise that takes place every year in western Ukraine.

It was scheduled to take place a couple of months ago, NATO postponed it,

because of the conflict. It was agreed it would happen later this month in Sep-

tember. That means American troops will be on the ground in western Ukraine

outside of the conflict zone. We are eager to see what Moscow’s reaction is to

that.
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JOHN BERMAN, CNN ANCHOR: Reza Sayah for us. Thanks so much for

clearing it up.

It sounds like as far as a cease-fire goes, it may be. Check back in Friday.

MICHAELA PEREIRA, CNN ANCHOR: Check back in Friday, and maybe,

the framework is there for something concrete. That is the hope.

BERMAN: Let us hope.

From Ukraine now to the U.S. strategy in the fight against ISIS, President

Obama vows that he wants to destroy and degrade the group. He also later said

that he wants to make them a manageable threat. Are his words strong enough?

3.3 Building the Data Set

This task is categorized into two important submodules: the first module where the

Webpages are crawled for transcripts and second module for storage of the tran-

scripts. For crawling the Webpages, we have made use of python with beautiful soup

python package to parse the HTML pages. The Webpages are categorised mainly

on the date, on which the news or show was hosted. Therefore, a set of transcripts

belonging to a day can be obtained by modifying the date in the URL. A sample

URL would be of the form http://transcripts.cnn.com/TRANSCRIPTS/2014.11.04.

html. By programmatically modifying the date, transcripts over a few days, weeks,

or even months can be obtained.

3.4 Data Storage

MongoDB is an open source document-based database. Being a No-SQL database,

it supports JSON structures and dynamic schemas. MongoDB has widely been used

to store data crawled off the Web, especially where scaling is necessary. In our appli-

cation, transcripts can be from more than just one news source, therefore, in circum-

stances, where the data are bound to grow that MongoDB would be a good choice

for a DB. In our work for deciding the schema, we have considered only the CNN

transcripts. Due to this, the schema used may not be stable. MongoDB being schema-

less, addition of new rows will not affect the existing documents. With these factors

in mind, we have chosen MongoDB as our storage database.

(
id ∶ ObjectId(7df78ad8902c)
source ∶ CNN
datetime ∶ 2014.11.04 − 14 ∶ 00
headlines ∶ ElectionCoverage;PollsAbouttoClose
inHawaii,Oregon, Idaho; InterviewwithTedCruz
transcript ∶

http://transcripts.cnn.com/TRANSCRIPTS/2014.11.04.html
http://transcripts.cnn.com/TRANSCRIPTS/2014.11.04.html
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< Thecorrespondingtranscriptfortheheadline >

)

Continuing from the previous, the transcripts that are parsed are store into the Mon-

goDB in the transcript field of the table. A pre-processing is done on this transcript

to fetch the aired time which is stored along the datetime field. The date can be pro-

vided programmatically, while the headlines too can be parsed from the Webpages

and stored under headlines field of the table.

3.5 Cleaning of Transcript

Since our goal is to prepare for sentiment tasks, elements of the document that do

not contribute to the headline or topic must be eliminated. The cleaning of transcript

here refers to the removal of unnecessary details from the documents. These include

the speakers involved in the transcript, headlines, designations, and other metadata

involving commercials and video clips. From the conversation itself, sentences con-

taining salutations or wishes can be removed as they do not contribute to the headline

or topic under discussion. This is achieved with basic string processing on the tran-

script.

3.6 Text Segmentation

For sentiment tasks specific to a certain topic or an area of interest, it is necessary

to segment the transcript based on topics. For this task, we have used the gensim

python package. It is a library designed to extract semantic topics from documents

automatically. Gensim is mainly aimed at processing plain texts and can, hence, be

used for our experiment. Gensims implementations [22] of vector space algorithms

can be used to categorize our documents based on the topic.

Vector space model is a model that is used to capture the relative importance of

terms in a document [23]. Documents and queries are represented as vectors:

dj = (w1,j,w2,j,… ,wt,j)
q = (w1,q,w2,q,… ,wn,q).

For obtaining the vector space, we use a predetermined set of words that are

extracted from the headlines. This helps us further narrow down the index terms that

have to be used in classifying a document. For a document on the database, we fetch

the headlines and prepare a list of index terms. The transcript, however, contains a

discussion of multiple topics. For simplification, the transcript is further separated

into multiple documents while using the commercials and videotape metadata. These

documents are then indexed and allotted a topic. The entire corpus is tokenised and

stop words are removed prior to experiment.
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While using the gensim package, we focus on two major concepts, the corpus and

the vectors. The corpus here would be the collection of transcripts. These transcripts

are further divided into a document, on which a basic indexing task is performed.

A vector space model represents a document by an array of features. The feature of

importance here is inferred by checking the number of times, a certain word appears

in a document.

The gensim subpackages corpora, models, and similarities are used to carry out

the experiment. The outcome of this task would be a document tagged to a topic.

Similarly, tagged documents can be further aggregated and used for sentiment tasks.

The index or tag for a document will be extracted from the vector space based on the

highest ranking from the given list of index terms.

3.7 Sentiment Timeline

Procedure
In this section, we propose a method to obtain useful analytics that can used to exam-

ine various business aspects for news channels. As observed in the previous exper-

imental results, the transcripts have been cleaned and indexed based on the topics

derived from the headlines. A few news programs only covered a single topic, in

which case, the transcript can be used directly for the topic under analysis. Now, we

present a case study to understand the purpose and some of the results that can be

derived from the available data (Fig. 1).

To understand this, we have chosen the mid-term elections of 2014 as the basis

for our experiment. Given the topic, we estimate dates between September 2nd week

and October 2nd week which can provide us useful transcripts that are relevant to the

topic under discussion. The mid-term election and Barack Obama mas a topic mostly

gained momentum a fortnight before the actual elections. Hence, it is important to

choose more number days before the actual event. The elections were completed on

Nov 4th 2014. The keywords here would be, “Barack Obama”, Obama, mid-term,

and elections.

The transcripts for the given time line are stored in MongoDB in the order of date

and time. The transcript are queried and segmented based on topics. For the given

use case, we have indexed documents into two main categories, “Barack Obama” (or

Fig. 1 Block diagram for the proposed sentiment framework
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“Obama”), “election” (or “mid-term election”). Documents are aggregated day wise

and topic wise and stored in a text file for further processing.

To understand the business perspectives of the news, we have covered two main

measurements, one being the extent of coverage, the particular has received over

a day or the time line in consideration and the polarity of the news. Here, in our

experiment, the polarity is not further divided into positive, negative, or neutral. It

is merely calculated to show the extent of polarity of the news. To measure this

factor, we have used “Polarity Index” varying between 0 to 100. Polarity index can

be obtained using sentiWordNet scores for individual words. sentiWordNet can be

used to calculate aggregated score over the entire data set for a particular topic. The

index varies between 0 and 1 in steps of 0.1. A low index indicates that the news is

mostly objective in nature and a higher polarity index indicates that the news carries

a certain degree of positive/negative sentiment with it.

4 Results and Analysis

From the observations, from the previous experiments on, we observed that most of

the news tend to be neutral in nature. The primary analysis involves measuring the

sentiment over time. For example, “Barack Obama” and “mid-term elections” will

have received continuous coverage both prior and post the actual elections. A higher

value of sentiment would indicate a polarizing effect of news and on the audience.

Objective news would indicate that the news is mostly neutral in nature and will

minimal effect on the opinions of audience.

The information gives news channels an opportunity to gauge the polarity of their

news. The sentiment carried by the news indirectly affects their quality, viewership,

and approval ratings. With multiple document sources, that might include other news

channels as well as podcasts, the experiment can be carried and compared across

sources. Competing news channels can measure the coverage and polarity of each

other, which might be useful for business features (Fig. 2).

Fig. 2 Polarity values on

aggregating news transcripts

over a fortnight
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Fig. 3 Coverage values on

aggregating headlines for

“Obama”

For the next part of the analysis, we examine the coverage of the news. Indicating

the polarity of the news will not give the overall impact of the topic being inves-

tigated. Hence, we measure “coverage” as an additional parameter. Along with the

polarity, the coverage values will be provided to assess the impact. A topic might

have high polarity, but its impact is limited to the duration for which it is aired.

Combining both these analysis will help us analyze better. The coverage for mid-

term elections is given in the graph. The values indicate the percentage of coverage

it received for the given time quantum. 0 % would indicate no coverage and 100 %

indicate only a single topic being discussed the entire time. The coverage for “mid-

term elections” is given below in the graph.

The news coverage is measured using the “datetime” field of the database. The

“datetime” field stores the time of airing of the program. We can use this to calculate

the coverage each topic has received in a transcript. Here, the assumption is that each

news item receives equal coverage in the allotted air time. By aggregating time, over

the document set for a day, we can get coverage for individual topics over a day. The

values can subsequently be studied over a timeline (Fig. 3).

Given the graphs for two metrics of measurement, i.e., the polarity and coverage,

it is possible to asses these across news channels and also with in the news channels.

The increasing polarity values indicate an increasingly polarizing news which peaks

around the election time and reduces again. Increasing values indicate the news tend-

ing towards a sentiment and hence influencing the public opinion on the topic being

assessed. The coverage provides another metric for influence, a higher coverage indi-

cates a higher reach for the news be polarized or subjective news (Fig. 4).

Across news channels, polarity for the same topic can be compared across time

line, a higher one would indicate a news channel providing a more polarizing news

for the same topic at the same interval. Unusually, higher coverage and unusual polar-

ity values could indicate an affinity for certain topics.
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Fig. 4 Coverage values on aggregating headlines for “Election”

5 Conclusion and Future Work

A basic method to clean, segment, and perform sentiment tasks for news transcript

data has been addressed in this paper. The method though leaves scope for improve-

ment on tasks like document segmentation as well as the premise and extent to which

sentiment analysis can be done with this data. In addition, we would like to build an

analysis tool that would inculcate all such methods to provide usable analytics for

businesses. The data sets used for our experiments have only been from a single

news source; however, we would like to expand this analysis to other media sources

to bring in new insights in the future
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Inventory Management System Using IOT

S. Jayanth, M.B. Poorvi and M.P. Sunil

Abstract In this paper, we are presenting an efficient system for managing the
inventory for various applications dealing with solid or liquid assets. By imple-
menting the inventory management based on IOT, we eliminate the unnecessary
man power and make it automated between the measurement and order placement
stages, thereby improving the efficiency of inventory management. The idea utilizes
the ultrasonic transducer and a processing device with capability to connect to the
Internet, such as a Raspberry Pi, to measure the inventory and send a mail to the
supplier and/or to the company personnel for order placement, as well as display the
present stock availability on a Web page hosted by our system.

Keywords IOT ⋅ Raspberry pi ⋅ Ultrasonic transducer

1 Introduction

Inventory management refers to the calculation of the available stocks. Inventory
management is implemented in the various stages of the production line. It is a
necessary tool for the ever-growing industries, whose demands for products are
growing and delays cause a major problem [1–4]. This system is not only limited to
industries, but are extended to medical and other fields. The presented design is
cost-effective and can be implemented to address simpler or complex issues. The
complex issues involve the stock management of wheat, barley, and other cereal
manufacturing plants which require high efficiency. Our design can also be used for
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stock management of liquids as well, such as in detergents, soft drinks, and more. In
medical applications, they are used in efficient storage and stock updating of drugs.

The technology used for this efficient stock management is based on Internet of
Things. IOT is basically a physical network of components with embedded soft-
ware, electronic concepts, and components. It allows various components to be
sensed and remotely maintained by a network infrastructure. It also facilitates
integration amidst the physical space and computer-like systems.

2 Literature Review

A typical inventory management system available in the market is built around
software, which monitors the stocks. The inventory details are updated by the
workers of the industry by various methods. One such method includes barcode
scanners. Such type of Inventory management system is suitable for industries
dealing with packaged cartons. However, when it comes for liquid stocks, it is
impossible to keep a track of its inventory using barcodes. Another method is using
RFID integrated along with ZIGBEE [5, 6]. The RFID readers themselves have a
limited detection range. If multiple consignments are on the same palette, it is
difficult for the RFID reader to read the signal precisely. The cost increases if there
is a lot of stock and they need to be labelled using the RFID, and multiple node
reflects to multiple RFID readers and cost [6]. The disadvantage of RFID is that it
can to used only to monitor packed goods and can be implemented only at the

Fig. 1 Functional block diagram of the proposed design
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packaging stage. By establishing a shared inventory for vivid departments of the
enterprise, it allowed them to timely and efficiently maintain and control their
inventory [7, 8]. While measuring inventory, there are several measuring sensors
that are available in the market, such as a load cell.

3 Functional Block Diagram of the Proposed Design

In our design, we strive to improve the performance, yet maintain the simplicity of
the system. Here, we use the power of IOT to simplify and make it efficient by
eliminating any unnecessary human interference and automating the entire network
responsible for inventory management. The dividing line between the pre-existing
design and the proposed design is the use of dedicated hardware for Inventory
management. The other ingenious idea incorporated in our design that sets it apart
is the effective utilization of the ultrasound transducer to measure the inventory.
Since our design has a dedicated hardware, it can run on batteries. This is effective
when the system is installed in industries that do not depend mainly on electric
power for its operation. In the presented design, an ultrasonic transducer is
implemented to measure the stocks available. The design is generalized as shown in
Fig. 1. There is no need for modification for change in inventory type. The same
transducer can be used to manage both solid and liquid stocks with no changes.
This is achieved using the ultrasonic transducer. The transducer is used to measure
the time taken for a pulse to travel from the top of the container to the surface of the
filled container and return back. This time is used to determine the distance from the
top of the container to the surface of the inventory. By assuming two values, i.e.,
max and threshold, where max is the distance for full inventory and the threshold is
the distance for acceptable minimum inventory. It is clear that max < threshold,
since the distance increases with decrease in stocks. The threshold value to be so
chosen that the industry should be capable of functioning till the new goods arrive.
The stock measurement occurs as shown in Fig. 2. The heart of the system is a
Raspberry Pi, which is used for two purposes. First, it is interfaced to the ultrasonic
sensor to determine the time (Fig. 3).

Speed = Distance/Time.
where speed refers to the speed of sound in air
Speed = 330 m/s

Hence, the above equation becomes

34000 = Distance/(Time/2)
17000 = Distance/Time
Distance = Time * 17000
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Second, the system is connected to the Internet through an LAN cable or using a
suitable wireless Wi-Fi module. Figure 1 shows the system connected to the net-
work via Wi-Fi. The presented design lets that the system sends an e-mail to the
supplier as well the company’s inventory manager. The inventory management
based on IOT eliminates any human interaction with the system, thereby
automating it with high efficiency.

As we can see, when the stocks reach the threshold value determined in the first
stage, the system sends a mail directly to the supplier with the required amount of
stocks as shown in Fig. 4. It also alerts the inventory manager by sending him a
mail about the new order.

Using the multitasking ability of the Raspberry Pi, we run two programs nec-
essary for our design. First, the code required for measuring the distance and
sending the mail is executed. Second, a Web server is installed and made to run in
the background to host a Web page. The Web page contains information, regarding
the inventory and whether new stocks are added. This is achieved by installing
Apache Web server on the Raspberry Pi. The apache Web server runs on boot,
thereby one can access the Web page by entering the local IP address of the
raspberry Pi in their browser. The IP address of the Raspberry PI can be made static,
so as to fix the Web page address, else every time, the Raspberry Pi boots the IP
address changes.

The distance is calculated every 10 min and compared with the threshold value
to decide whether to generate a mail or not. After the mail is sent, the system waits
until the inventory crosses the threshold value. This is necessary, because the
system would continuously send a mail every 10 min if not.

Fig. 2 Ultrasonic distance
measurement
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4 Hardware Implementation and Its Components

4.1 Raspberry Pi

The heart of the system is based on the infamous Raspberry Pi. There are various
models of Raspberry Pi available in today’s market. This design was implemented
on the Raspberry Pi Model B. The Raspberry Pi Model B boosts a 1 GHz processor
with a 512MB RAM. It also has two on board USB ports, an Ethernet port and a 26

Fig. 3 Flow chart of the proposed design
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pin expansion header with GPIO, I2C, etc. The raspberry Pi GPIO works on 3.3 V
logic, and it is necessary to use a level shifter when interfacing it with a 5 V Sensor.

The Raspberry Pi loads its required operating system from the SD card. There
are various OS available, but we are particularly interested in the debian Raspbian
Wheezy. The Raspberry Pi can be accessed through a monitor, mouse, and a
keyboard or use it headless via SSH. The availability of the Ethernet port and the
USB port helps the Raspberry Pi connect to the Internet. When the Raspberry Pi is
connected to the Internet, using mail transfer protocols, we can send mails auto-
matically through our program Python.

4.2 Ultrasonic Transducer

The ultrasonic transducer used is HC-SR04 which operates on 5 V, which consists
of a transmitter and a receiver. The sensor has three input pins and one output. The
output is the echo, which is connected to the Raspberry Pi using a suitable logic
shifter. Out of the three remaining inputs, two are 5 V and GND. The other input is
the trigger, which can be connected to the Raspberry Pi without a level shifter.
When a trigger pulse of suitable width approximately 10us is applied to the trigger
pin of the transducer, the voltage at output pin drops to zero. The transducer
transmits 8 40 kHz pulses of ultrasonic pulses which travel through the air until it
meets an object that these pulses are reflected back by the object. Once the wave is
reflected and received by the transducer, the output is set to high. The duration of
the output was low, which is the time taken for the sound wave to hit the object and
return which we consider as delay. The range of measurement of ultrasonic sensor
is 2–400 cm with up to 3 mm accuracy.

4.3 Wi-Fi Dongle

The Wi-Fi module with Realtek 8188EU chipset was implemented. The necessary
drivers should be added to the Raspberry Pi. The Wi-Fi router can be any 2.4 GHz
router. In our design, we have used the Wi-Fi dongle instead of the LAN con-
nection, because of the mobility criteria. Hence, we used Leoxsys Wi-Fi dongle to
enable wireless connectivity [9].

5 Software Implementation and Its Tools

The Raspberry Pi requires an operating system (OS) to boot. The Raspbian Wheezy
was our choice in the presented system, because of its simplicity. In order for the
Raspberry Pi to run on this powerful OS, we require a suitable capacity micro SD
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card with an adapter. To install the OS, we require software capable of creating a
bootable disk from an OS image. This is achieved using the win32disk imager
software which runs on a windows PC. Once the memory card is prepared, it is
inserted to the Raspberry Pi and is booted.

Once the Raspberry Pi boots, it is necessary to tweak certain functions. One such
function is to expand filesystem, which is necessary to completely utilize the
memory of the SD card. All the packages should be updated and upgraded using the
terminal. This can be achieved by connecting a monitor, keyboard, and a mouse, as
shown in Fig. 5 or install an SSH application, such as on a PC running windows,
and do necessary changes to the raspberry pi, as shown in Fig. 6.

Fig. 4 A typical mail received by the supplier from the system

Fig. 5 Prototype of the presented design
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Raspbian Wheezy comes along with Python. The program for the presented
system is written using python and is added to execute at the boot time. Hence,
when the system boots, the application automatically runs. To send an e-mail to the
supplier and the inventory manager, it is necessary to install mail transfer protocol.
We have used SMPT in our design due to its ease of configuration. The SMPT and
GPIO functions can be accessed and controlled using python libraries.

6 Results and Discussions

With the above-described hardware and software implementation, the system was
realized and tested. The graphical user interface can be enhanced if necessary to
visually display the estimated amount. The presented design is meant to be com-
pact, cost-effective, and simple to implement. Hence, a lot of effort was not con-
centrated on the GUI. This system is not limited to a single sensor. Multiple sensors
can be connected to the same Raspberry Pi due to the availability of multiple GPIO
pins and I2C. If storage containers are separated by great distance and multiple
sensors are required, multiple systems can be installed due to their low cost. Our

Fig. 6 Win32disk imager software window

Fig. 7 Web page hosted by the system
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system detects the amount of inventory every 10 min, which can be varied
according to the rate of inventory consumption. When an e-mail is sent to the
supplier, the mail is delivered within 15 min. This delay is caused due to the refresh
rate of new mails.

The Web page is hosted by the inventory management system is illustrated in
Fig. 7. The Web page displays the inventory percentage for information and also
shows if new stocks are allowed. One can access the inventory through any
computer connected to the same network. The Web page can be developed further
to add more details and display stocks of various storage containers in the same
facility. The Web page can be made available on the Internet by acquiring a static
IP from the ISP, which can help people monitor the stocks from remote location.

7 Conclusion

It is evident that this system is cost-effective. The Raspberry Pi is a 35$ computer,
which is the fractional cost of the pre-existing software to track the inventory. Using
ultrasonic sensors to measure the stocks, we have simplified the system which can
be used for both solid and liquid stocks. Since the ultrasonic sensor needs to be
placed on the top of the container, it is simpler and easier to mount. As we can
clearly see, the system directly sends a mail to the supplier, thereby reducing human
errors. Since the threshold value is so chosen that the stocks is sufficient for
operation till the new stocks arrive, the system is self-sustained and there is no delay
caused due to insufficient inventory. Because of the low cost, easy implementation,
and efficient design, it can be implemented in hospitals, small-scale industries, and
large-scale industries, where the limitations are our imagination.
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A Personalized Recommender System
Using Conceptual Dynamics

P. Sammulal and M. Venu Gopalachari

Abstract E-commerce applications are popular as a requirement of emerging
information and are becoming everyone’s choice for seeking information and
expressing opinions through reviews. Recommender systems plays a key role in
serving the user with the best Web services by suggesting probable liked items or
pages that keeps user out of the information overload problem. Past research of the
recommenders mostly focused on improving the quality of suggestions by
the user’s navigational patterns in history, but not much emphasis has been given on
the concept drift of the user in the current session. In this paper, a new recom-
mender model is proposed that not only identifies the access sequence of the user
according to the domain knowledge, but also identifies the concept drift of the user
and recommends it. The proposed approach is evaluated by comparing with
existing algorithms and perhaps does not sacrifice the accuracy of the quality of the
recommendations.

Keywords Recommender system ⋅ Ontology ⋅ Usage patterns ⋅ Conceptual
dynamics

1 Introduction

Internet has left a significant mark in all fields, such as e-commerce, science and
technology, education and research, and telecommunication. From the past couple
of decades, the research and development of the Web services hasbecome expo-
nential and accelerated by many cutting edge technologies such as big data and
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cloud computing. Popular service providers on the Web such as Netflix, Last.fm
music and Amazon are trying to promise satisfaction to their customers by pre-
dicting their interests toward the domain by means of recommender systems.

Recommender systems are the providers of personalized recommendations
that exist in various types with respect to the strategy used, out of which the first
one is content based (CB), in which recommenders try to analyze the users’
access sequence; the second one is collaborative filtering (CF) that tries to
aggregate the interests of the neighbors of a user. Over a period, hybrid
recommenders evolved that combined the features of CB and CF to make
suggestions better. The recommenders generally focus on the patterns of the
navigation sequence of the customer by means of the user’s past history. The log
file in the server can be the source of finding the access patterns of a user under
various types of criteria.

Broadly, there are two issues identified in this scenario where the first one is if
these patterns do not consider the true semantics behind the access patterns, then the
outcome will limits the quality of prediction. That means the recommender must
have domain knowledge to provide meaningful suggestions, so that the user can be
satisfied. For instance, if the user is accessing a movie portal such as Netflix, then
the access patterns must be simplified to the genre of the movie rather than the title
of the movie, assuming that the genres will say the semantic of a movie page. To
achieve this, one has to construct and incorporate the knowledge using the ontology
of that particular domain, and the real challenge is in constructing the knowledge
with reasonable efficiency. The second issue is recommending according to the
dynamics in the user’s interest that drifts from one concept to another.

The patterns identified for a customer even with knowledge hardly gives the user
profile little historic. If the user is with another concept which is not in the pattern,
then it definitely leads to dissatisfaction of the user. For example, assume that the
recommender stored the access pattern concept for a user as “romantic movies” and
suggests accordingly, and assume that the user is currently accessing a set of “action
movies”; then it definitely leads to the dissatisfaction of the user proving lag in the
predictive accuracy.

In this paper, a recommender system is proposed that is focused on resolving the
two above-mentioned issues. To accomplish this, the proposed system includes the
following tasks:

• Develop a methodology to construct the domain knowledge to identify the
concepts.

• Develop a model to find the sequence patterns by integrating the knowledge.
• Propose a recommendation strategy that also identifies the concept drift in the

access pattern and suggests accordingly.
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The experimental results carried on benchmark data sets clearly show the
improvement in the performance of the proposed framework when compared with
the popular existing models and also prove the importance of analyzing the interest
drift of the user by evaluating with appropriate measures.

The rest of the paper is organized as follows. In Sect. 2, related work is pre-
sented. In Sect. 3, the architecture and design details of the proposed recommender
strategy are described. Section 4 analyzes the implementation and experimentation
part. Finally, Sect. 5 gives the conclusion followed by references.

2 Related Work

Adomavicius and Tuzhilin, in [1], discussed the classification of the recommenders
as content based [2, 3], collaborative filtering [4] and hybrid methods [5, 6].
Although many of the researchers kept their efforts in improving the accuracy of the
recommender through the technique used [7], some focused on metrics such as
“diversity” (average dissimilarity among all recommendation pairs) [8], individual
diversity (average dissimilarity of recommendation pairs limiting to a user) [9] and
aggregate diversity (average of dissimilarity of all users) [10] as important as
accuracy to satisfy thebuser. Some works [11] proposed recommenders considering
a new kind of metric “novelty” (amounts to the user’s surprise w.r.t. the time for
searching a page or item) in the evaluation of recommendations and act accord-
ingly. But all these studies did not consider the concept of the item or the user and
did not try to identify the drift of concept.

In general, the access sequence patterns can be learned by probabilistic algo-
rithms and association analysis [12]. Ezifie and Y. Lu proposed a sequence pattern
mining algorithm using a tree structure called PLWAP-Mine [13] which showed
better results than other pattern mining techniques. In [14], Nguyen proved that
PLWAPMine integrated with the Markov model can enhance the performance of
mining. However, these algorithms consider only the usage history, but not the
semantics at all which lags the quality of recommendations.

L. Wei and S. Lei made a model by integrating the ontology with usage mining,
so that the patterns are subject oriented rather than item or page oriented to improve
the performance of the recommender [15]. There were several ontologies con-
structed on different domains such as personalized e-learning and software to
generate the recommendations of the ontology with the significant terms in the web
site used [3]. S. Salin and P. Senkul proposed applying these domain concepts even
on access sequence instances and then tried to make accurate suggestions [16].
These studies did not consider the dynamics of the ontology instance and also made
no focus on the efficiency of constructing the ontology.

A Personalized Recommender System Using Conceptual Dynamics 213



3 Recommender Model with Conceptual Semantics

The proposed model for recommenders based on concept and its dynamics can be
defined in three layers as shown in Fig. 1. In the first layer, the construction of
ontology for the domain will take place by manual, automatic or semi automatic
approaches. Though several techniques are available in constructing the ontology,
there still exists demand for the customized domains depending on the purposes. To
accomplish this task, the informal information provided is Web content; somehow it
seems tedious to process the huge provided content. Instead, one can make use of
the informal information available in or associated with a Web page such as title,
tags or URL of the page to construct the domain knowledge. Typically, the second
layer of the model is to find the patterns of the user’s access sequence. Generally,
the sequence pattern modeling uses the Web usage log after some traditional pre-
processing techniques to find patterns. However, the proposed model extends
preprocessing in its way to get semantic log, so that concept-oriented patterns can
be extracted accordingly. In the model, the recommendation strategy is defined in
the third layer that uses not only the patterns provided in the second layer to assess
the user’s navigation, but also the domain ontology constructed in the first layer to
identify the existence of the concept drift if any. Finally the recommendation
strategy in this layer gives the suggestions of the items or Web pages to the user.
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mining Concept

Identification 
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Processing 

Web log 
data

Semantic logInput log

Usage patternsConceptual Sequence patterns using knowledge

Concept 
Identification 

Suggestions 
list 

Recommendation 
Strategy 

Session 
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Session data

Domain 
knowledgeOWL

Term 
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Fig. 1 Layered architecture of the proposed recommender system
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3.1 Conceptual Knowledge Construction

Here, the title of the page and the tags provided for a Web page are used as sources
to derive concepts to generate the ontology. Generally, the tags and title of the Web
page contains key terms that represent the content of the page. The idea is to define
the concepts from these key terms depending on the number of occurrences and
combinations of the terms. This task can be accomplished by following the steps
that involve defining concepts and relationships among concepts.

3.1.1 Defining Concepts

Let {T1, T2…Tn} be the titles and tags of m number of pages or items in the
domain.

Step 1: The stop word removal technique is applied to the titles and tags of the
pages, so that only a set of raw terms {w1, w2…wk} will be derived in each page
title.
Step 2: Find frequent terms by means of the association analysis technique which
gives the significance of a set of terms that can be assumed as concept Ci.
Step 3: From the derived concept set C = {C1, C2…Cm}, identify the most
generalized and specialized concepts.; 2
Step 4: Identify a relationship from all the concepts to at least one of the mentioned
generalized concepts.

3.2 Sequence Pattern Mining with Concepts

This layer of model gives the access patterns of the user as per the domain ontology
constructed and stored with concepts and relationships among concepts. This task
can be of two parts, where the first one is about preprocessing and the second one is
pattern mining.

3.2.1 Preprocessing

The literature provides many data preprocessing techniques as four different
classes (data cleaning, reduction, integration and transformation) to make mining
qualitative in terms of accuracy. Here, the Web log contains the access records of
all the users of all sessions for a particular period. This log information will act as
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raw input for extracting the navigational sequences of the user. Generally, the
record in a log contains the IP address, time stamp of access, title of the page,
URL of the page, protocol used, session id and typically the tags of the page. Data
reduction is the first step that is applied to remove unnecessary fields such as
protocol name in the log table. Information such as time stamps or session ids
must be transformed to the format that can be processed. This log will be given for
data selection so that only the records of that particular user will be extracted with
its session ids (Fig. 2).

After making traditional preprocessing, the log is applied with advanced
techniques to transform it as semantic log. In this model, the titles of the page are
applied with stop word removal techniques to avoid the terms such as ‘the’, ‘are’
and ‘is’. Thereafter, the term extraction technique will consider the raw terms and
their combinations by means of the frequency measure. Then, annotation is made
to make the records in the user’s input log represented with the concepts for which
the domain ontology is used to annotate the relevant concept label for each record.
Finally, the aggregation step shows the access records with conceptual
information.

3.2.2 Mining Patterns

Once the semantic log is constructed, the sequential learning method will be applied
to get patterns. To get patterns, the proposed model uses the basic theme of
association patterns extraction by the TITANIC algorithm [14], which outperforms
in constructing the lattice of the concept for a user.

The above algorithm gives the access sequences as a set of combinations pre-
serving the order of a particular user results the personalized lattice of concepts. The
personalized concept lattice is the hierarchy of concepts in a tree structure con-
structed using the support and confidence measures.

Domain 
Ontolog

Web 
Log

Reduction
Selection 
Transformation

Input 
log

Stop word removal
Term extraction
Annotation 
Aggregation

Semantic 
log

Fig. 2 Preprocessing of the log to extract the semantic log
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Algorithm to find conceptual patterns:

3.3 Recommendation Strategy

The final layer in the architecture deals with the recommendation strategy to suggest
pages by means of the knowledge gained in the first layer and the patterns from the
second layer. The primary task in this step is to identify the recent concept pattern
of the current session. Thereafter, if the current concept matches any part of any of
the existing patterns saved for the user, then suggestions has to be made accord-
ingly. If the pattern matches part of the existing pattern but not with the current
concept, then the suggestion will switch away from the traditional recommendation
path to the current concept pages dynamically. Thus, the concept drift of the user’s
interest identified and the suggestions will be changed dynamically by the proposed
method.
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4 Experimentation Results

The experimental setup to evaluate the proposed model is kept on a benchmark
dataset Movielens of two variants with 100 k and 1 M ratings. The one with 100 k
ratings is provided for 1682 movies by 943 users, whereas the other one is provided
for 3900 movies by 6040 users. The ratings are on the scale from 1 to 5, defining 1
for low quality and 5 for high quality. To evaluate the methodology, the mean
absolute error (MAE) measure is used, and to evaluate the efficiency of recom-
mendations, hit ratio [6] measure is used:

MAE=
∑n

i=1 ari − prij j
n

, ð1Þ

Hit ratio=
Ar
Re

ð2Þ

where {ar1, ar2…arn} are the actual ratings, {pr1, pr2…prn} are the predicted rat-
ings, ‘Ar’ is the total number of recommendations accessed by the user and ‘Re’ is
the total number of recommendations. This experimentation compared the proposed
model with one of the popular existing usage model PLWAP for the two variants of
the data set for the top ten recommendations.

Table 1 shows the summary of the hit ratio and MAE of the proposed model as
well as the existing model. It clearly says that the proposed model outperforms the
PLWAP model in terms of the number of suggestions that are accessed by the user
that is relevant to the user interest.

5 Conclusion

The typical recommenders based on usage history cannot use the semantics and will
not consider the concept drift of user interest. This paper made study on the rec-
ommenders with concepts as well to find interest drift of the user on top of concepts
in the sense to make user satisfied. The proposed model constructs the ontology,
mines the patterns and applies on the current Web access sequence of the user. The
proposed model was evaluated by comparing with popular existing methods and the
results showed that the model outperformed in terms of performance.

Table 1 Experimentation values for the two recommenders

Technique/measure Hit ratio(%) MAE
100 K dataset 1 M dataset 100 K dataset 1 M dataset

PLWAP 45.52 49.06 0.7869 0.7641
Proposed recommender 52.48 68.22 0.7199 0.6901
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Mitigating Replay Attack in Wireless
Sensor Network Through Assortment
of Packets

Vandana Sharma and Muzzammil Hussain

Abstract There are many attacks possible on wireless sensor network (WSN) and
replay attack is a major one among them and, moreover, very easy to execute.
A replay attack is carried out by continuously keeping track of the messages
exchanged between entities and replayed later to either bring down the target entity
or affect the performance of the target network. Many mechanisms have been
designed to mitigate the replay attack in WSN, but most of the mechanisms are
either complex or insecure. In this paper, we propose a mechanism to mitigate the
replay attack in WSN. In the proposed work at each node, assorted value of a
received packet is maintained in a table and the reply attack is detected or mitigated
using their assorted value of the already received packets. The proposed mechanism
was simulated and its performance evaluated and it was found that the proposed
mechanism mitigates the replay attack, secures the network and takes less time for
processing.

Keywords Replay attack ⋅ Sensor nodes ⋅ Hash ⋅ MD5 ⋅ Occurrence

1 Introduction

WSN was introduced first time in military and heavy industrial applications.
Governments and universities began using WSN in many applications such as
natural disaster prevention, weather stations and fire detection. With the increased
use of the WSN mission in critical environments such as military and health-care
applications, these environments need to be secured.
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The sensor node is composed of the sensor, processor, transceiver, ADC,
memory antenna and power generator. The sensor produces a considerable response
whenever it detects any change in its external environment. The main component of
the sensor node is the sensor; it senses the data and converts it from analog to digital
through ADC. The data are then processed and the processed data are then sent
through the transceiver to the base station. The transceiver does the task of both
transmitting and receiving [1, 2]. For location finding and mobility handling, a
location finding system and mobilizer are introduced. The power generator supplies
power. WSNs are placed in a location where humans cannot reach easily, so that
they should be provided with a sufficient amount of energy to power the system.

The major challenges of WSN are ad hoc deployment, dynamic nature and
unattended operation. Due to the dynamic environment, sensor nodes should be
developed so that they can cope with environmental challenges. Due to this,
unattended operation sensor nodes should be configured so that they can adapt to
the environment changes automatically. WSNs are deployed in places where
humans cannot go physically, so physical security becomes a major concern.
Confidentiality, authentication, integrity and availability are the major security
requirements of WSN [2, 3].

WSNs have limited storage capacity and computational power. The battery of
WSN should be used efficiently. All attacks on WSN are to deplete the resources of
WSN. There are many attacks possible, such as selective forwarding, sinkhole,
Sybil, impersonation and eavesdropping [4]. Replay attack can be carried out easily
by keeping track of all the messages being sent between nodes and sending them
back later, to waste the resources of the target node in processing the message. The
target node gets drained and will be unable to perform its actual task, leading to
denial-of-service attack [5, 6]. In this paper, we have studied the impact of replay
attack and have proposed a mechanism to mitigate it.

2 Related Work

So far, mechanisms have been designed to detect and mitigate replay attack. Here,
we summarize the effective mechanisms among them, but most of them suffer from
problems such as security, complexity and synchronization.

2.1 Lamports Password Authentication

This method implements a onetime password, due to which the attacker cannot
eavesdrop on messages exchanged. This method is implemented between the user
and the server. A system which uses this method will never use the same password.
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In this, a password table is used to verify the legality of the user’s identity. In this
mechanism, there is a risk of losing the password table; if it is used, the attacker can
misuse it. To overcome the stolen table attack of the Lamport Password authenti-
cation scheme, nonce-based and timestamp-based schemes were introduced.

2.2 Nonce

In password-based authentication protocol, [7] the server sends a challenge or a
random value to the client and the client will respond by sending h(c || p), where h is
the hash, c is the challenge and p is the password. || denotes concatenation. The
server checks the password in its database and whether it is correct; if yes, then the
client is validated.

With a passive attack, the attacker eavesdrops, but does not alter the message.
The attacker can see c and h(c || p), so he can use this cluster to create passwords
until a match is found. Random challenge is used to avoid this attack.

If the attacker is active, then he can change the messages; the attacker can send
his own challenge c’ and wait for the client’s response. The client will send the
response h(c’ || p). Using the same challenge c’, he can get the precomputed table.
Now, the attacker can attack several passwords. A client nonce avoids this by the
following:

The server sends a random challenge. The client chooses a nonce n.
The client sends n || h(n || c || p).

The server re-computes h(c || n || p) and sees if this value matches the one the
client sends.

2.3 Timestamps

It is a method to ensure the freshness of the message. This is a very old method to
find out that the message which is received is original or replayed. In this, every
message is sent along with a timestamp [8]. The receiver after receiving the mes-
sage checks whether the timestamp is within the acceptable range; if yes, then the
message is accepted otherwise dropped. Through Network Time Protocol every
computer maintains accurate time.

To implement this method, clock synchronization of the two entities is a must.
Synchronization is required to maintain the accuracy and precision of the times-
tamp. Here, we need to make a list of old timestamps, large storage is required and
due verification overhead is suffered.
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2.4 Sequence Number

Sequence number is assigned to be monotonically either increasing or decreasing to
each transmitted message. If a message is replayed, it will have a very small or very
old sequence number and can be discarded [9]. In this mechanism, forced replayed
messages cannot be detected and also it is difficult to maintain the sequence
number.

2.5 Receiver Authentication Protocol

RAP [7] can be used for two purposes, detection and prevention. Detection is a
scheme which aims to detect an intruder that replays beacons without preventing it
from doing so. In the prevention mode, the challenge–response message exchange
takes place before data transmission. In this, the sender transmits the data only
when the receiver is authenticated. Energy efficiency is a major requirement; so in
normal condition, detection is done and the system switches to the expensive
prevention mode only if required.

2.5.1 Detection Mode

RAP-D aims to detect the replayed packets. As we can see in Fig. 1, if a sender
node A wants to transmit data to receiver B, B broadcasts a beacon and A answers
backs with data and a challenge Cp. On the following beacon, B acknowledges the
reception of data packets and sends encrypted version of challenge Cp using shared

Fig. 1 Detection of the replayed beacon shown in the first figure and prevention of beacon
replayed shown in the second figure

224 V. Sharma and M. Hussain



key Krap. B validates the response by decrypting it and comparing it with the
original value. If they are the same, then the message is not replayed.

2.5.2 Prevention Mode

RAP-P aims to prevent the beacon replay at the cost of increased overhead. It can
be seen in Fig. 1. In this, data is not sent right after the beacon. A sends a challenge
Cp and waits for the encrypted challenge from B. Only if the received value is
correct, then the data is exchanged. This is more costly because two more messages
are being sent.

3 The Proposed Algorithm

In this work, we have designed a mechanism to mitigate replay attack. In the
proposed protocol, for each received message, the node calculates its hash value
and stores it in the table. The computed hash is searched in the occurrence table; if
not found, then the message is treated as fresh and it is entered into the occurrence
table with occurrence set to one. Otherwise, the message is replayed once and is
discarded by the node.

Algorithm

where n is the maximum number of entries in the table, Table[i].id is the hash of the
ith entry and hp is the hash value.
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Whenever a message is received at any node, it is checked that a table is created
or not; if yes, then the hash of the received message is compared with the already
existing hashes. If a match is found, then the message is declared as a replayed
message; otherwise, it is a new message and entry is created in the table for hp and
occur. Here, hp is hash of the received message and the occur value is set to one.
Loop ‘n’ is the total number of entries in the table. This loop will run for every
message which is received. The table is a structure, which consists of two members
table[i].id for hash of message and table[i].occur for occurrence value.

If table[i].id is equal to the recently calculated hash and table[i].occur > 0, then
the message is replayed; otherwise, a new entry is created for the hash and occur
value and the packet is declared as fresh.

4 Implementation

The proposed protocol was implemented in Python database. For enabling com-
munication, three entities are defined, two clients and one server. Clients com-
municate through the server. The proposed protocol is implemented at the server,
while replayed messages are discarded by the server and fresh messages forwarded
to clients. The server is defined as a local host with IP address 127.0.0.1 at port
5000. Clients are at port 0. Socket API is used for communication between client
and server.

ipc s = socket.socket socket.AF INET, socket.SOCKDGRAMð Þ.

Fig. 2 client1 sending a hello message to client2 through the server

226 V. Sharma and M. Hussain



The messages are exchanged between communicating entities as datagram. The
hash of the received message is calculated using MD5 as g = hashlib.md5(str
(data))hashdigest().

5 Result and Analysis

The proposed algorithm was simulated in Python. One server and two clients
(client1 and client2) were created. client 1 will send a hello message to client 2 and
client2 responds with a hello message. If client1 sends a hello message again, the

Fig. 3 client2 sending a hello message to client1 through the server

Fig. 4 The server detecting a replayed hello message sent by client1
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server detects it as a replayed one. The proposed mechanism is simple as the nodes
just need to compute the hash of a received packet and compare it with the existing
values in the table. The mechanism is secure, as it is impossible for any node to
mislead the receiver node by resending packet as a fresh one by changing a few
parameters because the hash is computed for the whole packet (Figs. 2, 3 and 4).

6 Performance Comparison of Bloom Filter
with the Proposed Protocol

The performance of the proposed protocol is compared to that of the existing
protocol (Bloom filters). It has been observed that the proposed protocol has a less
number of hash computations and the probability of detecting a replayed packet is
the same. However, the proposed protocol takes less time than that taken by Bloom

Fig. 5 Time taken to detect the replay message through the Bloom filter is 0.0001938343 s for
a particular input

Fig. 6 Time taken to detect the replay message through the proposed protocol is
0.000069856643 s for the same input as in the Bloom filter
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filters mechanism. The computation time of the proposed protocol was found to be
0.0006985 s and that of the bloom filters mechanism 0.0001950 s for the same and
under a similar environment (Figs. 5, 6 and 7).

7 Conclusion

Security is a major issue in WSN. The network has to be protected against various
possible attacks so as to extend the lifetime of sensor nodes and also to avoid its
malfunctioning. Replay attack is very common in WSN and may lead to many more
attacks like DoS. Hence, it is very much needed to design a mechanism to mitigate
any replay attack in WSN.

We have designed an algorithm to detect and mitigate any replay attack. The
receiving entity calculates the hash of the received packet and stores in its database
along with a parameter occurrence. Any packet with occurrence one is detected as
replayed. The proposed algorithm is implemented in Python and its performance is
studied and verified. It has been found that the proposed protocol is successful in
mitigating the replay attack in WSN. The time taken by the proposed protocol is
found to be less then that compared to the existing mechanism.

Fig. 7 The comparison of the time taken by the Bloom filter and the proposed algorithm for
various inputs. Inputs are mapped in the X-axis and time in milliseconds is on the Y-axis. It shows
that the time taken by the proposed algorithm is very less compared to that by the Bloom filter
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Progressive Genetic Evolutions-Based Join
Cost Optimization (PGE-JCO)
for Distributed RDF Chain Queries

K. Shailaja, P.V. Kumar and S. Durga Bhavani

Abstract The finest way of semantic Web representation for further indexing and
querying becomes robust due to the RDF structure. The magnified growth in
semantic Web data, RDF query processing, emerged as complex due to numerous
joins. Henceforth, to achieve scalability and robustness toward search space and
time, the query joins must be optimized. The majority of existing benchmarking
models have been evaluated on a single source. These methods utterly failed to
optimize the queries with nested loop join, bind join, and AGJoin, which is due to
the search cost only being considered as the optimization factor by all of the
existing models. Hence to optimize the distribute chain queries, here in this paper
we propose a novel evolutionary approach, which is based on progressive genetic
evolutions to identify the optimized chain queries even for distributed triple stores.
The experimental results show that the significance of the proposed model over the
existing evolutionary approaches is optimal. Also, it is obvious to confirm that the
metrics and evolution process introduced here in this paper motivates future
research to identify the new dimensions of chain query optimization to search in
distributed triple stores.

Keywords Query optimization ⋅ RDF ⋅ Triple store ⋅ SPARQL ⋅ Join cost
optimization ⋅ PGE-JCO ⋅ Query chain ⋅ Distributed RDF ⋅ Search space ⋅
Access cost
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1 Introduction

Web is the present scenario of data sharing. The magnified speed in increase of data
volumes in Web leads to the information processing complexity. To handle this
issue, one significantly acceptable solution is the semantic Web. More precisely,
semantic Web is the structure of relating the people and data through similarity of
data content, context, concept or the semantic scope [1]. Storing data of the
semantic Web is another dimension of the data storage and many of the storage
models have emerged in the last two decades [2]. RDF is one of the fundamental
data models [3], which is a language of forming semantic relations between Web
data. The triple-store format that follows to relate the data in RDF is the most
successful structure. Despite the facility of Web page storage under the semantic
relations, there are significant challenges such as optimal scan of the RDF store to
extract the desired information, indexing the RDF store and balancing the dis-
tributed triple stores to store and search the data. SPARQL [4], which emerged with
the motivation of SQL, is one optimal solution to deal with these challenges.

The SPARQL is capable to query-distributed triple stores. To acquire the
information that links with many combinations of any of the triples, an SPARQL
query restraints the set of queries using joins. The complex select query of
SPARQL that aimed to extract information from the RDF store needs to be optimal
in search space usage [5]. Hence, the optimizing query chain to scan the RDF store
is a significant research area and, moreover, this research issue is more complex if
distributed RDF stores are to be scanned against the given query. The scan time,
search space usage and store access cost are together influenced by the order of
joins involved in the given query.

The reserach objective of many scholars is to analyze and deliver divergent
query optimization strategies, which is in the context of semantic Web. The sig-
nificant query optimization solutions [6] are based on evolutionary strategies, such
as genetic algorithm [7], iterative improvement (II) [8], simulated annealing
(SA) [9] also called two-phase optimization (2PO) algorithm were used to address
the problem of query path optimization. The de facto issue is that though these
many solutions emerged, none of them are capable of optimizing the queries in all
contexts, such as loop back joins, left deep tree, right deep tree and bushy tree
representation of the queries. Another active objective is optimizing queries against
distributed RDF stores. Hence it is obvious to concude that, there is a significant
need to define query optimization strategies.

The article is organized into multiple sections. Section 2 explores the review of
the work related to our proposed model. Section 3 contains the detailed description
of the model proposed called PGE-JCO, which is followed by Sect. 4 that elabo-
rates the experimental setup and performance analysis of the proposal. Section 5
concludes the model devised in this article.
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2 Related Work

The elementary concepts associated with efficient processing [5] of SPARQL
queries has been studied in literature. The study was performed on (i) the com-
plexity analysis of all operators in SPARQL query language, (ii) equivalences of
SPARQL algebra and (iii) algorithm for optimizing semantic SPARQL queries. The
complexity analysis shows that all fragments of SPARQL fall into the category of
NP.

To handle the large amount of RDF data, there is a need to optimize the join of
the partial query results. An ant colony system (ACS) [10] was proposed in liter-
ature to query effectively in the semantic Web environment. The improvement in
solution costs was compared with the existing algorithms such as genetic algorithm
(GA) [11] and two-phase optimization (2PO) [12]. It was proved that the ACS
approach outperformed the existing approaches.

To optimize a special class of SPARQL queries called RDF chain queries, a new
genetic algorithm was devised called the RCQ-GA [11]. The algorithm optimizes
the chain queries by finding the order in which joins are to be performed. The
performance of the algorithm was compared with two-phase optimization and the
results show the quality of the solution and consistency of the solution.

Cardinality estimation-centric join ordering algorithm [13] is one that aimed to
optimize the join order of SPARQL query to achieve minimal execution time. The
performance analysis of this model was done on star and arbitrary queries. The
search optimization in this model is considered to be only metric and is also specific
to scan the single RDF store.

The particle swarm optimization is another evolution strategy that was used [14]
to optimize the queries of distributed database context. Since the particle movement
is in the context of the probability distribution, the computational complexity of this
model is also not linear. The model is not described as specific to distributed RDF
and optimality varies according to the parameters set.

A parallel join algorithm [15] is the ensemble of three algorithms that joins
manifold queries in an enclosed manner. The access cost is not considered to
optimize the join cost which is a considerable constraint of the model, but this
model is robust toward data size.

Querying graphs called the G-SPARQL [16] is another benchmark model in the
literature. G-SPARQL partitions the query into subqueries and executes each
subquery in the context of optimal memory usage. The computational complexity
of the model is not linear and also lacks the optimization of access cost and search
space.
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Another SPARQL query processing model [17] that uses an index structure to
optimize the search space toward RDF triples scan was proposed. This model relied
on a tree structure to optimize query joins. This model is robust if SPARQL query is
aimed at a single RDF store, since the access cost is not the factor of join cost
optimization.

A Map Reduce framework [18] was devised in the context of minimizing the
response time. The algorithm that was devised to support this framework is
All-Possible-Join tree (APJ-tree) algorithm. To optimize the search space, the
bloom filter is used by the APJ-Tree. Similar to the other benchmarking models
discussed, this model also does not consider the access cost as a factor of join cost
optimization and seems to be robust to scan the query on a single RDF store.

The constraints observed in all of these existing models are that they were
introduced to optimize the queries in single source environments and do not evince
optimal performance and robustness in query chains with a large number of joins.
Moreover, the access cost is not considered as the factor of join cost optimization.

Henceforth, here in this paper we defined a novel evolutionary computational
model called “Progressive Genetic Evolutions-based Join Cost Optimization
(PGE-JCO) for Distributed RDF Chain Queries”, which is based on genetic evo-
lution approach. Two metrics called “Search of Minimal Combinations (SMC)” and
“Search by Minimal Access Cost (SMAC)” are defined and used to explore the cost
function of the genetic algorithm.

3 Progressive Genetic Evolutions-Based Query Chain Join
Optimization

Progressive genetic evolution strategy [19] restricts the number of evolutions to a
minimum. To do this, the progressive evolution strategy considers the new gen-
erations with fitness better than any of the pair of parents. The other significance of
this proposal is the strategy of distributed RDF query chain cost assessment, which
is done by assessing the optimality of multiple joins toward access cost and search
cost. The objective function (see Sect. 3.2) estimates the cost of a query chain
through the aggregation of the cost observed for each individual join involved in the
query chain.

3.1 Querying RDF

The semantic Web search on the RDF structure through a SPARQL queries is done
by representing in the form of a tree structure. The given query is formed in three
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different formats called left deep tree, right deep tree and bidirectional deep tree,
also known as bushy tree. Any of these trees retains the subjects, predicates or
objects as leafs and joins as nodes. Hence, the formation of the tree is done as depth
first (leaves first). Connecting the query join as tree node to other query join exists
in the tree as a node forms a bushy structure, where as a query join connected to a
subject, predicate or an object delivers right deep tree and a subject, predicate or an
object connected to other join under other join node concludes left deep tree.

The context of the proposed model is to optimize the join cost of a query that is
aimed at distributed RDF, and hence the query structure adapted during the
exploration of the proposal is bidirectional or bushy tree.

3.2 Objective or Cost Function

To identify the optimality of a query formed as a bushy tree, we defined two metrics
called Search of Minimal Combinations and Search Minimal Access Cost. These
two metrics are proposed, since the join cost optimization is always assessed
through the search space used and the search time taken. The search space used is
primarily proportionate to the number of combinations traversed due to the two
leaves connected under a join node. To reflect this, here we proposed a metric called
Search of Minimal Combinations. The other key factor is access time, which is the
same if all join nodes of the tree connecting the leafs target a single RDF store, but
if the target triple stores are different for each leaf of the join nodes involved, then
the access time is different for different leafs. To do this, we proposed another
significant metric called search by minimal access cost, which is dependent on the
metric called search by minimal combinations. The approach of assessing these
metrics is explored below.

Search of minimal Combinations (SMC) is the possible number of combinations
between the count of subjects and count of objects under a given predicate. The
maximum possible combinations can be measured as follows:

mpcðJkÞ=1− ∑
jSj

i=1
∑
jOj

j=1
f1∃pðsi → ojÞ≡Pg

 !− 1

,

// where the above equation counts all the possible combinations of the subject si
and object oj with the expected predicate P; pðsi → ojÞ is the actual predicate of the
subject si and object oj. “mpcðJkÞ” indicates the max possible combinations under
the kth join, which is normalized to the value between 0 and 1.
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Search by Minimal Access Cost (SMAC) is the aggregate cost to access the
distributed RDFs under different subjects to obtain the objects under the expected
predicate. This can be assessed as follows:

acðJkÞ=1− ∑
jSj

i=1
∑

jDRDFj

j=1
facðsi ⇒ rdfjÞ⊗ vcg

 !− 1

,

// where in the above-defined equation, jSj is the total number of subjects under a
query, jDRDFj the number of RDFs considered under distributed architecture,
acðsi ⇒ rdfjÞ the access cost to rdfj under the selected subject si and vc represents
the number of visits. The normalized aggregate access cost of the kth join is
represented by acðJkÞ.

The cost observed at the kth join can be measured as follows:

cðJkÞ=1− ðmpcðjkÞ⊗ acðJkÞÞ.

Cost Estimation of a Query Chain
For a given query chain qc,

cðqcÞ=
∑
jqcj

k=1
fcðJkÞ∃Jk ∈ qcg

jqcj ,

//where cðqcÞ is the average cost of the joins found in qc.

3.2.1 Root Mean Square Distance of the Join Costs

The root mean square distance of query chain qc is measured as follows:

RMSDðqcÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
jqcj

k =1
minðfcðj1Þ, cðj2Þ, . . . . . . , cðjjqcjÞgÞ− fcðJkÞ∃Jk ∈ qcg� �2

jqcj

vuuuut ,

//where in the above equation, RMSDðqcÞ is the root mean square distance of the
join costs observed in qc.
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3.3 Progressive Genetic Evolution Strategy

To deliver a cost optimal query chain for distributed RDF, the complex permuta-
tions and combinations should be checked between all possible query joins. With
regard to this, here we devised Progressive Genetic Evolutions Strategy to identify
the set of cost optimal query chains. The exploration of the algorithm is as follows:

Input:

• Set of queries Q= fq1, q2, q3 . . . ., qjQjg involved in the possible query chains to
extract the desired information from a distributed RDF.

• Set of possible joins
S= fjq1 = fj11, j12, . . . . . . j1kg,
jq2 = fj21, j22, . . . ..j2lg, . . . . . . .
jqjQj = fjjQj1, jjQj2, . . . . . . jjQjpgg

8<
:

9=
; available for each

query in Q.
• Approximate number of possible query chains set

QC= fqc1, qc2, qc3, . . . . . . . . . , qcjQCjg
• Max evolutions threshold met

Progressive Genetic Evolutions:

a. Find joins that are common for any two given query chains such that the
queries that are in the successor part of the selected join or queries that are in
the predecessor part of the selected join be the same (order of queries need
not be the same) in the given pair of query chains. For all joins found under
this condition in the given pair of query chains,

i. Split the first and the second query chains given as lqc1, rqc1 from first
query chain and lqc2, rqc2 from second query chain at a join that is
common for both. Then, reform the two new query chains by connecting
lqc1 and rqc2 that forms the first one and by connecting lqc2 and rqc1
that forms the second.

ii. Consider any of newly formed query chains, if their cost is less than the
cost of any of the parent query chains.

b. If any new query chains are formed from the above process (step a), then add
all those to the query chain set QC and discard the parent query chains that
cost more than the resultant query chains.

c. Continue the progressive genetic evolutions on QC, till QC is not updated
with new query chains.

Progressive Genetic Evolutions-Based Join Cost Optimization … 237



d. Assess the total cost of the each query chain and root mean square distance
of the join costs.

e. Order the resultant query chains in ascending order of their total cost and
select the n best query chains. Then order these n best query chains in
ascending order based on their RMSD and select the first query chain as the
best for the process.

3.4 The Pseudo Code Representation of the Model Devised
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3.5 Progressive Genetic Evolutions for Join Cost
Optimization
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4 Experimental Setup and Performance Analysis

The experiments were done on the Intel i5 generation infrastructure. The imple-
mentation of the considered evolution models was done using Java. The input
SPARQL query formation was done through a tailormade Java application that
generates queries according to the specifications, such as the number of joins
desired (join of two joins, join of two individuals of subject predicate or object, or
join of an individual and other join), coverage percentage of distributed triple stores
and the number of divergent query chains that target similar search output. The
statistical analysis of the results obtained from these selected and proposed
evolutionary models was done using expression language R [20].

4.1 The Context of Input Query Formation

To justify these constraints, the synthesized queries for experiments were formed to
extract the results from the combination of benchmark RDF stores called FOAF
[21], FACTBOOK [22] and LUBM [23]. The queries formed to perform the
experiments may or may not be sensible toward the significance of the results, since
the formation of the queries are done to fulfill the objective called “querying
distributed RDF stores”. The length of the query is denoted by the number of joins
involved. The length is having fewer role towards the optimality. The majority of
the time, though the length is high, the overall join cost can be low. Hence the
length of the query is not considered as a metric to optimal query. The synthesized
input queries have a number of joins between 8 and 24. The range of query chains
defined for a desired search is between 12 and 30.

The experimental results obtained from PGE-JCO were compared with other
benchmarking strategies called RCQ-GA [11] and RCQ-ACS [10].

4.2 Performance Analysis

The metrics used to assess the performance of the adapted evolutionary strategies
are “evolutions completion time” [24], “time complexity” [24], “search space
optimization” [25], “access cost optimization” [4], “root mean square distance [26]
of the distributed triple store access cost” and “root mean square distance of the
distributed triple store search cost”.

The metric “evolution completion time” explores the scalability scale of the
process. The observed results (see Fig. 1) of this metric for benchmarking models
RCQ-GA, RCQ-ACS and the proposed PGE-JCO evince that the PGE-JCO is
scalable compared to the other two evolution models. The evolution completion
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time of PGE-JCO is not proportionate to the increase in the number of joins (see
Fig. 1).

The other metric time complexity [24] observed for PGE-JCO is considerably
low and its order of complexity is linear (O(n)) to the number of queries, whereas in
the case of RCQ-GA the complexity observed is high and its order of complexity is
quadratic (O(n2)) to the number of input queries. In the case of RCQ-ACS, the
growth of complexity is quasi-linear (O(n*log(n)) to the number of input queries.
Figure 1 indicates the growth in computational complexity, which is low in the
proposed PGE-JCO compared to two other models RCQ-GA and RCQ-ACS.

The search space optimization (see Fig. 2) is another metric considered to assess
the performance of the PGE-JCO. Figure 2 shows that PGE-JCO is more scalable
and robust to minimize the search space compared to RCQ-GA and RCQ-ACS. The
metric was often found to be optimal in the case of RCQ-ACS, which is not stable
due to the search strategy of ant colony optimization. In the case of RCQ-GA,
search optimization is stable but minimal compared to PGE-JCO and RCQ-ACS.

Fig. 1 Evolutions completion time observed for RCQ-GA, RCQ-ACS and PGE-JCO

Fig. 2 The ratio of search space used against actual search space required for RCQ-GA,
RCQ-ACS and PGE-JCO
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This is clearly evinced by the other metric called root mean square distance
(RMSD) [26] of search space optimization. The RMSD of search space opti-
mization observed for RCQ-GA and RCQ-ACS is almost identical at the maximum
number of joins involved in the query chain.

The results obtained for the other two metrics called access cost optimization
(see Fig. 3) and root mean square distance of the access cost clearly indicate that the
PGE-JCO clearly dominates the RCQ-GA and RCQ-ACS toward minimizing the
access cost. This is because the other two do not differentiate the access cost if scans
desired for query spanned multiple triple stores, whereas the PGE-JCO considers
that while estimating the query join cost.

5 Conclusion

Optimizing the join cost of a query chain that targets the distributed triple stores is
the prime objective of the proposed model. To do this, to estimate the cost of a join,
the metrics called “Search of Minimal Combinations” and “Search by Minimal
Access Cost” were proposed. Further, these metrics were used to define the cost
function to assess the cost of each join involved in the query chain. An evolutionary
approach called Progressive Genetic Evolutions-based Join Cost Optimization
(PGE-JCO) was proposed, which is based on the model of a genetic algorithm. The
cost function devised using the metrics “Search of Minimal Combinations” and
“Search by Minimal Access Cost” was used as fitness function of the PGE-JCO.
The experimental results evince the significance of the PGE-JCO toward accuracy,
scalability and robustness. The performance assessment of the proposed model was
done by comparing with other benchmarking models RCQ-GA [11] and RCQ-ACS
[10]. The metrics defined here in this paper emerged as considerably dependable to
assess the join cost of a query that aimed to search distributed triple stores. The

Fig. 3 The ratio of access cost against the actual cost observed for RCQ-GA, RCQ-ACS and
PGE-JCO
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experimental results motivated us to define the join cost optimization of query
chains of distributed triple stores, using other evolutionary strategies like CUCKOO
search and hybridizing one or more evolutionary strategies. Another interesting
dimension of future research is to define the heuristic scale under fuzzy logic for
join cost estimation.
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Improved Apriori Algorithm Using Power
Set on Hadoop

Abdullah Imran and Prabhat Ranjan

Abstract In this era of big data, a huge volume of data is produced. Storage and
analysis of such data is not possible by traditional techniques. In this paper, a good
method to implement the MapReduce Apriori algorithm using vertical layout of
database along with power set and concept of Set Theory of Intersection have been
proposed. The vertical layout has the advantage of scanning only a limited number
of records for calculating the support of an item. By use of the power set concept,
we are able to generate frequent item set, in just two scans of database, reducing the
complexity. The concept of set intersection is used to calculate its support. The
result shows good improvement over the existing MapReduce Apriori algorithm.

Keywords Apriori algorithm ⋅ Association rule ⋅ Big data ⋅ Frequent item
set ⋅ Hadoop

1 Introduction

Huge amount of data are generated from diverse field of business, medical sciences,
space science, etc. The attributes of such data have different degree of relation
among them and are produced at high rate. Such nature of data induced Big data
problem which is explained by the 3V feature [17]: Volume—the amount of data
produced—is high enough to be stored efficiently by traditional techniques. Variety
is a blend of structured, semi-structured and unstructured data. Velocity is the rate
of generation of data which is very high. These 3V features prove to be an obstacle
for traditional data processing system, as the system either fails to achieve the order
of scaling required or its inability to deal with wide varieties of data [17].

A. Imran (✉) ⋅ P. Ranjan
Central University of South Bihar, Patna, Bihar, India
e-mail: abdullahimran007@gmail.com

P. Ranjan
e-mail: prabhatranjan@cub.ac.in

© Springer Science+Business Media Singapore 2017
S.C. Satapathy et al. (eds.), Proceedings of the First International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 507, DOI 10.1007/978-981-10-2471-9_24

245



Data mining with acceptable degree of accuracy on such data is of great concern.
In the current scene, almost every industry related to business has enormous data
generated from different sources. These operational data are either stored locally or
in a distributed manner. They contain hidden information which is useless until we
do some processing to mine them [13]. Association rule extraction is a globally
well-recognized technique to draw out frequent patterns among items. These
features are very crucial for market planning and strategy making.

Apriori algorithm is one of the most widely used techniques to find frequent item
set from transactional database. With the sharp increase in data size to petabytes and
terabytes, the original Apriori algorithm becomes inefficient to process. This
increase has pushed us toward the use of cloud. The cloud provides affordable and
massive storage by allowing us to increase the capability of shared resources [9].
The Apriori algorithm based on MapReduce programming construct of Hadoop is
reliable and provides safeguard against node crash during processing. The time
involved in frequent item set generation is performance critical. The existing
Apriori algorithm scans the database in each iteration with the number of iterations
equal to the maximum size of the candidate item set. Also because of the use of
horizontal data layout in most of the proposed MapReduce Apriori algorithm, the
implementation takes more execution time, as to find the count of any item set the
algorithm scans all the transactions in every iteration. This increases the commu-
nication cost and the performance decreases. In this paper, we have used the power
set concept along with the intersection algorithm in the vertical layout of data to
further improve the algorithm presented in [8]. Due to the use of power set, we were
able to generate a set of all frequent item sets L using L1 (frequent size-1 item set)
in a single iteration. The use of a vertical format of data layout reduced the time
complexity incurred in support finding. For this purpose, the intersection algorithm
is used. Thus, the communication cost is reduced and a better result is obtained.

The rest of the paper consists of the following parts. Section 2 introduces some
background knowledge. Next, Sect. 3 discusses related work along with the prob-
lem statement. Then Sect. 4 explains the preliminaries, and Sect. 5 explains the
proposed algorithm in detail. Section 6 discusses the experiment along with the
result. Finally, Sect. 7 gives a conclusion and focuses on future work.

2 Background

Association Rules: The work of extracting the association rule was introduced in
[3]. The main focus was to find a bond between items or item sets in transactional
data [22]. Association rules output item sets that occur frequently in the record [4].
Its overview can be formally explained as follows. Let E = (e1, e2, … en) be a set
of elements, called items. Let T be a transaction and Dbase be a database with
records of transaction with the constraint that T is a subset of E. A distinct id TID is
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associated with each transaction. A transaction T is said to contain L, a set of items
in E, if L is a subset of T. An association rule is symbolized as L → M, where L is
a subset of E, M is a subset of E and the intersection of L and M is an empty set. We
have to find rules having support and confidence greater than the specified values.
Support and confidence are two important measures in association rule mining. For
an item e, we say its support is s if the fraction of transactions in Dbase containing L
equals s. The rule L → M has a support s in the database Dbase if s of the
transactions in Dbase contains L Ụ M, i.e., support (L → M) = P (L Ụ M). The
rule L → M has a confidence c in the transaction set Dbase if c of the transaction
containing L also contains M. Confidence is calculated as (L → M) = P(L/M).

Apriori Algorithm: Apriori is the basic and most accepted algorithm proposed
by R. Agrawal and R. Srikant for finding frequent (L)-item sets based on candidate
generation. The main theme of the algorithm is to generate new combination of
candidate item sets from the previous combination of frequent item sets generated
and then scanning the database to find their support to see if they fulfill the min-
imum threshold criteria [5]. The algorithm consists of two parts. The first part aims
to find frequent (L1) item set by calculating the total frequency of each item present
in the database. The second part, an iterative process, is iterated until the next
generated frequent (K − 1) item set is empty set. It consists of two subparts: joining
and pruning [13]. In the first subpart items of size (K − 1) from frequent (K − 1)
set is joined with itself to produce candidate items of size K, CK. The second
subpart eliminates any subset of CK which is not present in the frequent (L − 1)
item set. Then the algorithm scans the database to find the frequency of each items
present in the candidate item set, CK.

Hadoop and MapReduce: Encouraged by benefits of parallel execution in the
distributed environment, the Apache Foundation came up with open source plat-
form, Hadoop, for faster and easier analysis and storage of different varieties of data
[1]. HDFS and MapReduce programming model are two integral parts of it. Google
File System gave birth to HDFS (Hadoop Distributed File system) [12], which
mainly deal with storage issues. Unlike the RDBMs, it follows WORM (write-once
read-many) model to split large chunk of data to smaller data blocks and allocate
them on the free node available [2]. Input data blocks are stored at more than one
node to achieve fault tolerance and high performance [2]. MapReduce is a linearly
adaptable programming model. It is inspired by Google’s MapReduce [7]. It
requires two functions—a map ( ) function and a reduce ( ) function, both of which
work in a synchronous manner to operate on one set of key value pairs to produce
the other set of key value pairs [2]. These functions are equally valid for any size of
data irrespective of the degree of the cluster. MapReduce uses the feature known as
data locality to collocate the data with the compute node, so that data access is fast.
It follows shared nothing architecture which eliminates the burden from the pro-
grammer of thinking about failure. The architecture itself detects failed map or
reduce task and assigns it to a healthy node [21, 23].
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3 Related Work and Problem Statement

3.1 Related Work

An improvement in the process of association rule extraction remains a hot area of
research today. Most of the research concentrates on frequent item set generation
part of association rule extraction using the Apriori algorithm. The existing Apriori
algorithm suffers from the problem of scanning the entire database in each iteration
for generation of frequent item sets and the number of iterations equals the size of
the largest candidate item set size. Also to find the count of each candidate item set,
each of the record is scanned one by one in all such iterations making it an
exhausting process. So, many parallel forms of Apriori algorithm have been pro-
posed, such as Count Distribution, Data distribution and Candidate Distribution
algorithm to reduce the execution time [4]. Count Distribution algorithm reduces
communication cost, as only the count is exchanged among the processors, but it
suffers from underutilization of memory due to the replication of hash tree as a
whole on each processor. Data Distribution efficiently utilizes system memory, but
incurs high communication cost because of the need to send local database from
each node to all other nodes. Candidate Distribution algorithm gives better results,
as it balances the total workload among the processors [20]. These parallel algo-
rithms improved the execution time of the original Apriori algorithm, but such
improvements are still not up to the mark to deal with data set of very large size. To
cope up with shortage of storage space, cloud storage proves to be very fruitful, but
data security is a major concern here [19]. Several modifications of the Apriori
algorithm using MapReduce as base have been proposed to increase the scalability
of the Apriori algorithm. They are based on the candidate distribution concept. In
such enhancing system, the transactional data set is either represented in a hori-
zontal format [18, 16, 14, 6, 15] or vertical format [8]. The data representation is in
item set against transaction-id in the vertical format, whereas it is transaction-id
against item set in the horizontal format [20]. Most of the earlier MapReduce
Apriori implementation use horizontal layout of the database. In all such algo-
rithms, to count the support of any item set, n (total records present) number of
transactions is scanned one after other in each iteration which is a time-consuming
task. The paper [8] implemented the MapReduce-based Apriori algorithm in the
vertical format. Here, generation of candidate item set involve extra iteration. The
algorithm also generates some unnecessary candidate item sets. Counts of these
item sets are collected at the reducer which increases the overall communication
cost involved. The proposed algorithm in this paper uses power set along with the
intersection algorithm [11] in the vertical format data representation. Use of power
set allows us to generate relevant items in minimum scanning of database. The
intersection algorithm reduces the time requirement for calculation of the frequency
of each item. To find the frequency (support), only the common transaction in each
candidate item is taken into account, thus limiting our algorithm to scan relevant
records only.
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3.2 Problem Statement

Given a large set of transactional database, Dbase in the horizontal data layout has
two threshold values minsup and minconf. The database consists of n records. We
calculate a set of association rule SASR = {R1, R2,…, Ri,…} based on the support
calculation of candidate item set SCS = {C1, C2,…, Ci,…}, where each Ri is a rule
of form A → B and Ci is a candidate item set of size i. The time complexity for
support calculation of an item of Ci requires scanning of each record of database,
which is in the order of O(n). For a very large data set, this order of complexity is
not acceptable.

4 Preliminaries

Theory of Set Intersection: In mathematics, the intersection of two sets A and B is
denoted as A∩B and defined as the set which gives a common element set, CS,
present in the given sets. For example, from Table 1 if I(S) = {1, 2}, then CS =
{T1, T2, T3}.
Table Layout: Table layout is of vital importance while calculating support in

the Apriori algorithm. Essentially, two types of table layout can be defined: 1.
horizontal layout, 2. vertical layout. However, the vertical layout is comparatively
better as compared to the horizontal layout. Table 2 and 3 represent the horizontal
layout and vertical layout, respectively, for the sample transactional data set. To
calculate the support of any chosen item set, we need to scan the entire data set
every time in case of the horizontal layout, while for a vertical layout the number of
record scanned depends on the number of literals in the chosen item. To understand
better , see Table 4. From the table we can easily visualize that for the horizontal
layout, the overall complexity is O(n), whereas for the vertical layout it is O(m)
where m is the number of literals in the chosen item set.

Table 1 Example Items Transaction set

1 T1, T2, T3, T4, T5

2 T1, T2, T3

… T1, T2

N T2, T3

Table 2 Horizontal layout Transaction no. Item set

T1 {a, b, c, d}
T2 {b, c, d}
… …

Tn {a, b}
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Power Set: In set theory, the power set of any set S, denoted as P(s) or 2S, is a
set of all subsets of S, including the null set and the set itself [10]. For example, let
S = {x, y, z, m}, then P(S) = {{}, {x}, {y}, {z}, {m}, {x, y}, {x, z}, {x, m},
{y, z}, {y, m}, {z, m}, {x, y, z}, {x, y, m}, {x, z, m}, {y, z, m}, {x, y, z, m}}

5 The Proposed Algorithm

It consists of a sequence of three steps. In the first step, conversion of the horizontal
data set to the vertical data set is carried out. Then in the second step, frequent item
sets are generated using the intersection algorithm in the vertical format. Finally in
the third step based on these frequent item sets, association rules are generated. The
available data set is in horizontal format (transaction-id list against items) which is
to be transformed into the vertical format (item against transaction-id). Algorithm 1
CHV is used for this transformation. Figure 1 shows this transformation.

ALGORITHM 1: CHV

Input: Horizontal data-set
Output: Vertical data-set
1. Each Mapper operates on its local database to generate local tid-list for all items.
2. Creation of global tid-list:
A. Every mapper exchanges tid-list with all other to get total number of transaction associated 
with every item.
B. Each Reducers collect together the tid-no associated with a particular item from all mapper 
output to form global tid-list for each item.
Return: Vertical data-set.

Table 3 Vertical layout Items Transaction set

a T1,…., Tn

b T1, T2,….

c T1, T2,….

d T1, T2,…., Tn

Table 4 Comparison of
scans

Support Horizontal layout Vertical layout

S(a) n 1
S(a, b) n 2
…. …. …

S(a, b, c, d) n 4
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Generation of frequent item set: It consists of two MapReduce phase MR1 and
MR2.

(MR1) Generation of frequent item set of size-1 L1 is carried using Algorithm 2
Frequent Item set-1 Generator (F1-G).

ALGORITHM 2: Frequent Item-set-1Generator (F1-G)
Input: Vertical data-set
Output: Set of Frequent Item-set, L1
1. First the vertical database is subdivided horizontally into p data subsets which are mapped to q 
nodes.
2. Then each node scan its own data subsets and generates candidate item-set of size-1 at each of 
the Map Node i.e. (C1,1,  C2,1, C3,1,..., Cq,1) .
3. Collect candidate item-set of size-1 (C1,1,  C2,1,  C3,1,..., Cq,1) at the reducer. Item-set whose count 
is less than minimum support, minsup is removed to get Frequent Item-set of size-1, L1.
4. Return: L1

(MR2) Generation of frequent item set L from L1 using power set and
intersection algorithm is done using Algorithm 3 Frequent Item set-N Generator
(FN-G).

Fig. 1 Horizontal to vertical transformation
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ALGORITHM 3: Frequent Item-set-N Generator (FN-G)
Input: Set of Frequent Item-set, L1. 
Output: Set of all Frequent Item-set
1. Fragment L1 horizontally into u subsets and map them among v map node.
2. Each node scans its data blocks and retains items that are common to its local database and L1. 
3. Generate Power Set of common element in each of the mapper node. Each element of 
P(S) is candidate item-set.
4. Divide the Power Set, P(S) into r partition and send them to r nodes with their support count. 
Support count is calculated using Intersection Algorithm in all the mapper nodes.
5. r nodes accumulate the support count of the elements to produce the final practical support, and 
determine the partial frequent item-sets LK after comparing with the minimum support count 
msup in the partition.
6. Finally merge the output of r nodes to generate set of global frequent item-sets LK. 
7. Return: Set of all Frequent Item-set L.

Then based on the generated frequent item set L, we find association rules
satisfying the confidence threshold.

6 Experiment and Results

In our approach, we have used power set, vertical database layout and Set Theory of
Intersection [11]. Power set simplified the steps, as frequent item sets L2 to Lk are
generated in a single step from L1 using algorithm (FN-G). The main advantage of
the above system is that it reduces the overall time spent in finding support of the
candidate item set. The intersection algorithm allows us to find the support by
simply counting the common transactions in each element of candidate sets. The
time elapsed in the scanning of the database is reduced significantly.

A sequence of MapReduce phase one for conversion from the horizontal to the
vertical format for next generation of frequent item set of size-1 and for the last
generation of the remaining frequent item set is used in a chain manner with the
output of the first as input for the next. With the view of testing the performance of

Fig. 2 Results
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the above strategy, the experiment was done on Hadoop cluster of variable length
with different capabilities. The experiment was performed on 88000 numbers of
records. The data set may be obtained from http://fumi.ua.ac.be.data. The proposed
algorithm is compared with the algorithm given in paper [8], which also uses the
vertical format. Implementation shows desirable result with reduction in the time
involved in the process . The execution time further reduced with increase in the
number of nodes which is evident from Fig. 2.

7 Conclusion and Future Work

We have successfully implemented the proposed algorithm. Our algorithm for
frequent item set generation gave better result than the existing one [8]. Incorpo-
rating power set, set theory concept of intersection in the vertical format of the
database increased the degree of performance. Power set reduced the overall
complexity with the number of steps used in the frequent item set generation
minimized, and the Intersection Algorithm reduced the time involved in counting
the support. Future work shall focus on implementing the algorithm in a controlled
environment, where mapper ( ) and reducer ( ) work asynchronously rather than in a
synchronous normal manner. This would make the system faster.
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Distributed Cooperative Algorithm
to Mitigate Hello Flood Attack
in Cognitive Radio Ad hoc Networks
(CRAHNs)

Anjali Gupta and Muzzammil Hussain

Abstract Cognitive radio technology was first introduced by J. Mitola in 1999 to
solve the problem of spectrum scarcity for wireless communication. A Cognitive
Radio Ad hoc Network (CRAHN) is one of the cognitive radio-based architectures
in which wireless unlicensed nodes communicate in infrastructureless environment.
Each node in CRAHN has the cognitive capability of sensing the surrounding radio
environment for accessing the underutilized licensed spectrum in an opportunistic
manner. But those unlicensed users (secondary users) should not make any inter-
ference to the communication of licensed users (primary users). In CRAHNs, each
node operates as an end system and also as a router to forward packets for
multi-hop communication. Due to the dynamic topology, time and space-varying
spectrum availability and lack of centralized system, CRAHNs are vulnerable to
various security attacks. Hello flood attack is a network layer attack in CRAHNs
which can drain off the limited resources of CRAHN nodes by making excessive
flooding of hello messages in the network. The proposed distributed cooperative
algorithm mitigates the hello flood attack in CRAHNs.

Keywords Cognitive radio ad hoc networks ⋅ Attacks ⋅ Hello flood attack

1 Introduction

Today, with the increasing growth in wireless device, also the demand for accessing
the spectrum is increasing drastically. Due to the shortage problem of spectrum (i.e.,
900 MHz and 2.4 GHz) freely available for unlicensed wireless communication,
FCC has proposed a new communication paradigm, i.e., Dynamic Spectrum Access
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and also has made available the underutilized licensed spectrum (i.e., 400–
700 MHz) for the unlicensed users to access. J. Mitola in 1999 introduced the
“cognitive radio (CR)” concept. Spectrum bands which are not currently being used
by licensed users (primary users) and are freely available, known as spectrum holes
or white spaces.

Cognitive radio is an intelligent device which can sense its radio environment for
the spectrum utilization in an opportunistic manner and can adapt its transmission
parameters (i.e., transmission power, frequency, modulation tech., etc.) according to
the sensed available spectrum. The basic idea of cognitive radio is that secondary
users (SUs) can access the licensed spectrum band in an opportunistic manner and
without interfering with the communication of primary users (PUs). In CRN, the
secondary user (SU) senses the existing spectrum and, if available, occupy it and
vacate it when a primary user (PU) of the spectrum returns.

Cognitive radio has two primary objectives, highly reliable communication and
efficient utilization of the radio spectrum. Cognitive radios are classified basically in
two architectures which are infrastructure-based CR networks and infrastructureless
Cognitive Radio Ad hoc Networks (CRAHNs). In the infrastructure-based CR
networks, the local observation about spectrum holes made by each node is sent to
the base station. The base station analyzes the free spectrum and allocates them to
the nodes in the network according to their requirements. On the contrary, in
CRAHNs all the nodes share their local observations with every other node in the
network and cooperate in the spectrum allocation strategy. In Cognitive Radio Ad
hoc network, CR users are mobile and can communicate with each other in a
multi-hop manner on both licensed and unlicensed spectrum bands.

1.1 Attacks in CRAHNs

Various attacks are possible in CRAHNs at different layers [1, 2, 3, 4].

1.1.1 Physical Layer Attacks

Primary user emulation (PUE) attack: The attacker pretends to be the primary user
(PU), tricks the legitimate secondary user (SU) and prevents legitimate CRs to
access the “spectrum holes”.

Objective function (OF) attack: The learning algorithm of the CR engine is
disrupted in CR nodes and affect the objective function parameters for the CR
engine.

Jamming attack: A jamming attacker may transmit continuous packets to force a
legitimate SU to never sense an idle channel.
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1.1.2 Link Layer Attacks

Spectrum-sensing data falsification (SSDF) attack: It is also known as Byzantine
attack. It takes place when an attacker sends false local spectrum-sensing results to
its neighbors or to the fusion center, causing the receiver to make a wrong
spectrum-sensing decision.

Control Channel Saturation DoS (CCSD) attack: In multi-hop CRAHN, an attacker
can generate forged MAC control frames for the purpose of saturating the control
channel and thus decreasing the network performance due to link layer collisions.

Selfish channel negotiation (SCN) attack: In a multi-hop CRN, an untrusted CR
host can refuse to forward any data for other hosts to conserve its energy and
increase its own throughput.

1.1.3 Network Layer Attacks

Sink-hole attack: An attacker advertises itself as the best route so that the neighbor
node sends the packet through it.

HELLO flood attack: The attacker broadcasts the HELLO message to other nodes
in the network to tell that it is a neighbor node and drain off the resources of nodes.

1.1.4 Transport Layer Attacks

Lion attack: It uses the PUE attack to disrupt the TCP connection and degrades the
TCP performance. An attacker emulates licensed transmission and makes all SUs to
switch (frequency hand-off) to another channel. It is known as a cross layer attack.

1.2 Hello Flood Attack and Its Impacts in CRAHNs

In CRAHNs, reactive or on-demand routing protocols (i.e., AODV, DSR, etc.)
require nodes to broadcast the hello messages to all the nodes within the radio range
to announce their presence.

Nodes receiving such a packet may assume that the sender is within its radio range
and it is one of the neighbors. Reception of a hello message in CRAHN environment
indicates a viable communication channel with the source of the hello message. The
hello message is sent periodically to know about the presence of a neighbor and also
the link connectivity. In CRAHNs, the AODV protocol uses the hello message to
know about the link breakage because of spectrum switching due to the comeback of
primary users or high mobility of the nodes [5]. In mobile ad hoc networks, two
variables control the determination of connectivity using hello messages:

HELLO INTERVAL: The maximum time interval between transmissions of
hello messages.
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ALLOWED HELLO LOSS: The maximum number of periods of
HELLO INTERVAL to wait without receiving a hello message before detecting a
loss of connectivity to a neighbor [5]. The recommended value for
HELLO INTERVAL is 1 s and for ALLOWED HELLO LOSS 2 s in [6].

In hello flood attack, a laptop-class malicious node while being out of range can
broadcast hello messages with high energy to all other nodes in the network to
ensure themselves as their neighbor. So the other nodes will route their packets
from the malicious node in the network. The malicious node can either simply drop
all the packets or selectively forward the packet. The attacker has the purpose of
hogging off the limited resources [7]. The hello message is a control packet.

An adversary can flood the control channel with hello messages and thus make
the network down (Fig. 1).

2 Literature Survey

Various mechanisms have been proposed for hello flood attack prevention in
mobile ad hoc networks (MANETs), but in Cognitive Radio Ad hoc Networks
(CRAHNs) research on the prevention of attacks is still ongoing.

The existing mechanisms in CRAHNs for the prevention of hello flood attack is
proposed by Dubey et al. [8]. They have used symmetric key sharing with a trusted
base station for the prevention of hello flood attack. The base station will establish
the session keys between parties in the network. But this is not possible in
CRAHNs, as there is no centralized system available for key distribution.

Wanjari et al. [9] have given an approach of flooding attack prevention using
node authentication and packet forwarding methods. It uses CRP with node

Fig. 1 Hello flood attack
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authentication phase when a node enters into the network. Before transmitting a
packet to a node in the network, malicious node table will be checked for the
malicious node in the network. This method requires extra overhead for node
authentication.

The first flooding attack prevention (FAP) was proposed by Royer et al. [10]. In
this, they have defined neighbor suppression method for prevention of RREQ
flooding where it gives more priority to those nodes which send less number of
RREQ packets. For prevention of data flooding, the path cutoff method is defined in
which when a node identifies data flooding, then it simply cuts off that path and
uses another reliable path for communication. The disadvantage of this method is
that flooding packets still remain in the network and attack is not completely
prevented.

Balakrishnan et al. [11] used three threshold values: transmission threshold,
blacklist threshold and white listing threshold for flooding prevention. It aids the
elimination of a centralized authority for managing the thresholds. This technique is
a promising method for the prevention of flooding attack in MANETs.

To deal with the high mobility situation in MANET, Shandiliya et al. [12] have
proposed a method based on the trust estimation function and delay queue in basic
DSR routing protocol. The proposed method works in a distributed cooperative way.

Devaraj [13] has proposed a simpler way to mitigate flooding attack using a
priority-based scheme. In this, when a malicious node broadcasts RREQs more than
the limit specified by RFC, the priority of those packets will be reduced and other
high-priority RREQ packets will be processed. The problem with this method is
that genuine RREQ packets can be at stake.

Madhavi et al. [14] used signal strength and client puzzle-based method to detect
and prevent flooding attack. In this, the presence of more than one kind of attacker
may affect the performance of the network.

Hu et al. [15] have presented the rushing attack defense mechanism using secure
neighbor detection, secure route delegation and randomize route request forward-
ing. The node overhead is more in this mechanism due to the multiple nodes
sending route requests at the same time.

3 Proposed Work

3.1 Pre-assumptions

The proposed algorithm will run for a unit of time and it is assumed that all the
nodes behave cooperatively and no node will play selfishly. A single node through
its local observation will not take decision on defining an attacker node. In one unit
time, high mobility of a node will implicitly be considered as malicious node
behavior. An attacker can use different identities and can flood the network with
excessive hello packets using Sybil attack. In this case, preexisting localization
mechanisms in CRAHNs can be used to identify a node’s position.
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3.2 Pre-requisites

In our proposed algorithm, hello flood prevention is based on maintaining two
threshold values at each node as well as a counter for the received hello packets.
n: Threshold value for hello packets allowable in one unit of time
λ: Threshold value for count on the attack scenario of the neighboring nodes
hi: Counter at node i for receiving the hello packet

3.3 Proposed Algorithm

Distributed cooperative algorithm to mitigate hello flood attack in Cognitive
Wireless Ad hoc Network
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According to our proposed algorithm, for one unit of time, a node will receive
broadcasted hello packets from its neighbors and possible attacker in the network.
When a node A receives a hello packet, then the number of received hello message
counter, i.e., ha will be compared with the threshold value n at node A. If ha is
lesser, then node A will increment counter ha by 1 and will go to step 1 again. If it is
more than and equal to n, then node A will assume that the sender could be a
malicious node. Node A will identify it as an “Attack Scenario”. Node A will then
enquire from its neighbor nodes in the network to get their recorded status. If node
A gets “attack scenarios” from neighbor nodes more than and equal to the threshold
value λ, it will declare the sender as a malicious node and will share this infor-
mation with neighbor nodes in the network. Node A will discard all the packets
received in unit time, initialize the parameters and start the whole procedure again.
In case the number of “attack scenarios” is not more than the threshold value, then it
will go to step 1. After the timer expires, the node A will perform the necessary
function on the accepted hello packets in unit time.

3.4 Evaluation

Chakeres et al. [5] have shown that two variables control the determination of
connectivity using the hello message:

HELLO INTERVAL: The maximum time interval between transmission of the
hello messages.

ALLOWED HELLO LOSS: The maximum number of HELLO INTERVAL to
wait without receiving a hello message before detecting a loss of connectivity to a
neighbor [5].

The recommended value for HELLO INTERVAL is 1 s and for
ALLOWED HELLO LOSS 2 s in [6]. This means that in every 1 s, a hello packet
will be received by a node and for a maximum 2 s hello packet loss is allowed. So,
in our algorithm we can take the threshold value n approximately 3–5 hello packets
in one unit time, but λ is yet to be defined. As nodes will only communicate to share
the information about the attack scenarios that too will be one bit information only.
So, the communication overhead will be negligible. Here, n computes the counts of
hello packets received from other nodes in the network and very little computation
overhead is involved.

Every node is required to maintain a list < Node ID, Counter of Hello pack-
ets > where it will maintain the received hello packet counter at each node and that
too only for one unit of time. After expiration, it will discard it. Storage is required
for counting the number of “attack scenarios”. Both the counters at each node will
sum up to a small storage overhead.
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4 Conclusion

There are no concrete mechanisms to handle the hello flood attack in Cognitive
Radio Ad hoc Networks, especially distributively. Here, we propose a distributed
cooperative mechanism to handle hello flood attack in CRAHN and it is anticipated
that the proposed mechanism will be effective in handling hello flood attack in
CRAHNs at no extra cost. We are able to prevent hello flood attack with very little
communication, computation and storage overheads in our algorithm.
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Performance Comparison of Intentional
Caching Schemes in Disruption-Tolerant
Networks (DTN)

S. Manju, S.J.K. Jagadeesh Kumar and V.R. Azhaguramyaa

Abstract DTN abbreviated as disruption-tolerant networks is the opportunistic
network, characterized by irregular network connectivity, long and variable delays,
asymmetric data rates and low node density. Data access is the big research issue in
DTNs because of its distinguishing characteristics. To improve the data access in
DTN, schemes like caching and replication were introduced, to provide a dis-
tributed storage of data in the network thereby increasing the data availability. This
paper differentiates some of the intentional caching techniques such as cooperative
caching, duration aware caching, adaptive caching and distributed caching based on
various parameters like contact duration, caching cost, cache node election process
and forwarding schemes. Upon simulation with ONE, these schemes were found to
increase delivery probability and reduce data access delay to a greater extent,
thereby improving the performance of the network.

Keywords DTN ⋅ Caching ⋅ Central node ⋅ Contact duration ⋅ Learning
automata

1 Introduction

Disruption-tolerant networks (DTN) [1] are featured by long latency, variable
delays measured in days, intermittent connectivity, lack of end to end connectivity
and unstable network topology. The reason for these characteristics is because the
DTN deployed extreme environment, where nodes get disconnected frequently.
DTN is widely applied in challenging networks such as disaster recovery, terrestrial
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mobile networks, satellite communications, military adhoc networks and under-
water communication where achieving data connectivity is of major concern
resulting in higher data access delay [2]. The mobile nodes in DTN contacts each
other opportunistically. As there is a lack of end to end path in DTNs, the sender
has to store the data in its local buffer before sending it to the destination. Hence it
is mandatory to use “store, carry and forward” techniques for data transmission. In
these DTN environments, accessing data is highly challenging. More research has
been done in data forwarding and efficient data access methods originating from
epidemic routing [3]. Later on, some studies also concentrated on analyzing the
node contact patterns, mobility patterns [4] and social properties such as commu-
nity, to improve data access [5, 6]. This paper deals with various caching techniques
applied in a DTN environment such as cooperative caching, adaptive caching, and
duration aware caching and distributed caching. All these methods were found to
increase the data access efficiency by redundantly storing data at the central nodes
of the network, i.e., caching nodes.

The rest of the paper is organized as follows. Section 2 focuses on the different
types of data access methods. Section 3 deals with the detailed survey of four
different caching techniques. Section 4 differentiates all four schemes based on the
aforementioned parameters stating the advantages of all caching schemes and
Sect. 5 deals with performance evaluation based on two QoS parameters (delivery
probability and delay). Finally, Sect. 6 concludes the paper.

2 Data Access Methods in DTN

The data access in DTN can be improved by a technique called caching. Caching
the data redundantly to improve data availability can be done either incidentally or
intentionally, hence resulting in two types of caching, namely 1. incidental caching
and 2. intentional caching. Intentional caching is a scheme where data are cached
only at some specific set of nodes chosen exclusively, whereas every node in the
incidental caching scheme caches the pass by data. The set of specific nodes, i.e.,
caching nodes (CN) are chosen based on various parameters like path weight,
number of neighbors, energy, contact pattern and contact duration [7–9]. When
opportunistic contacts and intermittent connectivity are considered, incidental
caching would fail because of over simplistic consideration of query history. Hence,
intentional caching schemes are employed in DTN [7].

3 Survey on Various Caching Techniques

This section deals with various caching schemes employed in DTN that improves
data access. This study also includes various techniques and measures used for
electing the caching nodes.
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3.1 Cooperative Caching (CC)

This is a new intentional caching technique by which the data are cached only at
some specific nodes called network central locations (NCLs) representing caching
nodes that are easily accessed by other nodes in the network [7, 10, 16]. The caching
nodes are chosen based on a probabilistic selection metric which follows hypoex-
ponential distribution [11]. In this scheme, the data being generated at the data source
are prioritized and stored at NCL based on the query history and popularity. Queries
raised by requestors are initially forwarded to NCLs to serve the request at a faster
rate. If the data are not found in NCL, then the request is broadcasted to the entire
network until the data source is found. For every request given by the requestor, more
number of copies will be sent to the requestor since the data are distributed and stored
across multiple locations. Though this kind of data retrieval ensures prompt access,
network resources are wasted in repeatedly transmitting the same data. Hence, the
number of responses is minimized by generating probabilistic response based on a
sigmoid function, thereby coordinating all the caching nodes [7].

The significance of the scheme lies in the selection of network central location
(NCL). A metric Ci called selection metric (1) is calculated for each and every node
in the network based on adjacent nodes. The value Ci obtained as the degree of
centrality is obtained by summation of all intercontact time between nodes that fall
between the source and destination [7]:

Ci =
1
jV j ⋅ ∑j∈V pijðTÞ. ð1Þ

Finally, the ‘K’ nodes having the highest Ci metric are assumed to be nodes
having the highest potential in the network and are involved for caching. When the
cache capacity of central nodes get full, then nodes nearest to the caching nodes
called as relays are also involved for caching.

3.2 Duration-Aware Caching (DAC)

This is the only existing scheme that addresses the issue of contact duration among
nodes. This novel scheme proposes community-based cache node election to deal
with the instability of DTN [8]. The DAC scheme starts the work by detecting
community using k-clique algorithm proposed by Hui et al. [12]. Since nodes that
belong to the same community have a higher chance of meeting each other, it will
be much easier for any node to fetch data from nodes inside the same community
than the nodes outside the community. The set of nodes having the highest potential
to contribute their cached data to other nodes are identified for caching based on the
centrality metric, which resembles a realistic toy scenario [8]. The centrality metric
represents the marginal caching benefit. The novelty about this scheme is that it
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restricts the amount of data to be cached at the specific node by considering the
contact duration (CD) and hence more number of nodes are involved in the caching
process. Since it is DTN, the nodes will be in contact for less time resulting in
limited contact duration. Hence, a large data item may not be completely trans-
mitted between two nodes within their contact. As a result, the data access will take
a longer time than the usual data access time. In these cases, data are fragmented
and stored in different nodes which could fall in the requestor’s transmission range
in the near future. Further, the requestor will collect its data packet from more
number of caching nodes resembling the coupon collector’s problem [13]. To solve
this problem, the random linear network coding technique [14] was introduced to
encode the data.

The amount of data to be stored at each node is identified by the adaptive
caching bound. Each node maintains a table called community information table
(CIT) that holds information like node ID, centrality value, caching bound and
timestamp. Based on the information provided by CIT, caching is performed. This
scheme improves the performance by reducing the data access delay which is
because of considering the contact duration. On comparing this scheme with Gao
et al.’s method, this scheme has proven its caching efficiency by considering a new
parameter, contact duration.

3.3 Adaptive Caching (AC)

This is a new adaptive technique [9] used to select caching nodes in an efficient
manner. This is a learning automata-based scheme which works based on envi-
ronment rather than rules. The ultimate aim of the scheme is to choose a set of
nodes for caching which could contribute more to the entire network. Hence, the
scheme starts by choosing a dominating set (DS) of nodes from the entire network
which have at least one neighbor. From DS, a connected dominating set (CDS) is
constructed which is a connected subgraph of network. From CDS, an initial
caching set (ICS), a yet another minimized set of nodes is selected based on the
count of the neighbors. These ICS are nodes that could provide services to all the
other nodes in the network. Then, each node of ICS is given as input to the learning
automata (LA) which is a self-operating machine [9] that responds according to the
environment in which it operates.

For each node in ICS, the LA will output either 0 (reward) or 1 (penalty).
Depending on the output, the selection probabilities of the final caching set
(FCS) are calculated based on the forwarding ratio. This function is given by the
linear reward inaction scheme,

pi n+1ð Þ= piðnÞ+ λið1− piðnÞÞ, ð2Þ
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pj n+1ð Þ= 1− λj
� �

pjðnÞ For all j≠ i. ð3Þ

The process of updating the selection probability happens until the selection
probability reaches one. Finally, the ‘K’ number of nodes having the highest
selection probability is chosen as FCS [9].

3.4 Redundancy and Distributed Caching (DC)

Mikko et al. proposed a scheme of redundancy-based storage and content retrieval
system for improving the data access in DTN based on the infrastructure network
[15]. This is yet another cooperative scheme where the intermediate nodes are
involved for redundant storage and content retrieval. Cooperation between nodes is
achieved by defining a new architecture to support the message-based content
storage technique. The nodes in the network are grouped as community and some
nodes are identified for redundant storage, which are mostly access points or
gateways. Whenever a request arises, the respective community performs a cache
lookup resulting either as a hit or miss. Initially, the request will be multicasted only
among their community and later on broadcasted to the entire network when data
are not found within the community.

This infrastructure-based redundancy scheme works by exchanging data units at
the DTN layer such as routing, forwarding and queuing. The data are stored and
forwarded as fragmented bundles. Bundles are fragmented using erasure
code-based scheme at the application layer using Reed Solomon codes [15]. This
queuing type enables caching ADUs for a long time. The proposed architecture has
a storage/retrieval module that is responsible for both store and retrieve mecha-
nisms. Based on the passing request, the module does one of the two things:

1. Perform cache lookup for the corresponding request and retrieve the bundles
stored.

2. Store the data in queue for efficient data access based on the probabilistic
selection.

This scheme results in reduced latency and improved retrieval performance.
Because of redundant storage and flooding, the network suffers from congestion.
Because of congestion, certain bundles are also dropped.

4 Survey Table

All the aforementioned schemes are compared based on various distinguishing
parameters in the following comparison Table 1.
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5 Performance Evaluation

This survey had evaluated the performance of the above mentioned schemes by
extending the use of Java-based ONE Simulator [16–18]. The number of DTN
nodes considered for simulation is 50 which includes a varied scale of 1–6 caching
nodes. Having random walk as the movement model, we recorded traces after a
simulation of DTN for 12 hours in an area of 400 m × 400 m. The buffer size is
considered to be 10 Mb for the normal node and 100 Mb for the caching node. The
message size is fixed as 10 Kb. Various parameters such as number of messages
delivered, dropped, created or relayed are analyzed to differentiate among the
above-mentioned caching schemes. The following metrics are used for evaluating
the performance of four schemes.

1. Delivery Probability—the probability value of the number of packets suc-
cessfully delivered to the destination to the number of messages generated.

2. Delay—the time taken to deliver a message from the source node to the
destination.

3. Caching cost—the number of replicas of a single message.
4. Number of caching nodes—the number of nodes involved in caching in DTN.

From Fig. 1a, it is observed that an increase in the number of caching nodes
increases the deliver probability. When the number of caching nodes is varied from
scale 1–5, an increase in delivery probability is observed. However, increasing
caching nodes beyond 5 contributes only a minimal change toward increase in
delivery probability. It is observed that 5 caching nodes for 50 DTN nodes is more
than enough, while those beyond 5 will result in under utilization of the node’s
buffer. Of all four schemes, cooperative caching (CC) and adaptive caching
(AC) provide higher delivery probability because of its flexibility toward envi-
ronmental change. Since messages are fragmented and cached around all DTN
nodes, duration-aware caching (DAC) does not contribute much toward delivery
probability. This scheme (DAC) would increase the delivery probability if the
contacts between nodes in the network are high. In distributed caching (DC) the
change in slope is high and delivery probability reaches maximum when the
requestor is nearer to the gateway nodes (since caching is done on
infrastructure-based nodes) and is minimal when the requestor is far away from the
gateway nodes. From Fig. 1b, it is observed that an increase in caching cost reduces
data access delay. The DC scheme transfers data with less delay when compared
with the other three schemes because of the gateway node’s involvement in
caching. The queries generated from nodes nearer to the gateway nodes are handled
faster accounting for a minimal delay, since the distance between them is also
minimal. The DAC scheme stands behind all the schemes since it takes a longer
time to reassemble all fragmented packets stored in multiple DTN nodes. Of all the
four schemes, CC and AC schemes results in an acceptable delay.
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6 Conclusion

Data access and its efficiency are of predominant concern in a DTN environment. In
this paper, we had surveyed four different intentional caching schemes, which differ
by various parameters such as caching node election and fragmentation process.
Each and every scheme was found to be better in its own way of delivering data by
considering different facts. Besides its uniqueness, learning automata-based scheme
(AC) and cooperative caching (CC) were found to be best, resulting in higher
delivery probability and less delay. In future, we would consider various social
aware parameters such as energy and centrality to optimize the cache node election,
thereby improving data access.

(a) Variation of Delivery 
Probability with number of caching 

nodes

(b) Variation of Caching Cost 
with data access Delay

Fig. 1 a Variation of delivery probability with number of caching nodes, b Variation of caching
cost with data access delay
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A Cascaded Method to Reduce
the Computational Burden
of Nearest Neighbor Classifier

R. Raja Kumar, P. Viswanath and C. Shobha Bindu

Abstract Nearest neighbor classifiers demand high computational resources, i.e.,
time and memory. Two distinct approaches are followed by researchers in pattern
recognition to reduce this computational burden. The first approach is reducing the
reference set (training set) and the second approach is dimensionality reduction
which is referred to as prototype selection and feature reduction (a.k.a feature
extraction or feature selection), respectively. In this paper, we cascaded the two
methods to achieve the reduction in both directions. The experiments are done on
the bench mark datasets, and the results obtained are satisfactory.

Keywords Nearest neighbor classifiers ⋅ Prototype selection ⋅ Pattern recog-
nition ⋅ Feature selection

1 Introduction

Nearest neighbor classification (NNC) is a popularly known classification method
in pattern recognition. NNC is simple to use and easy to understand. For a test
pattern ‘q’, NNC or 1-NNC finds the nearest neighbor in the reference set and
assigns the class label of this nearest neighbor to the test pattern [1].

A simple variant of NNC is to consider the k-nearest neighbors of the test pattern
and the class label infers by majority voting. NNC suffers from severe drawbacks.
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(1) NNC requires memory space to store all the training patterns. To classify the
given query pattern ‘q’, it computes the distances between the query pattern ‘q’ and
every training pattern from the training set to find the nearest neighbor of ‘q’.
Hence, the time complexity is O(n), where ‘n’ is the training set size. To classify the
test set of size ‘m’, the time complexity becomes O(mn). This is a severe problem if
the size of training set ‘n’ is large. One can reduce the memory and computational
needs of NNC, if the size of training set is reduced considerably.

One method of reducing the training set can be achieved by retaining the patterns
which will play crucial role in the classification process and by discarding the others
which are not playing vital role in the classification process. This approach is called
prototype selection method. Considerable number of papers have been published on
reducing the size of training set and, hence, reducing the memory and computa-
tional demands of NNC.

Similarly, the dimensionality is also a problem if the data sets are represented by
large number of features as it leads to the curse of dimensionality [2].

The rest of the paper is organized as follows: Sect. 2 discusses about a review of
related works. Section 3 discusses about algorithms and notations. In Sect. 4, data
sets are discussed briefly. Experimental results have been presented in Sect. 5.
Conclusion is presented in Sect. 6.

2 Related Work

The early method presented in this context of reducing the training set size was the
condensed nearest neighbor (CNN) proposed by Hart [3]. Let D̂ be the condensed
set found by applying CNN method over the original training set D. D ̂ is called
condensed iff it classifies all the training patterns from D. Then, D̂ is used instead of
D to classify the test set. CNN has two disadvantages: (1) Retention of unnecessary
samples (2) Occasional retention of internal rather than boundary patterns [4]. In
1976, Ivan Tomek proposed two modifications to CNN which overcome the above
disadvantages of CNN [4]. In 2002, Devi and Murthy proposed modifiedcondensed
nearest neighbor (MCNN) method which is a prototype selection method [5]. In this
method, prototype set was built incrementally. In 2005, Viswanath, Murthy and
Bhatnagar proposed an efficient NN classifier, called overlap pattern nearest
neighbor (OLP-NNC) which is based on overlap pattern graph (OLP-graph) [6]. In
this paper, they built OLP-graph incrementally by scanning the training set only
once and OLP-NNC works with OLP-graph. In 2007, Babu and Viswanath [7]
proposed the generalized weighted k-nearest Leader Classifier method which finds
the relative importance of prototypes called weighting of prototypes, and this
weight is used in classification process. In 2011, Sarma and Viswanath [8] proposed
an improvement to the k-nearest neighbor mean classifier (k-NNMC), finds
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k-nearest neighbors class-wise. Classification process is carried out with these mean
patterns. In 2014, Raja Kumar et al. [9] proposed a new prototype selection method
for nearest neighbor classification called other class nearest neighbors (OCNN),
which is based on the retaining samples that are near to decision boundary and
which are crucial in the classification task.

The reduction of dataset can also be done in other direction, i.e., reducing the
dimensionality. Feature extraction and feature selection are the two distinct
approaches to reduce the features of data set. Linear discriminant analysis is an
example of feature extraction [10, 11]. Feature selection is another method to reduce
dimensionality. Feature selection methods are well discussed in [12, 13, 14].

Considerable number of papers were published on reducing the cardinality of
training set, but less number of papers have been published on reducing the training
set size in both directions, i.e., cardinality and dimensionality. Kuncheva et al.
proposed methods based on genetic algorithms which reduce the training sets in
both directions [15, 16].

3 Algorithms and Notations

Let TS be the given training set. A pattern in TS is represented as (Xi, Yi) for i = 1,
2, … n (n is the cardinality of TS), where Xi represents the d-dimensional feature
vector and Yi represents the class label for ith pattern. So, Xi = (xi1, xi2, … xid) and
Yi = {y1, y2, … yc}, where c is the number of classes present.

3.1 Algorithm: CNN

Condensed nearest neighbor begins with the pattern selected from the training set
which forms the initial condensed set. Then, each pattern in the training set is
classified using the condensed set. If a pattern in the training set is misclassified, it
is included in the condensed set. After one pass through the training set, another
iteration is carried out. This iterative process is carried out till there are no mis-
classified patterns [5]. The condensed set has two properties:

It is a subset of original training set
It ensures 100 % accuracy over the training set which is the source for deriving the
condensed set.

Let TS be the given training set and TS (CNN) is the new training set formed by
applying condensed nearest neighbor rule. The algorithm can be obtained from [3].
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3.2 Algorithm: OCNN

This method is based on the intuitive notion of retaining patterns that are near to
decision boundary. It is obvious that the patterns which are near the decision
boundary play a very important role in the classification of a process. The boundary
patterns are computed using other class nearest neighbors (OCNN) method [9].

Let TS be the given training set. TS(OCNN) is the set formed after applying the
OCNN method. OCNN(Xi) is the set of nearest neighbors for pattern Xi from other
classes which can be computed using k-NN rule. The method is outlined in
Algorithm 1.

Consider the example training set shown in Fig. 1. Two classes are present in the
Fig. 1. The positive class tuples are represented by ‘+’ and negative class tuples are
represented by ‘−’. For example, if a query pattern ‘*’ lies on the left side of the
boundary decision, then it is classified as ‘+’ class, otherwise ‘−’ class. That means
the patterns that are near to decision boundary are enough for classification. The
other samples can be removed from the training set. This is the central idea of our
method [9]. In the example present in Fig. 1, two patterns from ‘−’ class and two
patterns from ‘+’ class which are near to decision boundary are typical patterns
when compared to other training patterns. This can be found using the other class
nearest neighbors algorithm (OCNN) discussed in Algorithm 1.

Algorithm 1 Other Class Nearest Neighbor algorithm

1. Initially Set S=∅.

2. for each Xi present in TS

3. do

4. Find Si = OCNN(Xi) using k-nn rule.

5. S = S ∪ Si.

6. end for

7. TS(OCNN)=S;

8. output TS(OCNN).

3.3 Sequential Forward Selection (SFS)

The data sets may contain large number of features (dimensions or attributes), some
of which are irrelevant to the classification process [17]. Some features might be
redundant features. For example, if the classification task is to classify the person
with obesity or not based on his personal data which contains the information about
his name, age, contact number, blood pressure, waist size, and cholesterol level, the
features containing the person’s blood pressure and contact number are irrelevant.
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A domain expert may pick the useful features [17]. But this process is inopportune
in case of inadequacy of expertise and when the data behavior is unknown. This is
also time consuming in case of large number of features present in the data sets.
Moreover, we need manual intervention in this process.

Hence, in machine learning, pattern recognition and allied fields dimensionality
reduction is the topic of research over years. Dimensionality reduction can be done
in two ways [18].

1 Feature selection.
2 Feature extraction.

Feature selection or feature subset selection is the process of selecting a subset of
existing features without using any transformation. Feature extraction projects the
existing features onto a lower dimensional space with the help of transformations
[18]. Linear discriminant analysis (LDA) and its variants are good examples of
feature extracion. LDA process is described well in [10, 11].

The formal definition of feature subset selection is given below. Feature subset
selection: Let F be the feature set, i.e., F = {Fi | i = 1, 2, …, N}; find a subset Z =
{Fi1, Fi2, …, FiM} with M < N, which optimizes an objective function J(Y).

Choosing objective function is categorized into two groups. Filter approach: the
objective function evaluates feature subsets by their information content, typically
interclass distance, statistical dependence or information-theoretic measures [18].
Wrapper approach: the objective function is a pattern classifier, which evaluates
feature subsets by their predictive accuracy (recognition rate on test data) by sta-
tistical resampling or cross-validation [18].

Sequential Forward selection (SFS) is a feature selection algorithm which selects
the subset of features based on objective function J(.). It aims to find the best subset
of features from the given original set of features. The process of SFS is carried as
follows.

Fig. 1 Nearest neighbor
classifier
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1 Start with the empty set.
2 Add a feature X to J(Y + X) (that better optimizes J(.)), where Y is a subset of

features that have been already selected.
3 SFS process may be terminated when the objective function reaches to threshold

value or we can choose required number of features in the subset of featuresM, i.e.,
M < N where N is the total number of features in the data set by maximizing J(.)

Algorithm 2 Sequential Forward Selection algorithm

1. Initially Set Y0=∅.

2. Select the next best feature x+ = argmax[J(Yk+x)]

3. Update Yk+1 = Yk + x+; k=k+1

4. Go to step 2.

The method is outlined in [18] and reproduced in Algorithm 2 for reference.
We used the wrapper approach and the optimization criterion is accuracy.

3.4 An Example

We illustrate the algorithms with the example data set shown in Table 1. It has two
attributes X and Y along with class label present in the last column. Two class labels
Yes and No are present. Let Xi refers to the pattern i in the data set, i.e., X1 is the
first pattern (1, 1) in the data set. The Euclidean distances between the patterns are
present in Table 2.

(1) Now, we build prototype set S based on the method OCNN shown in
Algorithm 1.

The SXi = OCNN(Xi) where i = 1, 2, …, 8 are obtained as follows; We con-
sidered k = 2.

Table 1 Example data set No. A B Class

X1 1 1 Yes
X2 1 2 Yes
X3 2 1 Yes
X4 2 2 Yes
X5 5 1 No
X6 5 2 No
X7 6 1 No

X8 6 2 No
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SX1 =OCNNðX1Þ= X5,X6f g SX2 =OCNNðX2Þ= X5,X6f g
SX3 =OCNNðX3Þ= X5,X6f g SX4 =OCNNðX4Þ= X5,X6f g
SX5 =OCNNðX5Þ= X4,X3f g SX6 =OCNNðX6Þ= X4,X3f g
SX7 =OCNNðX7Þ= X4,X3f g SX8 =OCNNðX8Þ= X4,X3f g

The final prototype set S is computed by the union of all SXi. For this example,
S = SX1 ∪ SX2 ∪ SX3∪ SX4 ∪ SX5 ∪ SX6 ∪ SX7 ∪ SX8 . Hence, we get S = {X5,
X6, X4, X3} shown in Table 3.

(2) We build the prototype set S based on the method CNN. The first pattern X1
forms the initial condensed set S. So S = {X1}. Using S, the dataset in Table 1 is
classified. During the first iteration, the patterns X1, X2, X3, X4 are ignored as they
classify using S. The pattern X5 is added to S because it is miscalssified by S. The
patterns X6, X7, X8 are ignored as they classify using S. After the end of the first
iteration, S = {X1, X5}. Then, the second iteration is carried out. During the second
iteration, new patterns are not added to S, because all the patterns in the data set are
classified. At this stage, the algorithm is terminated with set S = {X1, X5}, the final
condensed prototype set.

4 Data Sets

In this section, the data sets used for the experiments are discussed. We applied the
methods on three data sets. All the data sets are taken from Murphy and Aha [19].
The information about the data sets is shown in Table 4. It shows about the name of

Table 2 Distances

No. X1 X2 X3 X4 X5 X6 X7 X8

X1 0 1 1 1.414 4 4.12 5 5.09
X2 1 0 1.414 1 4.12 4 5.09 5
X3 1 1.414 0 1 3 3.16 4 4.12
X4 1.414 1 1 0 3.16 3 4.12 4
X5 4 4.12 3 3.16 0 1 1 1.414
X6 4.12 4 3.16 3 1 0 1.414 1
X7 5 5.09 4 4.12 1 1.414 0 1
X8 5.09 5 4.12 4 1.414 1 1 0

Table 3 Prototype set
chosen by OCNN on Table 1

No. A B Class

X3 2 1 Yes
X4 2 2 Yes
X5 5 1 No
X6 5 2 No
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the data sets, number of training and testing patterns, number of features and also
the number of classes.

5 Experimental Results

We experimented the method with the popular data sets. The accuracies obtained on
the data sets are shown in Table 5. In this table, the accuracies obtained by OCNN
and CNN are given. We got satisfactory results. We compared our method OCNN
with CNN.

These results are evident enough to say that OCNN method is competing with
CNN method and it is showing good accuracy. The methods are implemented on
‘DELL OPTIPLEX 740 n’ model having Intel Core 2 DUO 2.2 GHz processor with
1 GB DDR2 RAM capacity. The environmental setup was, all the methods were
written in C language under Linux operating system. We compared the time taken
to compute the prototype set by OCNN method and by CNN method. The results
are shown in Table 6. From the table, it is clear that the OCNN method is showing
good improvement in execution time with respect to CNN over all the data sets.
OCNN method can build the prototype set faster than CNN. This is because OCNN
method does not require multiple scans as CNN.

Table 4 Description of data sets

Data set Number of training
patterns

Number of test
patterns

Number of
features

Number of
classes

Thyroid 144 71 5 3
Iris 99 51 4 3
Pima 600 168 8 2

Table 5 Accuracy obtained over data sets

Data set OCNN CNN
Number of
prototypes

Accuracy
(%)

Number of
prototypes

Accuracy
(%)

Thyroid 38 92.10 26 91.55
Iris 22 98.33 16 96.08
Pima 289 76.78 266 65.23

Table 6 Comparison of time Data set OCNN (s) CNN (s)

Thyroid 0.005 0.009
Iris 0.004 0.008

Pima 0.019 0.031
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Using OCNN and CNN prototype selection methods, we can reduce the data set
size, but the dimensionality remains the same. To reduce the dimensionality of the
data set, we used SFS discussed in Sect. 3.3. As a result, the data set was reduced
both in cardinality and dimensionality. Now, there are two possible ways of
reducing the data set in both directions:

1 Applying prototype selection method (CNN, OCNN followed by dimensionality
reduction method (SFS).

2 Applying dimensionality reduction method (SFS) followed by prototype
selection method (CNN, OCNN).

We experimented with both posssibilities. The results are tabulated datasetwise.
OCNN+SFS means first OCNN is applied and, then, SFS is applied. We compared
the performance with the existing CNN method. We conducted the experiment
using different values of k(3, 5, 7, 9), and the last row represents average of the
results along with standard deviation.

The results over thyroid data set are given in Table 7.
The graphical results obtained over thyroid data set are present in Fig. 2a.
The results for the iris data set are present in Table 8.
The graphical results obtained over iris data set are present in Fig. 2b.
The results obtained over Pima data set are present in Table 9.
The graphical results obtained over Pima data set are present in Fig. 3.
We have considered accuracy as primary measure to estimate classifiers’ per-

formance. From the results, it is clear that our method is well competing with the
existing method CNN. We are able to reduce the data sets in both directions without
sacrificing accuracy.

Fig. 2 Results over thyroid and iris data sets
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6 Conclusions and Future Enhancement

In this paper, we proposed an approach which can reduce the computational burden
of NNC. This is achieved by reducing the data set both in dimensionality and
cardinality. The methods are implemented and compared with the existing methods
over the bench mark data sets and the results are found satisfactory.

The future enhancement of the paper is to make SFS work well with the large
numbered featured data sets. One can investigate the ways of integrating SFS with
the OCNN and CNN methods, such as whether it is possible without sacrificing
accuracy etc.
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An Innovative Method to Mitigate DDoS
Attacks for Cloud Environment Using
Bagging and Stacking

B. Kiranmai and A. Damodaram

Abstract This paper describes an approach for mitigating distributed
denial-of-services attacks in Cloud. DDoS attacks are huge pitfall for Cloud, and
still, this is not very well handled. We presented a survey of existing work to defend
DDoS attacks and mechanisms. In Cloud, intruder detection systems can be
deployed at various positions like front-end, back-end or at Virtual Machine. Most
of the existing IDS have been deployed at Virtual Machine in cloud. We proposed a
new frame work using ensemble classifiers, namely, Bagging and Stacking to detect
intrusions of both insiders and outsiders, and our proposed frame work will deploy
at back-end. We focused on defending DDoS attacks in cloud environment which
are the bottle neck of a Cloud environment compared to other type of attacks.

Keywords Cloud computing ⋅ Intrusion detection system ⋅ Data mining
techniques ⋅ Weka ⋅ WireShark

1 Introduction to Cloud Computing [1]

Cloud computing is all over the place. Distributed computing gets its name as a
representation for the Internet. Cloud processing guarantees to cut operational and
capital expenses. Distributed computing is a build that permits you to get to
applications that really live at an area other than your PC or other Internet joined
gadget. Security and protection is one of the biggest ranges of sympathy toward
anybody assembling a cloud system.
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The main issue concern is security [2]. Cloud service providers do not bother
whether the customer is a legitimate user or not. Due to this problem arises like

(i) Data Breach, (ii) Insiders, (iii) Cryptographic attacks, and iv) DDoS attacks.
All of these kinds of attacks we call them as Intruders [3].
People from everywhere now have passage to different people from wherever

else. Globalization of handling assets might be the best duty the cloud has made to
date. Dispersed registering is still in its soonest organizes. Conveyed registering
might be seen as a benefit available as an organization for virtual data focuses yet
disseminated figuring and virtual server ranches are not the same. People from
everywhere now have passage to different people from wherever else. Globalization
of processing assets might be the best duty the cloud has made to date. Distributed
computing is still in its most punctual stages. Circulated figuring might be seen as a
benefit available as an organization for virtual data focuses; however, appropriated
processing and virtual server ranches are not the same [4, 5].

Lattice figuring is frequently mistaken for distributed computing. Network
processing is a type of dispersed registering that executes a virtual super PC made
up of a gathering of orchestrated or internetworked PCs going about as one to
perform tremendous errands. Various dispersed registering associations are filled by
structure figuring utilization and are charged like utilities; however, conveyed
processing can and should be seen as a created next stride a long way from the
framework utility mode l [6, 7, 8, 9, 10, 11].

“Distributed computing is a model for engaging supportive, on-interest frame-
work access to a commonplace pool of configurable enrolling assets (e.g., systems,
servers, stockpiling, applications, and associations) that can be promptly provi-
sioned and discharged with unimportant association exertion or association supplier
in one of the known classes to each test occasion. This is possible in light of the fact
that in the midst of setting up the system takes in components from each one of the
classes cooperation” [7, 8, 9, 10, 11, 12, 13, 14, 15].

Cloud computing is implemented by virtualization [7, 8, 9, 10, 11].
Virtualization is a technique for running different free virtual working frame-

works on a solitary physical PC. This methodology augments the arrival on
speculation for the PC [6].

Cloud registering is a processing model which deals with a pool of configurable
figuring assets. Distributed computing can be ordered as open cloud, private cloud,
and half-breed cloud regarding arrangement. While open cloud and private cloud
are utilized by open and a solitary association, separately, half-breed cloud is an
organization of open and private cloud bases. Subsequently, mixture cloud share
the properties of both open cloud and private cloud. Half and half cloud permits
organizations keeping their basic applications and information in private while
outsourcing others to open [4, 16, 17] (Fig. 1).
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2 Introduction to Intruder Detection System

Intrusion discovery is the procedure of watching the occasions happening in a PC
framework or organize and investigating them for occurrences which damages
related security arrangements or practices. Interruption location methods can be
named abuse identification and abnormality recognition. An intrusion discovery
framework is a product apparatus used to identify unapproved access to a system.
An intrusion detection system is capable of detecting all types of malicious network
traffic and computer usage. This incorporates system assaults against defenseless
administrations, information driven assaults on applications, host based assaults, for
example, benefit acceleration, unapproved logins and access to touchy documents
—and malware.

An interruption identification framework is an element detecting intrusions is to
consider both the ordinary and the known strange examples for preparing a
framework and after that performing grouping on the test information. Such a
framework consolidates the upsides of both the mark based and the peculiarity
based frameworks and is known as the hybrid system.

Cross breed frameworks can be extremely proficient, subject to the order strat-
egy utilized, and can likewise be utilized to name inconspicuous or new cases as
they allocate checking substance that supplements the static watching limits of a

Fig. 1 Cloud computing architecture [45]
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firewall—for example, benefit heightening, unapproved logins, and access to del-
icate records—and malware. An interruption recognition framework is a dynamic
observing element that supplements the static checking capacities of a firewall. An
interruption identification framework screens activity in a system in indiscriminate
mode, particularly like a system sniffer [18].

IPS is one of important tools to detect and prevent illegal access [19].
Approach for recognizing interruptions is to consider both the ordinary and the

known bizarre examples for preparing a framework and after that performing
characterization on the test information. Such a framework joins the upsides of both
the mark-based and the abnormality-based frameworks and is known as the hybrid
system. Half-breed frameworks can be exceptionally proficient, subject to the
grouping strategy utilized, and can likewise be utilized to mark concealed or new
cases as they allot one of the known classes to each test occasion. This is con-
ceivable on the grounds that amid preparing the framework takes in components
from every possible one [20, 21].

Interruption can be characterized as any arrangement of activities that endeavor
to bargain the respectability, classification or accessibility of an asset. With regard
to data frameworks, interruption alludes to any unapproved access, unapproved
endeavor to get to or harm, or vindictive utilization of data assets. Intrusion can be
categorized into two classes, anomaly intrusions and misuse intrusions [22, 23].

There are different places at which IDS can be deployed [24]. IDS in the cloud
can be deployed at the front end, at the back-end or on the virtual machine.

A. Actualizing IDS at the front-end of the cloud will identify assaults on the end
client system.

B. Actualizing IDS at the backend of the cloud environment will identify all inner
assaults on the cloud and all outside systems which originate from end client
system.

C. Actualizing IDS on virtual machine (VM) inside the cloud environment will
distinguish assaults on those machines as it were.

3 Previous Work

Some of the existing systems developed IDS in Cloud [25].
Sanchika Gupta et al. [11, 26, 27] recognized vulnerabilities accountable for

most likely comprehended framework build strikes in light of cloud and did an
essential examination on the endeavors to set up wellbeing available in cloud
environment. This paper realized securing attacks from insiders and untouchables
using framework profiling. A profile is made for each virtual machine in cloud that
portrays framework behavior of each cloud customer. In this, the total framework
development at uncommon zone is filtered in light of VM’s IP addresses. Intrusion
distinguishing proof is performed on the packs starting from a particular machine in
light of its profile. VM profile delineates the ambushes that are possible on it. After
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profile creation, the data got from that virtual machine are hunt down ambushes
whose imprints are accessible in VM profile database and match with strike sig-
nature database, and if a match happens, it sends information to recognizable proof
and notice fragment. This procedure must be actualized totally. It is under
Implementation.

Mr. Kumar [28] proposed multi-stage appropriated helplessness acknowledg-
ment estimation, and counter measure decision part which depends on graph-based
informative models. He proposed a get-together testing philosophy sent on back
end servers. Assailants are expected to dispatch the application administration ask
for either at high interim rate or high work stack or even both. By occasionally,
checking the normal reaction time to administration demands and contrasting them

Title of the paper Authors IDS
implemented

at

Techniques
employed

Merits Drawbacks

Integrating
Signature based 
Apriori based 
Network Intrusion
in Cloud 
Computing[28]

Chirag N.
Modi

Centralized or

Distributed

SNORT to identify
known attacks

Apriori algorithm to 
identify unknown

attacks

Method is
not 

complex

Easy to 
implement

May not able to
identify all 

types of
unknown
attacks

A Profile based
Network  Intrusion
Detection and
Prevention system
for securing Cloud
Environment[28]

Sanchika
Gupta etal

Virtual
Machine 

VM Profiling 

Profiling
which

reduces
load of

server and
low cost

Not
Implemented

Securing Cloud
Network 
Environment 
against Intrusion
using Sequential 
algorithm[28]

Mr
R.Kumar

Network
Switch 

Constraint based
group testing model

Low
detection
latency and
false 
detection

Theoretical
analysis h as 
been done 

DDoS attack
protection in the 
era  of cloud 
computing and
SoftwareDefined 
Networking[5]

B.Wang
.et.al

Network
Switch 

DaMask Data Shift Degradation of
performance

A Cooperative
Intrusion Detection
Model for Cloud 
Computing 
Networks[11]

Shaaohua
Teng et.al.

Front End E-CARGO model Detected
SYN
attacks 

Unable to trace
ip address of the 
user

Fig. 2 Summaries of the above techniques
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and the particular edge values brought from a true blue profile each virtual server is
connected with a negative or positive result by this distinguishing assailant from a
pool of authentic clients. Successive calculation has been proposed to hinder the
aggressors. It will seek consecutively and obstruct the aggressor hub in transmission
way. Hypothetical examination has been done and needs to actualize on DDOS
assaults.

Shaaohua Teng et al. [29] proposed a collective interruption location design and
E-CARGO model is utilized to model this framework. Collective interruption
identification model comprises of five parts to be specific occasion generators,
highlight indicator, measurable finder, combination focus, and reaction unit.

The occasion generators gather information from the systems and create suspi-
cious interruption occasions. They present the suspicious interruption occasions to
the component and measurable location specialists. As indicated by the system
convention, these suspicious interruption occasions are partitioned into TCP
occasions, UDP occasions, and ICMP occasions (Fig. 2).

4 Proposed System

While the cloud serves various genuine customers, it may in like manner have
threatening customers and organizations, for instance, spam frameworks, Botnets,
and malware transport channels. Cloud suppliers must think about those issues and
execute the indispensable countermeasures.

Other than that, distributed denial-of-service (DDoS) ambushes can have an a
great deal more broad impact on the cloud, since now various organizations may be
encouraged in the same machine. Right when an attacker focuses on one organi-
zation it may impact various others that have no association with the key target.
DDoS is an issue that is still not incredibly all around dealt with. On the other hand,
following the cloud gives more foremost flexibility and may administer resources
rapidly it ends up being more grounded to foreswearing of organization, yet it goes
with a cost to the customers [30, 31].

We proposed an innovative method to implement IDS (DDoS attacks) in Cloud
environment. Our idea is to implement IDS at back-end of the cloud which will be
able to detect both inside attacks and outside attacks.

DDoS attack involves three parties [32].

Offender: Offender party is the person who plots the assault.
Helpers: Helpers are the machines that are traded off by the guilty party to dispatch
assault against a casualty.
Victim: Victims are the ones on who assault has occurred.

Our aim is to minimize the cost overhead in terms of computation and increase
detection rate. Our procedure involves ensemble classification techniques. Our
frame work is modeled into three components, namely, Capturing and Recording
Data, Detection Component, and Output Component.
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A. Capturing and Recording Component: In this module, we capture network
traffic and record traffic. To capture network traffic, we have so many network traffic
sniffer tools available. We are using Wire Shark a network analyzer tool to capture
packets. Wire shark is a GUI-based tool which runs on Windows, Linux, Solaris,
Mac. “Live information can be perused from Ethernet, IEEE 802.11, PPP/HDLC,
ATM, Bluetooth, USB, Token Ring, Frame Relay, FDDI, and others (contingent
upon your platform)” [33, 34, 35].

Decoding support for some conventions, including IPsec, ISAKMP, Kerberos,
SNMPv3, SSL/TLS, WEP, and WPA/WPA2. Shading tenets can be connected to
the parcel list for snappy, natural investigation. Output can be sent out to XML,
PostScript®, CSV, or plain tex [27, 33, 35, 36].

B. Detection Component: After capturing data, we check for any malicious
activity in the traffic. There are various parameters to check whether an attack has
occurred or not. Some of the filtering mechanisms we used are:

(i) Check if too many packets are coming from the same source: This can be
known by checking the data rate of a particular user in stipulated period.
tshark –G field|grep “datarate”

(ii) Check the destination traffic by setting a filter. ipaddress = <destination>
(iii) Check the behavioral of user profile: Like the user may log in regularly at

same time from the same time zone. If a user logged in different time zone,
then we say abnormal user.
If found malicious we alert the system, otherwise perform pattern matching
using Ensemble Classifiers.

(iv) We train data using multiple learning algorithms, “Ensemble strategies utilize
numerous learning calculations to acquire preferable prescient execution over
could begotten fromanyof the constituent learningcalculations” [37, 38, 39, 40].

Ensemble technique that makes people for its gathering via preparing every
classifier on an arbitrary redistribution of the preparation set. Every classifier’s
preparation set is created by haphazardly drawing, with substitution, N illustrations,
where N is the extent of the first preparing set; a considerable lot of the first samples
might be rehashed in the subsequent preparing set while others might be forgotten.
Every individual classifier in the ensemble is created with an alternate random
sampling of the preparation set [39, 41] (Fig. 3).

Algorithm of Bagging Classifier [42].

(1) for m = 1 to M //M … number of emphases

(a) Draw (with substitution) a bootstrap test Sm of the information b) Learn a
classifier Cm from Sm

(2) for every test case

(a) Try all classifiers Cm
(b) Predict the class that gets the most elevated number of votes Training the

data by taking different samples and whenever a matched packet has come
it will be identified different kind of data.
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Stacking [42, 43]: In stacked speculation, the combiner f() is another learner and
is not confined to being a direct mix as in voting.

The combiner framework ought to figure out how the base learners make mis-
takes. Stacking is a method for assessing and rectifying for the predispositions of
the base learners. In this way, the combiner ought to be prepared on information
unused in preparing the base learners. In typical stacking implementation, a number
of initially level singular learners are created from the preparation information set
by utilizing distinctive learning calculations. The individual learners are then
consolidated by a second-level learner which is called as meta learner.

Fig. 3 Bagging classifier
[46]

Algorithm: 
Input t: Data set D = f(x(1); y(1)); : : : ; (x(N); y(N))g 
In the first place level learning calculations L1; : ;LT Second-level learning calculation L 

Process: 

For t = 1; : ; T 
ht = Lt (D) %Train first-level individual learner ht 
End 
do = ; %Generate another information set 
For i = 1; : ;N For t = 1; : ; T zit = ht (x(i)) 
End 
do = d0 [ f((zi1; : ; ziT ); y(i))g 
End 
h0 = L(D0) %Train the second-level learner h0 
Yield: H(x) = h0(h1(x); : ; hT (x))
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C. Output Component: Using Ensemble Classifiers like Stacking and Bagging
for training the data, and tested with new samples of data. Resulting is a classifi-
cation of classes named normal and abnormal.

5 Results

Initially, we developed a prototype of the above said model using WEKA [44]. We
have chosen knowledge flow WEKA Classifier. For Training data, several samples
have been considered and cross validation of ten folds were done to check accuracy
of training. Network traffic has been captured for a particular period of time and
converted data to CSV format that has to fed as input to Classifier. Bagging and
stacking algorithms are applied for the data captured and results are analyzed
(Figs. 4 and 5).

Time Source Destination Protocol Length Info

1 0 192.168.0.2 198.41.30.198 TCP 54
52087 > 80 [ACK] Seq=1 Ack=1

Win=65340 Len=0

2 0.000098 198.41.30.198 192.168.0.2 TCP 1506
80 > 52087 [ACK] Seq=1 Ack=1

Win=15544 Len=1452

3 0.001481 198.41.30.198 192.168.0.2 TCP 1506
80 > 52087 [ACK] Seq=1453
Ack=1 Win=15544 Len=1452

4 0.001544 192.168.0.2 198.41.30.198 TCP 54
52087 > 80 [ACK] Seq=1

Ack=2905 Win=65340 Len=0

5 0.001706 198.41.30.198 192.168.0.2 TCP 1506
80 > 52087 [ACK] Seq=2905
Ack=1 Win=15544 Len=1452

6 0.001836 198.41.30.198 192.168.0.2 TCP 1506
80 > 52087 [ACK] Seq=4357
Ack=1 Win=15544 Len=1452 

7 0.001873 192.168.0.2 198.41.30.198 TCP 54
52087 > 80 [ACK] Seq=1

Ack=5809 Win=65340 Len=0

8 0.001993 198.41.30.198 192.168.0.2 TCP 1506
80 > 52087 [ACK] Seq=5809
Ack=1 Win=15544 Len=1452 

9 0.002039 198.41.30.198 192.168.0.2 TCP 1506
80 > 52087 [ACK] Seq=7261
Ack=1 Win=15544 Len=1452

10 0.002096 192.168.0.2 198.41.30.198 TCP 54
52087 > 80 [ACK] Seq=1

Ack=8713 Win=65340 Len=0

Fig. 4 Sample of captured data using wire shark

Name       of       the
classifier

TP
Rate

FP Rate Precision Recall F-Measure

Bagging 0.591 0.485 0.362 0.591 0.362
Stacking 0.548 0.548 0.301 0.548 0.485

Fig. 5 After deploying in WEKA tool result obtained [47, 48]
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6 Conclusion and Future Work

Blue print has done for the method we have discussed to mitigate DDoS attacks in
cloud environment. We have taken classifiers to do pattern matching are bagging
and stacking. As per our results, bagging has done well compared to stacking.
Detection rate is higher for bagging than stacking. Meta Classifiers we have chosen
for stacking are Id3 and J48. In the future, we are going to implement in a cloud
simulator cloudsim for further improvement and analysis. This is in progress.
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A Novel Method for QoS-Based Spectrum
Allocation in Cognitive Radio Systems

Aswathi R. Nair and E. Govindaraj

Abstract In this paper, the spectrum holes in licensed frequency bands are utilized
for satisfying quality-of-service (QoS) demands of cognitive users. The available
spectrum holes are classified as white, gray, and black. The bands are then fairly
allocated to the cognitive users based on their QoS requirements. The data traffic
from cognitive users are classified as high, medium, and low QoS required flows.
Then, the white, gray, and black spaces are, respectively, assigned to them. Thus,
spectrum utilization is improved, and fairness is achieved, since more no of sec-
ondary users are accommodated, but QoS is not compromised.

Keywords Spectrum holes ⋅ Cognitive users ⋅ White space ⋅ Gray space ⋅
Black space ⋅ Quality of service ⋅ Spectrum utilization

1 Introduction

1.1 Background

Cognitive radio systems are a hot topic among researchers nowadays. The cognitive
radio addresses the problem of spectrum scarcity, by utilizing the licensed spectrum
bands whenever and wherever they are unoccupied by licensed users. The licensed
users are called primary users, the spectrum opportunity is called a spectrum hole,
and the users utilizing the spectrum other than primary users are called secondary or
cognitive users. The cognitive users are intelligent devices that can coexist with the
primary users in a network system and can utilize the spectrum without causing any
harmful interference to the primary users. Thus, cognitive radios efficiently utilize
the precious radio spectrum.
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Spectrum holes are the part spectrum currently unoccupied by primary users that
can be used by cognitive users to transmit data. The cognitive radios first find the
spectrum holes to transmit in, and this step is called spectrum sensing. Spectrum
sensing is an important step in the working of cognitive radio, since inaccurate
spectrum sensing can destroy whole working principle of cognitive radio networks
itself. There are many spectrum sensing method namely [1] energy detection,
feature detection, matched filter detection, etc. to name a few. The sensed spectrum
holes are then used by the cognitive radios to transmit data. Studies [2] have shown
that certain portions of spectrum are largely occupied, some are moderately occu-
pied, and remaining are largely unoccupied, they are called [3] black, gray, and
white spaces respectively.

1.2 Related Works

Many attempts have been carried out to efficiently allocate available spectrum
opportunities to the secondary users. QoS provisioning for heterogeneous services
has been proposed in [4], and real time and non-real time secondary users in
distributed cooperative cognitive radios are considered as potential users. In [5], an
automatic channel selection scheme which coexists with Wi-Fi network is pro-
posed. The primary users are considered to operate in ISM band, and on the basis of
QoS requirement, the channels are selected and allocated available frequency in
ISM band. The authors in [6] “QoS-based spectrum decision framework for cog-
nitive radio networks” provide the QoS to the data packets by allocating the channel
which can satisfy the QoS requirement of the user. In all related works, either it is
assumed that the secondary users’ traffic class is marked in packets or it is explicitly
given. Some works also proposed traffic classification by complex learning meth-
ods. However, in this paper, simple classification based on power of secondary
users is considered.

1.3 Purpose of This Paper

The purpose of this method is to allocate channels to secondary users exactly
according to their QoS requirements. The QoS requirement is measured in SINR
(signal to interference and noise ratio). Since the channel is allocated exactly to
requirement, the channel utilization is improved and more number of secondary
users get to transmit data.
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1.4 Organization of This Paper

This paper is organized as follows. Section 2 discusses the interference temperature
model, how the interference temperature is calculated and how it is used by the
secondary users to access spectrum. Section 3 gives the working of the proposed
system in detail. Section 4 describes the experimental setup in Matlab and the
results are studied. Section 5 concludes the paper gives possible future directions.

2 Interference Temperature Model

Interference temperature [7] is a metric to measure and manage interference in an
RF environment. It can also be defined as the measure of RF power at the receiver.
That means measure of power from other sources and noise. Let us assume as in [7]
a signal s(t) is transmitted by a primary user and is corrupted by additive white
Gaussian noise n(t), the received signal is represented by y(t). Here, we are con-
sidering discrete signals.

yðtÞ= sðtÞ+ nðtÞ ð1Þ

Suppose in a sampling period T, N number of samples is taken then, the power of
received signal PR is calculated by:

PR =
1
N

∑
N

i=1
y2i
�� ��. ð2Þ

The corresponding interference temperature TI is given by:

TI =
PR

K ⋅B
, ð3Þ

where K is Boltzmann constant, K = 1.38 × 10−23 J/°K, and B is bandwidth of the
channel.

For the secondary user to transmit without causing interference to the primary
user, secondary user should adjust the power according to the formula as follows:

TI +
PS

K ⋅B
≤TL, ð4Þ

where TL is the interference temperature limit, for a band in a given geographical
area. Ps is the power at which the secondary user should adjust transmis-
sion inorder to avoid interference with primary users.
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3 Proposed System

The proposed cognitive radio system works in a WLAN and operated in ISM band
(902–928 MHz) as in [4]. The system assumes N users are subscribed to the
WLAN access point, and they are the primary users. Channel_id uniquely identify
each primary user channel. The base station senses and reallocates the spectrum
every Ts seconds. Therefore, if channel state changes in this time, the secondary
user has to switch the channels. There are M cognitive radios (secondary users)
managed by the cognitive base station. Cognitive users are having varying QoS
demands. Using interference temperature model, the channels are classified. White
spaces are assumed to be unoccupied by any primary users, gray spaces are
assumed to be occupied but still can satisfy needs of a moderate user, and black
spaces are the rest. The traffic from cognitive users is also classified as high,
medium, and low QoS services. Then, the white spaces are allocated to high QoS
users, gray to medium, and black to low QoS users. The QoS is directly propor-
tional to the power of secondary users. The basic working of cognitive base station
is summarized in Fig. 1.

Fig. 1 Basic working of
QoS-based channel allocation
system
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3.1 Interference Temperature-Based Channel Classification

As stated earlier, the interference temperature can measure the power over a signal
due to other source. From the view of a secondary user, a primary user signal is an
interference, and this can be quantified using interference temperature metric.
Therefore, a larger interference temperature value means that the channel is much
occupied by some other source, in our case a primary user and of-course some
noise. Let us assume the interference temperature due to noise be TN. And if the
interference temperature is equal to interference temperature limit, then there is no
more opportunity to transmit in that spectrum.

The classification unit (Fig. 1) works according an algorithm. The algorithm
checks whether the current signal received from a primary user has interference
temperature between zero and TN, if so the channel is currently not occupied by any
primary user. If the interference temperature lies between TN and TM, then the
channel is moderately occupied TM that will vary according to the QoS of the
moderate users.

3.2 Channel Allocation

The traffic classifier unit (Fig. 1) measures the power from each secondary user.
The base station will have information about the range of power of the secondary
users. Then, the base station classifies the traffic according to their QoS requirement
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as high, medium, and low priority flows. The classified channels are then allocated
to the classes of QoS.

The power at which a secondary user is defined by Eq. 4. Thus, at a given time,
the power of transmission by a secondary user must lie between interference
temperature of the channel IT and interference temperature limit TL.

The spectrum utilization can be measured by measuring occupied spectrum in a
given time based on the interference temperature, if any spectrum has interference
temperature close to interference temperature limit, then the channel can be said to
be utilized.

4 Experiments and Results

The experiment is set up in matlab2011. There are 5 primary user channels are there
and 10 secondary users. The primary users and secondary will be present or absent
in poisson distributed manner, and their powers are uniformly distributed between
25 and 3 dBm. The QoS requirements and the power range of each class are
summarized in Table 1. The power values are referred from [8].

The allocations are made, such that the QoS requirements are satisfied and the
interference temperature is not exceeded. The white spaces can be allocated to a
high and a low QoS user and still can achieve the QoS.

In general, interference temperature model the spectrum allocation is done if
primary users’ interference temperature is such that a secondary user can still share
the channel and limit is not exceeded. The QoS of the secondary is not considered.

When the proposed method is compared with the general interference method,
the spectrum utilization and number of secondary users accommodated is found
improved. The channel utilization ratio is the measure of channel utilized by all
secondary users to the available channel after being used by primary users. The
number of secondary users is counted for different number of available primary user
channels.

Table 1 SINR and Power
range for different QoS
classes in the experiment

QoS class Power range (dBm) SINR (dB)

High QoS 18 < Ps ≤ 25 40
Medium QoS 8 < Ps ≤ 18 25
Low QoS 2 < Ps ≤ 8 10
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5 Conclusion and Future Work

The proposed system addresses the QoS requirement of secondary users. The dif-
ferent QoS secondary users are assigned to different channels that can satisfy their
requirement. The channel utilization and total secondary users who can share
spectrum are also improved by this method. Even the heavily occupied bands are
utilized whenever possible. The users can experience quality in the services they are
using, since they are allocated channels according to the service requirements.

In the future, a ranking method can be used to rank the channels according to
their potential and channel switching to be reduced to reduce the delay experienced
by secondary users Figs. 2 and 3.

Fig. 2 Channel utilization
for general interference model
and QoS-based model

Fig. 3 Number of secondary
users accommodated in
general interference model
and proposed model
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A Review on fMRI Signal Analysis
and Brain Mapping Methodologies

S.V. Raut and D.M. Yadav

Abstract Functional magnetic resonance imaging (fMRI) is a safe non-invasive
technique used for understanding the brain functions against various stimuli and
hence to predict the brain disorders. The fMRI signal patterns and brain mapping
have been found promising the medical science in the recent days. Adequate
contributions have been made in the literature on fMRI signal analysis. This paper
identifies notable research works that have contributed on fMRI signal analysis and
predicting the brain functions and performs systematic review on them. The review
provides the strengths and weaknesses, and the research gaps exist in the works
based on 11 useful parameters, such as sparsity, non-linearity, robustness, etc.

Keywords fMRI ⋅ Brain region ⋅ Voxel ⋅ Brain mapping ⋅ Classification ⋅
Precision ⋅ Sparsity

1 Introduction

Functional magnetic resonance imaging (fMRI) refers to a non-invasive imaging
technique [1, 2], which has evolved as a significant tool for detecting the brain
regions that are engaged in the cognitive processes [3]. A typical fMRI data set is
constituted of blood oxygenation level-dependent (BOLD) signals of tens of
thousands voxels that are time series in nature [4]. It has been successfully applied
for more than 15 years in neuroscientific and cognitive studies [5], because of its
ability to offer sufficient spatial and temporal resolutions to measure the location,
amplitude, and timing of brain activity [3]. The fMRI signal analysis intends to
determine the brain regions that are activated during the course of a cognitive task
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[3]. It can be differentiated into two ways, namely, signal detection and charac-
terization of hemodynamic response function. The former deals with locating brain
region that produces high neural activity against a stimulus [6]. The latter deals with
interpreting the changes in the blood flow upon stimulus [7].

The research attention on fMRI signal analysis falls on acquisition methodolo-
gies [8], preprocessing techniques [9], enhancement methods [10, 11], denoising
algorithms [12, 13], hemodynamics estimation [14, 15]. and post-processing
methodologies [16, 17]. All such methodologies can be broadly categorized into
approaches, namely, hypothesis-driven approaches and data-driven approaches [3].

The traditional hypothesis driven approaches include Markov random field
(MRF) models [18, 19] and hidden Markov models (HMM) [20]. However, these
models are complex and require more information about the stimulus [3]. In con-
trast, the statistical parametric mapping (SPM) is a simple hypothesis-driven
approach that operates based on the general linear model (GLM) [21]. The refer-
ence functions are generated by considering both the hemodynamic response
function (HRF) and the deterministic stimulus timing function. These assumptions
and the adopted deterministic timing function do not correlate with both the spatial
and the temporal patterns of brain activation function [22]. Moreover, the analysis
is highly univariate [22] rather than the desired multivariate analysis [2].

On the other hand, the data-driven approaches entertain multivariate analysis for
fMRI signals. They include both the supervised [23, 24] and the unsupervised
methods [25–28]. In contrast to the hypothesis-driven approaches, data-driven
approaches make few or no assumptions about the HRF shape and do not require
apriori knowledge about the stimulus timings [3]. However, the unsupervised
methods find a few drawbacks over the supervised methods. A few of them include
poor characterization of noisy fMRI data set [29] and biased decomposition [30].
This necessitates the need for supervised data-driven approaches to carry out the
fMRI signal analysis.

A. Background

The fMRI is a safe non-invasive technique to measure and map the activity of
the brain. It differs from MRI in measuring the brain activity rather than structuring
the brain. The fMRIs are signals observed from the brain, when there is an external
stimulus. It measures the variation of the brain electrical pulses, when the stimulus
is observed. For instance, an fMRI produces the variation between the brain activity
under normal and excited conditions. In other words, the electrical pulse variations
are observed when a person goes to excited stated from normal conditions. Brain
mapping is the primary application where fMRI signals play crucial role.
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2 Notable Research Works

The fMRI signal-based brain mapping is vital for understanding the characteristics
of brain and for diagnosis purpose. A handful of research works has been collected,
and the survey has been done. The concise context behind the survey is discussed
below.

Yu anqing Li et al. [4] have detected voxels from fMRI data with task relevance
using their iterative sparse representation based algorithm. At every iteration of the
algorithm, a sparse weight is generated using the context of linear programming.
The weight vectors that have been obtained throughout the iterations are averaged
to produce the final weight vector. The obtained final weight vector has peculiar
characteristics, such as sparsity, stability, and the ability to represent the signifi-
cance of the feature through its magnitude. The experimental results have shown
that the tasks decoded by their algorithm from fMRI data are more relevant than
univariate general-linear-model-based statistical parametric mapping.

Vincent Michel et al. [5] have also insisted the necessity of extracting relevant
information for predictive diagnosis. The relevant information includes the orga-
nizing principles that are being followed by the brain. However, the conventional
mass-univariate procedure has not considered this information. Despite the fact that
the multivariate pattern analysis considers this information, if the learning method is
not regularized, curse of dimensionality often occurs. The conventional regular-
ization methods have not considered spatial structure of images too. This may result
in poor representation of the extracted features. Total variation (TV), which repre-
sents the l1—norm of the image gradient, has been identified by the authors as a
prominent solution to interpret the extracted information in a more efficient manner.
They have applied it for brain mapping and accomplished good compatibility with it.

Jean Honorio et al. [31] have attempted to predict diverse disorders (cocaine use,
schizophrenia and Alzheimer’s disease) in unseen subjects from fMRI data. They
have shown that the voxels have been scattered and are unstable for group clas-
sification. Hence, they have opted for using single region per experimental con-
dition and a majority vote classifier. The experimental results have demonstrated
the performance of their method over the state-of-the-art methods. They have also
asserted that their method has provided meaningful representation for voxels to
retain discriminability.

Since SOMs transform high-dimensional data into low-dimensional map using
the unsupervised learning method, they require a post-processing method to
describe the similarity between the feature vectors as well as the clusters and the
interested features. Hence, Katwal et al. [3] have proposed graph-based visualiza-
tion of self-organizing maps (SOMs) to acquire fMRI features based on
density-based connectivity, correlations and correlation-based connectivity. They
have applied the features to determine the brain regions associated with the tasks
and experimentally proved the classifying performance of visualization of SOMs
over independent component analysis and voxel wise univariate linear regression
analysis.
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Kurt Barb et al. [1] have addressed the challenges of extracting hemodynamic
response that deals with the quantification and the interpretation of the physio-
logical processes of stimulus—activated brain regions. They have introduced
fractional models to understand and quantify hemodynamics from the fMRI mea-
surements. The models have been experimentally proven for its computational
efficiency, flexibility, and robustness against noise.

Lotfi Chaari et al. [32] have attempted to perform both the two steps of within—
subject analyses, namely, brain activity detection and estimation of the hemody-
namic response. They have introduced the region-based joint detection–estimation
(JDE) framework to handle these steps using multivariate inference for detection
and estimation. The JDE has been built using regional bilinear generative model of
the BOLD response and by introducing spatial, temporal and physiological priors as
constraints in Markovian model. The constrained model has been used for
parameter estimation.

The JDE has been reformulated in a missing data framework to obtain varia-
tional expectation-maximization (VEM) algorithm. The Markovian model has been
approximated using a variational approximation in unsupervised spatially adaptive
JDE inference. This has allowed automatic fine-tuning of spatial regularization
parameters. The derived methodology has been experimentally proved for its
computational efficiency and precise estimation.

Fan Deng et al. [33] have developed a data-driven multiscale signal decompo-
sition framework, called as, empirical mean curve decomposition (EMCD). EMCD
has been intended to optimize the mean envelopes from fMRI signals and it has
iteratively extracted coarser-to-finer scale signal components. The EMCD frame-
work has been experimentally proved on resting-state fMRI, task-based fMRI and
natural stimulus fMRI to infer meaningful low-frequency information from blood
oxygenation level-dependent (BOLD) signals.

Babak Afshin-Pour et al. [34] have introduced a flexible model to optimize the
reliability of spatial pattern by maintaining a tradeoff between prediction accuracy
and reproducibility of linear predictive models. This has further improved the
detection of task—positive brain network as well as temporal variable and spatially
reproducible networks. The hybrid model has been constructed based on the
weighted sum of optimization functions of linear discriminant analysis
(LDA) model and a generalized canonical correlation (gCCA) model. The linear
discriminant term has preserved the capability of the model to differentiate the
fMRI scans containing multiple brain states. On the other hand, gCCA has dis-
covered a linear combination for the scans of all the subjects in a way that the
estimated boundary map can be reproducible across subjects. Experimental inves-
tigation has been carried out in both the real and the simulated fMRI data and
comparison has been made against LDA and Gaussian Naive Bayes (GNB) tech-
niques. Their hybrid model has outperformed the other two techniques.

Chun-An Chou et al. [35] have proposed a feature selection framework based on
mutual information (MI) and partial least square regression (PLS) to derive an
informativeness index. The informativeness index has prioritized the voxel selec-
tion process on the basis of degree of relevance with the practical scenario. The
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features that have been extracted through their framework were used in standard
classification algorithms and experimented on benchmark fMRI data set. The
computational results have revealed that their feature selection framework has
substantially improved the classification performance than the conventional
features.

3 Review Outcomes

A. Summary

Numerous parameters define the quality of the research works. This paper
considers 11 parameters that play key role to define the nature of the literary works.
Though few works have been considered for review, we have illustrated the
deviation among the works based on these parameters. The percentage of contri-
bution of the works that are considered for review is shown in Fig. 1, which is
derived from the review summary given in Table 1.

B. Parametric Study

(1) Impact of sparsity: The sparse representation leads to produce a combi-
nation of voxels, which is able to represent stimulus function at high
efficiency. Hence, a positive impact of sparse representation on precise
combination of pixels is ensured [4]. The sparse representation given in
[4] has believed to be reason for high informativeness. In [5], the data
representation has also been considered with sparsity, and hence, the
regularization has been done. The EMCD representation given for fMRI
signal has also become sparsely distributed [33]. However, most of the
works do not consider the sparse representation to define or extract voxels
[1, 3, 31, 32, 34, 35].

Fig. 1 Literary contribution based on the selected parameters
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(2) Algorithm stability: Algorithm stability stands for the insensitivity of the
results on varying algorithm parameters or any miscellaneous selection
parameters. The voxel selection framework [4] is experimentally proved
that it is insensitive to multiple voxels. Certain works such as [31, 35]
have ensure the stability of the algorithm even diverse datasets have
been used under a single brain region. However, majority of the works
[1, 3, 5, 32–34] have not given significance for the algorithm stability.

(3) Informativeness: Informativeness refers to the information held by any
signal representation. According to [4], sparse representation leads to high
informative voxel combinations. Since the feature representation is given
in high-dimensional space, the informativeness behind the extracted fea-
tures is naturally high [3, 5]. The EMCD representation for the fMRI has
also been proved for its high informativeness [33].
Generally, low-dimensional representation can affect the richness of the
information and so the uncertainty persists in the informativeness of the
voxels [1, 31, 35]. Despite low dimensionality representation has been
given in [34], informativeness has also been ensured in their work. A few
of the works have not discussed about the feature [32], whereas a few
works are assumed to have informativeness due to high dimensionality
representation [35].

(4) Impact of regularization: Regularizing the voxel representation for pre-
dicting the fMRI patterns has not been considered in [3, 4]. Regularization
has been considered as the keen interest to handle the high-dimensional
data representation [1, 5]. The generalization problem has been focused
well in [31] to learn the single brain region for predicting the disorder
under a regularized environment. The JDE inference adopted in [32] has
offered automatic fine-tuning of spatial regularization parameters. In [33–
35], proper regularization has not been discussed though adequate con-
tribution has been given on signal representation.

(5) Representing the features in low dimensional space: Representing in
low-dimensional space is a much needed process, so that the processing
time as well as the complexity can be reduced. However, research works
such as [3, 4] have concentrated on considering maximum voxel
combinations, but not on representing them in low-dimensional space. In
contrast, works such as [1, 31] have shown adequate concentration on
representing the voxels extracted from single brain region in
low-dimensional space.
The review states that when one part of the researchers have not con-
centrated on low-dimensional representation [5, 32, 33, 35], other part of
researchers show their interest on adequate dimensionality reduction
processes [34].

(6) Localizing significant brain regions: Localizing brain regions have been
considered in the literature as a significant process for brain mapping, and
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hence, hemodynamic response can be recorded [32, 33]. There is a strong
correlation between voxels and brain region localization.
In [1, 3, 4], voxels have been selected in such a way that appropriate brain
regions have been localized. On the other hand, localizing single brain
region is asserted to extract the voxels which are helpful to predict the brain
disorder [31]. Despite the advantages persist, a few of the literary works
have not considered the significance of localizing the brain regions [5, 35].

(7) Adaptiveness: Adaptiveness refers to the ability to perform even there is an
impact of external parameters. The voxel selection framework [3, 4] has
not considered the impact of external parameters [1, 33, 35].
Generally, a presumption exists that the predictor in [5] is adaptive to
environmental effects, since regularizing the fMRI patterns has been
considered as a prominent task. Hence, the probability of being adaptive
for multiple scenarios is high, when there is an impact of generalization
[31, 32]. In contrast, a few works have demonstrated their adaptiveness
under no regularization [34].

(8) Precision: The works that have been considered for review have under-
gone diverse experimental procedures and test benches. Hence, it is not
advisable to present an exclusive review among them based on the
precision published in those works. However, we discuss about the
accomplishments in terms of performance metrics. While predicting three
cases subjected to four different stimuli, a mean precision of about 50 %
(approximated) has been achieved [4].
Experimenting in a different set of real and synthetic data, an average
prediction accuracy of about 85 % has been recorded in [5]. In another
investigation, 95 % accuracy has been recorded on predicting the brain
disorders [31], while 80 % in [34] and 75 % in [35]. A few works have
reported precision in terms of t-statistics of about > 2.5 [3] and Pearson
coefficient [33]. A few works have not considered any exclusive precision
calculation [32], whereas signal intensity has been analyzed rather than
precision [1]. The summary of review based on the precision is illustrated
in Fig. 2.

Fig. 2 Approximate precision accomplished by various methodologies
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(9) Computational efficiency: A very few works have discussed the perfor-
mance in terms of computational efficiency too [32, 34], whereas many of
the methods have not been analyzed in this perspective [1, 3–5, 31, 33, 35].

(10) Nonlinearity: It is well known that the fMRI patterns are nonlinear.
However, certain research frameworks have not shown its significance on
the data nonlinearity [1, 3, 4, 32, 35]. In contrast, many of the works have
considered the data nonlinearities [5]. As a solution, regularization has
been adopted [31] as well as proficient signal representing methodology
[33, 34].

(11) Robustness to noise: The fMRI patterns acquired from machines can be
easily contaminated by noise. Hence, many of the researchers have con-
sidered the impact of noise in such a way that their methodologies remain
robust against noise [1, 32, 34]. Though synthetic data have been used in
[5], it has been simulated under a noisy environment, and hence, the
methodology has been experimented. However, a few works have not
discussed about the robustness of the methodologies under a noisy envi-
ronment [31, 33, 35]. For instance, the voxel selection mechanism remains
to be experimented under noisy environment [3, 4].

4 Research Gaps

In fMRI signal analysis, the selection of relevant voxels (or features) remains as a
challenging task. The process is highly significant, because it directly influences the
fMRI prediction. Moreover, the increased number of features often results in
overfitting problem. This further increases the need for a voxel selection
framework.

Analysis of variance (ANOVA) is the most widely used technique for voxel
selection process. Alternatively, the regularization methods play crucial role for
formulating the generalized learning model. The regularization intends to provide
stable and sparse weight estimation for the voxels. Moreover, the selection of
voxels should have high degree of relevance with the BOLD signals. Multiple voxel
interactions and the extracted spatial patterns are incorporated by the multivariate
classification methods.

Support vector machines (SVM), neural networks (NNs), and classification trees
(CT) are few renowned classification algorithms adopted for fMRI multivariate
pattern analysis. Literature supports to use these algorithms along with the
dominant voxel selection framework [35]. However, non-linearities and signal
compositions that exist in BOLD makes the voxel selection process challenging.
This necessitates the signal decomposition methodology to be adopted in the
multivariate signal analysis [33, 36, 37].
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5 Conclusion

This paper has identified notable research works done on fMRI signal analysis and
brain disorder prediction on which the review has been done. 11 useful parameters,
such as signal sparsity, robustness against noise, data nonlinearity, precision,
computational efficiency, etc., have been considered to investigate those works. The
review has produced the strengths, features, and weaknesses, and the gaps persist in
those methodologies. The interests of researchers have also been addressed, so that
the practical issues can be understood well. The research gaps are encouraging to
further carry out our research work in the field.
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Static Program Behavior Tracing
for Program Similarity Quantification

Dugyala Raman, Bruhadeshwar Bezawada, T.V. Rajinikanth
and Sai Sathyanarayan

Abstract Characterizing program behavior using static analysis is a challenging

problem. In this work, we focus on the fundamental problem of program similarity

quantification, i.e., estimating the behavioral similarity of two programs. The solu-

tion to this problem is a sub-routine for many important practical problems, such

as malware classification, code-cloning detection, program testing, and so on. The

main difficulty is to be able to characterize the run-time program behavior without

actually executing the program or performing emulation. In this work, we propose a

novel behavior tracing approach to characterize program behaviors. We use the call-

dependency relationship among the program API calls to generate a trace of the API

calling sequence. The dependency tracking is done in a backward fashion, so as to

capture the cause and effect relationship among the API calls. Our hypothesis is that

this relationship can capture the program behavior to a large extent. We performed

experiments by considering several “versions” of a given software, where each ver-

sion was generated using the code obfuscation techniques. Our approach was found

to be resilient up to 20 % obfuscation, i.e., our approach correctly detected that all

obfuscated programs that are similar in behavior based on the API call sequences.
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1 Introduction

Analyzing and characterizing program behavior are important and challenging prob-

lems.
1

In general, a new version of a program is created by adding additional func-

tionality to the original vanilla version of the program. However, the core behavior

of the program remains the same as the vanilla version. Such analysis has exten-

sive applications in program classification scenarios, such as malware analysis and

signature generation. In malware, the changes are made to hide the program from

anti-virus signature databases. Thus, it is important to develop approaches that can

characterize the core program behavior of programs, which are evolved from the

original version.

Although program behavior can be learnt by executing the program or emulating

it in a sand box and collecting traces, this is an expensive approach and there are

no guarantees that the entire program behavior would be captured within the given

sample execution. We focus on static analysis-based techniques, as they are light

weight and fast when compared with run-time approaches, such as sand boxing and

dynamic program tracing. In the past, system calls have been used for modeling

program behavior [1–5] and for detecting malware. Other approaches like [6] used

frequency distribution of critical API calls to detect the presence of malware behavior

in a program. However, these approaches have high false positive rates, as frequency

distributions can be common across programs that are dissimilar in behavior.

To extract behavioral aspects, API call sequences are shown to be quite useful [7–

30]. For example, a particular calling sequence could be typically constant across all

programs evolved from the same base program. However, extracting such a sequence

could be cumbersome, as a forward analysis on the control-flow graph can have an

exponential number of such sequences. Furthermore, even if the program analyst

extracts all such sequences, it is non-trivial to identify which of these sequences

characterizes the core program behavior.

To address this problem, we use the notion of critical API calls, which are the

most frequently occurring API calls in the original version of the software. We focus

only on the sequences generated by the critical API calls, and thereby reduce the

computational effort for the program analyst. Given this insight, our approach con-

sists of a backward tracing algorithm, which consists of a sequence of instructions

that have either directly or indirectly modified the API call’s arguments. For a given

program, we use two versions from the same class and generate all the backward

traces. Next, we use a statistical profiling technique that compares the lengths of

the sequences and stores the result of the comparison. This serves as the signature

for the class of programs and the statistical threshold is used to check if any other

program exhibits similar behavior. We have tested our technique on two Windows

executables, notepad.exe and mstc.exe, by introducing some obfuscations

and adding additional call sequences.

1
Malware are programs that exhibit malicious behavior that can disrupt the proper functioning of

a computing system and can cause damage to sensitive data or to other resident programs.
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In this paper, we present a static analysis approach which extracts the behaviors

of a program as ordered sequences of critical API calls. Our contributions are as

follows:

∙ Capturing Program Behavior using Backward Traces. For each critical API

call in the program binary, a backward trace is the sequence of all other critical

API calls that effect the arguments of the concerned API call, resulting in accurate

modeling of program behavior. We describe an algorithm that can perform this

tracing.

∙ Program Similarity Testing. We have experimented by obfuscating two normal

Windows application programs by adding additional redundant functionality and

determining their similarity to the original program. Our preliminary experiments

show that a vanilla version has to be obfuscated by introducing at least 20 % of

new functionality to evade detection. These results show that our approach can

effectively classify programs based on their behavior.

The paper is organized as follows. In Sect. 2, we present the related work which

has been done in the past in the field of program behavior analysis and malware detec-

tion. In Sect. 3, we describe our backward tracking approach for behavioral tracing.

In Sect. 4, we describe a prototype implementation of our approach, present experi-

mental results, and evaluate the effectiveness of our approach. Finally, in Sect. 5, we

conclude and discuss future work.

2 Related Work

Much of the related work in this domain has come from the area of malware detec-

tion. We cover some important results. Cohen [13] and Chess and White [14] use

sandboxing to detect viruses. They proved that, in general, the problem of virus

detection is undecidable. Our work is closely related to the work done by Bergeron

et al. [1]. They used slicing on assembly code of a program to extract code fragments

that are critical from the security standpoint. In [8], the authors have used the static

analysis to generate a critical API graph which they compare against a security policy

to detect the presence of malicious code in the program. In [10], Christodorescu and

Jha use static analysis to detect malicious code in executables. Their implementation

called SAFE handles simple obfuscations used by malware writers, such as inser-

tion of NOPs between instructions, that are used to evade detection. Bergeron et al.

[8] consider critical API calls and security policies to test the presence of malicious

code. Their approach does not work for obfuscated malicious executables. Bilar [15]

uses statistical structures, such as opcode frequency distribution and graph structure

fingerprints, to detect malicious programs.

In [16], Christodorescu et al. exploited dynamically captured semantic heuristics

to detect obfuscated malware. DOME [17] uses static analysis to detect system call

locations and run-time monitoring to check all system calls that are made from a

location identified during static analysis. Min Sun et al. [3] use dynamic monitoring
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to detect worms and other exploits. Sai et al. [6] used frequency distribution of API

calls in a program to differentiate between malware and benign programs.

A more closely related work is the work in [18], where the authors attempt to

capture behavioral similarities across malware variants of a same family of malware.

They used execution traces of a malware sample to create a malspec (malicious spec-

ification) for the sample. This malspec is able to detect other variants of the malware

sample. It is a dynamic analysis technique and uses subgraph matching for compar-

ing two malspecs, which increases detection time considerably. Similar approaches

have recently been proposed in [5, 7, 12]. In [11], the authors use data flow graphs

to quantify the behavior of malware, and thereby detect them effectively. However,

their approach is specific to malware detection and cannot be applied to program

similarity estimation.

3 Our Approach

In this section, first, we outline our approach behavioral tracing. We call the behav-

ioral trace of a program as signature of the program. Next, we describe, in detail, our

program behavior model used for signature generation and the statistical comparison

technique. Our model generates signatures for the vanilla (the earliest version) of the

program and calculates the similarity of this signature with the future versions of the

program.

The behavior of a program can be specified based on the API calls that the

program and its versions use. For instance, a virus trying to search for executable

files will typically make use of API calls, such as FindFirstFileA, FindNext
FileA and FindClose, in KERNEL32.DLL. This behavior of searching files is

captured by the use of these API calls. Rather than considering all API calls, we con-

sider only critical API calls [8, 18]. The critical API calls are essential calls required

for the core functionality of the program and will be required across all future ver-

sions. We extract the sequences of critical API calls from the program and represent

them in a compactly as signatures. Next, we give details of how we perform each of

the steps of our approach.

3.1 Disassembling the Program and Converting into IR

We use IDAPro Disassembler to disassemble the program binary. Next, we convert

the disassembled instructions into an intermediate representation (IR) which is in

the form of C-like statements. If these steps were being carried out on a parallel

processor, multiple programs could be processed in parallel and make them ready

for analysis. Thus, overhead of these steps is negligible for analysis. In addition, these

steps could be done offline on a cloud cluster or high-end server.
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3.2 Extracting the Behavior

Each program behavior can be specified by an ordered sequence of API calls. The

signature of a program is hence based on the sequences of critical API calls. Let the

set P = (a1, a2,… , an) be a profile created from a program by extracting its critical

API calls, where ai represents the ith critical API call and n being the total number

of critical API calls.

To get the sequence of statements for each critical API call, we compute the back-

ward trace of the program with respect to set P. A trace is a subset of a program,

which contains only those statements that evaluate the arguments input to the con-

cerned tracing criterion. In our case, the tracing criterion contains the set of critical

API calls P. In our approach, we need not generate the trace for all the critical API

calls in P, since if the trace generated for ai criterion contains any of the API call say

aj in P, then we need not perform tracing on aj, since ai already contains all the trace

statements that aj should contain. Therefore, the number of traces will be less than

n, say m. The algorithm for generating the behavior traces is shown in Algorithm 1.

Algorithm 1: SIG_BEHAVIOR to compute the Behavior Traces

Let S be a set which contains Si, where Si is the trace w.r.t tracing criterion i, and APIg be1
the global API call monitoring.

Initially, APIg set contains a empty set2
Set APIg = {∅}3
Traversing each API calls, from the set P4
For each api a in P {5
if(a ≠ APIg) {6
Sa = Backward_Trace(a)7
S = S ∪ Sa8
APIg = APIg ∪ {API in Sa}9
}10
Repeat till All the API calls are traversed from set P11

3.3 Computing the Longest Common Subsequence (LCS)

In this section, we compute the signature for a program by computing the LCS for

each backward trace generated from the previous section. The signature is gener-

ated by computing the LCS of each trace from some versions of the program. For

example, to create a signature for MyDoom family, we consider MyDoom.a and

MyDoom.aa as training samples. The algorithm for generating the signature is shown

in Algorithm 2. While we have considered malware samples, without loss of gener-

ality, this approach applies to any program consisting of several versions.
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Algorithm 2: LCS_PROGRAM to compute the LCS

Let S be a set which contains Si, where Si is the behavior trace w.r.t tracing criterion i, S′ be1
an another set which is similar to S, and LCSa be the longest substring for API call a. S and

S′ are set of two variants of the same program.

For each Sa in S {2
For each S′a in S′ {3
if(Sa = S′a) {4
LCSa = LCS(Sa,S′a)5
}6
}7
Repeat till All the trace components are traversed from set S8

3.4 Classification Strategy

We use a statistical profiling technique to differentiate between programs. We mea-

sure the difference between the proportions of the critical API calls in a signature

and that of a test program using the Chi-square test [19]. The chi-square test is a

likelihood-ratio or maximum-likelihood statistical significance test that measures the

difference between proportions in two independent samples. The signature SIGi for

a program Mi specifies the LCS of critical API calls that a version of the program

which belongs to Mi is expected to have. To test the relationship of a given test file to

Mi, its API calls are extracted and compared to that in the signature. The chi-square

is then computed as:

𝜒
2
i =

(Oi − Ei)2

Ei
; 1 ≤ i ≤ n.

Here, Oi is the observed frequency/LCS of the ith critical API call in the test file and

Ei is its expected frequency, i.e., frequency in the signature of the program. Now,

𝜒
2

is compared against a threshold value 𝜖 from a standard chi-square distribution

table with one degree of freedom. The degrees of freedom are associated with the

number of parameters that can vary in a statistical model. A significance level of

0.05 was selected. This means that 95 % of the time we expect 𝜒
2

to be less than

or equal to 𝜖. For one degree of freedom and significance level 0.05, 𝜖 = 3.84. Let

U = {APIi | 𝜒2
i ≤ 𝜖i}. We define a degree of membership 𝜆 as

𝜆 = |U|

n
.

Degree of membership 𝜆 is a measure of similarity of a test file to the given program.

The statistical profiling algorithm is shown in Algorithm 3.
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Algorithm 3: STAT(LCS_i, LCS_j)

Input: API frequency/LCS set for a file, LCSi = {O1,O2,… ,On}, and another API

frequency/LCS set LCSj = {E1,E2,… ,En}
Output: Degree of membership, 𝜆

for i = 1 to n do1
𝜒
2
i = (Oi−Ei)2

Ei
;2

U = {APIi | 𝜒2
i ≤ 3.84};3

𝜆i =
|U|

n
;4

return 𝜆5

4 Experimental Analysis

To test the resilience of our approach against program obfuscations, we tested with

the following known obfuscation techniques. Code Transposition: Code is shuffled

and unconditional jumps are inserted to restore the original order of execution of

program. Instruction Substitution: Many instruction sequences can be rewritten with

similar semantics. A number of such transformations were identified and replaced.

Register Reassignment: Usage of registers is interchanged, for example, EAX is used

as EBX and vice versa. Dead Code Insertion: Code is added to program without

modifying its behavior. To challenge our technique, we added code that consisted

of critical API calls that would result in no change of behavior. For each program

sample, a random number of program transformations were applied using the obfus-

cator. A set of 1000 obfuscated binaries for the sample program were generated.

The signature was generated using only the sample program binary that was used to

generate the 1000 obfuscated binaries. All experiments were conducted on an Intel

Celeron 1.6 GHz, 1 GB RAM machine.

4.1 Synthetic Program Similarity Test

The experiment was carried out on 245 samples of malicious programs using the

synthetic obfuscations described earlier. The observations made during the experi-

ment were:

∙ Our approach was resilient to control-flow transpositions. There was no effect on

the critical API call sequences that were generated using backward tracing.

∙ Our approach was resilient to instruction substitution transposition. In our

approach, one of the steps is to convert the disassembly into a C-like interme-

diate representation, where such substitutions are handled and replaced by a code

sequence which is kept same for the whole program.
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∙ Our approach was resilient to register reassignment transposition and dead code

insertion. In both these techniques, the data dependencies were not changed.

Therefore, our backward tracing analysis results were same.

4.2 Real-Life Program Similarity Test

In this experiment, semantically obfuscated program binaries of a sample were tested

against the signature of the original program from which the semantically obfus-

cated binaries were generated. The experiment was carried out on two programs—

notepad.exe and mstsc.exe. The API call sequences of a benign program

were generated using backward tracing. Incrementally, some dummy noise API calls

were introduced in these API call sequences. The following observations were made.

Observation 1. At some point, adding noise to API call sequences caused the

program to be not detected as a variant of the original program. For the tested pro-

grams, notepad.exe and mstsc.exe, after about 20 % increase in the API

call sequences length, our approach could not identify them as similar to original

sequence. One of the reason for this was the threshold that had been kept for simi-

larity detection.

Observation 2. Given, two programs, our program was able to provide an esti-

mate percentage of similarity between those two programs based on the similarity

in the API call sequences of the two programs. This metric can be used to cluster

similar programs, especially, when analyzing a large number of programs.

5 Conclusion and Future Work

In this paper, we presented a novel static analysis approach to characterize program

behaviors using behavior tracing We observed that the calling sequence relationship

in API calls cannot be removed without changing the behavior of the program. Thus,

calling sequences of API calls are able to capture program behavior to a large extent.

To be able to accurately evaluate our approach, we developed an obfuscator that

would apply random syntactic transformations to generate an obfuscated binary from

the original binary.

Our approach is able to generate a signature, which is sufficient to characterize any

number future versions of the program. Our approach is able to classify programs on

the basis of behavioral similarity and also to provide an approximate measure of the

quality of obfuscations. We provided the results to show the efficacy of our approach

in classifying similar programs. As future work, we intend to use our approach in

clustering programs on the basis of behavior.
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Ontology-Based Automatic Annotation:
An Approach for Efficient Retrieval
of Semantic Results of Web Documents

R. Lakshmi Tulasi, Meda Sreenivasa Rao, K. Ankita and R. Hgoudar

Abstract The Web contains large amount of data of unstructured nature which
gives the relevant as well as irrelevant results. To remove the irrelevancy in results,
a methodology is defined which would retrieve the semantic information. Semantic
search directly deals with the knowledge base which is domain specific. Everyone
constructs ontology knowledge base in their own way, which results in hetero-
geneity in ontology. The problem of heterogeneity can be resolved by applying the
algorithm of ontology mapping. All the documents are collected by Web crawler
from the Web and a document base is created. The documents are then given as an
input for performing semantic annotation on the updated ontology. The results
against the users query are retrieved from semantic information retrieval system
after applying searching algorithm on it. The experiments conducted with this
methodology show that the results thus obtained provide more accurate and precise
information.

Keywords Web crawler ⋅ Ontology ⋅ Ontology mapping ⋅ Semantic
annotation ⋅ SPARQL
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1 Introduction

The Web contains excessive amount of data, including large number of Web pages,
colorful contents, internet applications, etc., which creates a complex and massive
information resource. However, keyword-based traditional search engine minimizes
the recall and precision ratio by searching low relevant information [1]. To remove
the drawbacks of keyword-based traditional search, various researches has been
done in this area.

Semantic annotation is performed on the data stored in kB. Annotation is simply
to add up something with the existing data. Semi-automatic annotation is when
some of the information is added up by the user and after that all the information is
added up automatically into existing data according to the user-designed schema. In
the case of automatic annotation, all the information is added up automatically
without the involvement of the user.

In this paper, we have proposed an approach for semantic information retrieval.
The Web crawler is used for collecting the Web pages automatically from the Web.
The collected Web pages are then used as an input for further processing like
performing annotation on the newly updated ontology knowledge base. Every time,
the crawler crawls the Web; the knowledge base is updated. The information stored
in the kB is returned to the user after applying the searching algorithm on it, for
his/her query.

The rest of the paper is organized as follows: related work is described in
Sect. 2; Sect. 3 constructs the proposed the overall architecture along with the
proposed algorithms; experiment of the proposed system is introduced in Sect. 4;
Sect. 5 concludes the paper.

2 Related Work

A number of approaches have been proposed for ontology mapping like Mematic
Algorithm, SAMBO (System for Aligning and Merging Biomedical Ontologies),
QOM (Quick Ontology Mapping), ASMOV (Automatic Semantic Matching of
Ontologies with Verification), FALCON (Automatic Divide and Conquer
Approach), Anchor Prior, and DSSim which results in either 1:1 alignment or n:m
alignment. These approaches have the limitations like no Graphical User Interface,
not taking input in different forms and time consuming [2–6].

Extraction of information and semantic annotation has been an active research
area in recent years. Liu et al. [7] described a hybrid pattern called XPattern for the
annotation of Web pages for the semantic Web. XPattern combined the structure
feature of Web and lexical features of Web text. Tenier et al. [8] presented a method
for the annotation of the Web pages, where O ontology is used as a resource for
identifying the relationship between the concepts and a number of Web pages are
given as input. Every time, a Web page is loaded, it requires concept identification,
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structure interpretation, and relationship between concepts. Ala’a et al. [9]
discussed semantic Web annotation platforms which offer a user-friendly interface
by integrating the Web pages, ontology file, and semantic annotation. Yiyao et al.
[10] describe an automatic annotation approach, where the data are aligned in such
a way that the same type of data is put into one group and likewise, numbers of
groups are formed for annotation. An appropriate label is assigned to each
group. An annotation wrapper is used to annotate the new result pages from the
Web database. Garrido et al. [11] used the NASS technique to infer appropriate tags
for annotation.

A SDOM (Semantic Document Object Model) is introduced by Fei et al. [12] for
extracting the information from Web pages by combining the content and structural
information. In this, SDOM-based information extraction system sends an inquiry
request to repository and wrapper extracts the information which is then mapped
into corresponding tag information. SDOM module converts this information into
SDOM tree. Imdadi and Rizvi [13] described an approach to extract and integrate
concept/classes across multiple ontologies and evaluated them on a well-formed
ontology. They discussed the issues, where different ontologies have similar names
and remove this issue by the computing prism of similarity versus dissimilarity of
features. Jian et al. [14] used two approaches in semantic annotation, document
preprocessing and semantic annotation algorithm. In this algorithm, the document is
divided into instances by extracting ontology terms and then search for its prop-
erties and relevant value in closer location. Khan et al. [15] proposed an approach
for improving the search results or maximizing the precision in multidisciplinary
Web archives using ontology-based annotation. The proposed architecture includes
KIM platform for supporting GATE (General Architecture of Text Engineering),
Lucene, and semantic metadata. Although the previously proposed approaches for
semantic annotation are effective, but needs the involvement of the user, previously
proposed approaches are sometimes proved to be less efficient in case if there are
millions and billions of Web documents. This limitation is being removed by our
proposed system up to some extent.

3 Proposed System

Figure 1 describes the proposed architecture, where the Semantic information is
retrieved for the users’ query through user interface. In this system, ontology
mapping is applied on the ontologies for resolving the heterogeneity in them [16].
A Web crawler is been designed that would crawl the document from the Web and
creates a document base (DB). Each document from a DB is processed and updates
the ontology knowledge base by performing annotation on it.

When a query is fired, the control is transferred to the searching algorithm and
the required information is returned to the user through Semantic Information
Retrieval System.
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Proposed architecture consists of four modules:

1. Ontology Mapping
2. Web Crawler
3. Automatic Semantic Annotation
4. Searching Information

3.1 Ontology Mapping

The proposed algorithm of ontology mapping results in a set of matched concepts in
different ontologies. It consists of three steps: syntactic similarity; semantic simi-
larity; and finding similarity by calculating the weight of each concept; shown in
Fig. 1.

Syntactic Similarity: For calculating syntactic similarity, the Levenshtein algo-
rithm is used.

Semantic Similarity: Word Net is used to take out the synonyms of a particular
concept. After expanding the concept, Lavenshtein algorithm is used again to find
the similarity (Fig. 2).

Finding similarity by calculating the weight: The weight (W) for each candidate
is calculated and compared during mapping.

3.2 Web Crawler

A Web crawler is a program that downloads the Web page of a particular URL
(given as seed) and extracts all the links contained in a particular Web page and

SEMANTC INFORMATION RETRIEVAL

WEB

pdate

Web Crawler Document Base

Docu
ments
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Semantic 
Annotation 

User Interface

Searching 
Algorithm 

Ontology 
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Fig. 1 Proposed system
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repeatedly downloads all the Web pages identified by these links either in a DFS or
in a BFS manner. We have proposed an algorithm (Algorithm 1) for Web crawler.
The basic need for designing the Web crawler is to retrieve the Web pages from the
Web and store them in a local repository.

Algorithm 1

Fig. 2 Functional structure of ontology mapping [16]
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Algorithm 2

3.3 Automatic Semantic Annotation

The previous algorithm (Algorithm 1) is designed to collect all the documents and
store them in a repository or document base (DB). However, some of the docu-
ments in the DB could be non-relevant. To overcome this drawback, algorithm 2 is
proposed, where the terms related to the specific domain (i.e., Sports) would be
added to the ontology knowledge base. The algorithm will search for all the
properties of a particular term and than a SPARQL query is fired that would
annotate all related properties along with their URL of the document to the ontology
KB. Every time, when a new document is processed, the ontology KB is updated.
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3.4 Searching Information

When user searches for any query, the query is pre-processed, as described in
Algorithm 3. Preprocessing is accomplished by: break the query, remove stop
words, punctuation marks, and convert the query in lower case.

Algorithm 3

The pre-processed query would be matched with the concepts in the knowledge
base and the SPARQL query is generated against the pre-processed users query.
The information is retrieved from the Semantic IR system for every SPARQL
query.

4 Experiment and Result

A graphical user interface is created, so that user can search for any type of
information for a specific domain. Searching algorithm is applied on the query and
the relevant results are returned to the user through semantic information retrieval
system.

In our sports ontology, we have created knowledge base for various sports
categories. We tested the efficiency of the system for three subdomains, i.e.,
Cricket, Hockey, and Football, as shown in Table 1. Results of Precision and Recall
are shown in Figs. 3 and 4.
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Table 1 Documents tested
for sports domain

Term Cricket Hockey Football

Stored relevant
data

10500 5225 8275

Retrieved data 10752 5314 8413
Relevant data 10326 5512 8176
Precision 96.03 % 96.95 % 97.18 %
Recall 98.34 % 98.36 % 98.8 %

Fig. 3 Amount of data elements for various domains

Fig. 4 Precision and recall for three sub domains
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5 Conclusion

The aim of the approach presented in this paper is to retrieve the semantic information
using ontology mapping, Web crawler, semantic annotation, and searching information
algorithms. Unlike the existing approaches, the proposed system works in a sequential
manner as: (1) ontology update, (2) collection of documents from the Web by Web
crawler, (3) automatic semantic annotation, and (4) searching algorithm, that will run
each time user searches for any query. The implemented system generates the infor-
mation relevant to user query and provides the vision of semantic search.

References

1. Mohamed Kassim, Mahathir Rahmany, “Introduction to Semantic Search Engine,” Interna-
tional Conference on Electrical Engineering and Informatics, pp. 380–386, Selangor,
Malaysia, August 2009.

2. J.Euzenat, P. Shaviko, “Ontology Matching”, IEEE Transactions On Knowledge And Data
Engineering, Vol. 25, No. 1, IEEE, 2013.

3. Giovanni Acampora, Pasquale Avella, Vincenzo Loia, Saverio Salerno and Autilia Vitiello,
“Improving Ontology Alignment through Memetic Algorithms” Int’l Conf. on Fuzzy
Systems, IEEE,2011.

4. Patrick Lambrix and He Tan, “SAMBO - A System for Aligning and Merging Biomedical
Ontologies,” J. Web Semantics, pp. 196–206, 2006.

5. Junwu ZHU, “Survey on Ontology Mapping”, ELSEVIER, 2011.
6. Trong Hai Duong, Geun Sik Jo, “ Anchor-Prior: An Effective Algorithm for OntologyInte-

gration”, 978-1-4577-0653-0/11, EEE,2011.
7. Yuan Liu, Li Zhanhuai, Zhang longbo, Chen Shiliang “Annotating Web Pages for Semantic

Web” 2009 World Congress on Computer Science and Information Engineering, IEEE, 2008.
8. S. Tenier, Y. Toussaint, A. Napoli, X. Polanco “Instantion of relations for semantic

annotation” Proceedings of the 2006 IEEE/WIC/ACM International Conference on Web
Intelligence IEEE, 2006

9. Ala’a Q. Al-Namiy, Faris S. Majeed “Towards Automatic Extracted Semantic Annotation
(ESA) for Web Documents” DOI 10.1109/APCIP.2009.292, IEEE, 2009.

10. Yiyao Lu, Hai He, Hongkun Zhao, Weiyi Meng, Clement Yu “Annotating Search Results From
Web Databases” Digital Object Identifier 10.1109/TKDE.2011.175 IEEE, 2011 (transaction)

11. Angel L. Garrido, Oscar G´omez, Sergio Ilarri and Eduardo Mena “NASS: News Annotation
Semantic System” DOI 10.1109/ICTAI.2011.149, IEEE, 2011

12. Yulian Fei, Zongwei Luo, Yun Xu, Winston Zhang “A Semantic DOM Approach for
Webpage Information Extraction” 978-1-4244-4639-1/09/, IEEE, 2009

13. Nadia Imdadi and Dr. S.A.M. Rizvi “An Approach to Owl Concept Extraction and Integration
across Multiple Ontologies” International Journal of Web & Semantic Technology (IJWest)
Vol. 3, No. 3, July 2012 IJWesT, 2012

14. Sun Jian, Xu Jungang, Cen Zhiwang “Semantic Annotation in Academic Search Engine”Web
Society(SWS), 978-1-4244-6359-6/10 IEEE, 2010

15. Arshad Khan, David Martin, Thanassis Tiropanis “Using Semantic Indexing to Improve
Searching Performance in Web Archives” 978-1-61208-248-6, IARIA 2013.

16. Ankita Kandpal, R H Goudar, Rashmi Chauhan, Shalini Garg, Kajal Joshi, “Effective
Ontology Alignment: Approach for Resolving the Ontology Heterogeneity Problem for
Semantic Information Retrieval”, Springer, 2013.

Ontology-Based Automatic Annotation … 339

http://dx.doi.org/10.1109/APCIP.2009.292
http://dx.doi.org/10.1109/TKDE.2011.175
http://dx.doi.org/10.1109/ICTAI.2011.149


An Iterative Hadoop-Based Ensemble
Data Classification Model on Distributed
Medical Databases

Thulasi Bikku, Sambasiva Rao Nandam and Ananda Rao Akepogu

Abstract As the size and complexity of the online biomedical databases are
growing day by day, finding an essential structure or unstructured patterns in the
distributed biomedical applications has become more complex. Traditional
Hadoop-based distributed decision tree models such as Probability based decision
tree (PDT), Classification And Regression Tree (CART) and Multiclass Classifi-
cation Decision Tree have failed to discover relational patterns, user-specific pat-
terns and feature-based patterns, due to the large number of feature sets. These
models depend on selection of relevant attributes and uniform data distribution.
Data imbalance, indexing and sparsity are the three major issues in these distributed
decision tree models. In this proposed model, an enhanced attributes selection
ranking model and Hadoop-based decision tree model were implemented to extract
the user-specific interesting patterns in online biomedical databases. Experimental
results show that the proposed model has high true positive, high precision and low
error rate compared to traditional distributed decision tree models.

Keywords Distributed data mining ⋅ Hadoop ⋅ Ensemble approach ⋅ Medical
databases
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1 Introduction

In the past, to identify named entities in the biomedical field, single kinds of entities
such as protein and/or gene labels were used. It is more effective to use multiple
kinds of named entities at the same time. For each named entity, an entity pattern
recognizer could be executed, and then, after multiple runs, all kinds of named
entities are annotated and, finally, the results could be merged. Gene clustering is
one of the data mining models that were developed for microarray gene expression
data [1]. The basic assumption with respect to training and test data is that, all
distributed instances have been taken from the same feature space with the same
distribution. In the biomedical field, transfer learning enables the context knowl-
edge contained in labeled source domains to predict unlabeled data in the target
domain, where the domains differ in distributions. Traditionally, the transfer
learning was developed to find the correspondence between pivot features and other
specific features extracted from different domains. These learning models extract
persistent information that aims to reduce the difference between the domains.
Domain transfer learning reduces the difference between the distributions of dif-
ferent domains and, thus, minimizes cross-domain prediction errors. There have
been many approaches implemented for transfer learning; one of the promising
ones is feature transfer learning. In this, most relevant contextual features are
adopted as representative objects of both domains.

The distributed data that are generated from different sources are multiple,
complex, distinct and independent. Due to the large number of instances with
redundant and irrelevant attributes, an appropriate filtering model has been used to
fill the noisy attribute or instances. To handle large number of attributes, an efficient
feature selection model was used to select the ranked attributes for classification or
clustering. Al-Khateeb and Masud [2] implemented concise set of rules using
attribute selection model in rough set theory. This model has gained wide accep-
tance in data analysis, machine learning and statistical analysis. The important
challenge in the classification algorithms is the error rate and class imbalance.
Traditional models attempt to optimize the overall precision of their predictions.
Therefore, we would prefer an efficient classification model which performs well on
the minority class, size, complexity and arbitrary data distribution in the distributed
data mining. Big data concern large volume, growing datasets that are automatic
and complex to analyze. It is too complex to filter noise and recognize unstructured
data for decision-making.

The main challenges to handle online medical databases are data accessing and
arithmetic computing procedures, semantics and domain knowledge for a variety of
big data applications and difficulties that come due to dynamic, complex, noisy and
constantly changing and evolving data. The above challenges can be handled using
the three-tier architecture as shown in Fig. 1. Three tiers mentioned in the
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architecture are data accessing and computing, data privacy and domain knowledge
and Big data classification model.

In the first tier, data accessing and arithmetic computing procedures are per-
formed on the distributed data. The main problem is that huge amounts of data are
shared in different locations and the data are growing in each data source enor-
mously. Hence, to compute and analyze large-scale distributed data, we need an
effective platform like Hadoop. In the second tier, data semantics and domain
knowledge are used for a variety of applications that involve big data. In the online
biomedical applications, users collaborate with each other and share knowledge to
the groups/user communities. It is the most crucial task in both low-level and
high-level big data mining algorithms. In the third tier, problems that come from big
data size, distributed data, complexity and dynamic nature are analyzed prior to
mining algorithm. In this tier, uncertain, sparse, incomplete and multisource data
are preprocessed using filtering models and data are analyzed after preprocessing.
After the preprocessing, the local Hadoop learning models are applied to find the
hidden patterns, and the feedback is sent to preprocessing stage.

Hadoop-based classification models are one of the distributed data mining that
classifies high-dimensional unstructured data into meaningful patterns and it helps
users for decision-making and knowledge discovery. These classification tech-
niques make the large datasets appear in a simpler form for hidden patterns.
Classification approaches on big data are broadly classified in two ways, i.e.,
supervised and unsupervised. In supervised learning, all the instances in the training
data have class labels for decision-making. In unsupervised learning, all the
instances in the training data do not possess class labels for decision-making.
Supervised classifier is used to classify the new instance using the training data.

2 Related Work

Yu and Li [1] and Zhang and Suganthan [3] implemented multi-scale decision tree
representation using granularity computation for generating mixed hierarchical
decision rules. They implemented these multi-scale decision tables under different
levels of granularity and level-wise threshold. Al-Khateeb and Masud [2] imple-
mented Probability based decision tree (PDT) under single level granularity to
hierarchical multi-level granularity and research on attribute generalization

Accessing Distributed Medical databases

Sharing Domain Knowledge

Big Data Mining Algorithms

Fig. 1 Big data mining
framework
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reduction by refining attribute values. Mendes-Moreira and Soares [4] and Mathe
et al. [5] proposed a hierarchical reduction model for concept hierarchy to acquire
multi-confidence rules from the covering decision systems. These attribute selection
models are not applicable to big data for storage and manipulations on a single
machine. Hence, it is necessary to create the most efficient hierarchical attribute
reduction models for big data to accommodate a variety of user’s medical
requirements on different levels. In most of the big data applications, sampling
techniques have been applied to find the relational features or interesting patterns.
Sampling models would be practically successful only if the samples are equally
distributed or satisfy the hypothetical space. Instead of using sampling techniques,
the best solution to handle the large number of attributes for smaller databases is
parallel computing. Traditional features selection based classifiers were applied on
large databases to compute granularities separately and later combined together to
find the global solution of the whole data. But there is no guarantee, as these
partitioned attributes or instances could exchange relational information to each
other. Thus, in the majority of the cases, these techniques fail to extract a subset of
features for large datasets. Graph-based medical disease models have been gaining
a lot of attention due to its uncertainty and the process they detect disease patterns
or relationships between entities. The structural representation holds essential
information for categorizing and visualizing entities and, hence, useful in learning,
clustering and decision-making in biomedical applications. Graph-based classifi-
cation models are promising and could optimize traditional keyword-based tech-
niques [5].

Machine learning models applied on distributed clinical databases attempt to find
patterns and relationships, to understand the features and progression of certain
diseases. Single class models are used in noise filtering with limited instances. In
many medical applications, the degree of class imbalance will alter, particularly
while classifying the online medical datasets. Conventional models such as
k-nearest neighbors, classify an instance set by comparing its Euclidean distances to
each class without considering the features’ contextual information. A multiclass
imbalanced classification brings a lot of challenges in big data due to its data
complexity. A typical solution is to partition the multiclass data into binary clas-
sification and then use balancing techniques to combine distributed data. Data
imbalance rate in the binary classification can be defined as the ratio between the
majority class instances count to the minority class instances count [6, 7]. Existing
dictionary-based approach does not give optimal results for identifying protein
names, because new protein names tend to build, and there are, sometimes, hun-
dreds in terms of identical proteins are referenced. Medline is a large repository of
publicly available scientific literature. Model-based clustering algorithms have been
implemented on document clustering [6–8], where document clusters are repre-
sented as probabilistic methods that are conceptually separated from the data
dimensions. Presently, graph-based clustering models using statistical models are
also successfully applied to document clustering mechanism. These graph models
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are optimized using some predefined document measures on the directed graph. The
hierarchical Latent Dirichlet allocation (hLDA) method was implemented in [9] as
unsupervised method which is a generalization of LDA. Graphical ranking-based
clustering algorithms have been implemented to construct a sentence model graph
in which each node is a sentence in the overlay documents. The traditional medical
clustering algorithms are not suitable because the algorithms work in batch pro-
cessing, whereas iterative process merges each iteration cluster into the existing
clusters which leads to duplicate attributes.

3 Proposed Model

In this proposed framework, an iterative Hadoop-based ensemble classification
model was implemented to find the qualitative patterns from the associated features.
Medical disease prediction was executed in three steps as shown in Fig. 2. In the
first step, distributed medical data from different sources are integrated as a single
dataset. In the second step, an improved distributed data filtering algorithm was
applied to replace the inconsistent values in the Hadoop framework. In the third
phase, the Hadoop’s mapper filtered dataset was used to find the interesting patterns
using a reducer’s ensemble algorithm (Fig. 3).

Feature Based Decision Patterns

Integrated 
Databases

User specific Data 
Integrity (Step-1)

Data Filtering 
(Step-2)

Phase Based 
ClusteringEnsemble Hybrid 

Classifier (Step-3)

DB-1 

DB-1

Fig. 2 Different static pattern
analyzers
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Mapper Phase:
Distributed Data Integration (Combining two databases)

Input: Medical datasets: MDList
Output: Single integrated data. 
Procedure: Let the two databases are represented as 

MDlist1 and MDlist2.
For each attribute Atti in MDlist1 do 

For each attribute Attj in MDlist2 do 
If (Atti!= φ && Attj!= φ ) then
If (Type(Atti)==Type(Attj))then

i j i j j i jSim(Att ,Att ) ( P(Att / Att )* P( Att ))* Correlation(Att ,Att );=
Where correlation is the correlation between the 
two attributes. Map each correlated attributes 
using it similarity measure as :
Map( i j(Att ,Att ) , i jSim(Att ,Att ) );
Done

Select maximum similarity values from the list of 
attributes for data integration.

For each attribute Atti in MDlist1 do
For each attribute Attj in MDlist2 do 

Select attributes pair (Atti, Attj) as
Maximum (sim(Atti, Attj))
D' =Integrate attributes Atti & Attj 
Map ( i j(Att ,Att ) , i jSim(Att ,Att ) );
Done

Done
End if

Done
______________________________________________

______________________________________________

DB1
DB2

Attj1

Attj2

Atti

Attj3

.

.

Attjn

Fig. 3 Attributes similarity
computation
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In this algorithm, medical data from different sources are integrated using
relational attributes. Similarity measure was computed to find the attribute’s rela-
tionship for data integration.

Mapper-Based Data Cleaning (Data filtering method)
In this Mapper preprocessing mechanism, integrated dataset is used to fill the

continuous and nominal missing values. Since the distributed medical data may
have numerical and nominal missing or inconsistent values, these values are
replaced with the computed values. For the numerical type of attributes, the max-
imum possible estimators can be used to replace the null or inconsistent values. In
case of nominal attributes, the conditional posterior probability estimator can be
used to replace the null or inconsistent values.

I( jA )= ival ; 
Else
I ( jA )= jval ; 
End if // Numerical Attributes
If (Type (I(Ai)==Numerical && I(Ai)== φ )then
I(Aj)= ji log(Prob( ( ))log(Prob( ( )) I A

j
A

j
I(Max(num(A ), num(A ))/ | ( (e e ) / 2 |)μ − + ; 

End if
End for
End for
FData=Cleaned data;

Input: Integrated dataset D' ;
Output: Filtered dataset as FDList;
Procedure: For each attribute Ai in D' do
For each instance I (Ai) in Ai do // Nominal attributes
If (Type (I(Ai)==Nominal && I(Ai)== φ )then
Probability estimation is computed as

ilog(Prob( ( ))
i m

I A
i1P ( ( )) log(Pr ob( ( ) /I A I A Cls ) e .= +

jlog(Prob( ( ))
j j m

I A
2P ( ( )) log(Pr ob( ( ) /I A I A Cls ) e .= +

j 1 2 jiA Max({P ( ( ))},{P ( ( )I A A ;)})=
i.e if jA ∈ i1P ( (I A )) then

To execute our hybrid ensemble model, we must distribute the filtered data
among different machines. The given data are partitioned onto different parallel
machines rather than replicating them to minimize memory storage. Due to the
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large size of data, we should take a random sampling of the training data and ensure
the consistency of the ensemble model by repeating of sampling. The input data
objects are distributed across the Hadoop mappers. The initial number of clusters
and representative object are randomly selected as N and R. These parameters are
placed in individual mappers or in a common location and accessed by all the
mappers. The distance between each object to the representative object is measured,
and the shortest objects are clustered together. The reducer processes accept the
clustered objects and update the representative objects using the fuzzy membership
value.

Hadoop-based Ensemble classifier (HBEC):

Input: Filtered dataset FData.
Output: Decision patterns for medical databases
Procedure: For each attribute FData do

Divide the medical records FData into ‘N’   
independent clusters.

Select a representative point randomly Ri
While i<N do 

Dist (Ri, x) =
p 1/p

i ip 0 i 1
lim( | x R | )

→ =

−∑
Assign each data object to the cluster, which has 

the nearest distance.
Update representative instance using the fuzzy

membership matrix as shown below

( ) ( )1 1 1 1

1

11
N

i

# clusters
//

rX
r

Dist R , x DMem( ) ( / ) / ( / ist R , x ) θθμ
=

−−

=

= ∑
Where fuzzy parameterθ =

Update representative instance= Maximum {Dist (Ri,x)}/ 

XMem( )μ ; 
End while
Done

Done
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Hybrid ensemble decision tree construction:

Here the clustered data can be represented as CData.

For each phase clustered data ijCD in CData do

If ijCD ==Null then

Return leaf node with matched medical pattern set as 
empty. 

Else if class ( ijCD ) ==1 then

Return leaf node with medical patterns m. 
Else

Split ijCD into r disjoint partitions using random 

sampling distribution where r=m-classes.
Let 1 2(i1, j1), (i 2, j2)... ( , )rCD CD CD ir jr are r disjoint partitions 

with m-classes such that

1 2(i1, j1) (i 2, j2)... ( , )ij rCD CD CD CD ir jr= ∪ ∪ 1( )At n Corresponds to

the attribute list of the data partition 1( )At n . 

For each matched partition s do
Find the medical attribute ranking using the equation

ARank(P, ( )iAt n )= classes{ P( (i) / At ( ))} / max{IG( (i),At ( ))}i j m i jAt i At i−∑
Where i,j=1,2….n attributes and m=number of classes.

P( ( ))iA n : Probability of the tuples satisfying 

θ = Data scaling factor (0-1)
If ARank (P, ( )iAt n ,m)< θ  then

ARank(P, ( )iA n )= AttRank(P, ( )iA n )+ θ ; 
End if
End for
Select the root-node using the attribute with the 

highest ARank in all the partitions.
Repeat until no more instances in the based partitions.
Display phase based patterns in the decision tree.
End for // end

In this algorithm, ensemble model filtered data were clustered, and patterns are
extracted using hybrid decision tree construction. In each phase, cross-defect
metrics and its relationships are evaluated using the pattern discovery process.
These patterns are used to identify the medical documents and its dependencies in
each partition. As the scaling parameter changes, different decision patterns are
evaluated at each iteration.
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4 Performance Analysis

In this experimental study, we have analyzed the Proposed Ensemble Classifier
model with traditional algorithm model in terms of classifier accuracy, different
cluster rate and run time taken to classify different medical datasets such as Medline
and PubMed repositories. Separation index is measured between clusters, it tells
about the compactness and measures the gap between clusters in a partition.
Entropy is defined as the measure of uncertainity for partition set. Purity is a simple
evaluation measure for checking quality of a cluster. The lower entropy means
better clustering and greater entropy means that the clustering is not good. The
quantity of disorder is found using entropy measure (Tables 1 and 2). Bad clusters
have purity value close to 0, a perfect clusters has a purity of 1. To measure the
efficiency of the clustering we use precision. Precision=True Positive/(True
Positive+False Positive)

In Table 3, time taken to extract medical patterns is minimized using the pro-
posed model compared to the traditional models.

Table 1 Comparing the proposed model clustering accuracy of ensemble model with other
algorithms in terms of Entropy, Seperation Index and Precision

Algorithm Avg_Cluster_Entropy Avg_Separation_Index Precision
(%)

Hierarchical multi-class DT 0.61 0.25 78.34
P2P C4.5 0.678 0.26 74.25
CART 0.598 0.198 89.6
Neural networks 0.698 0.473 89.13
PDT 0.498 0.526 83.5
Proposed ensemble model 0.3987 0.187 94.76

Table 2 Comparing the Proposed Ensemble classifier performance with different algorithms
based on different cluster rate

Algorithm 5-clusters
based classifier
accuracy (%)

10-clusters
based classifier
accuracy (%)

30-clusters
based classifier
accuracy (%)

40-clusters
based classifier
accuracy (%)

Hierarchical
multi-class DT

69 78.35 67.88 79.35

P2P C4.5 74 84.5 82.34 71.45
CART 89.57 81.56 79.67 81.46
Neural
networks

82.56 69.35 71.64 82.45

PDT 75.74 83.45 78.34 74.35
Proposed 91.45 88.43 89.35 92.46

350 T. Bikku et al.



5 Conclusion

Pattern extraction from medical databases using a traditional rule-based approach
results in more error rate for similarity identification of gene/proteins. Patterns
which are subsets of medical patterns are not relevant to the biological study.
Traditional models do not provide an efficient preprocessing approach for
protein/gene names tokenization. Data imbalance, indexing and sparsity are the
three major issues in these distributed decision tree models. In this proposed model,
an enhanced attributes selection ranking model and Hadoop-based decision tree
model were implemented to extract the user-specific interesting patterns in online
biomedical databases. Experimental results show that the proposed model has high
true positive, high precision and low error rate compared to traditional distributed
decision tree models.
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patterns
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Hierarchical multi-class
DT
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CART 100 2891
Neural networks 100 2608
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Proposed ensemble model 100 1693
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A Framework for Secure Mobile Cloud
Computing

Lakshmananaik Ramavathu, Manjula Bairam
and Sadanandam Manchala

Abstract Mobile Cloud Computing (MCC) presents new kinds of offering and
amenities to mobile customers to have maximum benefits and advantages of cloud
computing. In spite of these advantages, protection is still the main concern and a
reason of worry for cloud customers. This paper specializes in the use of biometric
authentication framework for comfortable entry to confined information within the
cloud making use of a mobile. Certainly, biometrics supplies a bigger measure of
protection than average authentication methods. In this paper, we proposed the
pre-processing steps and algorithms for extracting the features and matching the
biometrics traits. By making use of the proposed algorithm, the user is not going to
experience handiest benefit from local computing power and storage capacity, in
addition to that they are going to get advantages and benefit of higher authentication
accuracy, customized services with low hardware cost and secure entry.

Keywords MCC ⋅ Fingerprint ⋅ Biometrics ⋅ Secure ⋅ Classifiers ⋅
K-mean ⋅ Ridges ⋅ Enrollment and verification

1 Introduction

Capability to access information and application anytime anywhere at low cost is
the main advantage of MMC. The most significant protection issue on MCC is
protecting and securing remote application and data from illegal access. At the same
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time an authorized user easily can access information; cloud provider also can
achieve this. There is also the likelihood of unauthorized access, which is access
using third party such as hackers. As a consequence, the security limitation in MCC
recently has become hot research for study [1, 2].

Users can employ the system of authentication to make use of cloud services via
online user interface, either an internet provider application programming interface
(API) or mobile software, or internet browser in cloud computing environment.
Authentication on cloud is imperative to furnish simplest and secure access to cloud
services through recognized users. Currently, authentication process is done in
various approaches, like a simple text password [3].

MCC provides internet-based services like computing and storage facility for all
kinds of users in different fields including financial, education, government, etc.
MCC brings a new kind of benefits and services to mobile customers to get the
whole benefits cloud computing [4]. Regardless of these benefits and advantages,
security continues to be a great issue, which is considered as an anxiety source for
cloud users. Provider of cloud services has accepted the complexity of cloud
security; they are also working deeply to deal with it [5]. In reality, security of cloud
is becoming a competitive key and edge differentiator among providers of cloud.

By making use of the approaches and practices of robust security, the security of
cloud soon will be a boost far above level of IT departments obtained using their
own application strategy and hardware components [6]. This paper specializes in
the usage of fingerprint recognitions for securing the access to restrict the infor-
mation in the cloud by utilizing a mobile phone. Certainly, biometrics supplies a
better measure of protection than ordinary authentication technique, which means
the resources of cloud available are most effective to authenticate users and to
protect from illegal and unauthorized customers [7]. In this paper, we proposed the
pre-processing steps and algorithms for extracting the features and matching bio-
metric data to compare with template database stored in systems. In this proposed
algorithm, we recommend a new and sophisticated framework, which will be used
to perform the authentication of fingerprint password as web-based services within
the cloud computing. Using the suggested cloud-based platform of authentication,
we shall be able to apply many advanced algorithms practically for recognizing the
large-scale feature.

By making use of the contribution of this proposed algorithm, the customers are
not going to benefit best from nearby storage potential and computing vigor, but
also, they are going to benefit from better customized service, secured access, and
high authentication accuracy with low hardware expenses [8]. Individual biometrics
authentication presents an effective solution to segregate portions related to the
identity management. Indeed, biometrics makes use of automatic schema to be able
to distinguish persons according to their own behavioral and/or physiological
features [9].
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2 Biometric Authentication Framework for MCC

A biometric authentication framework is a one-to-one suit that determines whether
the claim of an individual is true, customarily labeled as remote server or client end
authentication. There are two phases: Enrollment and Verification. The client
registers his biometric data as a template to the system during the enrollment phase.
During the verification phase, the client biometric information is matched with the
stored template in the system and makes the decision according to the result and this
can be shown as in Fig. 1.

The proposed mechanism of biometrics authentication based on recognition of
fingerprint to comfortable accessing to MCC is described in detail. Not too long
ago, there have been a number of research and works about making use of webcam
or any digital camera (digicam) to represent the sensor. The embedding of a par-
ticular fingerprint sensor or adding external hardware to act as a reader of fingerprint
will be probably highly priced, also it will have an effect on the simplicity of
mobile. Using the prevailing digital camera to capture photos of fingerprint in
mobile as sensor for biometric is cheap to enforce. The suggested system is utilizing
the method of fingerprint recognition to acquire the tip of a finger images by means
of the mobile digicam.

2.1 Fingerprint

Fingerprint is the pattern gift on a finger. It comprises intricate patterns or symbols of
stripes, referred to as a ridge. In fingerprint, darkish traces of the image are known as
the ridges and the white discipline in between the ridges is named valley [10, 11].

Client

Enrollment

Fingerprint Pre-processing Features
Extraction

Verification

Fingerprint Pre-processing Features

Extraction

Server

Matching

Template 

Database

Decision

Fig. 1 Biometrics authentication framework for MCC
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A ridge can unfold into two approaches, i.e., ends and fork into two ridges. If it
ends, we referred as termination or ridge end. If it fork into two ridges, we referred
as break-point or bifurcation. These two basic types’ ridge end and bifurcation can
be considered as the basic minutiae points.

Fingerprint recognition proceeds with the aid of deciding upon all of the trivia
facets after reducing their lineaments and then comparing these features. Fingerprint
recognition entails three important steps. These steps need to be followed in order
so that correct matching of fingerprints can be performed (Fig. 2).

2.2 Pre-processing

The purpose is to transform mobile camera fingerprint image to fingerprint image,
which is as equivalent as sensor fingerprint image. Mobile cam cannot convert the
snapshot to be like the output picture obtained and processed via utilizing finger-
print sensor; however, at least this system aims to export an acceptable output. The
proposed preprocess steps and how each steps works are explained as follows:

Step 1: Convert the RGB to greyscale images

• For instance, RGB images are composed of three unbiased channels
for red, green and blue principal color accessories. Color images are
as a rule developed of a number of stacked color channels. Con-
verting the genuine RGB color image to the grayscale intensity
snapshot: here, we used the grayscale () or rgb2gray function to
convert RGB color images to grayscale images.

Fig. 2 Features of fingerprint
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Step 2: Normalization

• Normalization allows standardizing the distorted levels of variation
in the grayscale values among ridges and valleys by assigning
pre-specified standard mean and variance values. Normalization is
implemented to grayscale image to reduce the effect of illumination’s
differences. The equation of the grayscale normalization is:

K = double A−minð Þ*255 ̸ max−minð Þð Þ

where A is original image value and K is opting image value (after
normalization).

Step 3: Reduce blur effects

• It is possible to set a threshold in order so that only pixels which
might be identical to one another are blurred collectively using
selective blur filter. It is typically priceless as a device for decreasing
graininess in images without blurring sharp edges. The implemen-
tation is much slower than a Gaussian blurring, so that you will have
to no longer use it until you particularly want the selectivity. Here,
we apply a Gaussian blur to the input snapshot.

Step 4: Segmentation

• Image segmentation is the procedure of dividing an image into a
couple of elements. This is most often used to establish objects or
different valuable knowledge in digital snap shots. There are lots of
special methods to participate in image segmentation together with:
threshold method, transform method, texture method and color-based
segmentation methods. In this section, we used color-based seg-
mentation using k-means clustering.

Step 5: Estimating the orientation

• The fingerprint image discipline orientation defines the nearby ori-
entation of the ridges included in the fingerprint. Regional ridge
orientation is estimated at each and every factor by means of finding
the most important axis of version in the image gradients. In ridge
frequency estimation, the frequency snapshot represents the local
frequency of the ridges in a fingerprint. Window size, block mea-
surement, min. & max. and wavelength parameters are initialized for
estimation of ridge frequency. Here, we used the Gabor filter to filter
the fingerprint images.
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Step 6: Ridges enhancement

• After applying Gabor filter we get enhanced fingerprint which has
fine quality of true trivial. Wavelet turn out is to be used to de-noising
the images and increase the contrast between the ridge and back-
ground using a map operation to the wavelet coefficient set. Lastly,
we take part in binarization of recent more advantageous images.

2.3 Features Extraction

A fingerprint image is viewed as a group of ridges instead of a collection of pixels.
This paper adapts the well-known recognized algorithm called the Core ridges
extraction to generate the skeleton. The smooth ridges are the core ridges [12, 13] if
and only if they fulfill the property. It does not intersect itself, it must self-reliable
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and it has finite size inside any bounded subset of the discipline. Extra small print
may also be found in [14]. Algorithm 1 suggests the technical steps [15].

Fingerprint images saved or stored in mobile will not be required because each
time the consumer needs to access the cloud, it captures a brand new fingerprint
image and it is as simple as login. After the pre-processing and the feature
extraction steps are finished, data have to be transferred to the server and saved in
template database. It takes all benefit from the cloud and the approach is hosted on
cloud.

3 Matching Algorithm

This step involves comparing the input images with the template images. During
the enrollment, template images are collected and stored in cloud as template
database. The input image is compared against template images during the recog-
nition phase. In this phase, whether the input image matches with template image to
form the identical finger or not is decided. For this, a novel matching algorithm is
proposed for score features of biometrics. This algorithm is the combination of
Strong and weak Classifiers to endeavors and discovers a blend of “weak rankers”
to make a precise single ranker. To score the features, the matching scores of each
subsystem are combined to find multiple matching score which is then sent to the
decision phase. One of the standard approaches to score the features is to attempt
classifier for determining the best decision edge between imposter and genuine
instances. The Strong Classifier and its pseudo-code are shown in Algorithm 2.

Matching algorithm can be referred and despite similarity of RankBoost.B and
AdaBoost [16], some inconsistency exists among them and thus there is a need to
improve Weak Classifier. The final output of RankBoost.B and AdaBoost algorithm
is a linear combination of WeakClassifier.

In Algorithm 2, the Weak Classifier is called for each iteration and it generates a
weak ranking. Matching algorithm preserves a distribution Dt over a0 × a1 that is
passed on to iteration m to the Weak Classifier. Intuitively, Matching Algorithm
decides Dt to underline diverse parts of the training data. A high weight is assigned
to a couple of instances, which shows an incredible significance of the Weak
Classifier. Hence, the Weak Classifier matches the instances effectively. The Weak
Classifier and its pseudo-code are shown in Algorithm 3. Like boosting-based
algorithm, Matching Algorithm additionally incorporates training Weak Classifier
subroutine with slight difference. In matching algorithm, Weak Classifier gives
weak ranking rather than weak classification. Weak Classifier dependably has
esteem for every instance.
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The detailed explanation of matching algorithm is as follows:
The feedback algorithm operates in iterations; in each iteration, it calls Weak

Classifier to find the best weak ranking. Weak Classifier is called for each iteration
of m to maintain distribution Dt over a0 and a1. Iteratively, “matching” chooses Dt

to emphasize different parts of the training data. Set ranking score or feature for
finding a weak ranking k that is equal to one of the ranking features or thresholds
τk. Assume that our model is given ‘n’ ranking feature or score denoted
t1, t2, . . . , tN , C* is a pointer variable which is used to assign higher scores that are
assigned to more preferred instances. Variable r1 is assigned with 1 if ai is equal to
1. Variable r2 is assigned with 0 if ai is equal to −1. This algorithm incrementally
evaluates a sorted list of candidate thresholds ½τk�Kk=1 and stores the values i* and τ*

for which f ða1Þ> f ða0Þ, means that instance a1 is preferred to a0 by f. For loop is
used to rank all instances of one set over another set, and same as for loop, if
statement is used to find the best weak ranking condition. At each iteration of the
algorithm, first a ranking feature kt and associated weight wt are chosen and
updated. Finally, ranking feature kt can be learned efficiently and each ranking
feature is valued.
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4 Decision

In this section, first in the enrollment section, the person presents the finger to the
mobile camera to receive fingerprint. These pattern fingerprints are pre-processed
and features are extracted from the image and stored in a template database. After
taking fingerprint image as login type in the verification phase, the login image is
pre-processed and features are extracted. Then matching algorithm is performed
between login image and template. If matching succeeded, then the user is accepted
or rejected. The matching score (K) is the outcome of the comparison between the
extracted elements and features saved in a template database.

Subsequent to that, the matching rating (K) can be determined by the comparison
of predefined threshold (τ) value.

5 Conclusion

The mobile computing and cloud computing are combined to form MCC. At the
same time MCC brings the new security threats and challenges such as unautho-
rized user’s access. This paper focusses on how to protect the MCC resources from
illegitimate access. In this regards, we used the biometric recognition system. This
is used to protect resources of mobile devices and cloud. Validating cloud mobile
clients utilizing the current mobile cam as a unique fingerprint sensor to get a
unique fingerprint image and after that preparing and reorganization were pro-
posed. In this paper, we have theoretically proved the authentication system for
MCC. We are planning to implement this contribution and simulate the logs files in
future. In light of these logs, cloud security confirmation policies will be altered
and re-designed. Accessing log record will presumably be utilized to discover
unapproved endeavors to get to data by outsiders, the cloud supplier or any
gatecrashers.
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Intelligent Evaluation of Short Responses
for e-Learning Systems

Udit kr. Chakraborty, Debanjan Konar, Samir Roy
and Sankhayan Choudhury

Abstract Evaluation of learners’ response is an important metric in determining
learners’ satisfaction for any learning system. E-Learning systems currently use
string matching or regular expression-based approaches in evaluating short
answers. While these endorse the correctness of an answer, they are limited to
handling predictable errors only. The nature of errors, however, may vary and it is
important to intelligently judge the nature of the error to correctly gauge the state of
learning of the learner. A better learning experience requires the system to also
display benevolence, which is an innately human behavior characteristic, in eval-
uating the response. The current paper presents a k-variable fuzzy finite state
automaton-based approach to implement an evaluation system for short answers.
The proposed method attempts to emulate human behavior in the context of errors
committed which may be knowledge based or inadvertent in nature. The technique
is explained with sample scores from test conducted on a group of learners.

Keywords e-Learning ⋅ Evaluation ⋅ Multiword ⋅ Inadvertent error ⋅ K-state
fuzzy finite automaton
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1 Introduction

Intelligent Tutoring Systems, proposed during the early 1960s were initially mod-
eled on the way the human tutor worked. To implement the same, artificial intelligent
techniques were considered. However, in spite of few notable breakthroughs, the
acceptance of such computer-aided educational tools has not been as anticipated [1].
During recent times, with the growth of Information and Communication Tech-
nologies (ICT) and the ever increasing reach of the internet, online learning systems
have gained importance. According to a report by the Sloan consortium, 3.9 million
(over 20 %) students in the U.S. were taking at least one online course in 2008,
which shows a 12.9 % increase in online enrollment over a period of just 1 year [2].
The reason for this growth is that online courses offer “anytime,” “anywhere”
learning which provides flexibility and convenience for students and instructors [3].

A major issue in implementation and subsequent acceptance of e-learning sys-
tems providing online learning support is learner satisfaction. A number of factors
can be listed which contribute to the success of online courses. Phipps and
Merisotis (2000) provided a comprehensive list of benchmarks for measuring
success in internet-based online courses. The benchmarks include Institutional
support, Course development, Teaching/Learning Success, Course structure, Stu-
dent support, Faculty support, Evaluation, and Assessment [4].

This paper reports work done on Intelligent Evaluation of students’ responses for
better learning experience in an e-learning environment. The proposed system tries
to emulate the behavior of a human evaluator in benevolently accepting learner
responses with inadvertent errors, which otherwise would be graded incorrect by
standard string matching or regular expression-based systems.

2 Literature Survey

As reported in [5], the types of questions to be supported by e-learning systems are:

• Short answers (Short): a textual answer consisting of a few words.
• Essay: a textual answer with an unlimited or limited number of words that is not

corrected automatically.
• Multiple choice questions (MCQ): choose one option out of a list of possible

answers.
• Multiple response question (MRQ): choose one, more or no option out of a list

of possible answers.
• Fill in the blanks (FIB): complete missing words in a sentence or paragraph.
• Match: given two lists of terms, match each term on one list with one term on

the other.
• Crossword (Cross): fill out a crossword using definitions of words in horizontal

and vertical positions.
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Among the types listed, at least three variants exist which accept single word or
short phrases as possible responses. These include short-answer questions, fill in the
blanks and crosswords. While being significant pedagogically, as these aids the
learner in knowledge building on a complex topic by building several small parts of
a larger artifact, these types of questions also aid in developing the learners’ reading
and writing skills [6]. The popular acceptance of this type of questions in
e-Learning systems and in systems requiring online evaluation, however, can be
attributed to the ease of implementation. All major learning platforms such as
IMS QTI, Moodle, and OpenMark provide support for implementation and eval-
uation of such questions [5].

The techniques followed in evaluating the learners’ response to the types of
questions requiring sentences to be of lengths varying from single word to about a
phrase, however, vary from implementation to implementation. Automatic evalu-
ation of answers to these type of questions frequently use direct string matching
algorithms or pattern matching using regular expression [2] and are followed by
popular tools such as IMS QTI [7], Moodle [8] and Blackboard [9]. While direct
string matching supports questions with factoid answers or having only one correct
answer, these are not appropriate for phrases which may have variations. While
regular expressions offer a higher degree of freedom to the learner in expressing the
answers, these are restricted by the evaluators imagination as the framing of the
regular expressions decides the score of an answer.

Another scenario was explored in the work reported in [10], where the authors
considered inadvertent mistakes committed by the learner while answering. A per-
tinent issue, especially for e-learning, where tests are conducted online these mis-
takes may occur out of typographical or phonetic errors committed by learners
while typing or learning through recorded or live voice over electronic media. The
string matching or regular expression-based approaches do not consider such cases
and thus hinder the achievement of a fulfilling learning experience.

The limitation of the work reported in [10], however, was that it was designed
for single-word responses only. The current paper proposes work done towards
implementing a similarly benevolent system for multiple-word responses.

3 Problem Definition

The conventional model of response analysis as shown in Fig. 1 would classify a
learners’ response as correct only if it follows the mapping m-p-x. However, the
modeled scenario under consideration deals with the mapping m-q, where the
learner types an incorrect response in spite of being in a state of knowledge. The
error committed by the learner is of a nature which would be accepted by the human
evaluator who would then be grading the response as partially correct and scores it
with some penalty. This intelligent response analysis, depicted through Fig. 2 is
what is to be achieved for multiple-word responses.
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The problem definition given in [10] states:
Let r = a1 a2… an be a string of alphanumeric characters that corresponds to an

expected response of a learner during an interaction between the learner and the
system. There is a set A = {s1, s2…, sm} of strings such that si ≠ r, and |si| = |r|,
for each i. Each si is a variation of the expected response r such that a human
evaluator would interpret it as acceptable response even though endowed with some
spelling mistake within a tolerable limit. The set B of unacceptable responses is
given by B = Σ − A − {r} where Σ is the universe of the words of length n. It may
be noted that both set A and B are unknown in the sense that the entire lists of
acceptable and unacceptable responses are not given at the outset. Then, given an
arbitrary n character learner’s response x, the issue is how to establish the mapping
shown in (1):

Fig. 1 Conventional model of response analysis [10]

Fig. 2 Intelligent model of response analysis [10]
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f xð Þ= accept, if x= r, or x∈A
reject, if x∈B

�
ð1Þ

However, the above is true only for single-word responses, which may be
modeled as Σ-languages for individual responses. A Σ-language is any subset of the
set Σ* of all finite words of the alphabet Σ [11]. Extending the definition to
multiple-word responses, the current paper presents a k-variable finite
automaton-based model. A k-variable finite automaton on Σ is a finite automaton
over the alphabet (Σ ∪ {⋄})k [11]. These typically accept k-variable languages
which are subsets of (Σ*)k when defined over Σ.

A k-variable language R in Σ* is finite automaton recognizable if its convolution
c(R) is recognizable by a k-variable finite automaton [11].

However, the problem under consideration gains dimension due to the nature of
inputs that may be typed in by the learners. Not restricted to the k-variables as under
the formal definition, each answer may have multiple k-variable languages as
multiword answers including phrases may be differently framed. Each of the k-
variables may further be distorted due to the errors committed by the learner. The
model must, therefore, be robust to accept any k′-variable although designed for k-
variable language where k′ is a distorted variable acceptable to the model.

The problem, therefore, can be stated as—to design a k-variable finite
automata-based model to accept learner responses as a k-variable language R and its
distorted representation R′ consisting of k′ variables and grade the same.

To incorporate the scoring of answers, the transitions had to be weighted. So
each automaton had to be implemented as a k-variable fuzzy finite automaton.
A Fuzzy Finite Automaton (FFA) is a six tuple, defined as:

M = <Σ, Q, Z, q0, δ, ω> where Σ is a finite input alphabet and Q is the set of
states, Z is a finite output alphabet, q0 is an initial state, δ: Σ × Q × [0,1] → Q is
the fuzzy transition map and ω: Q → Z is the output map [12].

4 Solution Strategy

Considering that the responses will also have to be graded, a weighted transition
scheme was followed. The proposed work included the following types of
transitions:

• Correct alphabet transition
• Incorrect but acceptable alphabet transition
• Incorrect alphabet transition
• Missing alphabet transition

The incorrect but acceptable alphabet transitions are based on the typographi-
cally valid substitution set (TVSS) and phonetically valid substitution set (PVSS)
for each alphabet. The TVSS consists of the eight neighborhood keys for a standard
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QWERTY keyboard. The PVSS consists of valid phonetic substitutions for given
alphabets. These sets are prepared a priori.

As an example, for the question “Name the capital of India”, the following may
be considered as correct responses:

• New Delhi
• Delhi

Figure 3 shows the model automaton, which is explained through Table 1. Since
the automaton is designed to accept the input and its valid convolutions, it can start
from either transition 1 for one input or from transition 4 for another input pattern.
The transitions are defined not only for correct inputs but also for incorrect but
acceptable alphabets which represent distorted signal.

The transitions numbered 1–9 are the ones which may be undertaken in case of
inputs of the given three types and blank spaces. The scores for each transition are
computed as:

TC =
1
Sj j ð2Þ

TT =
1

P S− 1j j ð3Þ

Fig. 3 Model automaton

Table 1 Transition dictionary

Transition Correct alphabet PVSS TVSS

1 N – {B,M,H,J}
2 E {A} {W,R,S,D,F}
3 W {U} {Q,E,A,S,D}
4 Blank – –

5 D – {S,F, W,E,R, X,C,V}
6 E {A} {W,R,S,D,F}
7 L – {K,I, O, P}
8 H – {G, J, T,Y, U, B,N}
9 I {E} {U,O, J, K, L}
Loop Corresponding Corresponding Corresponding
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The expression (2) is used for computing the score of the correct transition,
while (3) for both TVSS and PVSS. |S| represents the length of the correct answer
and P represents the position of the error. Blanks and erroneous repeated entry of
the same alphabet do not add any score nor penalize the user. All other incorrect
transitions are allowed without scoring.

5 Results and Discussion

Experiments were conducted on a group of 150 students who were asked to answer
five (05) questions through a web-based interface in a timed environment. The total
time allotted was sixty (60) seconds. The incorrect entries and their scores are listed
in Table 2. While some errors were caused due to the students’ ignorance, most
were typographical errors.

During the evaluation process, it is not possible to determine whether the error
has been caused due to ignorance or otherwise unless human intelligence is used to
judge it. The evaluation system does not delve into the issue of determining the type
of the error, but grades it based on the response.

6 Conclusion

The methodology proposed through this paper is for intelligent evaluation of short
responses of students when tested through computer-based online examinations.
The proposed system, modeled on k-variable fuzzy finite automaton evaluates the
learners responses not only for correct and incorrect answers but also judges them
for partial correctness occurring out of inadvertent errors committed while
answering. Effectively the automaton handles k-variables, their convolutions and
distortions. The model handles multiword responses and is an augmentation over
existing work in the field. The scores returned for test cases bear resemblance to
human evaluators and appear acceptable.

Table 2 Sample responses
and their scores

Sl.No Correct answer Learners’ response Score

1 New Delhi New Delhi 0.906
2 Mumbai Bombay 0.5
3 Mumbai Mumbai 0.84
4 Mumbai Mumbai 0.906
5 Kerala Kerala 1
6 Kerala Kerala 0.875
7 Kolkata Kolkata 1
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The system being flexible to allow user-centric controls in weight adjustments
and transition planning displays intelligence-based benevolence similar to the
human evaluator.
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Content-Based Video Retrieval Using
Dominant Color and Shape Feature

Tejaswi Potluri, T. Sravani, B. Ramakrishna
and Gnaneswara Rao Nitta

Abstract Content-Based Video Retrieval (CBVR) is an approach for retrieving
similar videos from the database. Need for efficient techniques of retrieval is
increasing day by day. This paper used both color and shape features to retrieve the
similar videos. In our system, we identified Key Frames of the video shots in the
first step. We found the most dominant color of each key frame and also edge points
of each key frame and stored in the feature database. The color and shape features
of query video are calculated and compared with the features stored in the feature
database. Videos falling within the threshold are retrieved as most similar videos.
The combination of two features results in high performance of our system.

Keywords Content-based video retrieval ⋅ Edge detection ⋅ Identification of
dominant color ⋅ Euclidean distance

1 Introduction

Because of the recent advancement in the technology, we require automatic
retrieval of information from huge databases. Latest trend of gaining information is
through videos such as you tube videos. Content-Based Video Retrieval plays a key
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role in retrieving videos from database. The basic method of retrieving videos is
Text-Annotation method which does not work efficiently.

Another approach for retrieving videos is to use different features of the video
for matching [1–3]. The features such as color, shape and texture are used for video
retrieval. Implementation of single feature alone results in retrieving dissimilar
videos also along with similar videos. To overcome this, our system used combi-
nation of both color and shape features.

For our system, we considered two categories of videos such as animals and
birds in our dataset. Each video in the database has to be pre-processed and
obtained feature values are stored in the feature database. The pre-processing starts
with segmentation of each video in the database into frames. For each frame, most
dominant color is identified and stored in the feature database. Along with dominant
color, the edge points of the key frame are identified and stored in the feature
database. The query video is also processed in the same way and the features
obtained are compared with the features stored in the database and the most similar
videos are retrieved.

The rest of the paper is organized as follows: In Sect. 2, we briefly describe
about the Architecture of our system. Section 3, describes the proposed system.
Experimental results are highlighted in Sect. 4. Finally, our paper concludes in
Sect. 5.

2 Architecture

The Architecture of the proposed system looks as shown in Fig. 1. It is organized
into various blocks. Before implementing the system on the user query video, all
the videos in the database have to be pre-processed and the dominant color of key
frame and detected edge point values are stored in the feature database. The user
query is processed in the same way and obtained dominant color feature and edge

DataSet Video Segmenta on 

Key Frame Selec on 

Dominant Color 
Iden fica on Edge Detec on 

Key Frame Selec on 

Query Video Video Segmenta on 

Edge Detec on Dominant Color 
Iden fica on 

Feature 
Database 

Similar Videos 

Fig. 1 Architecture diagram
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point values are used for similarity matching. The videos having minimum
threshold in the similarity matching are retrieved as most similar videos.

The first step of our system is video segmentation in which the video has to be
divided into different frames. In the next step system selects key frames from the set
of frames. By considering color look-up table all the different colors of each key
frame should be mapped into desired color set in the color-mapping step. Next, the
most dominant color should be identified and stored in the feature database. For
each key frame, edge detection is performed; values of edges are also stored in the
feature database.

The user video query also has to undergo all the processing steps mentioned
above. The most dominant color of each block is compared with the dominant color
of all the videos stored in the feature database. Using similarity metric, the most
matching videos are retrieved. For all the retrieved videos, edge detection is per-
formed and edge values of the query video are compared with edge values stored in
the feature database. Using matching algorithm, the most similar videos are
retrieved.

3 Proposed System

3.1 Video Segmentation

Any video is the sequential arrangement of the images. The video is segmented into
spatio-temporal regions termed as shots which are in turn fragmented into frames
using the technique [4]. The frames of a video are obtained as shown in Fig. 2.

Fig. 2 Frameset of a video after video segmentation
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3.2 Key Frame Selection

Key Frames should be selected in such a way that all the contents of a shot can be
described using these frames. There are many techniques to select the key frame of
a shot. A blind conclusion is that first and last frames of a shot can act as Key
Frames.

3.3 Dominant Color Identification

The dominant color of a key frame can be calculated by making a count of all the
colors in the key frame. To reduce the complexity, system calculates the count of
color bins instead of all colors. The Color bin is a range of colors with their Red,
Green and Blue triplets. In our system, we are considering twenty different color
bins.

Still more we can reduce the complexity of system by excluding some pixels
from processing. As the maximum area of background may be covered with sky or
grass, we can check the RGB value of nth pixel instead of processing all the pixels.
Here, in our system, we are considering ‘n’ value as 10. Every 10th pixel’s RGB
values are extracted. We have to check the bin in which the RGB triplet value falls
and increment the appropriate bin by 1. After completing the entire process, the
Color bin having highest value will be the most dominant color of the Key Frame.
The dominant color bin values of all the frames are stored in the matrix form in the
database as shown in Fig. 3.

Fig. 3 Matrix having dominant colors of all the blocks of the video
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3.4 Edge Detection

As we are processing color videos, we obtain key frames of more than 5000 color
combinations. System is reducing 24-bit color image to 8-bit color image using a
simple color quantization to reduce the space and time complexities. This results in
256 different combinations of RGB color spaces. If RGB value of pixel is 0, it
stands for ‘black’ and if RGB value of pixel is 255, it stands for ‘white’. System is
detecting the edge points by considering the differences of pixel gray values of each
pixel and its neighbor’s pixel gray values [1]. For a pixel (x, y) with pixel value p(x,
y), let p1(x, y), p2(x, y), and p8(x, y) denote the gray values of its neighbors in 8
directions as shown in Fig. 4.

System finds the difference between the pixel value of center pixel and pixel
value of its all neighbors as in Eq. 1.

Di = P X, Yð Þ−Pi X, Yð Þj jwhere i=1 to 8 ð1Þ

In this way, system calculates D1, D2, D3, D4, D5, D6, D7 and D8. Calculate
D by summing up all the differences. System marks pixel ‘P’ as edge point if it
satisfies inequality as in Eq. 2.

T1≤D≤T2 ð2Þ

The threshold values T1, T2 are set based upon the dataset we are considering for
our system. The edge point values of all the key frames are stored in the feature
database [1]. The edges of various frames are as shown in Fig. 5.

3.5 Color Matching

The dominant color of each key frame of the query video is identified. This
dominant color is compared with the dominant colors stored in the feature database
using Euclidean Distance metric as in Eq. 3 and calculates Distance1.

P4 P3 P2

P5 P P1

P6 P7 P8

Fig. 4 Neighbor pixels of a
pixel ‘P’
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Distance1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2 − r1Þ2 + g2 − g1ð Þ2 + b2 − b1ð Þ2

q
ð3Þ

3.6 Edge Matching

System calculates edge point values for all the key frames of the query video. Next,
system finds the distance between the edge points of the query video and feature
database which is denoted by Distance2.

3.7 Similarity Matching

As the first step of matching query video with the videos of the dataset, Distance is
calculated as in the Eq. 4 using Distance1 and Distance2 from Eqs. 2 and 3.

Distance = Distance 1+Distance 2 ð4Þ

The videos from the dataset are retrieved as similar videos using Eq. 4.

Distance < Threshold Video is considered as similar videof g
> Threshold Video is considered as dissimilar videof g

Fig. 5 Edge points of various frames
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4 Experimental Results

Our dataset consists of two categories of images such as animals and birds. Each
category consists of 50 videos. The size of each video varies from 4 MB to 50 MB.
The videos of the dataset are of the mp4 format. Based upon the size, the total
number of key frames varies. Our results of two queries are shown in the Fig. 6.
Our system works efficiently in retrieving the videos of same item even with
different colors as similar videos with less time complexity. From the results, we
can observe there will be a problem when we are trying to match the video of a
single item with video of group of items. For example, if the query video is of
single elephant, we can find difficulty in retrieving the videos of group of elephants
as similar videos.

For quantitative measurement, we have used precision–recall metric. The plots
in the Fig. 7 show the superiority of this technique over CBVR using Colour
Feature alone and CBVR using Shape Feature alone.

Fig. 6 Experimental results (the first slot is for query video)
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Fig. 7 Precision–recall
metric chart
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5 Conclusion

We have developed an efficient Content-Based Video Retrieval System using both
Color and Shape features. We have identified the most dominant color of each Key
Frame and edges of each key frame. The Color and shape values are stored in the
feature Database. Videos having similar Dominant Color as well as similar edges
are retrieved as most similar videos. The results show that our technique achieved
promising and effective result in video retrieval.
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Intelligent SRTF: A New Approach to Reduce
the Number of Context Switches in SRTF

C. Shoba Bindu, A. Yugandhar Reddy and P. Dileep Kumar Reddy

Abstract Throughput of the system in multiprogramming and time sharing sys-

tems mainly depends on the careful scheduling of the CPU and other I/O devices.

CPU scheduling should control the waiting time, response time, turnaround time,

and number of context switches. One of the most extensively used scheduling algo-

rithms is shortest next remaining time first (SRTF), which gives the reduced amount

of average waiting time. But this algorithm suffers from some drawbacks. One such

is that, every upcoming process if selected for execution, causes a context switch

even though it is slightly shorter than the currently running process. As the num-

ber of such situations increases, the number of context switches increases, causing

the reduction in performance of the system. In this paper, we modify the traditional

SRTF to intelligent SRTF, by changing the decision of the preemption, to decrease

the number of context switches. The main idea of our proposed algorithm is to make

a context switch only if the next process plus context switch over head is shorter than

the currently running process. By this we can reduce the number of context switches

and thereby the performance of the system is improved.
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1 Introduction

Performance of the operating system mainly depends on the scheduling of CPU and

other devices. Scheduler selects a process from the ready queue, which are waiting

for service of the processor. Selection of the process should optimize the average

waiting time, turnaround time, and first response time. Careful scheduling of the

processor is required for improving the throughput of operating system.

Basically there are two types of schedulers, short-term scheduler: selects a process

from ready queue and assign the same to processor. Long-term scheduler: selects a

job from the disk and places the same in the main memory so that it controls the

degree of multiprogramming. The scheduler is anxious primarily with:

∙ CPU utilization: reducing the idle time of CPU as much as possible.

∙ Throughput: number of processes executed per time unit.

∙ Waiting time: time spent in the ready queues

∙ Response time: time taken by the process to generate first response.

There exists different traditional CPU scheduling algorithms, each having its own

merits and demerits. Some of the scheduling algorithms are as follows. First Come
First Serve (FCFS) is simple to implement, process is scheduled according to their

arrival time but this algorithm has disadvantage of convoy effect (When one CPU

intensive process blocks the CPU, a number of I/O intensive processes can get backed

up behind it, leaving the I/O devices idle) [1, 2]. Priority scheduling: in this, the

processes are scheduled according to their priorities. Priorities can be defined either

internally or externally [1, 2]. Internally defined priorities are set by operating sys-

tem; external priorities are set by the criteria outside the operating system. Problem

with this scheduling is starvation (low-priority process waits indefinitely). Solu-

tion to starvation is aging [3–6]. Round Robin scheduling is designed especially

for time sharing systems. A small amount of time, called time quantum is defined.

Ready queue is assumed as a circular queue. The processor scheduler traverses the

queue, allocates the processor to each process for a time interval of up to 1 time slice.

The processor time is shared among the processes equally [7]. Selection of time slice

is the key in this algorithm, a poor selection of time slice increases the context switch

overhead [8, 9].

In multiprogramming or multitasking systems, context switching means the

switching from one process or thread to another in CPU. Multitasking or multipro-

gramming is not possible without context switches. At the same time it is a overhead

to the system. The overhead of context switch may come from several aspects. The

processor registers need to be saved and restored, the Operating Systems kernel code

(scheduler) must execute, and processor pipeline must be flushed, the TLB entries

need to be reloaded [9, 10]. This kind of modifications are involved almost for every

context switch in multiprogramming or multitasking system. This kind of switching

is called as internal context switching.

In Round Robin Scheduling, a technique called integer programming has been

projected to resolve equations that decide a value of quantum time that is neither
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too large nor too small such that each process has affordable time interval and

the throughput of the system is not attenuated as a result of unnecessarily context

switches [8, 11]. This is a costly process as it takes time to calculate the value for

time quantum. If any new process arrives in middle, again we need to start the calcu-

lation from beginning, why because, each of the process is dependent on each other

for calculating the quantum time. This system may not work in distributed systems

effectively. The shortest next CPU burst algorithm which is the main concern of this

paper is discussed in the next section. Shortest next CPU burst algorithm always

gives less average waiting time and less average turnaround time in multiprogram-

ming or multitasking systems compared to other scheduling algorithms.

2 Shortest Next CPU Burst Algorithm

Shortest next CPU burst schedules the processes based on the length of next CPU

burst. When the CPU is ready to accept the new process, the scheduler selects a

process from pool of waiting processes, which has the smallest next CPU burst. FCFS

is used to break the tie when the two processes have same next CPU burst. This

algorithm is probably best possible; it gives minimum average waiting time for a

given pool of processes. Moving the longer job after shorter job increases the waiting

time of the longer process and decreases the waiting time of the shorter jobs. As a

result, the average waiting time decreases.

Although this algorithm is optimal, there is no way to know the next CPU burst.

For this reason, it cannot be implemented in the short-term schedulers. Gener-

ally, this algorithm is implemented in the long-term scheduler for long-term (job)

scheduling in a batch system; we can use this algorithm as the length of the process

time is specified by the user when he submits the job. Thus, users are motivated

to estimate the process time limit accurately, since a lower value may mean faster

response. (Too low a value will cause a time limit-exceeded error and require resub-

mission.) SJF scheduling is used frequently in long-term scheduling.

We may not know the next CPU burst but we can predict it. By predicting the next

CPU burst, scheduler picks the process with the smallest predicted next CPU burst.

To predict burst, we use exponential average of the measured lengths of previous

CPU bursts. Let tn be the length of the nth CPU burst and let P(n+1) be our predicted

next CPU burst. Then, for 𝛽, 0 ≤ 𝛽 ≤ 1, characterize

P(n+1) = 𝛽tn + (1 − 𝛽)Pn (1)

In the above mathematical relation, tn contains most recent information, Pn
saves the olden times. The parameter 𝛽 controls the relative weight of topical and

antecedents in our prediction. If 𝛽 = 0, then P(n+1) = Pn and topical history has no

effect. If 𝛽 = 1, then P(n+1) = t(n) and only the most recent CPU burst matters (the

past is assumed to be old and immaterial). Generally, 𝛽 = 1
2
, so the recent t and the

past are equally weighted. The initial P0 can be defined as an overall system average.
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To realize the behavior of the exponential average, we can enlarge the formula for

Pn+1 by substituting for Pn as in (2).

P(n+1) = 𝛽tn + (1 − 𝛽)𝛽tn +⋯ + (1−)j𝛽t(n−j) +⋯ + (1 − 𝛽)(n+1)P0. (2)

Since both 𝛽 and (1 − 𝛽) are less than or equal to 1, each successive term has less

weight than its predecessor. Preemptive version of shortest next CPU burst is spoken

as shortest remaining time first scheduling. Decision of preemption is made when

new process arrived at read queue while a process is still running on the processor.

Problem with this algorithm is even if the just arrived process is slight shorter than

currently running process, it will schedule the new process by doing context switch.

If the same thing repeats for more number of times, the system performance will go

down because of the context switch overheads.

3 Intelligent Shortest Remaining Time First

As discussed in the previous section, performance of SRTF will drop down because

of more context switches. Proposed intelligent SRTF reduces such overhead by alter-

ing the SRTF algorithm. Our proposed algorithm preempts the currently running

process, only if the just arrived process burst time plus context switch overhead time

is less than the remaining burst time of currently running process. By doing so, we

can improve the performance of the SRTF by reducing the context switches.

3.1 Algorithm for Intelligent SRTF

While(ready queue <> NULL)

Begin

If(processer is idle)

Begin

P := select_shortest(ready queue);

End

If(new process arrived)

Begin

RT=remaining time of currently running process;

If(new processs burst time + context switch time<RT)

then

Preempt(current process, new process);

End

End
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Table 1 Process and their

arrival and CPU burst times
Process Arrival time CPU Burst time

P1 0 10

P2 1 8

P3 2 6

P4 3 4

If the processor or CPU is idle then a new process P which is shortest among the

available processes from the ready queue is selected and is assigned to the processor.

Whenever a new process enters into the ready queue, if (new process’s burst time +
context switch time < RT) is met then the processor preempts the currently run-

ning process and switches to the new process, otherwise continues with the current

process.

3.2 Case Studies

In this section, we compare the algorithms with the help of an example. Time taken

for the context switch is highly dependent on the machine and also it is not same for

all the context switches, i.e., all context switches do not take uniform time.

we take a scenario depicted in Table 1 for our study to compare average waiting

time and turnaround time of the proposed algorithm with SRTF.

3.3 Case Study 1

In this case, we assume context switch time is one time unit.

Now we calculate the turnaround time and the average waiting time using SRTF

and Intelligent SRTF. For SRTF, P1 has arrived at time 0, it is scheduled immediately,

after completion of one unit of time P2 is ready to run now, P2 preempts P1 as the

burst time of p2 is less than RT of p1, in this case processor makes a context switch

which takes one unit of processor time as in the Fig. 1.

Now process P2 is to run but at time 2 process P3 is ready to run, now processor

has to setup the environment to run P3, and scheduling continues as in Fig. 2.

Now process P3 is to run but at time 3 process P4 is ready to run, now processor

has to setup the environment to run P4, and scheduling continues as in Fig. 3. Waiting

Fig. 1 Gantt chart after one

context switch
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Fig. 2 Gantt chart after two context switch

Fig. 3 Gantt chart for traditional SRTF for one unit of context switch

Fig. 4 Gantt chart for ISRTF for one unit of context switch time

times of P1, P2, P3, and P4 are 24, 15, 7 and 1 units, respectively, average waiting

time is 11.75 units, turnaround time is 34 units.

With intelligent SRTF algorithm, Process P1 is scheduled immediately after one

unit of time process P2 is ready to run but it is not scheduled because P2’s burst

time + context switch time is not less than P1’s remaining burst time, i.e., 8 + 1

is not less than 9, so process P1 continues the execution. At time 2 process P3 is

ready to execute and obeys our rule of preemption, at this movement processor has

to setup the environment to run the process P3, that is process P3 preempts P1, which

requires a context switch. At time 3 process P4 is ready to run, and it satisfies our rule

of preemption, now processor has to setup the environment to run P4, and scheduling

continues in this fashion as in Fig. 4.

Waiting times of P1, P2, P3, and P4 are 23, 15, 7, 1 units, respectively, average

waiting time is 11.5 and turnaround time is 33 units. Table 2 summarizes case 1.

3.3.1 Case Study 2

In this case, we assume the context switch over head requires two time units. Figure 5

is the Gantt chart with traditional SRTF.

Waiting times of P1, P2, P3 and P4 are 28, 18, 9, and 2 units, respectively, average

waiting time is 14.25 units and turnaround time is 38 units. Figure 6 is the Gantt chart

using intelligent SRTF.

Table 2 SRTF versus ISRTF for context switch time of one unit

Algorithm Context switches Turnaround time Average waiting time

SRTF 6 34 11.75

Intelligent SRTF 5 33 11.5
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Fig. 5 Gantt chart for traditional SRTF for two time units of context switch time

Fig. 6 Gantt chart for traditional SRTF for two time units of context switch time

Table 3 SRTF versus ISRTF for context switch time of two units

Algorithm Number of context

switches

Turnaround time Average waiting time

SRTF 5 38 14.25

Intelligent SRTF 4 36 13.75

Waiting times for P1, P2, P3, and P4 are 26, 18, 9 and 2 units, respectively, average

waiting time is 13.75 units and turnaround time is 36 units. Table 3 summarizes

case 2.

4 Conclusion and Future Enhancement

The proposed intelligent shortest remaining time first scheduling algorithm offers

better performance compared to the traditional SRTF by decreasing the number of

context switches, the turnaround time and the waiting time. This is achieved by con-

sidering the context switch overhead while making the decision of preemption. In

the future, this algorithm can be made efficient by quantifying the time required for

the context switch.
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Anomaly Detection Using New Tracing
Tricks on Program Executions
and Analysis of System Data

Goverdhan Reddy Jidiga and P. Sammulal

Abstract Now the security of information and applications is getting abnormal
attention in the public. Because the millions of expenditure spending to combat on
continuous threats. The threats (anomalies) are widely occurred at programming
scope by exploitation of coding and other side is at application scope due to bad
structure of development. Today various machine learning techniques are applied
over application level behavior to discriminate the anomalies, but not much work is
done in coding exploits. So in this paper, we have given some rich extension work
to detect wide range of anomalies at coding exploits. Here, we used some standard
tracing tricks and tools available in Linux platform, which describe how to observe
the behavior of program execution’s outcomes and model the necessary information
collected from system as part of active learning. The experimental work done on
various codes of artificial programs, Linux commands and also compared their
performance on artificial datasets collected while program normal runs.

Keywords Anomaly detection ⋅ Function call ⋅ System call ⋅ Tracing tricks

1 Introduction

The security of information is addressed by advanced technical concepts to satisfy
the users due to different levels of attacks. Today different malicious codes are
injected into programs, applications and those are run into machine in an authentic
way, but are not able to find their vulnerable entries [1, 2]. Now we are using
several methods and algorithms at application level, still unable to identify the
narrow-level attacks due to similar signatures and profiles. So we need to go with
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alternate techniques like use the system data level to find unknown attacks. For this,
we use the basic process organization’s virtual memory structure and in this, the
stack is a data source for modeling attacked profiles. There are many stack
smashing sources like buffer overflows; format string injections leads to injecting
attacker’s malicious code into primary memory and diverting system control to out
of sequence.

The stack trace is a kind of lightweight technique to automate the solution
process by tracing function calls and set of system calls. Here, the set of PC values
treated as return addresses associated with function calls and the sequence of system
calls exhibits the order of program executions. The stack frames are tracing most
frequent for ‘n’ number of calls by caller (in main/function) and continue the
repeated sequence.

In our work, we have focused on command and program-based tracing tech-
niques. In that, the BACKTRACE is a clever tracing of function calls and also took
supporting stack tracing techniques like PTRACE, STRACE and LTRACE for
tracing function calls, system calls and library calls. The GUI-based tools such as
KERN-SHARK are also available working based on trace-root method.

So the anomaly detection which is done at system coding levels is carried out by
popular and powerful tracing techniques shown in this paper. In our work, we have
followed the multiple methods and multiple combinations of data collected from
stack while program running. The reason for selecting the combinations of stack
data is for measuring the truthful rate of inconsistent activities in coding exploits.
The early level of work on this context is considered either system calls or library
calls or function calls. So, all those methods are showing merits as well as some
demerits. The majority of work done previously took signature profiles, but now
focused on dynamic behavior of program to focus on the zero-day attacks.

1.1 Importance of Anomaly Detection in Two Levels

The attacks (anomalies) are found in two levels, one is application level and other
one is system level. So the anomaly detection criterion is different in each level, but
meaning is same like finding abnormal (strange) patterns are indicating negative
behavior. Hence, sure that anomaly detection is an approach of reporting abnormal
and unknown patterns (behavior) caught. This kind of method helps to thwart the
intrusive patterns or exploits which deviate to normal. The anomaly detection
system (ADS) is the subset of intrusion detection system (IDS) primarily elaborated
by Denning [3] and Anderson [4] for securing the information. He proposed IDS
with two kinds of system observations on behavior of programs, but he concludes
that the same diversion is happening in the execution paths.

The importance of ADS is given in both levels for maintaining the security of
information available for every request made, for this make sure that no unautho-
rized, misuse, disclosure and modification [3]. In both the levels of ADS, many of
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the techniques are designed to model the anomalies for different kinds of data in
real-time (critical infrastructure) applications, but still impossible to catch all latest
anomalies. For application level of ADS survey is presented well investigation of
both data mining and machine learning [5, 6]. The machine learning is a adorned
technique in ADS by applying different combinations and giving good results, but
this type can be suitable for context and continuous anomalies [7]. The machine
learning at application level does not focus much on point-based anomalies. In
some cases like coding exploits, the machine learning is not perfect. Anomaly
detection is done at executable programs by top down and also observing in reverse
by analyzing coding exploits including trace points extracted from assembly code
chains generated in memory stack space [1, 2, 8]. In this paper, more topics are
presented on system data level. The system data are convenient source to find any
kind of attack which is not met in machine learning at application level. So data are
trained by tracing necessary levels in the system and use it for next testing. This
scenario is good to know more about facts of debugging, which is not at all known
at application level.

Finally the structure of paper is: the previous work done in this field is given in
the next section as related work, the system design for development of work is
given in Sect. 3, the execution of work and results are shown and discussed in
Sect. 4 and finally scope of work in future is given in conclusion.

2 Related Work

In this section, the previous work carried out and how it is helpful for the progress
of work is given. The initial stage of work took data from UNIX OS and system
calls are part of referring anomalies in coding exploits. In [9], they expressed their
logic in specific order of taking the system calls and proposed length of system calls
occurring in sequence. These data are to be used as modeling based on normal
profiles and anomalies are identified in successive testing. The other side of
modeling is done based on window of system calls occurring in particular time span
is good to improve the detection of anomalies [7]. Later in [8], Feng et al. proposed
Vt-Path (Virtual path) on set of sequence of function calls between last calling and
current, which is based on stack frame information like RA values collected from
the stack while training period. They used a setjmp () function andQuery longjmp ()
function to save the information or data while normal execution of programs and
use this data later for validation to find the anomalies. But the drawback of this pair
is, if any intermediate functions use any temporary resources, such as memory
allocation or opening files, setjmp and longjmp will not release these resources until
they are free, so we have to be very careful with using these. On the other hand, the
excessive use of longjump can create very confusing execution sequences and
function call hierarchies that are difficult to model and keep the track of source
information. The use of model with this code will also become hard to read and use
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the easiest tools and technique as alternative to avoid Flattening hazards encoun-
tered previously. In paper [10], flattening hazard is discussed more and how to
prevent this kind of hazard occurs in program after execution also while allocating
memory portions for loop spin recursively.

There were many authors using these methods, also planning that only system
call data will give solutions easily, but failed in some cases. So tracing of data
considered the additional adornments such as combination of system calls and
function calls into a sequence pattern and used as training set to observe the
anomalous appearance of activities. In real-time applications, due to the millions of
system calls creating overhead to run training and testing activities [7, 11]. For this
kind always try to simplify the sample data and minimize the quantity of data
collected during training period to get fast response, otherwise alternative is plan
like use hashing for getting better results in less time. The other methods like
N-gram technique is proposed on system calls based on data mining techniques, but
this also consumes time and space creating rift in performance [9, 11]. In [12], they
have given good concepts about only using function calls which got tremendous
results by extracting tracing data with the help of PIN tool and STRACE. In that
they have done work with PIN tool mounting on windows libraries which may be
time consuming compared to Linux tracing techniques. In our previous work [13],
we use a simple and clever function tracing with BACKTRACE. We hope that this
method is good for any kind of function call-based ADS.

Finally, we planned for better approach by combination of different data points
found in stack and with randomized sequence of control points in program exe-
cution. But ultimately the buffer and heap overflow attacks are very common in
coding exploits and penetrate unauthorized sequence of data in control line of
memory. Figure 1 (bottom) shows how the stack is ready for smashing due to
vulnerable entries made. The buffer growing beyond the limit may be the cause of
losing control sequence. For this Stack Guard [14] method was introduced by
Cowan to thwart those kind of attacks. This can prevent by putting efforts of
programming skills in the coding.

3 Proposed Work: System Overview

In this paper, we have used advanced tracing tricks available in Linux. All are
stack-based, command-based tricks and some GUI-based tools are also available,
but we have preferred command based due to swiftness in training and collecting
necessary data from system. The proposed model of our work is given in Fig. 1
(top). The popular tracing tricks are BACKTRACE, PTRACE, STRACE,
LTRACE, FTRACE (all are common to Linux platforms), DTRACE, TRUSS are
used in Solaris OS and KTRACE, TRUSS are used in BSD.

In our paper, first we have given overview of function calls (Fn) generally
represented by popular model called call-graph model shown in Fig. 1 (top left).
This model give the brief view of function calls how the program execution
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behavior is shown in the form of model. This model is based on our work to initiate
BACKTRACE to collect the set of return addresses, which was well explained in
[13]. The backtrace (bt) also works well in GDB of Linux. So we have collected the
system data information in multiple ways to know the correctness of source.
Generally, the BACKTRACE is also used in last function to trace all return
addresses back to main function. The function calling method has some additional
addresses like start_up routine or _init which was calling main (). The set of system
calls (Sn) generated set of libraries (Ln) called and finally some set of signals also
identified during program execution are sources for finding anomalies in system
level.

Let us take one snapshot of BACKTRACE from [13] shown here. Here, the RA
Set is a set of return addresses creates in stack from sequence of function calls made
in the program. In this paper, some set of return address paths (RAP) are generated
to improve the strategy of finding anomalous execution paths.

Fig. 1 The simplified call-graph model for program (top left), combined tracing techniques of
PTRACE and BACKTRACE (top right), bottom figure shows the stack usage limits
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The one more popular method of tracing system stack is done by PTRACE, it
has additional advantages compared to all tracing techniques. The PTRACE is
tracing both system calls and signals like STRACE, where as BACKTRACE traces
function calls.

In Fig. 1 (top), we observe that how PTRACE is working along with BACK-
TRACE to trace both system calls and function calls. In our method, first we have
created a small program containing some minimum number of functions and
attached to parent process created separately using PTRACE_ATTACH or simply
replace the parent address with child using EXECL. This combination method is
new in tracing techniques in a different way, so at a time we can trace both function
calls and system calls and keep them in training set for testing of exploiting codes.
The other tracing method like STRACE is tracing signals and system calls; this
method is good at command prompt by setting different options. The STRACE is a
simple method compared to PTRACE, but collecting lot of information from sys-
tem stack and other sources like timing of system calls, no. of times system call
used, etc. We also worked with LTRACE to collect library call information, this
may also be useful to find any coding exploits occurred or wanted target attacks
done through internet. This method is good for tracing both system calls and library
calls. Finally, to model the necessary data collected and consider as training sets.
The testing (detection) method is also considering the stack data. The stack gen-
erally grows downward and buffer grows upwards (like heap) in the system
memory shown in Fig. 1. This is for testing phase, if any coding exploits, pro-
grammer mistakes, internet buffering and other kind of methods lead to change in
the stack data. So, according to our system model overview, we have done a
number of experiments using different kinds of tracing techniques and finally four
base datasets are taken for testing discussed in next section.

4 Datasets: Artificial Datasets as Datasets

We have taken four basic and artificial datasets collected from normal program runs
dynamically as a part of active learning of system.

Training Set: (1) Return address set, (2) System call set, (3) Library call set and
(4) Return address path (RAP) set. Testing outcomes are evaluated based on the
above sets and identify the anomalous or suspected points.

5 Implementation: Experiments and Results

In this section, we have shown how the work is implemented and verify the results.
For this, we have selected 1.9 GHz I3 processor, Ubuntu 2.6.41 Linux (built in C)
and for tracing: BACKTRACE, PTRACE, STRACE, LTRACE are considered
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[15]. The results are shown in Tables 1 and 2; here we took two kinds of programs
for implementing the task identified in the abstract. The first kind of programs are
artificial programs written in C and applied tracing techniques, where as second
type is built in command programs. Table 1 shows the results on three tracing
tricks, where experiment is done on four programs P1.c, P2.c, P3.c and P4.c with
increasing number of function calls 5, 10, 20, 30, respectively. Each program has
been incorporated with some standard C input, output functions for generating
system calls and library calls. The program behavior is trained by collecting no. of
function calls, library calls and system calls. For these programs we have used
PTRACE method first along with BACKTRACE to collect function calls. Gener-
ally, PTRACE trace system calls after attaching the process, trace the return
addresses for each frame by taking value of EBP + 4 into EAX register. In our
work, the return address is key data for identifying anomalies in coding exploits. In
the same way STRACE and LTRACE are used for all programs to collect data in a
simple way. The programs are exploited with injecting some shell codes or man-
ually executing some buffer overflow attacks. The shell code is generated by taking
OBJDUMP of some program and preparing small hexadecimal code into array. The
other way of injecting shell into program is by calling with the help of system ()
function. In this case, there are three kinds of anomalies found in program behavior.
The return address (RA) anomaly is found if any new RAs are present in the testing,
even lost RAs some time due to stack smashing may lead to complete anomaly. In
the same way, other datasets are compared between training and testing found
library call anomaly and system call anomaly.

Table 2 shows the popular Linux commands tracing information collected from
system using PTRACE, STRACE and LTRACE. The training sets for this case are
some way different for first one. In this, the individual and combined trace data are
collected for each command and stored in text files. For this, we wrote a C code to
find the necessary system information while executing the command. These Linux
commands are debugged using different tracing techniques available in Linux and
prepared the datasets; the datasets are PC set, RA set, SC set, LC set, and signal also

Table 1 The artificial programs behavior shows the training sets and its observation by different
tracing techniques

Before injecting shell code After injecting shell code
Sl
no

Program No. of
FC

No. of
SC

No. of
LC

Ptrace()—o/p
observation

Strace()—o/p
observation

Ltrace()—o/p
observation

1 P1.c 5 25 12 RA anomaly SC Anomaly SC, LC
Anomaly

2 P2.c 10 36 15 RA anomaly SC Anomaly SC, LC
Anomaly

3 P3.c 20 71 30 RA anomaly SC Anomaly SC, LC
Anomaly

4 P4.c 30 98 42 RA anomaly SC Anomaly SC, LC
Anomaly
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traced (but excluded in testing). In this case, we have planned two more sets called
combinational sets: C1 (Function calls and System call) and C2 (Function calls and
Return address path sets). Initially, the no. of function calls are depending on no.
functions available in each command program. The ls command has 25 functions
actually, but these are called 1630 times approximately. The time complexity of this
program measurably depends on no. of times each function is called. So for the ls
program maximum time is allocated for set of functions {errorno_location, cty-
pe_get, strcoll, overflow} and other functions like memcopy, malloc, fwrite are
called average. The maximum time 70 % is set for above set of functions. The same
kind of scenario is available all the commands.

The anomaly detection is found based on changes in the level of directory or
placing malicious program in particular directory will change the outcome of
command execution. So these kinds of attacks are very common in system level and
codes are exploited by malicious network programs. We have collected the total
information on all commands shown in Table 2 based on the normal runs of
commands. The different test cases evaluated during a complete day on all com-
mand object dumps and identified little bit change for every run. So based on this
running commands we can identify any unauthorized changes to the accessing of
commands and to the directory. From Table 2, we can see the percentage of
exploits to be done to each program after modification of directory of command
access. In that RAPs are return address paths are constructed from set of function
calls randomly. But actually RAPs are special cases of impossible paths found in
the program executions. Due to the huge length of the RAPs, we only took limited
number of paths considered in training due to large size of tables needed to store.
For this kind of scenario, sometimes it is unable to identify anomalies in small
coding scripts; therefore, large set of PC values is to be considered in testing. The
result shows the changes of C1 and C2 from normal running to unauthorized
running of commands. The C2 changes are high compared to the C1, because single
function call or system call is part of many RAPs.

5.1 Discussions

The kinds of anomalies are identified by comparison of training sets and test data
collected during latest runs. In this A1, A2, A3, A4 are kind of anomalies referred
through the different test cases. The tar command gives more changes in the C2
compare to all; this is change of affect from no. of PC (EIP) values. So in this case
study, we have utilized all kinds of techniques to find the changes to the original
programs and modified programs. The different types of anomalies found from both
case studies are similar in nature, but the way of attacking or exploiting of code
behavior is different. So the majority of cases in system calls may not find some
anomalies, so using this kind of approach is not useful for emerging internet
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programs running round the clock. The combination methods of system data are
useful for improving the detection of more anomalies in the system level. Therefore,
we were able to design on-the-fly ADS model to observe new kind of anomalies
always.

6 Conclusion and Future Work

The main goal of this paper is to show some improvements on previous work done
in this field to find low-level attack changes on memory. In this paper, we mention
different kinds of possibilities to thwart the security breaches including specific
anomaly detection systems for future applications. Many of the algorithms are
system call based and consume training time, so we need to optimize the time and
then combine multiple approaches used in this to get better results. In future, we
need to apply machine learning to the system level datasets to improve performance
like faster detection of anomalies.
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Aesthetics of BharataNatyam Poses
Evaluated Through Fractal Analysis

Sangeeta Jadhav and Jyoti D. Pawar

Abstract Fractals are known for their aesthetic appeal. We have calculated the

Fractal Dimension (FD) with the Box-Counting method for the Adavus, pure dance

movements in BharataNatyam. These poses were found to be Fractal with the FD

in the range of 1.3–1.5. This FD range has already been proved to be naturally aes-

thetically appealing to the human eye. Fractals have not been used so far for Indian

Classical Dance (ICD) pose analysis. In this paper we have used FD for auto classifi-

cation of system generated dance poses. This experimental study also reveals that the

dance poses in the FD range of 1.5–1.6 are also found to be creative and appealing by

the dance experts. Considering the classification ratings of system generated dance

poses by an International dancer as Gold Standard data we have found that the Accu-

racy, Recall and F_Score to be 46 %, 52.63 % and 48.77 % respectively. The results

are promising and encouraging for further research using FD with other parameters

to measure the aesthetics of dance pose.

Keywords Fractal dimension ⋅ Box-counting method ⋅ Classification ⋅ Aesthetics

1 Introduction

Indian Classical Dance poses are very unique and sculpture like. BharataNatyam

(BN) is one such major and well-known ICD that has been in existence for cen-

turies and follows the ancient text of NatyaShastra (NS). This theory of ICD and

Dramaturgy has not only laid down the rules for various choreographic practices

but also allowed innovations in it. We have successfully experimented with Genetic

Algorithms by modelling the human body [1] and were able to give various choreo-

graphic options [2, 3] for the pure dance movements of BN called as “Nritta”. These
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dance poses were rated by experts from various dance schools and the average ratings

were used as a training set for the untagged poses. We also used 2D Stick figures to

display the modelled 30 attribute Dance Position (DP) vectors through [4] and used

Rough Set Theory in [5] for reducing the dimensions of our 30 attribute DP vectors.

Our results of Single-beat [2] and Multi-beat Choreographic sequences [3] were

heavily dependent on human experts for evaluation. We noticed that these dance

experts could oversee sometimes the finer aspects of creativity such as novelty, com-

plexity, unpredictability and surprise value due to mainly lack of time and interest.

While analysing the averaged ratings data, we observed discrepancies in the ratings

given by the dance experts. Although NS allows various innovations in the ICD, most

of the choreographers and teachers always follow the same dance routine taught by

their teachers. So while we experimented a system with several constraints to gener-

ate choreography, some of the experts were skeptical to follow and see a totally new

dance sequence which they had not practiced or even heard of earlier.

Dance is learnt through rote system and there exists many choreographers who

simply follow their teacher or guru without even thinking of the new possibilities.

Thus, we noticed a clear bias mostly towards traditional choreography. In such a sit-

uation, where our system was generating novel moves that were unheard and unprac-

ticed, it was very difficult to prove their expectation. Few teachers were extremely

creative and accepted all the moves as the best ones while some of them rated only

on their experience. Thus, we could not have a basic agreement and felt that these

experts could oversee a potential good pose to a bad pose. The diverse ratings by

them prompted us to use various measures for finding the aesthetic appeal of a pose.

Fractal Dimension was one such measure which has helped us to determine the aes-

thetic quality of a dance pose.

Beauty lies in the eye of the beholder and hence most of the times we find it very

difficult to quantify the measure of beauty. We introduced the same set of poses to

different experts at different locations. Some found a pose to be lowest on the Likert

scale ranging from 1 to 5 while others had innovative reasons to give a higher rating

[6]. We could not come to a conclusion as to why certain poses were favourable than

others, nor could the experts specify explicitly the parameters on which the ratings

had been done. Due to such vast discrepancies we had to tag each picture as per the

expert opinion and then finally an average rating was calculated for the same. Due to

the law of averages, these ratings were giving a different interpretation to the same

dance pose [6].

We had a total of 224 tagged instances out of which 130 were from the existing

repertoire of BN called as Adavus.1 We termed these Adavu as “Excellent” since

they were taught by the teachers. The remaining of the dance poses were tagged by

the experts as per their liking. Although we had expected them to rate our poses on

a scale of 1–4 where 1 was “not acceptable” and 4 was “Good”, most of the experts

1
Adavu(s): A basic step in BN, taught to a beginner and used for pure dance movement. They are

aesthetically pleasing movements which can be used to convey no meaning in a dance sequence.

They are rhythmic patterns helpful for building a beautiful sequence. They form the basic of learning

dance just like alphabets are helpful in forming sentences.
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were of the opinion that our poses were “Excellent” (5) and at par with innovative

choreographic skills. Thus, they have rated few of the poses as 5 also. With the help

of these trained data set (224 instances), we tagged unknown poses (277 instances).

WEKA classified these unknown poses and gave us an accuracy of 87.42% for 501

instances. This proved to be better than the 66.9 % accuracy with the earlier 224

instances. To find out the genuineness of these ratings, we wanted to find a measure

of beauty for a dance pose. These measures could help us in uniquely identifying

the basis on which they were tagged. The art of BN choreography has a lot of aes-

thetic appeal and the reasons for choosing fractal geometry for verifying the same

are explained in the following section in detail.

2 Related Work

Fractals for Aesthetics The numerical order in the apparent chaos of nature through

self-similar repeating patterns at different scales has been found to be fractal in nature

by the Polish-born mathematician Benoit Mandelbrot. He found various patterns in

nature to be interesting and rated the roughness of natural objects such as the coast-

line of Britain, clouds, mountains, and trees, through its fractal shapes and the Frac-
tal Dimension (FD) [7]. The human eye has been used to fractals everywhere around

them says Richard Taylor and that is the reason why we find ourselves attracted to

fractal patterns always unconsciously since we find it soothing. He also states that the

eye is a natural fractal detector and has categorically proved in [8] how people have

aesthetic preference for fractal images in the mid-range from 1.3 to 1.5 of its FD,

irrespective of the method used to generate them by human with use of computer,

maths or through nature.

Fractal Analysis Used in Dance FD through Box-Counting method was calcu-

lated through the several patterns generated on the floor by various Latin American

Dances such as Salsa, Cha-cha, and Merengue by Tatlier et al. [9] and it showed

that Rumba had the highest Fractal pattern with a FD of 1.36 while Merengue

had the lowest FD score of 1.16. Our work presented here is completely different

from the above. An inter-disciplinary work [10] involving mathematicians, scien-

tists and dance artists used the Fibonacci Sequence and Golden Ratio along with

digital images, movies and fractal-generating programs by a choreographer for a

Dance show.

Some other measures of Image Aesthetics Visual Image Processing for aes-

thetic values have been explained through a formula by Machado et al. [11] in a

different way. It states that higher the image complexity better is the aesthetics since

processing complexity is also lesser. Additionally, he states that a tired state of mind

chooses the images with lower processing complexity.

Dance Aesthetics The changing aesthetic preference of audience for classical

Ballet was experimented with linear regression in [12]. Complex dance patterns are

beautiful since they stimulate the brain says Hagendoorn [13].
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3 Problem Statement

Aesthetics in the field of fine or performing arts is a very subjective decision. There

are so many parameters which determine the choice of a particular piece of art that

it becomes difficult to measure the importance of all these scales for a qualitative

judgment. Some of the parameters could be the cognitive processing stages of the

individual, emotional quotient, perceptual analysis, familiarity, personal taste (which

can be a major variable), symmetry, order and so on. Thus, to automate this process

we need to clearly define the aesthetic parameters for every individual. The Accuracy,

Precision, Recall and F Score for the three experts are shown in Table 1.

Dance Choreography is a highly creative domain. Our ArtToSMart (System Mod-

elled art) system generated novel choreographic suggestions for pure dance move-

ments of BN [3]. The expert ratings of these BN poses and consequently for the

multi-beat sequences [6] showed that every individual had a different taste. Thus,

it was an up-hill task for us to generalize the situation. We tried to average their

scores and classify them through Machine Learning techniques [5]. This resulted

in a higher accuracy for the newly created instances. To verify the correctness of

the classification, we had to ensure some additional measures for tagging the dance

poses.

Fractal art has an aesthetic appeal of its own but for this paper our task is to find the

fractal dimension for each expert and display those poses which are in their choice

range. Spehar et al. [8] have already proved the universal aesthetic appeal of a fractal

for the range of 1.3–1.5. Hence, we need to evaluate the FD of images to get an idea

whether our poses are really having an aesthetic appeal and also to check whether

they are fractal or not. So we used the Box-Counting measure for calculating the FD

of the rated images.

4 Implementation Details

A study of various applications using fractals showed the methods available for the

fractal analysis. Also this study revealed the use of a well-researched software like

ImageJ [14] for fractal analysis. Its an open source, Java-based, public domain image

processing software providing several plugins and macros for various different plat-

forms.

Table 1 Precision, Recall, Accuracy, and F_Score for of “Good” DP images

Expert Precision (%) Recall (%) Accuracy (%) F-score (%)

1 45.45 52.63 46.0 48.77

2 33.0 45.45 37.28 38.23

3 42.00 50.00 43.63 45.65



Aesthetics of BharataNatyam Poses Evaluated Through Fractal Analysis 405

4.1 Box Counting Method

We have used the Box Counting method for fractal analysis [15] which is widely

used to determine the FD of an image. In this method, the image is covered with

grids of various sizes and then the box covering the image is counted for several

magnifications. This procedure is repeated for shrinking box sizes and the data are

plotted on the X–Y plane. The value of Log(N) is plotted on the Y-axis while Log(r)

is plotted on the X-axis. N represents the number of boxes that cover the pattern and

r is the magnification scale. The FD is the slope of the line which is defined by the

following equation D = Log(N)∕Log(r). Linear Regression is used to find the line

of best fit for the data. The nature of the images can be conformed to be fractal if

they are linear, i.e. the fractal patterns are data on a straight line. FD are one of the

most important parts of fractal Geometry because it takes into account the changing

nature of the pattern due to measuring with smaller magnification scales. Thus, with

the increase in structural complexity the FD value shall also increase and higher FD

could signify the image’s higher artistic value. Thus, the degree of complexity can be

measured by evaluating how fast the measurements change depending on the change

of the magnification scale.

4.2 Fractal Analysis of “Adavus”

More than 50 pictures of Adavus were analysed and we have found that they were

in the range of 1.3–1.5 (±𝛿 = 0.03 to 0.05). This already shows that they are aes-

thetically pleasing since they are in the range of fractals. This clearly proves that

BN poses are also fractal in nature. These Adavus are geometrical in nature, i.e.

according to the dance texts these poses form various angular movements of trian-

gle, rectangle, square, circle, etc. [16, 17] and are always symmetrical in nature thus

keeping the Euclidean Geometry [17] intact. We need to verify the FD of some new

poses other than Adavus. These poses are deviating from Euclidean Geometry and

hence will have higher FD. Our dance poses generated by the ArtToSMart software

are not always self-similar unlike nature’s fractals or even as seen in the Adavu pat-

terns and hence Box-Counting method is the most appropriate to evaluate them. The

Adavu patterns have lesser FD as compared to the generated images since they are

symmetrical and geometric in nature.

4.3 Data Preparation for ImageJ Software

We have used the Box Counting method for fractal analysis. Two of the well-studied

techniques of Box-Counting Method are for Binary and GrayScale images and hence

we chose to use ImageJ for converting our coloured images to the binary mode.
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4.4 Experimental Results

Aesthetic choices can be different due to variety of factors such as age, familiarity,

creative skills, temperament and so on. Thus, it was not an easy task to find the exact

fractal dimension which could cater to everyone’s needs. This study also showed that

although the preferred FD range is 1.3–1.5 for images (as seen in Sect. 2 earlier) [8],

the expert liking is more in the range of 1.5–1.6 (±𝛿 = 0.08) for our system gener-

ated dance poses. Another important feature to be noted while calculating FD was

that each image was dependent on the costume worn by the dancer. This was affect-

ing the result of the FD. The finer gestures of BN, the leg positions and the costume

problems were tackled to some extent with the help of finding the edges of the figure

through the ImageJ software. While converting these images some of these informa-

tion was lost to some extent. Since a novice in BN will find it difficult to understand

the intricate hand and foot patterns, it has to be noted that this study can help experts

or BN connoisseurs only. In addition to the factors mentioned above, we also notice

that the human mind has a liking for certain objects depending on their temperament

and various other factors like the time of the day, inclination towards new ideas and

many more facets. This study helped us in generalizing aesthetic content in a certain

way. Considering the consistency showed for majority of the images ranked by any

individual, we can generalize the trend for their liking. It may not hold true for every

single image but overall the results are promising.

4.5 Estimation of FD Range for BN Dance Classification

After calculating the FD range for Adavus, we analysed around 100 odd DP images

generated by our system (the Genetic Algorithm driven ArtToSMart system can gen-

erate several DP vectors at every time and we had around 2000 such DP vectors in

the database. We selected around 100 odd DP vectors and with the help of our dance

expert modelled it into DP images). These were rated by 9 experts who performed

at International, National and State levels on a scale of 1–5 where 1 (Not Accept-

able) was the least and 5 (Excellent) was the highest. We noticed that 93 DP images

had a higher rating from atleast one of the experts. Thus, we tabulated these pictures

on the basis of being liked by more than 50 % of experts. This resulted in 32 such

images which were either tagged as “Excellent” or “Good”. Here, it was noticed that

the highest FD was of 1.68 while lowest was 1.42.

With 98 % confidence level, we could prove thatAdavuswere in the pleasing range

of 1.42–1.46 (Table 2) and so on for others with help of standard normal probability

variable. The confidence intervals were calculated with Z statistic measures.

On the basis of this proved FD range as seen in Table 2 we created a confusion

matrix for 3 experts of International, National and Local repute. Due to space con-

straint, we have displayed here Expert 1 and 3 only as seen in Tables 3 and 4, respec-

tively. Due to the new statistically estimated FD, we found many instances that were
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Table 2 Statistically

estimated FD for the BN

poses

Tag Fractal dimension

Excellent (Adavu) 1.42–1.46

Good 1.54–1.58

OK 1.57–1.61

Table 3 Confusion matrix for Expert 1

Statistically predicted

Expert Excellent Good OK Total

Excellent 0 3 6 9

Good 0 10 9 19

OK 0 9 13 22

Total 0 22 28 50

Table 4 Confusion matrix for Expert 3

Statistically predicted

Expert Excellent Good OK Total

Excellent 2 3 4 9

Good 0 11 11 22

OK 1 12 11 24

Total 3 26 26 55

beyond the bound. We have not considered these data while calculating these scores.

For, e.g. anything below 1.42 or above 1.61 was categorized as others in the confu-

sion matrix. This resulted in 16, 23 and 24 instances not being in the confusion matrix

for the three experts, respectively. Although the accuracy is not very high but we can

still say that images in the statistically proved fractal range are aesthetically pleasing

because they are complying with the fractal standards.

5 Conclusions

Domain experts are unable to articulately point out the measures which define the

beauty of a dance pose. There were several factors mentioned such as familiarity,

symmetry, creativity and so on, but we could not summarize all of them to give a

common aesthetic appeal to every picture. Thus, we chose a unique methodology to

identify the aesthetic appeal of a dance pose which shall also help us in the classifi-

cation process. FD gave us an idea of the liking and disliking for every individual.

Such findings on a bigger tagged data set can help us to refine the classification
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process of all unknown poses. The more the complexity of the pose, more is the FD

and our experiments have revealed the same. Some experts may find these images

to be highly creative while others may not like the same. Our findings show that the

highest ratings by them are for the FD from 1.5 to 1.6.

The FD may differ due to the following reasons: costumes worn by the dancer,

angle of photography, background, imperfection in the dancer posing in front of the

camera and so on but given similar environment of the above parameters, the results

shall remain consistent. Thus, we can successfully conclude that any dance pose that

is fractal is pleasing to the eye (1.3–1.5) and creative if within the permissible range

of 1.5–1.6. If we use additional measures along with FD for aesthetic preference of

a dance pose, we can definitely come up with a full proof formula for automated

classification of BN dance poses.
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Algorithm to Find the Dependent Variable
in Large Virtualized Environment

M.B. Bharath and D.V. Ashoka

Abstract Virtualized environment generates a large amount of monitoring data;
even then it’s very hard to correlate such a monitoring data effectively with under-
lying virtualized environment, due to its dynamic nature. This paper introduces new
method of mapping relationship in a virtualized data center by identifying dependent
variables within monitored performance data. Dependent variables have an associ-
ation relationship which can be measured and validated through statistical calcula-
tions. The new algorithm introduced here, automatically searches such relationship
between various devices of the virtualized environment. Due to its dynamic nature of
the virtualized environment, we have to take a measurement at multiple points of
time, any relationship which holds good across these time intervals are considered as
dependent variables. These dependent variables are used to characterize the complex
interaction of the virtual data center device. Such relationship details can be used to
build model to predict the fault occurrence. Paper explains the algorithm and
experimental results obtained during our validation phase.

Keywords Virtual machines ⋅ Performance metrics ⋅ Regression logic ⋅ Data
center monitoring

1 Introduction

IT Industry is on exponential growth trajectory from past two decades. Along with
this, growth complexity of the underlying infrastructure is also growing, making
managing/monitoring data center much more complex. In early 90’s cost IT
operation used to be 20 %, as per IDC study. But now dramatic growth, combined
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with multiple abstraction layers through virtualization made it reach ∼70 % [1, 2].
Large virtualized data centers consist of wide range of elements, like networking
switch/routers, storage arrays, and virtualization servers. Dynamic interaction of
these elements coupled with heterogeneous nature makes it very hard to build and
maintain effective monitoring model for large complex system.

It is very common to collect performance and monitoring data as a part of data
center operation. This monitoring data can be treated as different internal states of
the underlying system. For example, any fault/failure will have its traces in this
monitoring data; if interpreted logically, these monitoring data can explain those
failure (or fault occurrence), but it is not easy to correlate such data dynamically.
One of the primary reasons is that—multiple abstraction layers and dynamic rela-
tionship association in virtualized setup. In a real world scenario, it’s very difficult
to (almost impossible) build capability to interpret such dynamic behavior. Most of
these behaviors (or symptom) are situational specific, depending on the varying
load on the system.

The number of read/write requests, the number of network IO packets, Logical
Unit Number (LUN) throughput, and the CPU utilization % are typical examples of
performance data or metrics in data center monitoring system. We use datacenter
monitoring products to collect the performance metrics from different device type
configured in a virtualized environment. Then an algorithm automatically searches
for dependent variables in that data set. Two performance metrics are called
dependent variables if one can statistically explain the changes in behavior of the
other performance metrics. If such a relationship holds good for multiple perfor-
mance data sampling (for reasonable time period like couple days), we regard them
as dependent variables. We can build model from these discovered dependent
variables, which characterize the current operational behavior status of the existing
system. Once such relationship model is identified, it can be used for system
management tasks such as identifying performance bottleneck, capacity
provisioning, fault mapping, resource optimization, building redundancy, etc.
Identification of dependent variables is the first step in building dynamic relation-
ship detection and monitoring process. This will help us to map the ever changing
relationship and correlation in virtualized production server environment, making
day-to-day management of complex system more manageable.

2 Related Works

The primary motivation of this research work is to find efficient and effective
monitoring system for ever changing dynamic virtual environments. As the virtual
environment matures, monitoring system should be able to cope with scale. Our
research is the first attempt to use the statistical modeling to explain the dynamic
virtual environment. Our aim is to prove that we can successfully use statistical
modeling for monitoring and fault isolation in virtualized environment. The
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framework used for this has been generalized, so that it can be easily adopted by the
other monitoring solution also.

There is a good amount of research work done on program invariants. Ernst et al.
built a system called Daikon to find the likely invariants from program source code
[3, 4]. Program function entry and exits are the place, where Daikon identifies the
likely invariants. Finding program invariants and their usage is completely different
from our research work. Only similarity is that both use statistical model to find
related elements.

Knowledge management and data mining research have frequently used these
methods for analyzing Web logs. Main aim of this research is to build customer
profiles using https page access patterns [5–7]. Using these access patterns,
developers can easily redesign the pages to make it more effective. Similarly,
system performance monitoring and analysis [8, 9] of http web servers have been
done using data mining methods. Arlitt and Williamson [10] have done research on
varying user work load and its effects on the Web server invariants. Menasce et al.
[11] worked on identifying hierarchical structure for e-business workloads. The
concept of invariants in these papers is thoroughly different from data center-
dependent variables identification. At last, Jiang et al. [12] introduced ADMiRe,
used for performance analysis of interconnected networking system. They identify
the related elements through regression by analyzing the system performance data.
End result of this process is a set of regression rules, which identifies the system
relational characteristics.

3 Finding Dependent Variables

Let’s consider minimalistic view of the virtualized environment in large datacenter as
shown in the Fig. 1. A virtual machine has been deployed on a hypervisor (like
VmWare ESX servers) which in turn connected the Storage server through two
duplicate Storage Attached Network (SAN) fabric path (it’s very common to have
duplicate paths in SAN for fault tolerance purpose). In large data centers, we can have
thousands of virtual machine (VM’s) like this, interconnected by hundreds of SAN
switch and storage devices, thus forming complex interconnected topology structure.

Fig. 1 Simplistic view of virtualized data center server deployment

Algorithm to Find the Dependent Variable … 413



Please note this topology is not static, as work load varies individual VM’s can
be migrated to different hypervisor on fly. Thus making this topology dynamic in
nature, this keeps changing over time as system load varies. Even though we don’t
have any constant structure at any given point of time, each of these individual
components will interact with each other. This interaction can be visualized as
traffic flowing through interconnected roads in a city. Every junction in a road can
be considered as functioning element node in virtualized world. These functional
nodes/elements generate good amount of operational data and fault events on daily
basis. This can be used to find the relationship between these components. For
example, virtual machine IO Read/Write will be directly related/proportional to the
logical unit number (LUN) read throughput attached to that hypervisor. This will
have an impact on the connected FC port CFInFrames and CFOutFrames, number
of FC frame received and transmitted by the port connecting storage array LUN to
server. Please note that there exists a relationship between these logically connected
elements and their performance metrics in virtualized data center, because these
elements are responding in sync with virtual machine load. Hence, we can easily
extract such a correlated element links from exiting data center monitoring data.
Most of the time, these logical topology will also exhibit the underlay system
characteristics and the limitation imposed by current design.

4 Model of Dependent Variables

Regression is a tool for finding existence of an association relationship between a
dependent variable Y and one or more independent variables X1, X2, …, Xn. This
relationship can be linear or non-linear. Mathematically, this relationship can be
represented as (which is an exact relationship):

Y = β0 + β1X. ð1Þ

Statistical relationship is represented as Eq. 2, which is not an exact relation-
ship. Equation 2 represents the simple linear regression and Eq. 3 represents the
multiple linear regressions.

Y = β0 + β1Xi + ε ð2Þ

Y = β0 + β1X1 + β2X2 +⋯+ βkXk + ε ð3Þ

An independent variable(s) explains changes in the response variable or
dependent variables. Regression often tries to find the set of explanatory variables
(independent variables) to see how it affects response variables (dependent vari-
ables). In other words it tries to predict the values of the dependent variables based
on the input of given set of independent variables. Purpose of the regression is to
predict the value of dependent variables given the value(s) of independent variable
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(s). Regression helps to model the existence of an association between two vari-
ables, but not their causation. All regression models use the following four
assumptions.

• The error term, εi, follows a normal distribution.
• For different values of X, the variance of εi is constant (means

homoscedasticity).
• There is no multi-collinearity (no perfect linear relationship among explanatory

variables).
• There is no autocorrelation between two εi values.

We use the least square estimation (LSE) to find the betting fitting model. Use
the LSE because ordinary least square beta estimates are best linear unbiased
estimates (BLUE), provided the error terms are uncorrelated and have equal vari-
ance. Also, normally, estimations tend to have minimum variance and they have
consistency as the sample size increases; estimate β′i converges to the true popu-
lation parameter value βi. Least square function is given by Eq. 4.

SSE= ∑
n

i=1
ε2i = ∑

n

i=1
ðyi − β0 − βix1iÞ2. ð4Þ

5 Algorithm to Find the Dependent Variables

This section will discuss how to automatically build dependent variable relationship
model from data center monitoring metrics. It is quite normal to collect large number
of performance metrics for monitoring virtualized environment, but not all pair of
metric will have correlation or linear relationship. Most of the production system has
dynamic nature, where their association keeps on changing based on the load and
other factors within the environment (some of the VM may be migrated to other
server, if the load goes above certain threshold values). Now the challenging question
is how do we find these dependent variables at what interval. One of the key
advantages of virtualized environment is that basic model will remain the same
irrespective of its elements’ association. For example, even though VM are moving
between the servers, their logical path remains the same. That is from
Virtual Machine ≫ hypervisor ≫ data-store ≫ host hba (host bus adapter) ≫
portwwn (port worldwide name) ≫ array initiator which ismapped to a LUN. Based
on this logical structure, we can always start from the VM and reach the associated
LUN mapped to that virtual machine.

Figure 2 describes the different stages within the algorithm, which automatically
find the dependent variables and their association in virtualized data center
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monitoring system. We always start from the VM and trace the association down
the line to its mapped LUN. It starts from exploring the monitoring data set and then
does the preliminary analysis (based on the domain knowledge) and selects few
metrics for further processing. Third stage in the algorithm does the preprocessing
and normalization. It is very important before comparison that metric time needs to
be aligned and their units of measurement need to be normalized. Then, actual
algorithm kicks start by defining the formal function and its relationship. Next
stage, we calculate the regression parameters, which are validated through diag-
nostic tests. If the model satisfies diagnostic test, it will be included in model. If not,
process again starts by evaluating and defining the formal function with new metric.

Let’s say that we have m number of performance measurement data. We ran-
domly start from a VM and find the fitness score Fi(θ) along the path. In each
iteration, we validate our model with new measurement made at ith time window.
Using the following function (Eq. 5), we select the discovered dependent variable
having fitness score more than τ to be part of the discovery data set or not.

f ðFiðθÞÞ= 1 if FiðθÞ> τ,
0 if FiðθÞ≤ τ.

�
ð5Þ

Once we have k number of monitoring windows of data, confidence score will be
calculated usingMk = {θ | Pk(θ) > P}, where P is the confidence threshold used by
the model decided selection condition by the algorithm. Based on this, it selects the
metric to be part of the dependent variable discovery pool.

Fig. 2 Process of selecting the dependent variables
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Algorithm 5.1 starts to build a model from virtual machine performance metrics
and travels down the path till the attached LUN. After multiple time period sam-
pling measurements (like couple of days of measurement data), if the regression
confidence value is more than our static threshold value of 65 % (value of P), then
those performance elements will be included in dependent variable discovery pool.

6 A Case Study

In this section we tried using this model in real world example. The experimental
setup and results are explained in the following section

Experimental system: We have selected typical production environment where
VM BAPH001WSAP01 is deployed on the hypervisor baph001a.servers.
chrysler.com as shown in the Fig. 3, which is clustered with other two ESX servers.
They are connected to EMC storage server BAPEM1616 (EMC VNX5600 model)
on FA port 4 and 5, respectively, for both SP A and SP B controller (for duplicate
path). Server is connected through two Cisco SAN switches BAPSANSWA1 and
BAPSANSWB1.

Since this is a production configuration, VMs are allowed to move dynamically
between three ESX servers and its associate elements in SAN and storage are
mapped, respectively, to allow this movement. This dynamic nature makes it
challenging to find the association and correlation between these elements which
we are trying to address in this paper. This is an example of one VM; normally on a
production setup, you will have thousands of such VMs, each with its own asso-
ciation. The production setup that we selected for our case study was medium size
data center with 450 VMs deployed on the 15 ESX server connected via four cisco
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switches to four storage arrays (two EMC VNX 5600 and two IBM DS 8000
service array).

Measurements: Monitoring data are collected using EMC SRM (EMC Storage
Resource Monitor) an enterprise data center monitoring product, which discovers
storage arrays, virtualization infrastructure, and SAN network. SRM has different
collectors which can interact directly with device interface to extract the perfor-
mance and topology details from the data center assets as shown in the Fig. 4.
Default polling cycle for most of the assets is 5 min. This gets aggregated as hourly
data, which in turn will be rolled up as daily and weekly average data. We have
used last 1-year-data for our experiments.

Here are the details of the performance metrics (monitoring data) collected for
three logical components of virtualized datacenter, used for result validation
(Table 1).

Fig. 3 Typical data center server deployment

Fig. 4 Monitoring data collection by EMC SRM
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7 Experiments and Results

This section describes the framework developed for testing and validating our
regression model. It’s a java-based code running on Open SuSe 11 Linux machine.
The program queries the EMC SRMDatabase using web-service API, which has last
1 year data. One of the key challenges when modeling the performance of virtual
machines is that, we need to normalize the collected performance data, before it gets
used in regression model. For example, to run a regression model between VM CPU
utilization and storage server read/write throughput, first, one needs to make sure that
time range is same for both performance metrics. Then, make sure that granularity of
the data is same. Our framework takes care of these conversions automatically and
gives the fitness score value for each month. Dependent variables with high fitness
score are used for building final model. Due to space constrains, we have shown only
two set of results. One selected by our model as shown in Fig. 5 and other one is
rejected by the model as in Fig. 6. Figure 7 shows the probability plot selected (right
side image) and rejected (left side image) metric. It is very evident that there is no
linear relationship in discarded metric.

Fig. 5 Model selected dependent variable residual plot and line fit plot

Fig. 6 Model rejected dependent variable residual plot and line fit plot
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8 Conclusion

In a large highly virtualized data center environment, tracking logical relationship
between Virtual machines and its underlying infrastructure is a daunting task. But
these details are very much essential for day-to-day administrative works. This
virtual to logical mapping problem gets aggravated due to dynamic nature of the
virtual environment, where these VM’s get migrated to different hypervisor and
SAN fabric based in the operational load. Because of this, there is a need for a way
to automatically identify the Virtual machine and its associated elements (like
switch port, LUN, etc.) in a SAN environment. We tried addressing this problem by
identifying related elements from data center monitoring data. Using regression, we
identify the metrics which have high correlations and which hold good for multiple
sample of measurements. Such metrics are called as dependent variables, which are
used for the construction of the virtual to logical path. This dynamic mapping helps
in debugging operational and performance issues in field. We were able to find
around 65–70 % of related metrics. In next stage of our research, we will try to map
the faults/events with dependent variables.
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Challenges of Modern Query Processing

Archana Kumari and Vikram Singh

Abstract Efficient query processing plays a critical role in numerous settings
especially in case of data centric applications. Starting from the architecture to the
final stage of result compilation a query processing system has to undertake several
challenges. In this paper, we compare different architectures and existing approa-
ches of query processing. In modern days, database systems have to deal with data
distribution. To make challenges more complex, the participating databases might
be heterogeneous in nature. In this paper, we discuss various challenges of query
processing systems in centralized, distributed, and multidatabase backgrounds. We
also analyze various parameters and metrics that directly impact query processing.

Keywords Distributed database systems ⋅ Multidatabase systems ⋅ Query
optimization ⋅ Query processing architecture ⋅ Query processing challenges

1 Introduction

One of the key motivations behind the use of database systems is the aim for
integration of functioning data of an enterprise and to deliver unified, thus con-
trolled access on the data. Data is retrieved by posing a query to the database
system. A query is a language construct that helps to retrieve a part of data from
database [1]. When a user frames a query, a query processor frees the user from
specifying the exact procedure to get the required answer via various transparency
mechanisms. It takes a query, parses it, optimizes it, and finally retrieves the
intended result. Query processing performs transformation on a high-level query
and converts it into low-level query. This transformation must be complete and
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correct [2]. The Main aim of query processing is to find transformations that are
most efficient for generating query result. In centralized databases, query processor
finds the most efficient equivalent relational algebra query. While in distributed
systems, the query processor takes into account the cost of data transfer.

The main contribution of the paper is to discuss various aspects of query pro-
cessing and related modern-day challenges in it. The paper has illustrated existing
architectures of query processing in Sect. 1 and subsequently highlight query
processing in the centralized database systems and distributed systems in Sects. 2
and 3, respectively. The inherent challenges in modern-day query processing are
discussed in conclusion, in Sect. 6.

1.1 Query Processing Architecture

Architecture of a query processing system determines the internal representation of
query, enumeration of query execution plans, and the phase at which system has the

Fig. 1 Query processing phases in Carey et al. architecture
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knowledge of the cost of transformations. These factors are crucial in evaluating the
complexity of the system. There had been many proposed architectures, two of
them are Haas et al. [3] and Carey et al. architecture [4].

Haas Architecture: The main component is parser that translates the input
query into an internal representation like query graph. Query rewrite transforms a
query to carry out optimizations. Query Optimizer enumerates several plans that
specifies how given queries should be executed. Plan Refinement and Code Gen-
eration converts the plan made by query optimizer into executable code. Catalog
stores the necessary information for parsing, rewriting, and optimizing a query.
Query Execution Engine gives implementation details for the operators used.

Carey Architecture: In addition to the Haas Architecture, the main component
is storage object manager for providing the capabilities for modifying storage
objects. Access methods give associative access to all files of objects and support
for versioning. Schema-related information in the databases is provided by type
manager to support a wide variety of applications. The various methods or oper-
ations on objects are supported by Operator Methods. These components provide
the dedicated functions related to query processing. The schematic architecture of
Carey for query processing is shown in Fig. 1 (Table 1).

2 Centralized Database Systems

Query processing has three steps: decomposition, optimization, and execution.
Query decomposition is done by query compiler. Query compiler goes through
several phases like parsing, checking for semantics, query rewrite [5]. Compiler

Table 1 Comparison of Haas architecture and Carey architecture for query processing

Parameter Haas et al. architecture Carey et al. architecture

Extending
DBMS

Customizable System—The
relations of a query language can be
modified and can be made more
comprehensive using new
operators. For instance,
In STARBURST [19], the query
rewriting part can be modified by
adding new rewrite rules

Toolkit Systems—They have
libraries and modules that offer
various alternate methods to
perform a task. For Example,
In EXODUS [20], architecture type
independent access methods, like
B-tree, linear hashing, can be
extended

Phases Query rewriting and query
optimization are two different
phases

Query rewriting and query
optimization are merged in one
phase

Cost
availability

The query rewrite phase does not
have the cost information available

All transformations are algebraic
and cost-based

Internal
Representation

The building block in this case is an
enhanced query graph

Query trees and operator trees are
used for all phases of optimization
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validates the syntax of the input query and returns appropriate error, if it finds any
discrepancies. In query graph model of compilers, an internal representation of the
query is formed. A compiler also checks for any inconsistencies in the sub parts of
the input query. A compiler utilizes the global semantics to transform the query into
a format that is easier to optimize [6]. Recent advancements in programming lan-
guages have led to the development of highly efficient query compilers [7].

Query optimization is the most critical phase in query processing and in cen-
tralized database systems; it is a two-step process. First is the logical optimization
that involves the classic transformation rules on the algebraic trees which helps to
reduce the manipulated data volume. Second is the physical optimization that
includes the process of determining an appropriate join method as well as their
ordering. The decisions are made by taking into account the size of the relations, the
physical organization of the data, and access paths. Another approach is based on
response time of a query. Response time can be defined as the time elapsed between
the submissions of a user query till the time first result is generated [2]. The
response time is calculated as the sum of three separate costs, first communication
cost, second input/output cost, and final CPU cost.

There are generally two approaches for query optimization. In top-down
approach, a query expressed in relational calculus is broken down into smaller sub
queries. While, in case of bottom-up approach, many plans are built from simpler
sub-plans (Table 2).

Table 2 Comparison of bottom-up and top-down query optimization process

Parameter Bottom up Top down

Query
representation

Generally a query graph is used for
internal representation of the queries

Relational calculus expressions are
normally used for internal
representation

Find upper
and lower
bounds

The upper/lower bounds are not
available to bottom-up optimizers,
since such optimizers generate the
plans before they considered the
larger containing plans

Top-down optimizers are superior
allowing to this degree because they
can use upper and lower bounds to
avoid generating groups of plans

First step in
optimization

First, an internal query
representation is made so that user
queries can easily be mapped

In the first step, the algorithm
constructs an access plan for all
tables involved in the query

Advantage The inferior plans are discarded very
early

Every stage has a larger and richer
set of plans to choose from

Disadvantage This algorithm has exponential
running time and space complexity,
therefore, it is not viable for
complex queries

Top-down optimizers normally
retain all multi expressions. Due to
this there is memory wastage

Example IBM’s System R project INGRES relational DBMS
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3 Distributed Database Systems

A distributed DBMS is distributed over a computer network such that its existence
is transparent to the user. The participating databases must be logically related. The
only means of communication is with the help of message passing [3]. In case of
distributed databases, the communication cost plays the most critical role.

3.1 Challenges in Distributed Database Query Processing

This data distribution makes the query processing a multifaceted procedure [2, 3, 8,
9].

Fragmentation and Replication: The distributed DBMS has to take into
account all the fragments and the replicated copies relevant to the query.

Cost Model: The cost model selection is application specific. A database system
can choose to follow the path of minimum resource consumption or minimizing the
response time.

Search space Exploration and Exploitation: The search space consists of all
the equivalent query execution plans that are made after using various transfor-
mation rules. The search space could grow exponentially larger once the number of
relation involved in the query increases. The search strategy has to be really effi-
cient since there could be a very large search space available.

Control Site Selection: The appropriate control site for final query processing
should be selected carefully.

Where and When to Optimize: The timing and placing of the optimization
process is deciding factor of a distributed DBMS performance. The alternate exe-
cution plans can be made at compile time and the optimizer can select from the
available options at run time. The phases like parsing and rewriting of the query can
be done at client side while QEP (Query Execution Plans) refinements can be done
at server site. In crowd sourcing systems the complexity is relatively high [10].
Hence, the system must free the user from over burden and is solely responsible for
compilation, generation of execution plans, and evaluation of the marketplace.

3.2 Challenges in Distributed Database Query Execution
Process

Once all the execution plans are generated, the most optimal plans are selected and
the rest are pruned at successive stages. The real challenge now is to execute these
plans efficiently [2, 3, 8, 9].

Selecting the data transfer mode: Typically row blocking technique is used. In
this, a whole block of data is transmitted rather than a tuples.
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Use of cache results: Whether to use the data caches that temporarily store
copies of data to utilize the benefits of temporal locality.

Organization of sites on the network: The sites are typically arranged in a
hierarchical way so sending and receiving costs can vary significantly [11–13].

Optimization of Multicasts: Multicast communication can be done to increase
the degree of parallelism.

Use of semi joins: Semi joins reduce the size of intermediate results, since it is
based on exit clause. However, this method is suitable where join selectivity factor
is good.

Execution Control: The control site could be one single site that is centralized
control or a group of sites can act as control sites [13].

The final challenge in query processing is to combine the various building
blocks and build a full-fledged efficient query execution plan [2].

4 Multidatabase System

Multidatabase systems (MDBS) are a collection of individual DBMSs that are fully
autonomous and cooperate at their own will [2, 3]. In case of multi database, the
global conceptual schema is only a sub-part of the logical integrated schema formed
by the individual schemas of component databases.

4.1 Challenges in Multidatabase Query Processing

Query processing in a multidatabase system is highly complex and requires more
efforts than in a distributed DBMS [2, 3].

Computing Capability: The participating DBMSs may have varying computing
capabilities. This hinders the uniform distribution of the query distribution process.

Cost Function: The participating DBMSs may have different cost functions.
Hence, the local optimization is different for the same query posed.

Language Models: The participating DBMSs may have different language
models for example relational, object oriented, and XML. This creates a problem in
translating the query to component DBMS and in integrating heterogeneous results.

Autonomy: The participating DBMS exhibit autonomy. The autonomy can be
defined across three dimensions: Communication, design, and execution autonomy.

Semi–Join-based optimizations: The semi-join-based optimizations are extre-
mely difficult, since the source and the target tables are present on different com-
ponent DBMS. The retrieval of the join attributes and shipping them from target site
to host site, performing the join operation at the source site and modifying the target
relation DBMS adds complexity.

Architectural Difficulties: The architecture of the multidatabase system is quite
complex. The design of wrappers is difficult, since it has to take into account the
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translation art of the queries. With any change in local schemas, the wrapper and
mediator have to be modified accordingly.

Data distribution: The query needs to reach every possible source to obtain the
maximally contained query. For systems that involve continuous processing of data
streams query optimization becomes much more complex, since the data never
ceases to come to the databases. In such cases to efficiently overcome the hetero-
geneity event processing middlewares [14] are used.

Integration of results: After obtaining the results for an input query, it is sent
back to the mediator to carry out necessary translations. The integration of the
heterogeneous results thus obtained is a daunting task.

5 Query Processing: Work Done So Far

Query processing has become a major area of research and study in various
computing applications. Earlier query processing was confined to single databases
stored at a single geographical location. The increase in hardware and software
systems has given modern query processing immense power over traditional query
processing systems [15]. These days, databases must adapt to this variety of options
available. Modern query processors have to make decisions and must deliver
advance utilities and services. Due to availability of huge amount of data, modern
query processors must provide scalability [16]. Traditional query processor did not
exploit parallelism. They neither have the expertise nor potential to perform
operations any faster. Modern query processor must provide quick and effective
results to meet the never ending demands of the user. Modern query processors are
capable of processing time-continuous data [17, 18]. Traditional query processor
used to select a single query execution plan out many possible, while modern query
processors have the capability to change plans to deal with non-uniform distribu-
tions of data. Modern query processing has certainly come a long way in efficiency,
reliability, and performance. Table 3 summarizes the available surveys on query
processing.

6 Analysis and Challenges

The recent ground breaking developments in database systems led to spectacular
results in data management. Organizations, these days find it difficult to find
approaches to manage their databases efficiently, conveniently, and in a more
controlled fashion. The performance and efficiency of a database system can be
analyzed across various metrics.
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6.1 Analysis of Impact Parameters

Response Time: While analyzing the performance parameters in case of distributed
system all three cost namely communication, I/O, and CPU time plays equal role.

Cost: Since various methodologies like parallel and distributed processing has
become a possibility. The communication cost is much larger than I/O and CPU
cost in case of distributed databases.

Heterogeneous databases: The query processing optimization is done into two
phases. One is the global optimization that is understood by component databases
and the second phase is localized optimization implemented individually.

Modern-day database software: The database software available these days are
much more stable and highly user friendly.

Advanced Hardware technology: Also, in this modern era, which we can
rightly call as digital age, the cost of hardware has gone down and the efficiency has
gone up

Network: Due to availability of fast network the query processing approaches
have to give equal weightage to all the three costs—communication, I/O, and CPU
costs.

Table 3 Surveys on query processing

Title and authors Aim

Donald Kossmann: The State of the art in
distributed query processing [3] (ACM
Computing Survey, 2000)

This paper presents a textbook architecture
for distributed databases. It also discusses
challenges faced in query optimization and
query evaluation. A brief introduction is also
present about multi database

Yu and Chang: Distributed Query Processing
[21] (Computing Surv., Vol. 16, 1984)

Various heuristic based, semi-join-based both
enumerative and non-enumerative query
optimization techniques are used. Types of
query, like cyclic and tree queries, are also
discussed

Matthias Jarke and Jurgen Koch: Query
Optimization in Database Systems [1]
(Computing Surv., Vol. 16, 1984)

A variety of methods that are logic and
heuristic based are discussed. The focus of
the paper is on query optimization in
centralized databases

Liu and Yu: Performance Issues in
Distributed Query Processing [9] (IEEE
transactions on parallel and distributed
systems, 1993)

Various performance issues of query
processing are discussed. It is shown that
these algorithms can be divided into
algorithm-based issues and
implantation-based issues

Tamer Özsu and Patrick Valduriez: Principles
of Distributed Database Systems [2]
(Computing handbook Springer
ISBN-978-1-4419-8833-1, Springer, 2014)

This handbook is about everything related to
distributed database from database design to
query processing in detail. Every aspect of the
distributed database both in homogeneous
and heterogeneous environment is presented
in minute details

430 A. Kumari and V. Singh



Bandwidth: Availability of larger bandwidth provides faster and more reliable
connections between the distributed sites.

6.2 Inherent Challenges of Data

Talking about the challenges faced by databases, we have to admit that we are now
living in the “ocean” of data. We have to consider various aspects of data analysis.

Data Dimensions: The size of data is too large to be efficiently handled by
conventional databases. Hence, the need of the hour is to enhance the features of the
present database systems which can incorporate as much data as possible.

Data Stride: The data is huge not only in dimensions but the pace is high too.
Every day, millions and millions of data feeds are coming to the system, making it
impossible for the systems to adapt at the same rate.

Data Diversity: One query processing approach might be considered for a given
type of data set while the other for other dataset.

Data Changeability: In this modern age, we need database systems that can
handle variability of data efficiently. The inherent interpretations of this massive
amount of raw data depend on the underlying context. For example, in case of
natural language processing, a single word may have different meaning.

Data Accuracy: The user will get inaccurate results, if the principal database
gathers the data from diverse sources which might not be complete. In such cases,
query containment concept is used. The user will get a subset of the complete
answer.

Data Envisioning: One of the core tasks of a database system is to present the
actual result of the query under processing in a readable and understandable format.

All of these factors demand careful examination, in particular for enterprises not
already on the efficient query processing systems bandwagon.
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Abstract Increase in traffic in cities makes emergency vehicles, like ambulance,

to take more time to reach the destination from the source due to which the life

of human beings are in danger. So, emergency vehicles, like ambulance and fire

engines, require better traffic management for safe and fast travel to safeguard the

lives of human beings. In this paper, a new method is proposed for the better man-

agement of the traffic of emergency vehicles through the use of internet of things

(IOT). The proposed method enables the emergency vehicles to signal the traffic sig-

nal controller placed in the traffic junction regarding their arrival so that the traffic

will be regulated. This system requires the users traveling in the emergency vehicle

to signal the traffic controller hardware through the android application deployed in

their mobile phones. We have also proposed the idea for an advanced system which

controls the traffic automatically.
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1 Introduction

Internet of things (IOT) define today’s generation briefly where things are connected

to each other for exchange of some data. The physical devices may be anything

around the world which consist of sensors, adaptable networks or anything which

is used for data exchange [1–3]. IOT is the collection of smart things which commu-

nicate or exchange data in a much secured manner.

The vehicle traffic in cities has been exponentially increased due to a large number

of vehicles plying on the road. Due to this heavy traffic, often traffic jams occur on

roads because of which the emergency vehicles like ambulance and fire engines have

to get stuck in traffic which maybe the cause for losing human lives. In [4], the authors

have suggested a manual technique by which it is possible to allow the emergency

vehicles to pass through the traffic signals without waiting and hence the human lives

can be saved. In this paper, we have proposed a technique which uses android-based

application deployed in the mobile phone and the GSM module to be deployed in

traffic controller hardware. In the proposed method, the android application deployed

in the mobile phones of the users (who are traveling in the emergency vehicles)

generates messages to the traffic controller hardware placed in the traffic junction for

controlling the traffic so that the emergency vehicle can pass through the junction

without any hindrance. The proposed method will also be useful for the vehicles

of the important government officials to pass through the traffic junctions without

waiting so that they can reach their destination quickly.

We have proved our concept by building a prototype with the required hardware

and software. The proposed software is an android application which can be deployed

in mobile phones which supports android operating system. We have also used global

system for mobile communication (GSM) module in the hardware for the develop-

ment of the prototype.

We have also discussed regarding the enhancements to be made to this system so

that the resultant system will be more efficient and control the traffic automatically.

Note that, the users of the mobile phones have to give starting place and destination
place as input in the enhanced system so that the android application deployed in

their mobiles will control all the traffic junctions located in the route, to make the

emergency vehicles to ply on the road without any hindrance.

The rest of the paper is organized as follows. In the next section, we discuss the

related work. In the third and fourth sections, we cover the details of the implemen-

tation of the prototype and results of our experiments with the prototype. The fifth

section discusses regarding the enhancements to the proposed system to make it more

efficient. The final section covers the conclusion.
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2 Related Work

In this section, we review the works carried out in the literature for the effective

traffic management purpose.

The authors in [5, 6] described that sensors can be used for measurement of traffic

density. Traffic lights will be managed at a particular junction, based on the density of

the traffic which is measured using (radio-frequency identification) RFID technique.

However, using this technique it is not possible to detect the density of the traffic

beyond a particular distance. Note that, the devices using RFID are too expensive and

the radio-frequency signals can easily be disrupted from their path. Sensing becomes

difficult when the weather conditions are unfavorable.

In [7], traffic management, where vehicular adhoc networks (vanets) or road side

units (rsus) are used to sense and communication takes place between two vehicles

and later information regarding the situation are sent to trusted traffic authority, was

discussed. Through these vanets, emergency requirements are recognized and further

actions can be taken. But, in cases of emergency even the trusted traffic authorities

may not be able to react as quickly as possible. Note that, it would take a lot of effort

and cost to install rsus on road.

The authors in paper [8] describe traffic management for emergency signals by

capturing physical queues, fixed and variable cycle length etc., using all these values,

some computations are applied for managing the signals. But, this computation may

not be able to respond as quickly as required for an emergency vehicle and also it is

not necessary that the formation of traffic or its related problems are same or similar

at all the traffic junctions. Therefore, this computation creates complexity.

In [9], authors gave optimal algorithms and ways to integrate and collect the emer-

gency medical services data generated by IOTs. The data can be collected, stored

integrated, and further retrieved for any reasons. Brief explanation of managing the

data which is generated by the devices was presented. Authors give better storage

and collection of data for emergency medical services.

Authors in [10] gave a detailed structure of how messages are exchanged between

IOTs. This papers describes that how messages are scheduled while sending or

receiving through any of the IOT devices. The authors gave the optimal way of

scheduling the messages and sending them using shortest processing time algorithm.

3 The Proposed System

In this section, we discuss first, the proposed hardware which has to be placed at

the traffic controller. Next, we discuss the algorithm followed in the android-based

application which is used for controlling the traffic controller hardware.
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Fig. 1 Block diagram of the proposed hardware system

3.1 Proposed Hardware

We require a special hardware to be available with the traffic signal controller system

which is shown in Fig. 1. The component “Arduino Uno” shown in the figure is a PCB

(Printed Circuit Board) which contains a micro-controller, namely ATMEGA 328.

This microcontroller is used to control the GSM module to send and receive mes-

sages from the android application deployed in mobile phones of the users traveling

in the emergency vehicles. The messages include (i) the direction from which the

emergency vehicle is coming and the direction to which it has to travel after passing

the traffic junction (ii) “Green On” message (iii) approximate time that the vehicle

requires to reach the traffic junction.

The hardware does the following on receiving these two messages.

1. If the signal is red in the direction to which the emergency vehicle to travel, the

signal is changed to green and remain in the same status till ambulance passes

the junction.

2. If the signal is green in the direction to which the emergency vehicle to travel,

the same status should continue until the ambulance passes the junction.

The normal operation of the traffic controller system is restored once the emer-

gency vehicle passed the traffic junction.

3.2 Resolving Priority of the Emergency Vehicles

If two or more emergency vehicles approach same junction, approximately, at same

time, then the following procedure is followed.
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Each emergency vehicle will be given some priority value which is predetermined

in the system. For example, an ambulance carrying patients in a serious health con-

dition will be given the highest priority and the vehicles of government officials may

be given next level of priority. The vehicles are allowed to pass the traffic junction

as per the following procedure.

1. The messages from vehicles are saved in the traffic controller system and these

messages are sorted according to priority values of the vehicles. Note that, if two

vehicles have same priority value, then based on first come first serve method,

the messages of the vehicle are stored.

2. Following steps are executed until all the vehicles in the list are served.

(a) The vehicle which has got the highest priority is selected and it is allowed

to pass through the junction.

(b) The entry related to the above vehicle is deleted from the list.

3.3 The Proposed Android Application Software

The proposed android application software is deployed in the user mobile phones

kept in the emergency vehicles.

Figure 2 depicts the components of the proposed android application software

deployed in the user mobile phones. One-time password (OTP) system is used in

the software for user authentication purpose. After the user authentication process

is completed, the current location (source) of the vehicle is tracked using GPS (geo-

graphical positioning system). The destination location should be entered manually

Fig. 2 The components of the proposed android application software
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by the user. Distance and time of travel are estimated by considering current loca-

tion of the vehicle and destination location that the vehicle to reach. Note that, speed

sensors are used to calculate approximate speed of the vehicle. Time that vehicle

would reach next traffic junction is calculated using speed sensor and also the dis-

tance which is calculated using latitudes and longitudes.

Formula for time calculation:Time = distance∕speed.

Whenever the emergency vehicle is some n (has to be fixed for the system) kilo-

meters away from the traffic junction (T), the android application sends messages to

traffic controller system placed in T. These messages include (i) the direction from

which the emergency vehicle is coming and the direction to which it has to travel

after passing the traffic junction (ii) Green On message (iii) approximate time that

the vehicle requires to reach the traffic junction. The traffic controller system controls

the signals according to this message which is described in the Sect. 3.1.

3.4 Algorithm

Step 1: The location (Source) of emergency vehicle will be obtained using GPS

which has two co-ordinates (latitude, longitude).

Step 2: The destination will be selected by the user.

Step 3: The messages will be sent to the GSM module at the traffic junction using

short message service (SMS) facility available in the mobile phone of the user.

Step 4: In case of any network error or the message could not reach to GSM module,

the user can connect to wireless connectivity facility available for that junction and

can push the message to change the signal in the traffic junction.

Step 5: When a message is sent to GSM module placed in the traffic controller and

if the traffic signal is red in the direction of the vehicle, then it is changed to green.

Otherwise, it should be in its present status until the vehicle crosses that traffic junc-

tion.

4 Results

Figure 3 shows the complete prototype of our proposed system. The developed pro-

totype of the system consists of an android application which is used by emergency

vehicles to manage traffic signals by automatically sending messages. When the

application is started, it calculates the current position of the vehicle automatically

through GPS and destination point should be provided by user. Message to the first

traffic junction is sent by the android application which is shown in Fig. 3. The mes-

sage sent to GSM Module is further read by Arduino uno and it will control the traffic

controller system according to the message sent. Note that, the signal will change as

shown in Fig. 3 from 1 to 2 (from red to green).
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Fig. 3 Prototype of the proposed system

5 Enhanced System

In the system discussed in Sect. 3, the communication is done between the android

application deployed in the user mobile phone and the traffic controller hardware

placed in a traffic junction and switching of signal is done only for that junction.

In the enhanced system, the communication happens between android application

deployed in the user mobile phone and traffic controller hardware placed in all the

traffic control junctions located in the route from the source to the destination of user

travel.

In the enhanced system, the user travels in the emergency vehicle as the first step

is to provide destination place to the android application software. Note that, the

source place is automatically calculated by the system through the use GPS facility.

Next, the software identifies the traffic junctions (TJ) located in the route (R) from

the source to destination. After this, the software generates traffic control messages

to the traffic controller hardware placed in TJ to see that there is no vehicle traffic

in the route R and hence the emergency vehicles can travel on the road without any

hindrance.

We wish to work further on priority resolving for serving emergency vehicles

effectively. We also plan to develop the system to control only a few traffic junctions

within the time duration of travel from source to intermediate destination and on

need basis few more junctions will be controlled for reaching the destination.

6 Conclusion

In this paper, we have discussed the smart way of carrying out traffic management of

emergency vehicles for rapidly growing traffic in smart cities. We have built the pro-

totype and have shown that the proposed system can manage the emergency vehicles

to reach the destination by avoiding much of the traffic. We have also discussed the

idea of an enhanced system. In future, we wish to work further on priority resolving

for serving emergency vehicles effectively. We also plan to develop the system to
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control only a few traffic junctions within the time duration of travel from source

to some intermediate destination and on need basis few more junctions will be con-

trolled for reaching the destination.
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Wireless Sensor Sequence Data Model
for Smart Home and IoT Data Analytics

Nagender Kumar Suryadevara

Abstract In this paper, Wireless sensor sequence data mining model is demon-
strated for the smart home and Internet of Things data analytics. Exploration of the
sensor data patterns by correlating with the multi stream sensor data that are fused
from the wireless sensor network is presented. The effective realization of the
sensor data patterns from heterogeneous sensing systems for various applications of
IoT can be known from the proposed conceptual data model. The conceptual data
model includes the discovering of frequent pattern item sets using various com-
putational archetypal. Results of the explicit patterns augmented for data analytics
are encouraging as the prototype was tested through real-time data rather than test
bed scenario data or synthetic data.

Keywords Wireless sensor networks ⋅ Activities of daily living ⋅ Wellness ⋅
Smart home ⋅ Internet of Things ⋅ Data analytics

1 Introduction

The processes of determining frequent patterns in the area associated with data
mining are a great deal of results for a list of crucial problems. The conditions
associated with discovering item set patterns from the frequent patterns through
significant sources have to be examined methodically that can led to the generation
of a number of algorithms. The wireless sensor sequence data model of the Smart
Home or Internet of Things (IoT) consists of a couple of objects (or items) that can
exist to be a pattern. By generalizing the actual item set type, the actual series
modeling can be introduced, along with various algorithms [1, 2].

The sequence model brings out two types of organizing the item sets: (i) placing
the order amongst a few item sets that are required for specific purpose; and
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(ii) those requested item sets like a pattern. Both the patterns could be effectively
utilized to generate association rules or perhaps acquire prevailing arrangements by
item set or perhaps serial sources in several realms along with applications. The
significant feature practically in several cases of these procedures is that they
command the inherently exponential difficulty in the issue by simply acquiring
merely the patterns of which occur in a huge variety of input item sets or maybe
sequences, called the support. Any limitation with this model intended for making
typical patterns is the fact that the item set works on the frequent support impor-
tance, irrespective of the size of the identified patterns [2].

Unfortunately, when constant-support-based repeated arrangement procedures
are employed to discover occasional patterns, they are going to land up creating a
good greatly large number of limited patterns. If at all possible, typical patterns
whose support decreases being to operate of the length and never have to come
across a lot of uninspiring occasional quick patterns can be discovered. Useful
algorithms for locating haunt item sets or perhaps sequences throughout large item
set or perhaps succession directories are on the list of key success stories associated
with Frequent Pattern Sequence Sensor data mining analysis [3, 4].

One of the initial computationally effective process for discovering frequent
pattern item sets was Apriori [5], which discovers repeated item sets of size l based
on previously generated size 1 repeated item sets. The Generalized Sequential
Pattern (GSP) procedure updated the Apriori-such as amount-prudent mining
strategy to discovery frequent patterns inside sequential databases. The fundamental
levels-clever formula has been lengthy in a number of other ways resulting in
extremely effective procedures such as Direct Hashing Pruning (DHP). An entirely
distinct approach for obtaining typical item sets along with sequences would be the
comparability class-based procedures that will breakout the larger lookup area
associated with repeated patterns into small and impartial pieces and employ a top
to bottom data source formatting that allows them to determine how often aside
computing arranged crossing points are obtained. There are also, a set of database
projection-based approaches has become established that appreciably slow up the
complexness associated with acquiring repeated patterns [1–5]. The key strategy
driving them is to use the patterns simply by developing all of them one particular
item each period, and also concurrently division (i.e. projecting) the initial source
into pattern-specific sub-databases. The procedure of pattern-growth as well as
database-projection is definitely repetitive for all recurrent patterns to be generally
observed. The original algorithmic program was established for locating
non-sequential patterns, nevertheless it continues to be lengthy to find sequential
patterns [4, 5].

Another identical algorithm would be the Frequent Pattern (FP)-growth algo-
rithm [5] that associations projection if you routine the actual FP-tree structure to
within computer memory to generate/form item sets from the authentic data source.
The usual suggestions in this particular algorithm have been not long ago accus-
tomed to establish a related procedure for locating consecutive patterns [5]. The
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problem of discovering common patterns was extended to that of discovering
recurrent maximal patterns [5] and finding frequent closed patterns [5]. Those two
problem supplements can be used to decrease the quantity of arrangements that gets
ascertained along with assistance in discovering extended patterns specific to the
item sets data. However, both these difficulty formulations can still beget a very
numerous quick irregular item sets in the event that these kinds of item sets are
maximum or un-open.

Liu et al. introduced a calculation in which each pattern of the item has its own
Minimum Item Support (or MIS). The actual minimal support associated with an
item set would be the most competitive MIS one of those valuables in the particular
item set. Through working components of ascending acquisitions with their MIS
values, the lower limit support from the item set never diminishes because the
amount of item set grows, doing the assist connected with item sets descending
sealed. Thus an Apriori-based algorithm can be useful.

Wang et al. introduced the general support constraints for the recurrent pattern
growth. Specifically, they associate any support concern on the item sets. Simply by
introducing a new function known as P-minsup containing a “Apriori-like” resi-
dence, they recommended the Apriori-based algorithm for finding the actual regular
item sets. However, the actual “pushed” minimum support of every item set is
forced to become adequate to the actual support importance related towards the
lengthiest item set. Thus, it wouldn’t prune the search space. Cohen et al. follow an
alternative approaching; in this they do not utilize any support restriction. Alter-
natively, they search for identical item sets utilizing probabilistic algorithms that do
not promise all regular item sets are available. The Top K-Frequent Pattern does not
consider a predetermined minimum support beginning from zero the particular
minimum support is definitely increased depending on Top-k recurrent arrange-
ments establish. The LPMiner and Top-k Frequent Patterns are effective for dis-
covering long recurrent item sets pattterns. In addition, TFP allows end users to
help input the volume of patterns to be identified as opposed to fewer non-rational
minimum supports. One issue using Top-k FP procedure is that any kind of patterns
shorter when compared to a presumption lower limit size can never be found, which
cannot be right for many applications.

Finally, a great discussion on the distinct type of constraints which were found in
your context connected with pattern breakthrough discovery is definitely displayed
throughout. Especially, the actual authors class the many constraints directly into
four classifications, i.e., anti-monotone, monotone, concise, and convertible. Per-
taining to these types of limitations it is revealed which successful mining can be
carried out by means of forcing the particular difficulties into mining practice.
Nevertheless, the length-decreasing assistance restraint will not fall under all of
these several types.

The remaining part of the paper is organized as follows: Sect. 2 provides system
description and detailed implementation of the developed system; Sect. 3 presented
the experimental results and Sect. 4 concluded and discussed about the future work.
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2 System Description and Implementation Details

The developed framework is clever, powerful and does not utilize any camera or
vision sensors as it involves privacy protection and is not adequate by numerous
tenants of the smart home [6–11]. The wise programming, alongside the electronic
framework, can screen the use of various family unit electronic apparatuses and
perceive the sensor action design in close ongoing. Additionally, the framework
deciphers the entire crucial tenant every day activities, for example, get ready
breakfast/lunch/supper, rest-room use, dinning, sleeping and self-prepping. Essen-
tially, the framework functions on the usage of electrical and non-electrical appa-
ratuses inside a home. Framework is more adaptable in its operation for a current
home instead of a recently developed house.”

The framework comprises of two essential modules. At the low level module,
Wireless sensor system of mesh topology exists catching the sensor information
taking into account the use of house hold devices and stores the information in the
PC framework for further information handling [6–11]. Gathered sensor informa-
tion is of low level data containing just status of the sensor as dynamic or inert and
personality of the sensor. To sense the movements of tenant continuously, the
following level programming module will break down the gathered information by
taking after a shrewd system at different level of information deliberation taking
into account time and arrangement conduct of sensor use.

The low level module comprises of number of keen sensors interconnected to
recognize utilization of electrical gadgets, bed use and other non-electrical gadgets
[6–11]. The designed and developed sensing systems convey through radio
recurrence conventions and give sensor data that can be utilized to screen the day
by day activities of smart home occupant. A savvy sensor facilitator gathers
information from the gadget end shrewd sensors and forward to the PC framework
for information preparing. The caught information is progressively changing and
requesting quick continuous reaction time for anticipating the conduct of the tenant;
for breaking down the information legitimately an effective procedure of capacity
component of sensor information onto the PC framework is produced and executed
[6–11]. In the present framework, programs for sensor data collection and infor-
mation generation are coded using “C#”. The Web interface is created utilizing PHP
Script and Java Scripts. The constant sensor information investigation is finished
with the assistance of R studio [12].

3 Experimental Results

Developed system is tested by installing the Smart sensing units and setting up a
Zigbee based WSN at an elderly house [6–11]. Integrated system [6–11] was
continuously used and generated real-time graphical representation of the sensing
information. Figure 1 depicts the screen shot of the Apriori running program of the
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R-Studio on the sensor data on a particular day (Tuesday’s) from 21 May 2013 to
06 Aug 2013.

Figure 2 shows the frequent patterns sequences generated from the 476 trans-
actions on the sensor data (21-May-2013 to 06-Aug-2013) using R Studio. Apriori
algorithm was implemented with a support value of 0.1 and max and min size of the
pattern to be of value 10. The labels of the sensor are indicated as [FR]: front door
movement; [KT]: Kitchen door movement; [CR]: Centre of the house; [BK]: Back
door movement.

Figure 2 demonstrates the Graph-based methods (Klemettinen, Mannila, Ron-
kainen, Toi-vonen, and Verkamo 1994; Rainsford and Roddick 2000; Buono and
Costabile 2005; Ertek and Demiriz 2006) envision affiliation rules utilizing vertices
and edges where vertices regularly speak to things or thing sets and edges show
relationship in tenets. Interest measures are ordinarily added to the plot as names on
the edges or by shading or width of the bolts showing the edges. Chart based
perception offers an unmistakable representation of tenets however they tend to
effortlessly get to be jumbled and in this way are reasonable for little arrangements
of guidelines [12].

Figure 3 depicts the Parallel coordinate plot (reordered) for the generated 71
rules of the cspade Algorithm on the sensor data using R Studio. Parallel directions
plots are intended to imagine multidimensional information where every mea-
surement is shown independently on the x-hub and the y-hub is shared. Every
information point is spoken to by a line interfacing the qualities for every mea-
surement. Parallel directions plots were utilized beforehand to picture found
arrangement rules (Han, An, and Cercone 2000) and affiliation rules (Yang 2003).
Yang (2003) shows the things on the y-pivot as ostensible qualities and the x-hub
speaks to the positions in a standard, i.e., first thing, second thing, and so forth.

Fig. 1 Implementation of Apriori algorithm on the sensor data using R studio
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Rather than a straightforward line a bolt is utilized where the head focuses to the
resulting thing. Bolts just traverse enough positions on the x-hub to speak to every
one of the things in the tenet, i.e., rules with less things are shorter arrows [12].

4 Discussion and Future Work

The probable sensor sequences are generated from the sensor stream data by
applying frequent pattern sequence process. The temporal reasoning on the activ-
ities of the inhabitant is considered in the frequent pattern sequence process. Based

Fig. 2 Rules (patterns) generated from the 476 transactions on the sensor data (21-May-2013
−06-Aug-2013) using R studio

Fig. 3 Parallel coordinate plot (reordered) for the generated 71 rules of the cspade algorithm on
the sensor data using R studio
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on the real-time sensor stream and the likelihood patterns of the sensor data, the
inhabitant behaviour is determined. In turn, the same pattern generation process can
be applied to the IoT domain. Several pruning mechanisms can be applied or
existing techniques can be modified to determine the optimal support value for a
pattern to occur based on the temporal reasoning. The pruning mechanism is
applied in order to reduce the search space in the depth first or breadth first
traversals of the pattern sequences of the sensor stream. Thus, the frequent pattern
sensor sequence models can be applied of the IoT and Big Data application for
effective data analytics.
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Automatic Detection of Violent Scenes
in Tollywood Movies—A Rough Set
Approach

T. Prathima, A. Govardhan and Y. Ramadevi

Abstract Exposure to violent content in movies will have an effect on both
behavioural and psychological aspects of children. Efficient algorithms are needed
to automatically detect the violent content in movies. Existing work in identifying
violent content in Hollywood movies is studied along with the datasets on which
the evaluation is carried out. We have also examined the different set of challenges
posed by Tollywood movies and how the existing work may not be able to handle
the challenges is presented. An approach based on rough sets is proposed to handle
the highly dynamic nature of violent scenes.

Keywords Violence ⋅ Tollywood ⋅ Modalities ⋅ Rough sets ⋅ Rough
classifier

1 Introduction

Exposure to uncensored content on motion picture will have an impact on chil-
dren’s behavior and their psychology [1]. The violence content that can induce
aggression in children behaviour ranges from high adrenaline chasing sequences,
dead bodies, atrocities, gore scenes, struggle or high action sequences, screams, etc.
Automatic detection and scissoring out the above mentioned shots from motion
pictures or movies is important to protect children from the ill effects of watching
them which in turn could change their attitude and behavior. This paper is
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organized as follows: Sect. 2 discusses the existing literature on violence detection
in Hollywood movies and the datasets on which experiments are conducted,
Sect. 2.1 deals with datasets, Sect. 3 presents the challenges posed by Tollywood
movies, Sect. 4 introduces the proposed plan of action to address the challenges in
Tollywood movies and Sect. 5 concludes the paper.

2 Existing Work

In this section review of the existing work on violence detection in Hollywood
movies is presented. Yu Gong et al. [2] work considered low level visual and
auditory features. Initially probable candidate shots were identified using movie
making grammar and the shot boundaries were detected using color histogram.
Nineteen features are extracted to denote motion activity of the candidate shots.
Audio features like spectrum flux, spectrum power, pitch, high ZCR, onset, har-
monicity prominence, brightness and rhythm are computed on audio frames.
A semi-supervised classifier was built on top of Support Vector Machine and Radial
Basis Function kernel to perform the task. Training and testing data was taken from
four movies, and they have achieved 83 % precision, 96 % recall and F1-measure of
89 %.

Theodoros Giannakopoulos et al. [3] have identified three violent and four
non-violent classes based on audio data by examining the movies. Violent classes
are screams, fights and shots and non violent classes are basically music, speech and
environmental sounds observed from the movies. 12 features are computed for each
non-overlapping frame of the audio segments, audio features considered are MFCC,
energy entropy, chroma, ZCR, Zero pitch ratio, spectrogram, spectral roll off, etc.
To classify the incoming sample into one of the seven classes mentioned above a
1-Vs-all approach is used. K-binary classifiers are constructed using Bayesian
network, the probabilities given by the Bayesian Network are inputted to the k-NN
classifiers and the winner class is identified. Three classes are considered for
depicting the type of video segments, they are no activity, normal activity and high
activity based on the people in the shot and the activity they are performing which
ranges from no activity to high activity like fighting, fast movement etc. The
authors observed that if a shot is classified as high activity shot then there is
likelihood that it could be a violent shot. To obtain the classification of video shots
motion features and object recognition are used. The classifications done using
audio and video modality are given as inputs to k-NN classifier and a binary
decision is made to decide whether the shot is violent or non violent. Ten movies
were considered for the task and they have achieved 83 % recall, 45.2 % precision
and 58.5 % F1-measure.

Perperis et al. [4] explored both auditory and visual modalities to derive mid
level semantics. They built a k-NN binary classifier on the extracted features using
late fusion. Evaluation of the performance when single and multimodalities are used
in discriminating violence is presented. They have also developed ontological
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framework/inference engine which includes audio ontology, video ontology and
violence ontology in order to distinguish violence and non violence content. They
have achieved a detection recall of 91.2 %, precision of 34.2 %, and F1-measure of
50 %.

Jeho Nam et al. [5] proposed a technique based on both audio and video tracks.
The dynamic activity of a video shot is detecting considering the spatial and
temporal relationship. Using motion sequence and spatio-temporal changes action
shots are identified, from these shots, violent shots are separated by exploiting the
other visual and audio features. Audio track information which is temporally cor-
related with the high action video shot is combined to label the shot as either violent
or non-violent. For this purpose mean vector and co-variance matrix are computed
for the audio track along with energy entropy. The authors have used Guassian
modeling technique to classify video shots which has beating, gun fire and
explosion as violent with classification accuracy of 88 %.

Esra Acar et al. [6] work exploited both audio and visual modalities to perform
violence detection. They have constructed audio dictionary of size 1000 words
using Bag of Audio Words (BoAW) concept extracted from the low level
Mel-Frequency Cepstral Coefficients (MFCC) of uniform audio frames. Video
shots are represented using motion vectors computed across successive frames.
3 two-class Support Vector Machines (SVM) are used respectively on low-level
audio features, mid-level audio features and visual features to classify the input as
either violent or non-violent. Results achieved from the SVM’s are fused to predict
the final class. To address the issue of class imbalance the authors have adopted
random under-sampling strategy with SVM. The proposed method has achieved an
average precision@20 of 54.5 %.

Jian Lin et al. [7] considered both audio and video modalities for their work.
Video is split into shots and from each shot audio track and video frames are
separately processed. Each audio track is further divided into one second frames
and low level features like MFCC, Zero cross rate (ZCR), spectrum power, har-
monicity prominence, bandwidth, brightness, spectrum flux and pitch, are extracted.
And the computed feature vectors of the audio tracks are clustered using K-means
technique. To classify the audio tracks and the cluster centres as either violent or
non violent Expectation-Maximisation (EM) method is used. Motion complexity
and intensity of the blocks of frame of the video shot are computed to identify high
tempo scenes. To detect shots with flame and explosion frame is divided into
yellow tone and non-yellow tone regions, if yellow tone region exceed a certain
threshold then the shot is termed as shot with flame and explosion. To detect scenes
with blood the red tone and non-red tone regions of the frame are identified,
assuming that blood regions always move fast, if the red tone regions and the
average motion intensity exceed respective thresholds then the shot is considered as
a shot with blood in it. Computed audio and video features on the shots are
co-trained on two classifiers and the best results achieved are 85.07 % precision,
95.85 % recall and 90.58 % F1-measure.

Liang-Hua Chen et al. [8] designed a violence detector by means of visual cues
and temporal characteristics of a video. Features like average motion intensity,
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camera motion ratio, average shot length base and shot cut frequency are extracted
and an SVM classifier is used to detect action scenes and frames with blood. Instead
of shot level analysis proposed method considers semantically meaningful scenes
and in the process they have achieved recall of 82.35 % and 100 % precision.

Bogdan Ionescu et al. [9] trained 10 multilayer perceptrons to classify 10 dif-
ferent violence types. Features extracted include 196 audio features, 11-color
dimensions, 81-histogram of gradient and a feature for temporal structure. They
have achieved overall precision of 46.14 %, recall of 54.40 % and F1-score of
49.94 % when evaluated on dataset used for multimedia evaluation.

2.1 Data Sets

Most of the existing work is trained and tested on MediaEval benchmark datasets
[10], currently it consists of 31 movies out of which 24 movies are provided for
training and the rest 7 are provided for testing. Following is the list of movies: The
Bourne Identity, Léon, Armageddon, The Wizard of Oz, Pulp Fiction, I am Legend,
Eragon, Reservoir Dogs, Fight Club, Harry Potter and the order of the Phoenix,
Pirates of the Caribbean—the curse of the black pearl, The Sixth Sense, Billy Elliot,
Saving Private Ryan, The Wicker Man, Midnight Express, Independence Day,
Dead Poets Society, Fantastic Four 1, Fargo, Forrest Gump, The Pianist, Legally
Blond, The God Father 1. Annotations are provided for the violent content in
training set. Every year mediaeval conducts affect task in which the participants
present their work. The concepts of violence that needs to be detected are fights,
presence of fire, presence of fire arms, presence of cold arms, gory scenes, car
chases, gun shots, explosions, screams [11].

3 Challenges

From Table 1 of Sect. 2 we can confirm that any work covers only subset of the
following scenes classified as gore, sad, one on one fighting, sword fighting, mob
fighting, ammunition usage, vehicle chases, murder, etc. Even if most of the violent
concepts are covered then the recall, precision values are low, and moreover the
evaluation is conducted on limited movies. The other aspects specific to tollywood
movies which can pose challenges are (a) most of the movies revolves around the
hero character rather than the story, (b) common movie genres are action, comedy,
romcom, thriller, etc., percentage of telugu movies which fall under more than one
genre is more as most of the movies are formula based, (c) bright colors are used
especially variants of red and orange as they are considered more auspicious as per
the regions tradition this results in failing of most of the existing techniques, (d) in
some cases scenes with violence are repeated in slow motion this again put forth
before us a lot of challenge in identifying that particular scene as repetitive and
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moreover violent (e) the presence of song sequences, creates lot of ambiguity
between bloody scenes and fight scenes when detection is based on film making
rules and color features, this can happen as most of the songs and the dance
sequences in the songs are choreographed where the actors are performing fast
paced dance, when we go with motion intensity this results in false negatives again.
And the other challenges that can crop up are group dancers in the background will
add confusion to the classifier as they will fall under high activity scenes. And even
some violence scenes are associated with a sad song in the background, even this
will affect the recall and precision values when existing techniques are used. Theme

Table 1 Comparison of existing work in violence detection in hollywood movies

S.
no

Author (s) Considered
scenes of
interest

Technology used Size of
dataset*

Evaluation
criteria (%)

1. Yu Gong et al. Gun-shot,
explosion,
smash, sword

Semi-supervised
cross feature
learning, SVM,
RBF Kernel

4 R—96
P—83
F—89

2. Theodoros
Giannakopoulos
et al.

Shots, fights,
screams

Bayesian
Network
kNN classifier

10 R—83
P—45.2
F—58.5

3. T. Perperis et al. Fight, torture,
rape, war, riot,
battle, mental
violence

Bayesian
Network kNN
classifier
Ontology
framework

10 R—91.2
P—34.2
F—50

4. Jeho nam et al. Blood, Gun
fire, Beating,
Explosion

Gaussian
modeling

5+ –

5. Esra Acar General
violence

Bag of Audio
Words, SVM

18 Ap@20
54.5
Ap@100
42

6. Jian Lin et al. Flame,
explosion
blood

Co-training
algorithm on two
classifiers

4 R—92.02
P—83.82
F—87.78

7. Liang-Hua
Chen et al.

Action scenes
frames with
blood

SVM 4 R—85.03
P—100

8. Bogdan
Ionescu et al.

Blood, cold
arms, fire arms,
gore, gunshots,
screams, car
chase,
explosions
fights, fire

Feed forward
neural network

18 R—67.69
P—32.81
F—44.58

R—Recall, P—Precision, F-F1—Measure, Ap—Average Precision
*No. of Movies
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song or title song of a movie may be repeated as a background score for crucial
parts of the movie (f) in some comedy scenes/situational comedy scenes of the
tollywood movies the body language of the actors involved may be false detected as
violent which should be addressed.

4 Proposed System

From Fig. 1 we can see that instead of probable shots, we consider entire movies as
input, from this three modalities of features are extracted a. audio features, b. video
features and c. features from the rules of movie making. Audio features are extracted
from the training data sets, these features are continuous in nature and by using
rough clustering continuous data is discretised. From the discretised data, homo-
geneous segments are detected and a rough classifier [12] is trained to classify the
detected segments into different audio classes like melody, speech, screams, fight,
silence, etc. Total feature set is analysed for data dependencies and minimal set of
attributes are identified i.e., reduct is generated using rough sets. From the frames of
the video low level features are extracted and using these features, regions of blood
in a frame, presence of weapons, presence of more no. of persons, etc. are detected.
The issue of detecting objects of interest with cluttered back ground can be addressed
using granular computing with the help of lower and upper approximations of rough
sets. Image granules can be created by grouping indiscernible pixels and compu-
tation is done on these image granules. Along with these image granules using the
rough sets approximation theory, rough entropy can be devised to measure the
uncertainty caused by the background. Maximising the rough entropy in turn min-
imizes the impreciseness of the boundary of region of the object from its background
[13]. From the third modality we try to extract features which help us in detecting
fast camera movement, slow motion shots, etc. In building the rough classifiers on
top of both audio features and video features, shots detected from the third modality
are also used in training to improve the accuracy. The results from both the classifiers
are fused and a decision is made whether the current frame is violent or non violent.
Keeping in mind the highly volatile nature of violent scenes we propose to use rough
set theory as it is a popular tool to handle imprecise data.

Fig. 1 Block diagram of the proposed system
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5 Conclusions

In this paper we have reviewed the existing literature on violence detection in
Hollywood movies, along with the datasets on which their results are presented. We
have also observed the challenges that Tollywood movies pose when compared to
Hollywood movies. We proposed a system which considers features from three
modalities and using rough set theory which handles imprecise data, classifiers are
built and decision is made to classify whether the scene is violent or non violent and
this work can further be enhanced to find the degree of violence in a scene.
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Prism Tree Shape Representation Based
Recognition of Offline Tamil Handwritten
Characters

M. Antony Robert Raj, S. Abirami, S. Murugappan and R. Baskaran

Abstract Optical Character Recognition (OCR) is a unique and challengeable filed
in pattern recognition. Identically demand is still present in OCR, where various
works has been coming up to provide acceptable solutions. In this field, Tamil hand
written recognition is getting popular due to the desire of Tamil lovers in com-
puterizing the Tamil language which includes handwritten documents also. This
task is not an easiest one, due to its curvy shape and variation in structure of shape
when people are writing. Here the treatment must be happened on the structure level
to address entire shapes. This paper mainly focuses on identifying the shape of the
structure, where the shape of the structure is derived from the formation of the
triangle based hierarchical representation. Prism Tree algorithm is utilized to
complete this task, where the shape is located by the tree representation. Finally
vector values are extracted from the shape representation of tree. Hierarchical based
Support Vector Machine (SVM) is used for predicting the character from those
vector values. Good results are achieved when the shape of the character structure is
well suited for real character nature.
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1 Introduction

In this competitive world, computerizing each and every documents is necessary.
Increasing the affection of the Tamil language, Tamil lovers are in the process to
convert every Tamil document in a digital form. Increasing the demand of the old
documents in Tamil and palm script documents, for the first step, researchers are
converting Tamil letters into computerized form. This can be done in two ways,
online and offline [1]. In online mode, algorithm is directly applied on the pen tip
moment to get the character structure and to recognize the same. This can be
achievable in the present scenario but the offline mode is complex, wherein, in the
offline mode the recognitions can be done for printed and handwritten documents.
Here less complication exists in the recognition of the characters from printed
documents because, the shapes of the printed character is natural for all Tamil
language clauses. The Shape of the Tamil handwritten documents always depends
on the writers, where the complexity level is very high. Matching the general shape
of the characters and the characters which are written by various writers are not an
easy task because the shape will vary from writer to writer. Not only these factors,
additionally, the general structure of Tamil character are complex.

The recognition of Tamil characters was achieved by using both statistical [1, 2]
and structural way in all the previous works [3–6]. Pixel counts, density values and
various pixel based locations were applied on the character image in order to test
whether the statistical way was successful and considerable result has been
achieved by the statistical way [3, 4, 6]. Directions of character structure and area of
the structure were analyzed and tested in the structural mode of verification [3, 5, 6].
Everywhere the work is depended on the shape of the character whereas the shape
variation always depends on the writers. The sample shape variations of the
character is shown in the Fig. 1.

Few of the statistical concepts like transition and profile were discussed in the
work of Sigappi et al. [7], where the Hidden Markov Model was utilized to achieve
the results. The zone and the pixel variation that was based on density were
implemented successfully in many works of the Rajashekararadhya et al. [8–11].

Raj Kumar and Subbiah Bharathi [12] implemented few statistical concepts of
the pattern recognition in their works. The ancient style of character was considered
by them, but still this has been open for researchers due to its shape variation.

Addressing all the shapes in character is another complex issue, due to the
character complexity and writer complexity. So this work uniquely focuses on the
shape of the character. The tree representation is chosen for representing the curvy
shapes where the Prism tree is used to achieve this task.

Fig. 1 Shape variation of the
character
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1.1 Prism Tree

Prism Tree [13] is used to construct the polyhedral approximation of objects in the
two dimensional plane usually. This type of tree representation is utilized to address
the boundary of any object. The shape is divided into the triangular form and the
adjacent portion of the final triangle addresses the shape. The Triangular formation
takes place in the curvy part of the shape and the same continues until the end
points of the triangular formation (adjacent) cannot be extended further. These final
end points denote the boundary of the object. This concept is highly matched with
this work to represent the shape of the character and is highly suitable for treating
the curvy structure of Tamil character.

2 System Implementation

This work has been experimented by implementing the general phase of the image
processing. Some important phases are picked up from the general phase of image
processing and the same has been implemented in this work. But majorly the
feature pre-extraction and feature selection plays a crucial role here. This task is
achieved by implementing a chain code algorithm for pre-extracting the features
and Prism tree for extracting the features. The phases of this work are described in
the Fig. 2.

The essential prepressing steps such as Binarization, Skeletonization, Noise
Removal and Normalization is experimented in this work in order to get clear image

Fig. 2 Phases of system implementation
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for further process. The general preprocessing steps are implemented as like the
previous works [3–6], the Otsu’s procedure is procured for taking out the two tone
image (binary image) from the gray image, the thinning algorithm that is utilized to
get a skeletonized image, The Gaussian process that is used to get noise less image
and finally the normalization procedure that is applied to convert the image into a
standard size image.

2.1 Feature Pre-extraction

The pre-extraction is an essential one when considering the shape as features. The
character shape is segregated from the entire character structure in order to avoid
the whole complexity of the character at a time. The chain code algorithm is applied
on the entire character image to separate the character structure as denoted earlier
[3–6]. The chain code separates the character portion based on the junction point’s
availability. The chain code algorithm breaks its travel when it meets any junction
point (three pixels grouped together) or end points (pixel with one neighborhood
pixel).

2.2 Feature Extraction—Prism Tree

The tree which is used for the polyhedral approximation of objects [13] is imple-
mented here to extract the features from the character image. The feature separated
from the pre-extraction procedure has been taken into consideration here. To
identify shape of the given character portion, a triangular formation is applied on
the shape as shown in the Fig. 3.

Fig. 3 Sample triangular formation for Prism tree
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Triangular formation.

1. Two end points of the character portion is found and taken as A ðx1, y1Þ and B
ðx2, y2Þ (black pixel with one neighbor black pixel).

2. A straight line has been drawn between the points A, B using the equation

y− y1
y2 − y1

=
x− x1
x2 − x1

ð1Þ

The point values of A and B ðx1, y1Þ and ðx2, y2Þ has been substituted in the
Eq. 1, which will provide the equation of the straight line (Eq. 2) lies between
the points A and B.

ax+ by+ c=0 ð2Þ

3. The midpoint (M) of the line ax+ by+ c=0 lies between of the A and B is
calculated using the equation Eq. 3

M=
x1 + x2

2
,
y1 + y2

2

� �
ð3Þ

which gives the midpoints M ðx3, y3Þ.
4. Then the line which perpendicularly passing through the midpoint M ðx3, y3Þ

has been computed, where the coefficient of the x, y has been interchanged and
the sine of those is changed which leads to the equation Eq. 4.

bx3 − ay3 + c1 = 0 ð4Þ

Where, when substituting the values ðx3, y3Þ, the value c1 is found. This
equation provides the line which start the point at M and traversing towards the
point C perpendicularly. To find the exact point of C, various points has been
chosen from where the curve is lying and the same has been applied on the
equation (Eq. 4). The points ðx4, y4Þ which gives zero when substituting on
x3 and y3 in equation (Eq. 4) is taken as C

5. The equation (Eq. 5) is used for finding the value of the perpendicular line, lies
between M and C is

H = j ax4 + by4 + cffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2

p j ð5Þ

6. If the value of H is greater than one then the steps continued, or else it is
stopped. If it is stopped, then the triangle formation is not possible for this
character shape.

7. Further, the adjacent lines (AC, BC) is drawn towards the point C from the end
points A and B using the equation (Eq. 1).

Prism Tree Shape Representation Based Recognition … 461



8. The shape approximation of the character portion AC and BC, provides the
triangle AMC and BMC.

9. The steps 2 to 8 are continued for AC and BC to check if any triangle is
possible further.

10. The final adjacent shape points represent the shape of the structure.

The following procedure takes place for representing the shape in the hierar-
chical tree formation

Procedure 1: To represent a ‘dot’

1. One or two pixels (A) is found in the character portion, which is marked as R.
2. No end points is found in the character portion,
3. No triangle can be possible and H = null;

Tree and feature formation

The following figure (Fig. 4) shows the tree and feature formation process from
the character portion ‘dot’

Fig. 4 Feature extraction
process from ‘dot’
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Procedure 2: To represent ‘short line or long line or short shape’

1. Few pixels are found in the character portion, and is marked as R.
2. The end points (A, B) are noted from the character portion.
3. The triangle is tried to form as discussed in “Triangle formation”.
4. No triangle is possible if H < 1;

Tree and feature formation

The above figure (Fig. 5) represent the tree formation for given structure
Procedure 3: To represent ‘closed curve’

1. Pixels are found in the character portion, and is marked as R.
2. Any two pixel points (A, B) are set on the character portion.
3. The triangle is formed as discussed in the triangle formation.
4. Triangle can be possible if H > 1;
5. Three base line (AB, BC and CA) is chosen instead of choosing two adjacent

points and the triangles are formed (R1, R2, R3 and son on) as discussed earlier.

Fig. 5 Feature extraction process from ‘short line or long line’
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Tree and feature formation

The following figure (Fig. 6) shows the sample features that are formed from
closed curve.

Procedure 4: To represent ‘any shape’

1. Pixels are found in the character portions, and is marked as R.
2. The end points (A, B) are noted from the character portion.
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3. The triangle is formed as discussed in “Triangle formation”
4. Triangle can be possible. H > 1;

Tree and feature formation
First two phases of tree formation (left and right adjacent) have been taken out

from the tree formation of procedure-3 and the same is implemented here for
extracting the shape features. If the shape is complex, then the triangle formation
has extended till gets the real shape.

The Fig. 7 describes the feature formations of the different shape of the character
portion. If the complexity of the character structure is increased then the feature
count will be increased.

Extraction process is applied on 28 Tamil characters in order to recognize them.
A number of samples were collected from HP India Tamil Data set [14] and various
hand written materials to achieve this task. The sample features extracted from the
character and the comparison are shown in the Fig. 8.

Fig. 6 Feature extraction process from ‘closed curve’

Fig. 7 Feature extraction process from ‘any shape’
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2.3 Classification

Support vector machine algorithm [15] works through the learning process, which
is giving competitive success in pattern recognition. SVM is used to classify two
classes using the hyper plane. The hyper plane WT ∙ X − b = 0 is set by the SVM
which is based on the support vectors, where W is the weight factor and b is the
bios. These values are generated from the training samples. The X values are
collected from the testing samples which are used to get classified character. The

Fig. 8 Feature extracted from the character
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hyper plane makes a margin WT∙X − b = 0 between the positive WT ∙ X − b > 0
and negative values WT ∙ X − b < 0. With the help of the Lagrangian theory the
two classes are classified. In order to achieve this for multiclass, implementation of
the hierarchical SVM [15] is useful, and the comparison takes place through
One-vs-One (OVO) or One-vs-Rest (OVR) procedure. Predicting the result one
class against all classes (OVR) is practically a time consuming process than OVO.
This paper uses OVO procedure to predict the results. The comparison is done on
first two classes, and who gets the best vote is the winner. The next class is
compared with the winner of the first class. This process is continued until all
classes are compared. The final best voting class will be the resultant class of this
work.

3 Results and Discussion

3.1 Data Collection

100 samples were collected from each 28 Tamil characters, where 40 samples are
testing samples and others are training samples. The samples are collected from HP
India–Tamil handwritten character data sets [14], where each character is taken
from handwritten of different individuals. With 1120 testing samples and 1680
training samples, a total of 2800 characters are taken into consideration.

3.2 Experimental Results

The experiment is done using the Matlab software. The features were extracted and
store in a excel file and this file is taken as an input for the hierarchical SVM.
Average of 90.08 % result is achieved for limited number of unique character. The
following Table (Table 1) and figure (Fig. 9) shows the result of this experiment in
detail.

This work seems to be highly advantageous as this is attached with the shape
character nature. The failure is due to the high-end variation which affects the
shape. The pros and cons of this work is discussed in the Table 2.
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4 Conclusion

Prism tree based hierarchical representation comprising of numerous features and
values returns good results with an average of 90 %. This structural representation
of the prism tree can be solved with a set of writer’s issues. This tree returns the
exact structure of the shape. This work fulfills the aim of this paper successfully in
order to face the challenge in high variation. Addition of feature representation is to
be essential for the further improvement. It can solve the issues of entire Tamil
characters. Future work proceeds through finding the next level of algorithm which
is combined with this process to get a successful frame work in Tamil handwritten
character recognition.

Fig. 9 Accuracy graph analysis

Table 2 Pros and cons of the shape analysis

S.
no

Pros Cons

1 Highly fit for shape analysis When considering high variations, the shape was
not enough to address all character

2 Returns good result for limited
shapes

Abnormal variation is to be considered

3 Prism tree is highly coupled with
nature of the character

Feature pre-extraction has been improved

4 Considering similar shapes Feature pre-extraction has been improved
5 Writers independent
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The Emergence of Internet Protocol
Television as Next Generation Broadcast
Network

P.L. Srinivasa Murthy and T. Venu Gopal

Abstract Due to the emergence of innovative technologies over Internet, the tra-
ditional broadcasting of TV is changed to use IPTV for next generation networks.
IPTV is the delivery of multimedia content to multiple subscribers through multi-
casting over well known IP. The IPTV depends on the Internet and telecommu-
nications. Therefore, the inherent issues are to be identified and resolved for the
success of IPTV. In this paper, we review the IPTV concept and its related aspects.
The paper throws light into the issues of IPTV, integration of different communi-
cation media and approaches like P2P (unicast model) and IPTV (multicast model),
and the need for QoS requirements and evaluation of QoS in the context of IPTV
networks. Moreover, the paper provides user behaviour that can have impact on the
content distribution infrastructure and the underlying strategies for content delivery
and reduction of zapping time. We also present a hybrid approach that combines the
features of delay insensitive and delay sensitive approaches to strike balance
between highly popular and least popular IPTV channels. The insights of the paper
are useful in further research in the area of IPTV which is going to be the next
generation network for high quality and complex content delivery.

Keywords IPTV ⋅ Multicasting ⋅ Interactive video streaming ⋅ User
behaviour modelling ⋅ QoE

P.L. Srinivasa Murthy (✉)
Gokaraju Rangaraju Institute of Engineering & Technology, Hyderabad, India
e-mail: plsrinivasamurthy@gmail.com

T. Venu Gopal
JNTUH College of Engineering Sultanpur, Hyderabad, India
e-mail: t_vgopal@rediffmail.com

© Springer Science+Business Media Singapore 2017
S.C. Satapathy et al. (eds.), Proceedings of the First International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 507, DOI 10.1007/978-981-10-2471-9_46

471



1 Introduction

In the wake of technological advancements Internet Protocol (IP) is being used for
delivering multimedia content over Internet. In fact, leveraging IP for global
communications became a cheaper alternative for reliable and instant communi-
cation over global communication medium such as information super highway. It is
a wise idea to utilize already established public network such as the Internet for
public communications. With IP v6 and security considerations, IP became a viable
alternative for cost effective global communications. Many technologies such as
Voice over IP (VoIP) are already in place to exploit delivery of voice communi-
cations and multimedia content over Internet Protocol. This has motivated broad-
casting networks like Television to adapt IP based content delivery as its next
generation broadcasting method. The phenomenon which facilitates deliverance of
multimedia services of Television via Internet Protocol is known as Internet Pro-
tocol Television (IPTV). Thus, the TV network can leverage the advantages of well
established public network (Internet) and its underlying protocols for broadcasting
content. IPTV when realized fully can bestow plethora of advantages like inter-
active TV, personalization, low bandwidth requirement, and accessibility on mul-
tiple devices besides a low-cost service.

Traditionally, TV is a telecommunications medium for delivering broadcasting
content like text and moving images. Right from the inception TV had undergone
many changes such as mechanical television, electronic television, colour televi-
sion, digital television, smart television, and 3D television. With respect to
broadcasting medium TV is categorized into terrestrial television, cable television,
satellite television, and Internet television [24]. With the emergence of IPTV, there
will be revolutionary changes in the way TV works as next generation mass
communication medium with many benefits as said before. However, IPTV can
throw many challenges as it is based on the public network Internet and over IP
which is considered an untrusted public network. The challenges are pertaining to
security, service quality, privacy and content quality. Reducing risk of unauthorized
access to digital services rendered via IPTV is the major concern that needs to be
addressed for taking the TV services to the next generation network IPTV
successfully.

This paper throws light on the IPTV and its present state-of-the-art. Our con-
tribution in this paper is to review IPTV as next generation broadcasting network
and related aspects with valuable insights. The remainder of the paper is structured
as follows. Section 2 provides integration of WiMAX and GEPON for seamless
integration of underling wireless and wired counterparts. Section 3 throws light on
the need for QoS and its evaluation in IPTV. Section 4 reviews interactive usage
dynamics in IPTV. Section 5 focuses user behaviour modelling for reducing zap-
ping. The Sect. 6 hybrid approaches for IPTV. Section 7 provides conclusions and
recommendations for future work.
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2 Integration Of WiMAX and GEPON

According to Obele et al. [1] bandwidth–hungry applications like IPTV and
high-definition television (HDTV) have been around for some time and they keep
on driving even for higher bandwidth in the networks. To overcome this problem it
is possible to integrate both wired and wireless networks Gigabit Ethernet Passive
Optical Network (GEPON) and Worldwide Interoperability for Microwave Access
(WiMAX) respectively for improving Quality of Service (QoS). Obele et al.
reviewed a convergence architecture that makes use of QoS and queuing concept to
provide highly reliable treatment to traffic based on different classes of traffic such
as long-range-dependent and self-similar. The performance was evaluated under
realistic load conditions.

3 Need for QoS and Its Evaluation in IPTV Networks

Habib [2] proposed a method to evaluate QoS evaluation in IPTV networks. The
research was carried out on the QoS evaluation of bandwidth scheduling. Traffic
policing and call admission control (CAC) were applied to evaluate the QoS per-
formance of IPTV networks. As Markov chain based models are widely used for
QoS analysis, Habib used a model known as Markov Fluid Flow,model (MFFM) to
evaluate QoS pertaining to bandwidth scheduling. With the proposed model the
waiting time and probability of loss were reduced in video content delivery. This
model was found good for evaluation of IPTV performance with experiments on
five movie traces. QoS differentiation is explored in [3] for having diversified traffic
handling mechanism to accommodate service classes that need different quality.
There must be different approaches for traffic classes like delay-sensitive and
delay-insensitive traffic. The economic analysis pertaining to QoS differentiation
was performed in presence of different traffic classes expecting varying quality
requirements. The real time applications like IPTV and VoIP need to have well
defined strategies to ensure that the quality is not lost. Caching strategies as
explored in [4] can help commercial IPTV to have high quality content delivery.
For improving quality of services for IPTV, Ethernet networks have built in
broadcasting capabilities [5].

IPTV is one of the transport layer protocols that needs high bandwidth besides
quality of service networks [6]. Real Time Transport Protocol (RTP) is the
underlying protocol for various bandwidth intensive applications like IPTV. Link
functioning under such applications were explored in [7]. For high QoS
delay-oriented analysis of networks that demand high bandwidth is essential. This
is explored in [8] with respect to the design and implementation of optimal
scheduling algorithms. This will help in improving quality of applications like
IPTV for broadcasting multimedia content. Therefore, delay is an essential metric to
measure the performance of IPTV. Not only IPTV there are many delay-sensitive
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applications in the real world. They include YouTube, UStream, Video on Demand,
Goggle Hangouts, Google Voice, FaceTime, Line, Skype, and so on. Distortion and
Error Propagation modelling are explored by Chakareski [9] in the presence of
predictive video coding. Loss of packets leads to distortion of video generally.
However, the research revealed that distorting is caused not only by data loss but
also patio-temporal distribution of multimedia content. These are all capable of
affecting quality communications in IPTV. Similar kind of research was carried out
in [10].

Adaptive video streaming is one of the approaches to increase quality of video
content delivery for IPTV. Video streaming is characterized by delivery of video to
multiple users at a time with initial buffering. Adaptive streaming will help IPTV to
enhance quality of content deliverance. Markov chains are generally used to rep-
resents different states in the content delivery process of IPTV. The underlying
Hidden Markov Process can take into account bandwidth variations at run time and
the application layer encoding constraints and strikes balance between then for
improving quality of services [11].

4 Interactive Usage Dynamics of IPTV in Large Scale

Video on demand (VoD) is one of the means in which consumers like to have
access to video content. The consumers wanted to have interactivity to watch
videos selectively. Gopalakrishnan et al. [12] explored the behaviour of consumers
with respect to interactive viewing of videos in the context of IPTV. They inves-
tigated how users make use of advanced streaming features and controls and how
the user behaviour causes overhead on the content distribution systems. Thus, their
research provides useful insights pertaining to user behaviour and the impact of the
same on the distribution infrastructure. They also proposed a comprehensive model
in which a large number of subscribers watch videos on demand interactively.
Towards this end, they used two components known as arrival process model and
stream control usage models, respectively. They are meant for determination of
arrival process and interactive usage of videos. the model includes many control
features to end users such as stop, no action, pause, replay, skip, rewind, fast
forward, play, exit and start. The two models hey presented have their strengths
based on the application.

IP network traffic management is essential for VoD purposes. Mirtchev et al.
[13] reviews different models for managing IP traffic in the context of IPTV. They
focused on experimenting on the traffic measures on different traffic types like VoIP
flows, TV, Point-to-Point (P2P), and HTTP transfer. The parameters considered for
measuring traffic include priority of packets, distribution of packets, and distribu-
tion of session duration, mean inter-arrival time, mean packet size, and packet
intensity for the four kinds of network traffic. Thus, they explored the possible
optimization of different traffic flows based on traffic analysis. There were many
video traffic models that can be explored for IPTV. According to Tawnier and
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Perros [14], the VBR video traffic models [15] can be classified into autoregressive
models, and models that are based on Markov process. Auto regressive models
were explored by them in terms of video coding, level, scene changes, residual
error, sources, and publication date. They also investigated markovian models in
terms of video coding, level, scene changes, sources and publication date. There are
other models such as Wavelet based models that decompose signals for traffic
analysis. Their experiments reveal that wavelet-based model was found good for
having SRD and LRD co-existed.

Hossfeld [16] focused on how Internet applications and users behave in future.
The investigation was made on emerging user behaviour in the context of next
generation Internet applications. Quality of Experience (QoE) was used as a
measure to know how users are satisfied with the content delivery. QoE largely
depends on the jitter, packet reordering, packet loss and degradation of QoS. The
quality of content distribution networks are determined by certain characteristics
such as ability to handle flash crowds, handle churn, mobility and true participation
in the network. There is a relation between selfishness of users and the robustness
exhibited by the system.

5 User Behavior Based Model for Minimizing Channel
Zapping Time in IPTV

Channel zapping is one of the concerns in IPTV. The content delivery quality gets
reduced and this leads to the reduction in QoE of end users. Lee et al. [17] proposed
a predictive tuning method that can reduce channel zapping time. This model is
based on user behaviour. They used semi Markov process to model the channel
zapping time based on user behavioural dynamics. User behaviour patterns are used
as inputs to have tuning with pre-defined knowledge that can cater to the improved
quality of services. This will lead to high QoE due to the fact that the model reduces
channel zapping. This kind of model is very useful even when bandwidth avail-
ability is less and there needs to be high quality output in the content delivery.
When channel preferences are considered for tuning, it will be useful in achieving
the reduction in channel zapping time. In the process both channel preference and
button preference are exploited.

6 P2P Approach for IPTV Streaming Over Internet

P2P approach for IPTV has been a very interesting research area. It is possible to
combine IPTV and P2P where multicast and unicast are utilized, respectively. Both
multicast and unicast channels work together for IPTV. The hybrid approach is
shown in Fig. 1.
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As can be seen in Fig. 1, it is evident that there are unicast and multicast
channels combined to form IPTV channels. For unpopular TV channels unicast
approach is sufficient while the popular channels need to utilize multicast. There-
fore, it is possible to achieve both the benefits using the hybrid approach. When the
TV channels are not much popular, the content delivery is made using P2P net-
works while the TV channels with high popularity are given multicasting capa-
bilities. Thus, it is possible to optimize bandwidth besides improving QoE [18].
Other contributions towards IPTV include modelling multiplexed traffic [19],
exploring challenges in future Internet applications [20], P2P streaming in dis-
tributed fashion [21], Push-to-Peer VoD systems [22], VoIP [23] and quality of
service management approaches in IPTV content delivery.

User Behaviour Analysis of IPTV Usage of VOD
As explored in [12] the IP based video distribution traces provided valuable insights
on interactive usage of the IPTV. The experiments were done on both weekends
and week days. The user activities considered for analysis include play, fast for-
ward, rewind, pause, skip, and replay. Average count and average duration were
considered in both time periods. The difference between the weekend and week day
behaviour can provide useful information to estimate general user behaviour with
respect to video distribution over IPTV.

As can be shown in Figs. 2 and 3, it is evident that there is clear difference
between the user behaviour with respect to the viewing of videos of VOD fashion in
terms of the difference count of different events aforementioned and the duration of

Fig. 1 Hybrid approach for IPTV [18]
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each event. The usage patterns reveal that in weekend the count of events and the
duration are more when compared to week days. This behaviour paves way for
formalizing policies and planning for VOD content distribution through IPTV.

7 Conclusions and Future Work

In this paper we studied the concept of IPTV and its present state-of-the-art in the
real world. It has been understood that many bandwidth-hunger applications like
VoIP and IPTV demand high bandwidth. Therefore, there should be cost-effective
strategies to ensure that the IPTV is a reality and successful phenomenon. Towards
this end, this paper focuses on the IPTV and its related issues and solutions. This
paper also throws light into the combination of P2P and IPTV, integration of
wireless and wired communication protocols, need for QoS and evaluation of IPTV
networks as next generation content delivery networks. User behaviour with respect
to interactive behaviour, reduction of zapping and modelling of IPTV with

Fig. 2 Shows the difference in average count of events between weekend and week day

Fig. 3 Shows the difference in average duration of events between weekend and week day
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provision for handling different QoE and QoS requirements. It is achieved in terms
of implementing delay sensitive and delay insensitive approaches that can cater to
the needs of the modern IPTV network. This research can be extended further to
explore Markov model to effective user behaviour analysis. Such analysis can lead
to a holistic approach for ensuring quality of services.
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Cognition-as-a-Service: Arbitrage
Opportunity of Cognition Algorithms
in Cloud Computing

V.S. Reddy Tripuram, Subash Tondamanati and N. Veeranjaneyulu

Abstract Present era of web services are evolving and extending its services with
Cloud computing based remote mobile devices rapidly. The contact of the infor-
mation world moving from programmable system era to cognitive systems era
(Kelly III John E (2015) IBM Research Whitepaper on Cognitive computing, [1]).
So the web users have high levels of expectations for the quality of interactions,
accuracy of the results and the availability of the services. In the world of cognition
and reasoning based web systems to answer the selected problems, to recommend a
product information result in right ‘context’, we need more diverse reasoning
strategies and on the fly strategies based intelligent Cognition Algorithms to supply
Cognition-as-a-service to the cloud based web users. Here we summarize recent
works and early findings such as: (1) How natural extension takes place in cognitive
knowledge of dynamic web services. (2) How information processing time differs
in between HDES and AES. (3) How arbitrage opportunity of cognition algorithm
improves the frequency of exact findings in information search.
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1 Introduction

In present ongoing web systems cognitive technology that have begun to use the
way into product and services that we are using every day with internets automated
Web Service discovery [2]. Cognitive behavior [3] deeply involved and
self-sustaining gradually in e-service [4] like email, social media, e-commerce sites,
online shopping, advanced web based news, health systems where we communicate
and use them for knowledge.

The social web systems or personal mail program were able to recognize date,
time, contacts, names, locations, attachments and email messages because of its
advancements in natural language process [5]. Whereas in online shopping system
dynamically enhanced machine learning—AI [6, 7] information—recommends a
product to customer based on frequency of parameters like history of locations,
seasons, product visits, cart information and confirmed purchases information.

2 What Is Cognition-as-a-Service

Cognition-as-a-Service (CaaS) [8] is an extension of augmenting human intelli-
gence and Artificial Intelligence to existing cloud services like
Software-as-a-Service (SaaS) [9], Platform-as-a-Service (PaaS) [10, 11] and
infrastructure-as-a-Service (IaaS) [12], etc., where we reason about the simple
problem to complex problem with supporting evidences to answer unsupervised
deep learning and self-reinforcing adaptive training models [13] and new channels
of sensory communication we need.

It can be explained by deconstruction of the terms:

A. Implicit Cognitive Service
This cognitive service already began to use their way into products and services that
we use every day web services like email, social media, e-commerce, etc. So, there
is a beginning to see the benefits of the advances in the machine learning and
natural language processing techniques providing cognition behavior along with
web services to suggest, recommend a particular content or product. This kind of
traces of past history and experiences of web user information based reasoning
strategy is called Implicit Cognitive service [14].

B. Interactive Cognitive Service
Technology has evolved to the point for enabling completely new problems could
be solved, completely new paradigms, new systems that consumer explicitly walk
up to use in and out active manner that actually possess a significant challenge for
cognitive algorithms. These systems tend to be more probabilistic, deterministic but
consumer wants them to work in user friendly interface. Whereas in websites there
is a conversational agent providing answers to the raised questions and guiding to
solve the consumer problem. Here consumer go directly to the cognitive system
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with high levels of expectations for the quality of those interactions and accuracy of
these results and the availability of services. This type of cognitive system is called
as Interactive Cognitive Service [15].

C. Active Cognitive Service
Active Cognitive Service [16] systems are going to help us to manage our time and
infrastructure resources by learning to act on our behalf with appropriate controls. So
imagine the system that can learn about and ask about may be your diet, may be your
health situations and any restrictions you might have. You might have the better
activity you have to do today, you might be able to suggest to have a specific type of
exercise where we are allowed to eat and not to eat. This is about multiple passions of
lifestyle and it can make proactive recommendations for us. These systems are fabric
of our technologically connected www world, and really it is a transition from
interactivity with cognitive system into place where we really learn and live with it.

3 The Limits of Strategic Thinking

Human mind is really a very fascinating object. Mind is behaving like infinity with
its capacity. How fast human brain can process an information to take an action.

The Mathematical core of best developed behavioral game theory [17] is what
players think other players will do. In most theories this reasoning is iterated.

A guesses what B will do by guessing what B will guess A will do, ad infinitum.
Until mutually consistent responses—an equilibrium is reached (Fig. 1).

An Expert will solve the puzzle in 650 ms rather than the Non Expert who
solves the puzzle in 900 ms. This tiny spice will open up a huge world for Cog-
nitive algorithm [18]. In many areas of web based services like Facebook, Twitter,
Google, Wikipedia including financial markets, etc., now governed by high fre-
quency algorithms. In this case the financial trading is just beyond the human forte.

Strategic 
Thinking

Systems 
Perspective

Intelligent 
Opportunism

Hypothesis 
Driven

Intent 
Focus

Thinking in 
Time

Fig. 1 The elements of strategic thinking
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4 Information Processing Time in Between HDES
and AES

Human Decision Eco System (HDES)
HDES combines different human decision making models to identify factors such
as preferences, social norms and incentives that are most relevant for explaining
human decision making in different conditions, assess their consequences are lar-
gely determined by the influence of human decisions.

Algorithmic Decision Ecosystem (AES)
Algorithmic Decision eco system considers HDES models as available database
and also it includes different entities factors providing and requesting very similar
services, which results in an ambitious situation. Consequently, automatic entity has
to choose one out of multiple co-operation factors that suits targeted entity’s needs
better.

Artificial Intelligence Decision Support System (AIDSS)
Artificial intelligence knowledge-based techniques are used in Servers centric web
based cloud services to integrate and enhance different tasks such as monitoring,
data analysis, communicate, information storage and retrieval. In this process
several techniques like Data Interpretation, Data mining, problem Diagnosis tech-
niques and Decision support techniques are automatically selected with the support
of AI for prediction, planning a better decision system model to execute and pro-
vide results to service request.

Present scenario of share markets and trading behaviors are influenced by many
factors. Out of all those factors majority of the people depend on web related article
and updates to trade. Sometimes stock markets of particular stock prices rise and
fall, fluctuation takes place based on the reason of world events such as war, civil
unrest, sudden political decisions, natural disasters and terrorism or any other
insecure information news that is posted or published via web media. When chaos
around the world affects stock market (Figs. 2 and 3).

So this kind of Information processing time, algorithms could read, it would
open up huge arbitrage opportunity (Fig. 4).

They can read political related information posts from different web sources and
also they can read trade reports. In such kind of market situations arbitrage algo-
rithms takes place. So the cognitive algorithms [18] know the schedule of the news
announcements/publishing coming up and starts reading news also they logically
extracts the events. The Priority Heuristic reasoning based cognitive algorithms
read the news also they can start writing news with the intelligence of AIDSS [19–
21] as well. Now a days present smart phones and devices are capable to com-
municate semantic web 2.0 [22] and recent web technologies allows such kinds of
news through the web application services in a short span of time, i.e., nearly about
less than a 800 ms required to load the news through smart phone app and
browsers. In the same time these algorithms upgrades the knowledge of trade
systems and brings the variations of stock trade facts to the users devices as news.
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5 Cognition Algorithms Reasoning in Cognition-as-a
Service

These Cognition Algorithms [23] provides Decision making on targeted or selected
problem (Reading, Analyzing, and Writing) by utilizing all available information
source from web exhaustively to make perfectly accurate judgements.

Fig. 2 A web post in CNBC Web site related to biggest earthquake in Japan sent stock markets
across the globe sharply lower

Fig. 3 Time factor between HDES and AES
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When users interact with web they use different reasoning skills to find con-
firmed results, Accordingly Cognitive decision algorithms do understand user
information access patterns with reasons and those models are stored as database.
Cognitive Decision algorithms also depends on Inductive reasoning [24, 25] and
Deductive Reasoning solutions also depends on heuristics[c]. Heuristics (or) Mental
short-cuts are used to make sense of the world around information. Cognitive
Simple heuristics makes algorithms smart to guess result accurately.

A. How Conceptual Language and Cognition Interact
Each concept m has linguistic and cognitive dual model.

Mm= Mmcognitive, Mmlanguage� �
; ð1Þ

Language and cognition are fused at vague pre-conceptual level. Initial
concept-models are fuzzy blobs. Language models have empty “slots” for cognitive
model (objects and situations). Language is learned “ready-made” from the sur-
rounding language from the sources of computer-human interaction. Cognitive
Concepts are learned to match language models (Fig. 5).

High level cognition implementation is only possible due to language, i.e., based
on situational awareness, layered sensing.

When cognitive algorithms try for optimal solutions they do exhaustive search,
which is slow and demanding on time and memory resources. Cognitive algorithms
can be divided into characteristic principles and Aided principles. The quality of
these Learning cognitive algorithms design and usage depends on selection of one
or more principles. These principles are selected according to the kind of learning
base.

Fig. 4 Arbitrage opportunity of cognitive algorithms time factor to read web post
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6 CaaS Limitations

Lack of External and Internal input sources create information result mismatches in
cognitive systems dynamical information processes for Cognition-as-a-service.

Cloud computing Services specific proprietary algorithms dependencies limit the
intelligence of intensive processing between Natural Language Processing
(NLP) and Sensed user information.

In CaaS Cognitive augmented search with the World Wide Web servers, Cloud
Servers all maximum functions depends on internet connection.

7 CaaS Challenges

Developing the smarter Cognitive Operating systems, Cognitive Apps than the
existing traditional operating systems, Applications to achieve higher intelligence in
cloud based Cognition-as-a-Service.

To refer trillions of English sentences words, information databases for con-
junction with NLP require optimal Dynamic statistical algorithms.

Present Internet of things cloud based services migrating toward Cognitive
services required different new paradigms of dynamic frameworks models.

Cognition-sensing 

High 
Level 
Fusion 

Objects
Grounded in real world objects

Similarity Action 

M 

Grounded in language

Similarity Action 

M 

Grounded in language

Language-communication 

Similarity Action 

M 

Similarity Action 

M 

Grounded in language

Fig. 5 High level cognition
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8 Conclusion

In our view, increasing complexity of IT service after adaption of Cloud computing,
Big data and Mobile device proliferation are creating challenges in terms of pro-
viding service to the customer without cognitive techniques in web based cloud
platforms. Cognition-as-a-Service delivers the context specific experience to the
web users. It helps to next generation web searching information based on ‘key-
word’ references to a more heuristic personalized sense of exact ‘context’ for users
based on language, location, activity, experiences and preferences, etc., cognitive
type of experiences are specific to personalized and they ‘learn’ from users activity
based interactions. Adaption and implementations of Cognition-as-a-Service with
the first path of Cloud Based Business models like SaaS, PaaS, and IaaS will
improve the service results with the exact context base while sensing, reading,
Humans cognition and understanding, analyzing, Decision making with machines
and programs cognitions.

In our view, adaption of Cloud computing, Big data and mobile device prolif-
eration in Information Technology services which are providing service to the
customer is increasing in complexity and creating challenges without cognitive
techniques in web based cloud platforms.
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Directional Area Based Minutiae Selection
and Cryptographic Key Generation Using
Biometric Fingerprint

Gaurang Panchal and Debasis Samanta

Abstract Biometric is gaining its important in security due to its unique

characteristics. Number of methods in the biometric and cryptography has been

proposed for secured message communication. Cryptography based security that

employed cryptographic keys which are generated using various key generation algo-

rithms. However, a user has to remember the cryptographic key or maintain it in the

database in secure manner by his own risk. Once the stored key is compromised,

then an attacker can access the user’s data easily. This motivates us to develop a

new security mechanism to protect the user’s persona data. In this paper, we present

a novel approach to generate a biometric-based cryptography key generation using

fingerprint data of a user. With respect to the security aspects, our approach is secure

and more flexible for the key generation. This key can be used to encrypt the user’s

personal data. The fingerprints features (Reference Points) have been generated by

directional area (directional component) and probability distribution. These points

are having uniform probability across all the points. The advantage of this approach

includes the reduction in pre-processing time. A 1024-bits key is generated from

the extracted fingerprints attributes. Experimental result has been discussed in this

paper.
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1 Introduction

Due to the message exchanges on the Internet and personal data storage on the remote

location, cryptography becomes very much essential for information security. The

existing security mechanisms are suffering from many limitations in terms of secu-

rity [1, 2]. These limitations can be overcome by the combination of biometric with

cryptography [3, 4]. The feature extraction and detection in the biometric based sys-

tem is a challenging issue of fingerprint verification [5]. We have used various ref-

erence points as features which are important area of fingerprints verification. The

process of detection for the position points (i.e. reference points) proficient by the

search of the points which has the minimum relative entropy among the possible all

pixel in the global area. The location point can be obtained using the method called

relative entropy which represents the directional area (sometimes it is called as direc-

tion component) for the feature extraction. The advantage of this method is that it

reduces the pre-processing time. Our approach is to generate 1024 bit cryptographic

key using various reference points extracted from the fingerprints. The standard cryp-

tographic algorithms which are used publicly are DES, AES and RSA [6].

Our proposed approach uses key generation scheduler, from which the bio-crypto

key is calculated from the captured biometric fingerprint image of a user. It may be

noted that we do not store the biometric-based cryptographic key in the database.

Here, we present a novel approach to generate a secure biometric-based crypto-

graphic key based fingerprint image. Primarily, we extract the biometric features

from the fingerprint image. Our proposed approach follows the segmentation, Ori-

entation, estimation and morphological operators which is used to improve the per-

formance accuracy in the feature extraction process. Note that, the fingerprint-based

cryptography system is mostly use in security system [7].

2 Proposed Approach

We proposed a novel approach to generate cryptography key from the fingerprint.

Generation of cryptographic key is a challenging problem now a days. Cryptogra-

phy with biometric has been seen as a strong security solution. The biometric-based

security system is suffering from its intrinsic problems. Hence, same cryptographic

key from one session to another session is not guaranteed. Therefore, some reliable

mechanism is required to ensure the same key every time.

To address the limitations of the existing mechanism, which uses the tented arch

and arch type approach to generate cryptography biometric key, we focus on the

relative entropy to generate reference points. We proposed to use the directional area.

This directional area is extracted from the captured fingerprint image. From this

directional area, we calculate the relative entropy. We calculate the directional area

using the convolution operation. To calculate the directional area, we proposed to

use the different four directional area (i.e. directional filters). The different directions
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orientations includes 0
◦
, 45

◦
, 90

◦
, 180

◦
along with the captured biometric fingerprint

image.

This approach essentially calculates the global area using the calculated direc-

tional areas. Now, we calculate the probability for the calculated directional area.

From the global area, we find a location point. With respect to the location point,

the distribution of the calculated probability for the directional area becomes flat-

ter. We consider this estimated location point as a reference points. The estimated

point can be considered as required reference point due to its reproducibility along

with the consistency for location finding. Moreover, the proposed method uses the

probability density; there is no need to use the pre-processing mechanism to improve

the quality in the feature extraction. Then by approaching DES algorithm on more

relevant reference points, we can generate 1024 bit bio-key.

2.1 Pre-processing

We have used here m × m input gray scale images to generate the 48 bit cryptography

key. We detect the minutiae point, core point and delta point. The we apply the low-

pass filtering using following.

M(i) = 1
√
2 × 𝜋 × 𝜎

2
× e

−i2

2×𝜎2 (1)

Basically, it is the product of two Gaussians. Each dimension contains one Gaussian.

M(i, j) = 1
√
2 × 𝜋 × 𝜎

2
× e

−i2+j2

2×𝜎2 (2)

Here, i and j are the distance calculated from the origin (0, 0) with respect to the

x-axis and y-axis, respectively. We calculate the standard deviation for Gaussian dis-

tribution (Fig. 1).

To improve the quality in the feature extraction process, we first convert gray-

scale image to the binary image. Basically, it increases the contradiction between the

valleys and ridges of the captured fingerprint image, and hence improve the minutiae

extraction. We apply morphological operation to remove unnecessary bridges and

spurs.

2.2 Directional Areas Extraction

We proposed a mechanism to extract features using the four directional areas. We use

the areas (0
◦
, 45

◦
, 90

◦
and 180

◦
) to obtain the target point in the captured fingerprint



494 G. Panchal and D. Samanta

Fig. 1 Directional binary image at different angle. a 0
◦

orientation (directional) image; b 45
◦

degree orientation (directional) image; c 90
◦

degree orientation (directional) image; d 180
◦

degree

orientation (directional) image

image. Sometime, it become challenging to extract the directional area which distin-

guish the feature like ridge and valleys from the binary fingerprint image. Therefore,

we proposed to use the direction area in the feature extraction.

We proposed to use four different direction areas (0
◦
, 45

◦
, 90

◦
and 180

◦
) as shown

in (Fig. 1). Here, each orientation area is defined A0, A45, A90 and A180.

Now, we have computed convolution action using the binary image and direc-

tional filter. It can be symbolized in the following.

Dz(l,m) =
x−1∑

a=0

x−1∑

b=0
D(l − a + c,m − b + c)Flt(a, b) (3)

Where Z = 0◦, 45◦, 90◦, 180◦ and D represents the directional areas. This directional

area is calculated by the convolution operations. This convolution operation is done

between the Flt and binary image. It may be noted that we keep the size of the direc-

tional filter as 5 × 5. The obtained result shows that there is a chance of detection of

better directional area in the fingerprint image Fig. 2.

Fig. 2 a 0
◦

directional binary image; b 0
◦

degree directional area; c 90
◦

degree directional image;

d 90
◦

degree directional area; e 45
◦

degree directional image; f 45
◦

degree directional area; g 180
◦

degree directional image; h 180
◦

degree directional area
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2.3 Global Area Estimation for the Reference Points

At this point, the directional distributions may not be equally identifiable because the

captured image includes other features also (e.g. ridge). Therefore, we first find the

global area rather than the reference (i.e. target point) point in the captured fingerprint

image. There is a higher chance that there can be a reference point. It may be noted

that the target point may be located in fingerprint image and multiple fingerprint

area. To overcome this problem, we first go through the directional area (area) using

the operation called convolution between filter and binary image.

NF(i, j) =
V(p, q)

∑m−1
l=0

∑m−1
m=0U(p − l, j − m)

(4)

where the possible value of k is 0, 45, 90, 180. We represent the directional areas

as DA0, DA45, DA90 and DA180. The figure represents that the bright part (white

part) represents the directional area. Whereas the dark part (black color) does not

represents the directional areas. Therefore, in the fingerprint image, for the white

part the intensity value varies between 1 and 2. While in the dark part, the intensity

value varies between 0 and 1 [3, 8].

Now, we use the possible combination of all directional areas (DR) in the image.

The distance is calculated with respect to the different directional area of the captured

fingerprint image. We, now use all the images and calculate the identical pixel using

the following.

A(p, q) =
∑

i

∑

j
Kij(p, q) (5)

Thus, we get the combined image of all four subtracted images as a Global area.

To calculate the reference points the appearance probability of each directional area

needs to be calculated. We calculate the probability of each area as follows.

P(𝜃n(p, q)|Z(p, q)) ⇒
∑

n
(𝜃n(p, q)|K(p, q)) >

1
2

(6)

Once the probability of the entire directional area is calculated, we traverse the

entire pixel one-by-one and find the most appropriate points where there is a uni-

form probability. The selected points, which we called as reference points (Fig. 2).

We select all the minutiae points surrounding the references points. We convert the

coordinate value of selected minutiae points into binary value. We generate hash

value of the calculated binary value and generate 1024 bit hash key.
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2.4 User Registration Information

We extract the minutiae points including core point, delta points, bifurcation and

termination. We also extract the minutiae orientation of each extracted points. We

store the extracted biometric features in the database. Later, the query biometric data

will be compared with the stored biometric data. If there is a match, then we generate

the biometric-based cryptographic key using the proposed method mentioned in the

above section.

3 Experiments and Experimental Result

In this section, we discuss our experiment to substantiate the efficacy of our proposed

approach and present the observed results.

3.1 Objectives of Experiments

Our first objective is to examine the effectiveness of the proposed approach to gen-

erate similar feature vectors of a user. To do this, we compare among intra-instances

and inter-instance of users. Next objective is to analyze the accuracy of our proposed

approach. For this, we generate feature vectors of a user and compare it with the fea-

ture vectors generated using different quality of fingerprint images of the user. To

test the distinctiveness of bio-crypto keys from one user’s instance to others.

3.2 Experimental Setup

In our experiments, we have used fingerprint images from publicly available finger-

print databases that is FVC 2004 [8] and NIST Special database [7]. We have done

our experiments with an Intel(R) Core(TM) i5-2400 CPU @ 3.10 GHz processor.

We use MATLAB 7.11 to develop our program in windows 7 OS.

3.3 Experimental Results

3.3.1 Similar Feature Vector Generation

We measure the amount of fingerprints, which generate similar feature vectors. We

have done this experiment from two perspectives: First, we compare the feature vec-

tors generated from intra-instances of users. Second, we compare the feature vectors

generated from inter-instances of users. The observed results are expressed in terms
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Table 1 Similarity in feature vectors

Intra-instance Inter-instance

Database True positive (%) False negative (%) False positive (%) True negative (%)

DB1 98.97 1.03 0.08 99.92

DB2 99.15 0.85 0.05 99.95

DB3 98.72 1.28 0.10 99.90

DB4 99.60 0.40 0.28 99.72

NIST 99.89 0.11 0.17 99.83

Average 99.27 0.73 0.14 99.86

of confusion matrix and shown in Table 1. It is observed that on the average 99.27 %

cases are true positive, 0.14 % false positive, 0.73 % false negative, and 99.86 % true

negative. We could not see absolute “True Positive” results as some intra-instance

images are too noisy to have a matchable score.

3.3.2 Performance with Different Size of Target Area

The performance of the different size of target area is shown in Fig. 3. It is observed

that as the size of the target area increases, the TP rate decreases. This is because

as the target area increases, the uncertainty of the features increases and hence the

matching with the intra-instance will have higher chance.

3.3.3 Distinctiveness of Bio-Crypto Key

We measure the amount of dissimilarity of keys generated from one instance of a

user to inter-instances of other users. It is observed that a user’s keys disagrees with

imposter’s keys from 189 bits (minimum Hamming distance) to 841 bits (maximum

Hamming distance) for 1024 bits keys. A similar trend has been observed in other

databases used in our experiment.

Fig. 3 Effect of target area

on true positive rate
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Table 2 Comparison with respect to accuracy measures

Nandakumar

et al. (2007)

[11] (%)

Lee et al.

(2008) [13]

(%)

Martin et al.

(2009) [10]

Nagar et al.

(2012) [9]

Proposed

approach (%)

TP Rate

(GAR)

97 81.01 Not reported 75 % 99.27

FP Rate

(FAR)

0.24 0.0005 0.28 % Not reported 0.14

4 Comparison with Related Work

Related to our work, a number of researches have been reported in recent literature.

In this section, we briefly survey the existing work and compare our work with them.

Several mechanism have been proposed in the literature for securing user’s personal

information using biometric based crypto-system [9–13].

Related to our work, a number of researches [14, 15] have been reported in recent

literature. It is evident that our research is comparable to the existing research in sev-

eral respects. We follow a simple feature extraction procedure which is fast enough

compared to the computationally expensive techniques followed in [14, 15]. Our

approach is also advantageous in terms of key generation for encryption and decryp-

tion. Not only, our approach allows to generate a key from a small sized to any arbi-

trary large size, but also it enables to generate different keys in different sessions

controlling the values of the hidden parameter in our algorithm. Last but not the

least, our approach avoids deciding certain values such as threshold value, while

a user in authentication check. Our proposed approach to verification is not only a

novel approach to solve the problem, it is also more accurate compared to others [15].

Furthermore, we compare our approach with the existing approaches with respect to

the accuracy (true positive rate (TP) also called as genuine acceptance rate (GAR),

false-positive rate (FP) also called as false acceptance rate (FAR)). The results are

furnished in Table 2. The data in Table 2 are self-explanatory, and indeed results are

in favor of our approach both in terms of TP and FP rates.

5 Conclusion

We presented a novel approach to generate a biometric-based cryptographic key.

We discussed a directional area based feature extraction approach. Our approach

generate the biometric-based key using which is random enough and applicable in

information security system.
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Combined Effect of Soft Computing
Methods in Classification

Vijaya Sri Kompalli and Usha Rani Kuruba

Abstract Feature Selection can be done in most of the medical domains to identify
the most suitable features that result in the accuracy of classification and to reduce
time of computation; as it works on reduced number of features. The nature of the
problem domain and the design issues of soft computing methods used determines
the effectiveness of feature selection methods. The study includes the feature
selection using Genetic Algorithm (GA), to generate the best feature subset of
WBCD breast cancer dataset. The features with the best fitness value are selected
for classification. Classification is done using a guided approach called Support
Vector Machine (SVM) along with some constraints to specify the performance
measures of classification.

Keywords Feature selection ⋅ Classification ⋅ Soft computing ⋅ Genetic
Algorithm ⋅ Breast cancer ⋅ Support Vector Machine

1 Introduction

The aim of Soft Computing is to provide solutions that exploit the tolerance to
imprecision and uncertainty to achieve tractability, robustness and low solution cost
[1]. Soft Computing techniques are most applicable on human adaptability as they
need to be processed soft, without showing effect on the other issues. Soft Com-
puting methods deal with intelligent systems. These methods derive better solutions
when applied collaboratively with other techniques. Soft Computing methods are
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chosen to soften the possibility of attaining a better outcome to a problem. The
principal components of soft computing are fuzzy logic, neural networks and
probability neural networks. Later, few additions like genetic algorithms, Bayesian
belief networks, etc., are made to work.

Support Vector Machine (SVM) follows guided approach of classification. SVM
is widely applied on the techniques like classification, regression and clustering.
SVM deals with high-dimensional data of various domains. Nearly, 54 % of the
applications are solved using classification methods [2]. Multi-Layer Perceptron
[16] is another widely used network that can be compared with SVM. MLP is made
to work on training dataset. The decision making limits can be set based on the
training set in an indirect manner. In contrast, the training data directly specifies the
SVM boundaries. These boundaries can be maximized to form the clear margins of
classification in the feature space. The domain parameters are adjusted to derive
good results using SVM. Classification using SVM results in better solutions based
on working conditions of the domain. To work with SVM some of the base
requirements are essential. Some of them are to set the kernel parameters and also to
select the optimal feature subspace.

Feature Selection facilitates to work with domain specific features bearing a
constraint of totality to attain good classification performance [3]. Feature Selection
is stated as one of the best solutions based on natural evolution to solve evolu-
tionary problems [4]. Genetic Algorithms provide optimal solutions which are the
best solution in many applications.

To diagnose the breast cancer [5] by classifying it into benign or malignant
classes, soft computing methods provide many solutions based on the domain
constraints and the working conditions that are considered. The effectiveness in the
diagnosis can be observed by applying the feature selection and classification. As it
is well known that “prevention is better than cure”, breast feeding and physical
activity help to keep the women away from the dreadful symptoms and the risk of
breast cancer. The use of clinical samples shows the incidence of breast cancer.
Various classification methods and ensemble techniques [6–10] are used to diag-
nose the breast cancer.

2 Review of Literature

Stefan Lessmann, Robert Stahlbock, Sven F. Crone (2006) used GA to automate
the model selection for SVM classifier [11]. The study includes parameter tuning
and combined use of kernel methods. The fitness value is used to derive an
empirical model using CV method. When unknown data is used, the selection of
parameters using GA and processing classifier using SVM method results in
appropriate way of generalization of domain constraints. Omar S. Soliman (2014)
proposed a hybrid classification algorithm using DEs and LS SVM. Cross Vali-
dation of 80 by 20 had highest classification accuracy of 99.75 % [12]. Polynomial
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functions and radial basis functions are used to improve the data segregation using
SVM along with integer genetic and also binary coded genetic algorithms.
Binary GA is proved to be better than Integer GA [13].

3 Dataset Description

Empirical analysis of machine learning methods is carried on the datasets provided
by the UCI Machine Learning Repository [14, 15]. The dataset contains 699
patients’ clinical samples. Each patient data is collected for 10 attributes defining
the features of breast cancer. The features are tabulated in Table 1.

Sixteen instances have the missing attribute values. Mean of the attribute values
are used to replace missing values. The first attribute has no significance in its
usage. So, it is eliminated to work with Genetic Algorithms. Another attribute that
is eliminated is the class attribute. This attribute is used in classification, but it does
not show its effect in feature selection; class is also eliminated to consider for
feature selection. Finally, a total of nine features are considered to work with
genetic algorithm whose domain values are distributed within the interval of 1–10.
The dataset contains 65.5 % of benign data and 34.5 % of malignant data when
used to work with GA and SVM.

4 Methods Worked

In this study, Genetic Algorithms are used to select the best features and then the
network is trained using selected features to classify the data using Support Vector
Machine. The principle of natural evolution, “Survival of the fittest” as stated by
Darwin forms the skeleton of the principles of Genetic Algorithms. SVM suits well
for high-dimensional data to determine the boundaries of classification. SVM along

Table 1 WBCD Dataset
Details

Sequence. Attribute list Range

1. Code number Id number
2. CT 1–10
3. UC Size 1–10
4. UC Shape 1–10
5. MA 1–10
6. SEC Size 1–10
7. BN 1–10
8. BC 1–10
9. NN 1–10
10. Mi 1–10

11. Cl (benign-2, malignant-4)
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with radial basis function kernel and the polynomial kernel derived good results of
classification of medical data.

Genetic Algorithms is an intelligent random search method of exploitation. GA
generates the genomes that have the best fitness value at each generation. For every
generation, the population evolves towards an optimal solution when operated with
selection, cross-over and mutation. The fitness function is used to lead the problem
to tend towards the optimal solution. Fitness function values score to evaluate each
individual. An array of individuals forms the population. The distance between each
of the individuals in the computation is termed as diversity. The best fitness value is
determined using any heuristics. Initial operating strings of chromosomes are the
parents and the parents when processed with the operators derive the next gener-
ation offsprings called children.

Genetic Algorithm

Step 1: Choose the initial state of population.
Step 2: The current generations are parents that operate to generate the children.
Step 3: Scores of individuals are assigned to determine the fitness.
Step 4: Fitness scores are made to suit the domain specification.
Step 5: Choose the best fit parents using heuristics and pass to the next

generation.
Step 6: Parents are then mutated to generate children.
Step 7: Set the best children as the parents of the next generation.
Step 8: Specify the stop condition based on the fitness of the optimal solution.

Cross-over and mutation can be performed based on encoding methods. In this
study, binary encoding is used. The termination condition needs to be specified to
end with some optimal solution. It is domain relevant. In the study, the stopping
condition is reached at 100 generation which is observed to be the best fitness value
of individuals.

4.1 Support Vector Machine

SVM specifies the boundaries of classification efficiently to classify
high-dimensional data. A hyper-plane of larger margins is set to show the margin of
separation. In case of the problems of finite dimensional space, they are mapped to
higher dimensional spaces. Kernel functions are used to balance the mapping of
points in the input space. The points in the hyper-plane are calculated [16] as
specified in Eq. (1). It uses the linearity of parameters with αi and pi, which are the
points in the available stored values and the p data samples in the feature sub space.

∑
i
αik pi, pð Þ = constant. ð1Þ
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SVM models can be classified as C-SVM, nu-SVM, epsilon-SVM, nu-SVM.
The first two are classification methods and the last two are regression methods.

Kernel functions being used for various domains are [16]

k pi, pð Þ= pi.p Linear

γpi.p+Cð Þ Polynomial

exp − γ pi− pj j2
� �

RBF

tanh γ ⋅ pi.p+Cð Þ Sigmoid

where k pi, pð Þ = Φ pið Þ ⋅Φ (p).

5 Proposed Method

The proposed method specifies the use of feature selection method along with a
classifier. Feature selection is done by Genetic Algorithm. Binary genetic algorithm
is used to generate the best fit chromosomes of the features that are the key to
diagnose the disease. The selected subset of features is then submitted to Support
Vector Machine. Genetic Algorithms mimic the nature of biological evolutions.
Hence, GA is assumed to suit the best to the medical domain problems and is
applied to breast cancer feature selection. SVM specifies the boundaries of classi-
fication with the provision of margins on either side of the hyper-plane. Hence, it is
suitable to classify the high-dimensional data like the breast cancer data.

Proposed Algorithm

Step 1: Load all the instances of the dataset.
Step 2: Apply pre-processing of data.
Step 3: Choose the pre-processed data to be given as input to the GA.
Step 4: Set the conditions required and choose the methods of selection, cross-

over and mutation.
Step 5: Specify the fitness function.
Step 6: Iterate until the number of generations where optimal solution is met.
Step 7: Select, cross-over and mutate each of the iteration and find the best

fitness score.
Step 8: Choose the parents of next generation until optimal values are reached.
Step 9: Store the best evaluated features using GA.

Step 10: Submit the features selected as input to the SVM network by dividing the
data into train set.

Step 11: Note the performance measures.
Step 12: Test the accuracy of classification using test set and note the perfor-

mance measures.

Combined Effect of Soft Computing Methods in Classification 505



When the results attained are observed, it is evident that the accuracy is deter-
mined based on the operational conditions of the domain knowledge. GA and SVM
obtained better results.

6 Experimental Setup and Performance Analysis

Genetic Algorithm is used for feature selection. The intension in the use of GA is to
choose the best fit chromosomes of features which are prone to the disease diag-
nosis to be classified as benign or malignant. The population type is taken as bit
strings and is applied with selection, cross-over and mutation. Genome length is
considered to be the nine features of the dataset. Id and class features from the
WBCD dataset are not considered for feature selection process. The process of
finding the best chromosome stopped after 100 generations. Number of generations
at 100th iteration is giving sufficient results to choose reduced number of features
when made to work with number of trials with a tournament size of 10. Hence, it is
chosen to limit the iterations by 100. The selection method used is tournament
selection having a limit of two tournaments. The mutation type is uniform mutation.
Mutation point is a single bit mutation. Crossover chosen is arithmetic cross-over.
The fitness function considered to identify the related features of disease state is
k-nearest neighbour. Number of neighbours when considered as 3, by choosing the
Euclidian distance, the best features derived are 3. The features selected are Clump
Thickness (CT), Bare Nuclei (BN) and Normal Nucleoli (NN). These three features
are then taken as input to classify using SVM. The kernel function used is radial
basis function. This is better for most of the trials. And the KKT constraints are set
to 0.06. The reason is that up to this level of constraint mapping, literature specifies
that the working conditions of SVM are giving good results.

The performance is evaluated based on Accuracy, Sensitivity and Specificity.
The confusion matrix [15] is shown in Table 2.

The predictors in the columns are compared with the actual class of the rows or
vice versa. The performance measures used are: [15].

Accuracy Total number of correct predictions of the data
True Positive Rate Correctly classified positive data samples
False Positive Rate Incorrectly classified positive data samples
True Negative Rate Correctly classified negative data samples
False Negative Rate Incorrectly classified negative data samples

Table 2 Confusion matrix

Population True condition
Positive Negative

Predicted condition Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)
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The results of classification are determined using the following formulae [15].

Accuracy = ðTrue Positive + False PositiveÞ ð̸True Positive + False Positive

+ False Negative + TrueNegativeÞ
Sensitivity = True Positive ð̸True Positive + False NegativeÞ%
Specificity = TrueNegative ð̸False Positive + True NegativeÞ%

Experimental Results
Data is organized separately for training and testing purpose. The data set is seg-
regated containing 80 % of data is considered for training and 20 % of the data is
considered for testing. SVM using RBF kernel is used to train and test the network.
Software used is MATLAB R2013a after the study of various tools for classifi-
cation [17]. Few test cases are conducted and are compared with SVM without
feature selection. SVM alone is not up to the mark when compared the results with
Genetic Algorithms and SVM. The figures of the experiment are given in Fig. 1.
Values are tabulated and are shown in Table 3.

The analysis shows that SVM using RBF kernel has 90.72 % of accuracy.
Genetic algorithms derived three attributes as best features. Using these three

Fig. 1 Best fitness (dotted in
black) and mean fitness
(dotted in blue) determines
the best feature values up to
100 generations using bit
string Genetic Algorithm

Table 3 Experimental
Results

SVM GA and SVM

Accuracy 0.9072 0.958
Sensitivity % 0.0857 0.0932
Specificity % 0.01 0.01

Error rate 0.0928 0.0412
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attributes SVM gave good results when compared with SVM without feature
selection. SVM classifier with the use of RBF kernel method shows that the clas-
sification has 95.88 % accuracy.

7 Conclusions

Classification is done using many techniques to increase the accuracy. Sometime,
negligible difference in evaluation may also derive better conclusion of the diag-
nosis. In this study, Genetic Algorithms are applied using bit string method on
WBCD dataset to select the best fit features and the selected features are submitted
as input to the SVM. Later, the results of SVM alone and the results of SVM with
GA methods are compared. SVM with GA is observed to be better than SVM alone.
The study can be extended to carry with cluster and classify the data and compare
with the outcomes of the current study.
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Weighted Co-clustering Approach
for Heart Disease Analysis

G.N. Beena Bethel, T.V. Rajinikanth and S. Viswanadha Raju

Abstract A Co-clustering approach for heart disease analysis using a weight based
approach is presented. Towards the performance improvement in database mining,
co-clustering approaches were used to minimize the search overhead. For the
co-clustering of data, information based co-clustering (ITCC) has been used as an
optimal means of clustering. However, in this co-clustering approach, elements are
clustered based on Bregman divergence criterion, following the convergence of
Bregman Index optimization using Euclidean distance (ED) approach. The ED
approach works over the magnitude values of the elements, without consideration
of the data relations. In many applications, relationship between elements played a
significant role in making decision. In this paper, a relation oriented co-clustering
logic following weight allocation process is presented. The proposed
Weighted ITCC (W-ITCC) method/technique is applied over Cleveland data set for
heart disease analysis to do performance comparisons.
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1 Introduction

In today’s world, many people are being affected by various kinds of life threat-
ening diseases. Among which, heart disease has received more attention. According
to Centre for Disease Control and Prevention report, heart disease was the main
cause of death all over the world. Yet, there is no perfect diagnosis system to
diagnose the patient’s condition who is suffering from this disease. There are many
factors which affect the diagnosis of heart disease. Some of them being pathological
and functional relationships of the heart and some others are clinical symptoms. All
these factors affect the diagnosis accuracy and also delay the diagnosis decision.
Thus, there is a need to develop an accurate heart diagnosis system for medical
industry and so far many researchers have tried to establish a medical decision
support system (MDSS) which will be helpful for physicians. The main aim of
these systems is to enhance the diagnosis accuracy and also to reduce the diagnosis
time in some complicated diagnosis decision processes [1, 2]. For an efficient
diagnosis, there is a need to extract potentially useful information from large
patient’s data. This can be achieved through Data Mining (DM) techniques which
aims to mine useful information from the available dataset.

Different DM techniques have been used to find a number of heart diseases.
University of California Irvine (UCI)/Cleveland heart disease dataset [3] having 76
attributes is being used. There are both continuous and discrete attributes in this
dataset. But, only 14 attributes were used so far. By considering these 14 attributes,
various computational intelligence techniques were proposed in early literature. The
feature selection process was made in two ways, Medical Feature Selection
(MFS) and Computerized Feature Selection (CFS) [4]. Since the CFS process may
select some features which are very less likely related from clinical view or may
remove important features, there is a need of medical knowledge for important
feature selection. In view of time complexity, CFS process gives better performance
in selecting the features mathematically with a significant predictor, but did not
consider the medical importance of features. Hence, there is a need to cluster the
features to obtain the optimal performance between MFS and CFS. Clustering is the
process of grouping the similar items and can also be applied to detect anomalies.

Various approaches were proposed earlier by considering the feature selection
over the Cleveland dataset and with clustering as their prime objective. In [5], K.
Rajeswari et al, proposed a novel feature selection approach by considering the
correlation and association existing between the features and also proposed a
classification method, which aims to reduce the patients multiple visits for test. In
[6], an integer coded genetic algorithm was proposed to enhance the accuracy of
diagnosis by selecting the relevant features. In [7], Subanya B et al, has proposed a
Binary Artificial Bee Colony (BABC) algorithm to find the best attributes from the
medical dataset based on the fitness of each attribute. [8] Proposed a novel feature
selection algorithm through backward elimination criterion, and an improved fea-
ture selection procedure and accurate classification approach was suggested in [9].
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Although clustering approaches give better accuracy with less time complexity,
co-clustering provides still a better performance compared to clustering. Unlike
regular clustering approaches like k-means, co-clustering can be considered as
concurrent clustering of features by considering more than one property [10]. The
co-clustering [11] approach was proposed to cluster the multiple properties of
Cleveland dataset to diagnose the heart diseases. It was explained in two approa-
ches as block co-clustering [12] and Information Theoretic Co-clustering (ITCC)
[13]. ITCC proposed in [13] considered the Bregman divergence for information
clustering along with its property. However, the Bregman divergence is directly
related to Euclidean distance, which gives the difference of the magnitudes of
attributes only. The proposed ITCC has been tested over Cleveland dataset by
considering only attributes. This paper proposes a weighted ITCC co-clustering to
increase the diagnosis accuracy and to reduce the time complexity. By considering
the attributes having continuous property, the diagnosis accuracy will be increased,
because, the attributes having continuous variations give more information about
the heart condition. The attributes having continuous property are co-clustered and
weight was given for each and every class (healthy, sick-1, sick-2, sick-3 and sick-4
[4]). The remaining part of the paper is well-organized in 7 sections, where Sect. 2
gives the details of Cleveland dataset. Section 3 gives a brief idea about the basic
clustering approach with MFS and CFS. Section 4 illustrates the details about the
ITCC. Section 5 presents the complete details about the proposed weighted ITCC,
and Sect. 6 gives the simulation results for the developed approach.

2 Cleveland Dataset Representation

Cleveland Dataset is an important UCI’s heart disease dataset which is widely used
in heart disease diagnosis by many researchers. The most commonly used 13
attributes [14] along with their data types distinguished as Continuous (C) and
Discrete (D) are Age (C), Sex (D), Cp—Chest pain (D), Resting Blood Pressure
(Trestbps)—(C), Serum Cholesterol(Chol)mg/dl—(C), Fasting Blood Sugar (Fbs)
—(D), Resting ECG results (Restecg)—(D), Max Heart rate (Thalach)—(C),
Exercise Induced Angina (Exang)—(D), Depression Induced due to Exercise
Relative to rest (Old Peak ST)—(C), Peak Exercise segment slope (Slope)—(D),
No. of major vessels colored by fluoroscopy (Ca)—(D), Fixed Defect, reversible
defect, normal (Thal)—(D). From the above description, a continuous data type
represents continuous variations of an attribute over a period of time. For example,
age varies continuously with time. The data type discrete refers to a constant value
over a period of time. By considering the attributes having continuous nature, the
diagnosis accuracy will increase. The dataset contains five values for class label
attribute representing either healthy or one of four sick types. The five classes along
with their labels are listed in Table 1.
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3 Subset Clustering Approach

3.1 Medical Feature Selection (MFS)

Sub-Clustering is an unsupervised method of selecting and grouping the items of
similar type [11]. There are various clustering approaches such as density based,
Hierarchical, partitioned and sub space clustering. In [4], the clustering approach
divides Cleveland datasets attributes into two clusters, a cluster having only Medical
Features and a cluster having only computer features. In case of MFS, the patient will
go through physical tests. When the patient is subjected to rest or exercise his/her
ECG showing an abnormal reading will indicate a heart disease status. An abnormal
horizontal or down sampling ST segment depression can be obtained by the positive
exercise stress test [31]. From this analysis, it is clear that factors such as diabetes,
resting ECG, blood sugar, cholesterol, heart rate, stress and older age, hypertension
(blood pressure) and exercise induced angina are important factors for heart disease
diagnosis. The selection of all these features is called medical feature selection and its
clustering is called sub-clustering of MFs. Nearly, there are eight factors that are
considered to have medical significance from UCI Cleveland dataset. They are:
maximum heart rate, fasting blood sugar, cholesterol, resting blood pressure, resting
heart rate (ventricular hypertrophy, abnormal and normal), chest pain type (asympt,
notang, abnang, angina), age and exercise induced angina.

3.2 Computer Based Feature Selection (CFS)

For a given dataset, the computer selects some features by performing feature
selection process. For the computer based feature selection (CFS) process, CfsSub-
setEval() attribute selection (using Breadth First search strategy) provided by Weka
[15] was used. The complete process can be carried out in two phases, attribute
selection and clustering. CfsSubsetEval performs the attribute selection by weighing
the subset of attributes, considering the degree of redundancy among all the features
and individual predictive ability of each feature. Those features having low
inter-correlation in the subset and high correlation with class will be preferred. In the

Table 1 Class attribute level
assigned

Dataset name Class label

H-O 0 (Healthy)
Sick-1 1 (sick-1)
Sick-2 2 (sick-2)
Sick-3 3 (sick-3)
Sick-4 4 (sick-4)
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second phase, the Breadth First search strategy groups the obtained computer features
into a cluster.

3.3 MFS-CFS

CFS Approach selects the features through a computational model which was
completely based on a significant predictor. Due to this, CFS may not consider the
medically important factors during feature selection. From the above analysis, it can
be clear that medically significant attributes such as resting ECG, resting blood
pressure, fasting blood sugar, cholesterol and age will be discarded by CFS. This
section is an extension to MFS. The features obtained by CFS have been combined
with the features obtained by MFS and the performance was analyzed. The per-
formance analysis is shown in the result section. Though clustering approach
achieves better diagnosis accuracy and less time complexity, still there is a need to
increase the diagnosis accuracy and reduce time complexity. The approach of
clustering was performed for the diagnosis considered only attributes. If the attri-
butes were considered along with their data types, further there would be a change
to increase diagnosis accuracy. Thus, clustering the attributes along with their
property can be done with co-clustering which is described in the next section.

4 Co-clustering Approach [11]

Co-clustering can be defined as simultaneous clustering of more properties of the
dataset. Co-clustering produces a set of clusters from the original data and also a set
of clusters according to their property. Co-clustering selects the features based on
the subset of attributes and their properties, represented in a data matrix. Basically,
there are two types of co-clustering approaches, one is Block co-clustering and the
other one is Information Theoretic co-clustering. Among them, ITCC approach was
proved to be optimal [11]. In the information theoretic co-clustering, the principle
used was Bregman divergence. ITCC attempts to reduce the loss of information in
the approximation of a data matrix X. The reduction in data loss can be maximized
through a predefined distance called Bregman divergence function. For a given
attribute data matrix X having a class of random variables, a matrix approximation
scheme P and the co-clustering (R, C) will be defined. The main objective is to
reduce the attribute loss or to minimize the Bregman Information by the approxi-
mation of bX for the defined co-clustering scheme (R, C). The Bregman information
of X is defined by [13]:
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BIϕðXÞ=E log
X

E½X�
� �

ð1Þ

Here, the approximation of matrix scheme is defined through Bregman diver-
gence dϕ and the expected value for an optimal co-clustering as follows

R, Cð Þ= arg minE½dϕ X, bX
� �

� ð2Þ

Here, Bregman divergence was directly related to the Euclidean distance and can
be expressed as

dϕ = ðx1 − x2Þ2 ð3Þ

Here, the Bregman divergence was evaluated by calculating the Euclidean dis-
tance between the attributes’ magnitudes. The Euclidean distance will give the
difference between the magnitudes of attribute and does not consider the divergence
of attribute properties. Considering the divergence of attribute property, by adding a
weight factor, would increase the accuracy even further. This proposed approach is
given in next section.

5 Weighted ITCC Approach

The approach of conventional co-clustering using ITCC was observed to be
effective. However, in this approach clustering is made based on the divergence
factor of two observations ðx1, x2Þ using Euclidean distance, where the magnitudes
are compared to obtain a distance factor, and the relational property of data is not
being explored. Cleveland data set, contains type attributes, in addition to the value
attributes, that reflects the nature of its occurrence for all attributes categorized as
discrete and continuous. However, the ITCC approach does not consider this nature
of attribute variation for clustering. Hence, in this proposed method, a weighted
ITCC coding for co-clustering of data type is presented. The approach of
co-clustering using weight factor has been defined by allocating a weight value to
the distinct class attributes in the sub cluster.

Let wi be the allocated weight for each sub cluster Ci, where the sub clusters are
derived using the method of medical and computer based selected feature set,
clustered using the data type property with five distinct class of effect, where the
class attributes is defined as (Table 2).

Ci ∈ H0, S1, S2, S3, S4ð Þ ð4Þ

The allocated weights are assigned based on the severity of effect for each class
attribute. The ITCC based co-clustering has been successfully applied over
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Cleveland heart disease dataset, where the dataset is clustered into sub clusters
based on Bregman divergence Information criterion I∅ðXÞ, satisfying the conver-
gence problem,

arg min ðE½d∅ðX, eX�Þ ð5Þ

where X ∈ Ci and eX is the new co-cluster formed from the sub cluster Ci. Here, d∅
is defined as the divergence operator given by the Euclidean distance of the two
observing elements ðx1, x2Þ as,

d∅ x1, x2ð Þ = x1, x2ð Þ2 ð6Þ

As observed, continuous data types are more effective in deriving a decision than
the discrete ones, and so including type factor and integrating the co-clusters based
on the class attribute leads to a finer co-clustering. Therefore, in this approach,
weighted co-clustering computes an aggregate weight of each of the class label ðwiÞ
as,

W = ∑
n

i=1
wi ð7Þ

where wi is the weight assigned to a class attribute for n sub classes under obser-
vation. While considering co-clustering of each class, the aggregated weight value
is computed, and the co-clustering limit of WC

N is set, where wc is the total weight
value allocated to each class attribute,

Wc = ∑
N

i=1
wi ð8Þ

where, N is the number of classes. The convergence problem is then defined by,

arg min ðE½d∅ðX, eXÞ� ⇒ ðmin Wð Þ > WC

N
Þ ð9Þ

Table 2 Class Label attribute with its distinct values

Class type ðCiÞ Definition % of effect Condition Associated weight ðwiÞ
H0 Class healthy 0 Normal 1
S1 Sick-1 class 0–10 Initial stage 2
S2 Sick-2 class 10–30 Abnormal-low 3
S3 Sick-3 class 30–60 Abnormal-high 4
S4 Sick-4 class 60–90 Critical stage 5
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The solution to the convergence problem is defined here by two objectives, with
minimum estimated divergence based on Euclidean distance, subjected to the
condition having a minimum aggregated weight value lower than half of the total
class weight value. A limit of WC

N is considered, to have a co-clustering objective of
minimum number of similar elements entering into a class, without breaking the
relational property among the observing attribute. The operational algorithm for the
weighted co-clustering approach is
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6 Experimental Results

The performance of our proposed approach was verified through accuracy in
Table 3. The accuracy, sensitivity, specificity, Recall, precision and F-measure of
previous approaches as compared to W-ITTC were evaluated and projected in the
Table 4.

It is observed that, the accuracy of the proposed W-ITCC is better compared
with ITCC [11], MFS_CFS_Co, CFS [4] and MFS [4]. Table 4 gives the details
about the performance of proposed and earlier approaches with respect to sensi-
tivity, specificity, recall, precision, F-measure and Time. All the metrics were
evaluated for MFS-CFS-Continuous, MFS-CFS-Continuous-ITCC and the pro-
posed MFS-CFS-Continuous-Weighted-ITCC for all classes such as healthy, sick2,
sick2, sick3 and sick4.

Figure 1 represents the Receiver Operating Characteristics (ROC) of the
proposed approach for all classes. In Fig. 1, as the specificity increase, the sen-
sitivity is also increasing and the ROC was independent of class. The next
comparison has taken place through accuracy for proposed approach with earlier
approaches. The obtained accuracy comparison plot was in the next bar graph in
Fig. 2.

Figure 2 shows the plot of accuracy for the proposed approach for all classes. It
also gives the comparative analysis of the proposed approach with earlier approa-
ches for every class. From the above figure, it is observed that, for every class, the
accuracy of the proposed approach is better when compared with earlier
approaches.

Table 3 Accuracy measurements for the proposed and earlier approaches

Input Accuracy (%)
MFS [4] CFS [4] MFS_CFS_Co ITCC [11] W-ITCC

Healthy(0) 69.75 67.25 74.21 76.11 85.14
Sick1(1) 68.24 71.52 73.41 77.17 82.16
Sick2(2) 67.25 70.42 72.15 78.52 84.68
Sick3(3) 69.45 73.21 74.54 79.54 82.24
Sick4(4) 71.25 73.54 76.32 79.12 80.64
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7 Conclusion

A new approach of co-clustering logic based on the relational property of the data
attributes and class values is presented. In the process of mining for heart disease
analysis, the clustering operation based on the data type property for continuous and
discrete is used. The sub-cluster formation results in optimal data clusters with
medical and computer oriented feature selection, in consideration with its data type
property. The data type property is observed to be a significant observation in
appropriate clustering of dataset, and has shown a higher performance in

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Specificity

S
en

si
tiv

ity

ROC Curve
Sick4(4)
Sick3(3)
Sick2(2)
Sick1(1)
healthy(0)

Fig. 1 Receiver operating characteristics

Healthy sick-1 sick-2 sick-3 sick-4
0

10

20

30

40

50

60

70

80

A
cc

ur
ac

y 
(%

)

MFS-CFS-Co
ITCC[20]
W-ITCC

Fig. 2 Accuracy plot

Weighted Co-clustering Approach for Heart Disease Analysis 521



classification accuracy. The weighted co-clustering over this sub-cluster improves
the performance accuracy in consideration to class type values assigned to each
class level.
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Secure User Authentication
with Graphical Passwords and PassText

Raj Mohammed Mohd, C. Shoba Bindu and D. Vasumathi

Abstract Most of the users access the Internet or web services by means of smart
phones, which are capable of handling all kinds of computations. There is a
necessity to provide mutual authentication among the clients (Mobile Hosts) and
servers. In general, users authenticated to system or website by means of User ID
and Password, a claim for user’s identity. Passwords have their own vulnerabilities
such as dictionary, brute-force, guessing, observation and spyware attacks etc.
Users are the weakest link in any secure system because, they choose simple, short
and easy to remember passwords. we proposes a strong password generation
algorithm with help of PassText and Graphical Password concepts. PassText
Password concept is used to generate a unique strong password with help of
password images (graphical password). User need to remember only the password
images instead of text. This paper analyzes the security issues with help of scyther
tool.
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1 Introduction

The current statistics of web users [1] shows that over 3.5 billion users are con-
nected to internet in the world. It shows that 40 % world population has Internet
connection due to evolution of mobile and web services offered in various sectors of
life. Most of web based applications exchange the data or information over the net
using password based authentication methods. These are also called as SFA (single
factor authentication methods) and they have their own vulnerabilities like pass-
word guessing, dictionary, brute-force search, external observation, spyware or
stolen-verifier attacks.

The security of a system is enhanced by adding additional factors like smart
cards(TFA), devices, biometric tokens(iris, thumb print, palm print, finger print).
These are also called as Token based authentication methods and provide more
usability and security. We can also strengthen the security with help of generating a
strong password with help of password generation algorithms. But, Existing PGA’s
are used to make a strong password and it should be recalled or memorize by the
user. We can also use Mobile Device as token instead of smart card in remote user
authentication methods to avoid stolen verifier attack as suggested by Misbah et al.
scheme [2].

In order to achieve usability, we can recommend token based authentication
methods, which are based on what the user has. These methods require token
acquisition and recognition devices and less memory load on user. But, these are
expensive in nature and there is a chance to have false positives when it is rec-
ognizing the user identity. We can also achieve more usability by means of Pass-
word Managers, which stores the passwords and help the user to login next time.

Theoretically, Graphical Passwords achieve more usability. Because, Users
remember images rather than the text. These passwords achieve more security if it
stored in the form of images (binary form) rather than their pixel values, rgb values,
grey level values, image names etc.

PassText Password is proposed by Karen Renaud et al. [3] and generate a
password by making some changes in the text file and store that entire text file as
password of more length and hard to crack by means of automated tools. This
method achieve usability by making few changes in a text file and also more
security store the password in CLOBB format as suggested by Bindu et al. scheme
[4].

In this paper, we propose a strong password generation algorithm (SPGA) takes
text file and graphical passwords or a set of images (user should remember) and
generate a strong password. This method is resistant to all password vulnerabilities
such as dictionary, brute-force and guessing attacks, spyware attacks (internal
observation with key loggers, mouse listeners and screen loggers), shoulder-surfing
attacks (external observation with cameras and physical observation).
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The rest of paper is organized as follows: Sect. 2 proposes user authentication
protocol, Sect. 3 analyzes the security issues of the proposed protocol and finally
concluded in Sect. 4.

2 Proposed Work

In this section, we propose a secure user authentication protocol, which describe a
remote user authentication with Mobile Token, shoulder-surfing resistant graphical
password and a SPGA algorithm which generates a strong password.

2.1 SPGA Protocol with Mobile Token

It consists of registration, login, and password change and recovery phases.
Registration:

Step 1: User ‘Ui’ register to AS with a registration request to AS by submits his
mail ID to AS via Mail Server and generates and verify OTP.

Step 2: Mail Server sends user’s profile data to AS. Then, AS sends mail to Ui
with a registration link form.

Step 3: Ui chose a text file and set of images as password and generate strong
password and submits it to AS.

Step 4: AS computes a, h(PWi) Ni as follows:

a= h mail IDð Þ
hðPWiÞ= h hðI1ÞFfTextgjjhðI2ÞFfTextgjjhðI3ÞFfTextg½ �

Ni= hðPWiÞ⊕hðx⊕TIDiÞ

Where x is server’s master secret key, TIDi is a token identifier.
xF{Y}: F is a function, which takes input Y as text file and x is hash
index generated with hash of images and generate a password.

Step 5: AS personalizes an MT with the parameters Ni, h(), a, yi is server’s
secret key shared with each MT which is identified by TIDi and mapping
of IDi.

Login Phase: User will login to the system to access the resources at server ‘S’
by the following steps.

Step 1: Ui login to Server ‘S’ to access the services. S redirects to AS.
Step 2: Ui submits ID to AS. AS retrieves TIDi and generate an image grid

consisting of both passimage and non passimages along with text file
chosen by user.
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Step 3: Ui activates his MT and select pass images from Image grid and MT
generate and compute strong password from SPGA algorithm as follows.

hðPWiÞ= h hðI1ÞFfTextgjjhðI2ÞFfTextgjjhðI3ÞFfTextg½ �

Step 4: MT checks whether h’(PWi) == h(PWi). If it holds, MT proceeds to
compute Bi = h’(PWi), Bi= hðPWiÞ⊕Ni;Ci= hðBi⊕rÞ and E = Ey
(Ci, a) and sends E to AS, where E is encryption of message using yi,

Step 5: After receiving E, AS computes Dyi (Ci, a) using yi, where D is
decryption. It retrieves TIDi using ‘a’ and also computes
Bi′ = h′ðx⊕TIDiÞ;Ci= hðBi′⊕rÞ

Step 6: AS checks if Ci == Ci’. If it holds then AS sends authentication suc-
cessful message and forwarded to S and access the resources.

Password Change Phase: User can change his or her password after successful
login.

Step 1: Ui requests for change password to AS.
Step 2: User choose images and text file and submits to AS.
Step 3: AS sends Eyi (h(PW)) and request to change text password at MT to Ui.
Step 4: Ui activates MT and select new password ‘p’ like Step 3 of registration.

MT computes Nin= hðhðIÞ⊕pÞ and replaces Ni with new Nin, h(I), h
(PWi).

Step 5: MT sends a confirmation message to AS.

Password Recovery Phase: If a user Ui forgets his password (MT is not lost), he
submits the reset password request to AS and described as follows.

Step 1: Ui submits his mail Id or ID.
Step 2: AS forwards the IDi to mail server and provide and verify OTP with Ui.
Step 3: Upon successful verification, mail server sends a positive ACK to AS.

AS sends a mail to user with a password reset link.
Step 4: AS presents a new image grid for choose set of images as password and

text file to upload.
Step 5: Ui chooses I1, I2, I3 and submits it to AS. AS sends Eyi (h(PWi)) and a

request to change password at MT to Ui.
Step 6: Ui activates MT& enters new password ‘p’. MT computes

Ni= hnðPWiÞ⊕pÞ and replaces Ni with the new Nin, h(PW), h() sends a
confirm message to AS.

If user Ui loses her mobile token or accidently deletes it, he has to get a new MT
from server by following the steps described in the registration process.
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2.2 Graphical Passwords

In this section, we have used a cognition based graphical user authentication
method which is resistant to observation attacks [5] proposed by us. This scheme
display images on 10 × 10 grid and consists of both passimages and
non-passimages. User selects the images by typing the position (row, column) of
image, which changes randomly to avoid the observation attacks. This method
facilitates more usability as compared to other user authentication methods by less
login and registration times. The graphical password method is as shown in Fig. 1.

2.3 Strong Password Generation Algorithm

In this section, we describe the SPGA algorithm, which is used to generate a strong
password with help of PassText Concept. Graphical password concepts achieve the
usability of the user to memorize a graphical password easily. PassText concept
enhance the security or strength of password with its length and modifications in a
text file.

Fig. 1 Proposed Graphical
password method
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Based on the number of images chosen by the user, SPGA algorithm will be
called number of times and generate a string for every image hash index and all
strings generated from password images are concatenated, hashed and stored in the
database.

3 Security Analysis of Proposed Method

This section analyzes security issues of the proposed scheme against various
password vulnerabilities as well as protocol vulnerabilities.

3.1 Security Threats

The proposed scheme secure against protocol vulnerabilities such as replay, insider,
stolen verifier attack, server spoofing attack (Phishing), fraudulent copying the
Mobile Token, Denial service attack and storage of registration data.

• Replay Attack: In this scenario, the adversary intercepts the message transmitted
between two principals and then sends it at a later time to gain access to the
resources. In this, if the message Eyi (Ci, a), transmitted in step 10 of Login is
intercepted and replayed by adversary, he cannot gain access to the resources
because both the client and server checks for the freshness of nonce (r) every
time whenever they receive a message. So, the attack will fail.
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• Insider Attack: The insider attack is usually performed by an insider of the
organization who has access to the sensitive data resources by revealing the user
secret information to others. In the proposed scheme, the user’s password is
never stored on anywhere in a system. Moreover, none of the parameters
required in protocol computation are stored in server in plain text form, instead,
to avoid such attack, all the user credentials are stored in the database as
message digest which is irreversible.

• Stolen Verifier Attack: In this scenario, an adversary can access to the database
server and steals the password verifier and later uses it for offline guessing
attack. But since, the scheme does not maintain a verifier table the attack cannot
be performed.

• Server Spoofing Attack: It is a phishing attack, where an adversary act or pre-
tends as legitimate server and obtain the user’s sensitive information. An
adversary perform this attack by creating a page which looks similar to a valid
server page and then redirect the user’s login request to fool the user. But, it is
very difficult to create image grid along with user selected image during reg-
istration. Hence, the attack will fail.

• Fraudulently copying the Mobile Token: If an adversary gets access to the user’s
MT and wants to fraudulently copy the MT (.apk file) which stores the
parameters Ni, h(I), h(Pwi), a, yi, he can neither retrieve the user’s secret Pwi
nor the server’s master secret ‘x’ from the available parameters as the Pwi, x are
stored as digest.

• Denial of Service Attack: Suppose, if an attacker who has control over the
server, modifies any secret information of the user stored in the database server
by replacing it with a newly created message digest, then the user will not be
able to login even with his valid credentials. This is called as denial of service
attack. In the proposed scheme, since there is no secret information stored on the
server, the denial of service attack will not work.

• Storage of Registration Data: In the proposed scheme a user profile is main-
tained, which stores secret questions; answers to secret questions in message
digest form so that even if the attacker gets access to the database he cannot
figure out the answers of the secret questions the user has set.

The proposed scheme secure against password vulnerabilities such as brute-force
search, dictionary, guessing and observation attacks (spyware, shoulder-surfing).

• Secure against guessing attack: It is more difficult for the attacker and the user
to know what modifications have been done to the base document. So, it is
secure against guessing attack. If adversary guess the all the images correctly
then only they can login to the system and they didn’t obtain the information
about the password as well as text file chosen by the user.
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• Secure against brute force search attack: Suppose if the user has chosen the text
file of size 64 k with three modifications done the password space becomes
(216)3. So the proposed scheme is resistant to brute force attack even with less
number of images chosen or changes done in the file(back ground mode) makes
a strong password.

• Secure against dictionary attack: There is no dictionary for what kind of
changes done by the system (SPGA Algorithm) in a user chosen document.
SPGA algorithm is not disclosed and even if it is disclosed it is difficult to obtain
both text file and set of password images chosen by the user. So, it is difficult to
carry out dictionary attack compared to classical passwords.

• Secure against Shoulder-surfing attack. This is also called as external or
physical observation attack on graphical passwords. An adversary can observe
login process of valid user. Compared to other graphical passwords it is less
vulnerable to shoulder-surfing attack [6], where user select an image with help
of row and column of image. If an adversary can able to observe both pictures
and position of an image then only he can obtain the password images. Even
though the changes made to the document by the user are viewed by the
attackers, he will not be able to identify the index number given by the user as
will not be displayed on the screen. So, the proposed scheme is secure against
shoulder-surfing attack.

• Secure against Spyware attack: This is also called as internal observation attack
done by either a key loggers [7] or key listening technique or by Mouse lis-
teners. In the proposed system, User enters row and column of image that can be
changed randomly on a grid. Adversary cannot able to obtain the password by
means of keyloggers and mouse listeners. In Proposed system, we didn’t type
the changes in a text file rather we made changes with help of hash index of
images and concatenate to form a strong password. The strong password again
hashed and stored in database. Graphical password scheme reduces the chance
of the password being revealed and hence it is secure against Spyware attack.

3.2 Formal Verification of Proposed Protocol Using Scyther
Tool

This section discusses about the brief description about the scyther tool [8], which
is used to verify the security protocols specified with .Spdl extension. The main
objective of the scyther tool is to clearly distinguish the protocol descriptions from
their behavior and its pseudo code is as shown below.
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The empirical analysis of the proposed method is as shown in the Fig. 2. The
proposed method is resistant to all the password related threats and protocol threats.
Scyther tool deals only with network protocol and not the password related threats.
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4 Conclusion

We propose a user authentication method using graphical passwords to achieve
more usability and the security can be enhanced by means of PassText Password
concept. We propose SPGA algorithm, which generate a strong password by
making changes in a text file with help of set of images (graphical passwords) as
passwords. The proposed method is resistant to both password vulnerabilities and
protocol based threats and it also achieves more usability.
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A Novel Hybrid Fuzzy Pattern Classifier
Using Order-Weighted Averaging

Søren Atmakuri Davidsen and M. Padmavathamma

Abstract The order-weighted averaging operator is commonly used in decision-

making processes, where its powerful yet simple nature allows to aggregate output

from several data sources into a meaningful result. Key to the order-weighted aver-

aging operator is assignment of weights. Several approaches have been suggested

and their properties examined for decision-making, except in the area of heuristic

search assignment. In this paper, weight assignment is experimentally examined for

supervised classification tasks using a fuzzy pattern classifier with order-weighted

averaging, using maximum entropy and two separate heuristic search approaches,

namely genetic algorithm and pattern search. The experiment is conducted using a

sample of 20 UCI data sets. Results are discussed and recommendations made for

when and how to apply heuristic search for this type of classifier.

Keywords Classification ⋅ Fuzzy systems ⋅ Fuzzy classifier ⋅Order weighted aver-

aging ⋅ Heuristic search

1 Introduction

In fuzzy systems for decision-making, key concepts are assignment of fuzzy sets to

give meaningful coverage of training examples, and, design of fuzzy rules to infer a

decision. A key concept of fuzzy systems is the link to human linguistics, where the

goal is to mimic as to make systems which we as humans understand the working of

without the underlying mathematics. This principle works well in low-dimensional

rule-bases, and simple decision-making aggregations such as a crisp Boolean con-

junction works well.
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However, in higher dimensions where rules may not be meaningful and where the

rules may be more complex, a crisp conjunction, disjunction or averaging may not be

useful. In these cases fuzzy decision-making operators such as the order-weighted

averaging operator, may make more sense. An operator as the order-weighted aver-

aging operator allows to produce a decision-making aggregation from minimum

(AND) to maximum (OR), and everything in between.

Learning an OWA operator from data was proposed by Filev and Yager [5] using

a gradient descent method and a little later by Torra [12] using an active set method.

However, both methods are focused on regression problems, and unfortunately are

found to perform poorly on real-world problems, for example in the case of traffic

speed estimation [1].

A recent survey by Liu has categorized the different methods of obtaining OWA

weights [7]. They categorize OWA learning methods into the following:

∙ Optimization-based methods—optimize weights according to a specified level or

orness, dispersion or other measure.

∙ Sample learning methods—methods where OWA weights are learned by sampling

data with known outputs.

∙ Function-based methods—methods where OWA weights are generated by a func-

tion.

∙ Argument-dependent methods—methods where weights are construct OWA

weights as functions of additional parameters, which makes the OWA weights

unique to each input vector.

∙ Preference methods—methods where samples for learning OWA weights are

ranked by experts.

Here the primary interest is sampling methods, where the OWA is learned from data

in a classification context.

There are several fuzzy classifiers which have made use of OWA. The fuzzy pat-

tern tree classifier [11] makes use of OWA as one of the possible binary aggregation

operators, however only with two weight vectors (0.8, 0.2) and (0.2, 0.8). Also the

maximum entropy OWA (MEOWA) has been used for aggregation in a fuzzy pattern

classifier [9], but with assignment of andness instead of a learning approach.

In order to overcome the problems with useful weight assignment in classification,

this paper proposes the use of heuristic search. A priori it is expected that learning

weights will be useful in more complex problems. To the authors’ best knowledge,

this is the first time learned OWA operators have been evaluated in the context of

classification problems.

The remainder of the paper is structured as follows: Sect. 3 introduces the order-

weighted averaging operator and the fuzzy pattern classifier and propose a new clas-

sifier and how to learn its model. Section 4 analyze the classifier in an experimental

evaluation on a sample of UCI data sets. Finally, Sect. 5 discuss the results and con-

clude the paper.
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2 Classification and Fuzzy Pattern Classifier

Classification is a kind of supervised learning, where the task is predicting the class

of an unseen example. It involves two steps:

∙ Learn a model from training examples;

∙ Use the learned model to predict class of new unseen examples.

For most learning algorithms, learning a model from training data involves search-

ing an optimal model from a set of candidate models. Given a hypothesis space ,

training data  = {(x1, y1), (x2, y2),… , (xn, yn)}, and a loss function , search for a

model h∗ minimizing the loss, in other words which covers the training examples

best:

h∗ = argmin
h∈

n∑

i=1
(h(xi), yi) (1)

Training examples are vectors xi = (xi1, x
i
2,… , xim), where each element is called

a feature, and their corresponding class is one of k classes, yi ∈ {1,… , k}.

The fuzzy pattern classifier (FPC) is a classifier which uses concepts from fuzzy

logic to construct class-wise fuzzy patterns, namely fuzzy sets to describe features,

and fuzzy aggregation to determine combined features match of a pattern. FPC has

been proposed several times in literature, this paper is consistent with the model of

[6, 8].

FPC is defined by a set of fuzzy patterns and an aggregation operator (𝜆,F), where

F = {F1,… ,Fk} one pattern for each class. Each fuzzy pattern Fi is a collection of

fuzzy membership functions 𝜇i,j, one for each input feature j, which describe the

fuzzy set for the specific feature:

F =
⎡
⎢
⎢
⎢
⎣

𝜇1,1, 𝜇1,2, … , 𝜇1,m
𝜇2,1, 𝜇2,2, … , 𝜇2,m

…
𝜇k,1, 𝜇k,2, … , 𝜇k,m

⎤
⎥
⎥
⎥
⎦

(2)

In the matrix F each row describes the fuzzy pattern of a class. The aggregation

operator 𝜆 is generally any fuzzy aggregation operator. In literature several aggre-

gation operators have been suggested: in [8] the arithmetic was used as aggregation

operator, [6] proposed to use the product, [2] used the geometric mean, and [9] sug-

gested to use the power-mean with controllable andness.
Training the FPC means assigning values to 𝜆 and the membership functions 𝜇i,j.

Again, several heuristics have been proposed [6, 8, 9], as well as evolutionary meth-

ods [3]. Here the following heuristic is used:

𝜇i,j = Π(x; r, p, q), (3)
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where r = xj, p = r − (max xj − min xj), and q = r + (max xj − min xj). The Π mem-

bership function is defined as follows:

Π(x; r, p, q) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

2t−1 ((x − a)∕(r − a))t a < x ≤ p
1 −

(
2t−1 ((r − x)∕(r − a))t

)
p < x ≤ r

1 −
(
2t−1 ((x − r)∕(b − r))t

)
r < x ≤ q

2t−1 ((b − x)∕(b − r))t q < x ≤ b
0 otherwise

where a = r − 2p, b = r + 2q

and is a membership function with a Π shape, where r is the top-point and p, q are

the midpoints (Π(x) = 0.5) on the down-slopes left and right side of the top-point.

The fuzzifier parameter t is set to 2.

3 Order-Weighted Averaging for Classification

Often aggregation operators are used in some decision-making process, in order to

combine multiple inputs into a single decision output. Classical decision can be

made using Boolean AND (minimum) and OR (maximum). However, most prob-

lems require something in between, which is either and-like or or-like. This is the

motivation behind Yager’s order-weighted averaging (OWA) operator [14], which

can have weights assigned for any mean between AND and OR aggregation.

Unique to the OWA operator is ordering of the input and assignment of weights,

meaning a specific element in the input is not tied to a specific weight, but rather

depends on the ordering operation. This provides a non-linear aggregation.

Definition 1 An OWA operator of dimension m aggregates as follows:

𝜆
OWA

(x; v) =
m∑

i=1

(
vi x(i)

)
, (4)

where

∙ (⋅) is a permutation of x such that x(1) ≥ x(2) ≥ · · · ≥ x(m)
∙ v = (v1, v2,… , vm) ∈ [0, 1],

∑m
i=1 vi = 1

By careful assignment of weights, it is possible to use OWA for other well-known

means, for example (1, 0,… , 0) gives minimum, (0,… , 0, 1) gives maximum, and

( 1
m
,… ,

1
m
) the arithmetic mean.
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To measure how or-like or and-like a specific OWA operator is, Yager introduced

the orness of an OWA operator’s weights. Andness is simply the negation of orness,

so for orness = 1, andness = 0 and vice versa:

orness(v) = 1
m − 1

m∑

i=1
(m − i) vi, andness(v) = 1 − orness(v) (5)

Dispersion is a measure of how uniformly the OWA weights are distributed.

Consider the weight vectors for the median (0, 0, 1, 0, 0) and the arithmetic mean

(0.2, 0.2, 0.2, 0.2, 0.2). Both share an orness of 0.5, yet the arithmetic mean con-

siders all input values while the median only a single. Here we use the normalized

dispersion, as it makes more sense for comparing data sets with variable dimensions.

The normalized dispersion is calculated as follows:

ndisp(v) = 1
lnm

(

−
m∑

i=1
vi ln vi

)

(6)

Higher dispersion means more features are considered by the OWA operator. It

has been shown that for a fixed orness and dimension m there is a unique solution for

a weight vector with maximum entropy [4], this we denote the MEOWA operator.

In order to use search techniques without the OWA constraint
∑m

i=1 vi = 1, the

following weight mapping is used w ∶ Ω → v [5]:

vi =
1

∑m
i=1 eΩi

eΩi
, 𝛀 ∈ [0, 1] (7)

3.1 Heuristic Search of OWA Weights

The search space for OWA weights is by definition infinite, so searching all possible

combinations is not possible. However, several approximation methods exists, which

mostly go under the name heuristic search. Heuristic search works by iteratively

applying the heuristic to generate candidate solutions, and progressing with the best

candidates using a fitness measure to evaluate each candidate. For searching OWA

weights, this paper propose using two different heuristic search methods: Pattern and

Genetic Algorithm. In the following the two are differentiated.

Pattern Search (PS) is an optimization method suitable for fast heuristic tuning of

parameters [10]. It works by a bounded narrowing of each parameter in the search-

space until a suitable solution is found. Genetic algorithm (GA) is another type

of heuristic search, which uses principles from evolutionary theory, cross-over and

mutation, to refine a solution. Their unique characteristics are as follows:
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∙ PS: Iteratively seek to optimize a single parameter at a time. Here it means that the

OWA operator will have a single weight vi changed per iteration. PS has two con-

trol parameters: number of solution adjustments to perform (called evaluations),

and number of solutions to produce.

∙ GA: Iteratively seek to optimize all parameters at once. For each iteration a new

solution is generated by combining previous solutions, along with adding random

changes within the search space. GA has several control parameters, most impor-

tantly the size of population (candidate solutions) and number of iterations.

For a complete description of both search techniques including their algorithms,

please refer to [10, 13]. Here we denote both a function S(f ) → Ω where S is the

search algorithm, f the fitness function, and Ω the final candidate solution which

obtained the best fitness.

3.2 FPC with Learned OWA

To learn the OWA for a FPC, first we define a mapping from the candidate solution

Ω to a candidate model h:

h = FPC(𝜆,F), 𝜆 = 𝜆
OWA

(x; v), v = w(Ω), (8)

where F are the membership functions as defined in Eq. 2 and v as defined by Eq. 7.

Once the candidate model is found, mean squared error is used as fitness (sim-

ilarity) of the values predicted by the model and the optimal values of clear class

boundaries. Mean squared error is defined as follows in this context:

fitness(Ω) = 1
nk

n∑

i=1

k∑

j=1

(
h(xi) − Kk(yi)

)2
, (9)

where K is a mapping function such that:

Kk(y) =
{

1 if y = k
0 otherwise

As the fuzzy pattern classifier’s model contains a single aggregation operator 𝜆,

it is clear that OWA can be used for this operator. The algorithm for training FPC

with OWA is outlined in Algorithm 1.
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Algorithm 1: Fuzzy pattern classifier with OWA training algorithm.

Data: , S, fitness—training data, search function, and fitness function.

Result: (𝜆,F)—FPC model.

for i ← 1… k do
T = all examples in  belonging to class i;
for j ← 1…m do

calculate r, p, q for jth feature in T;

Fi,j = Π(x; r, p, q);
end

end
Ω ← S(fitness) using fitness function from Eq. 9;

𝜆 ← OWA(v1, v2,… , vm) using mapping Eq. 7;

return (𝜆,F)

For the FPC with MEOWA, weights are not searched, but only the andness para-

meter for the MEOWA operator. For simplicity we have used PS to do this search.

4 Experimental Evaluation

As described, three novel classifiers are proposed, FPC with MEOWA, PS searched

weights, and GA searched weights, respectively FPC
ME

, FPC
PS

, and FPC
GA

. The

three are evaluated together with three classifiers using fixed andness, namely min-

imum, mean, and maximum, in an experimental setup. Each classifier was tested

on the data sets using stratified tenfold cross validation ten times, meaning the mean

results reported are from (10 × 10CV). Accuracy is used as a general purpose metric

for comparison, and Friedman with Nemenyi post hoc is used for statistical analysis.

For each classifier the following settings are used:

∙ FPC
ME

: Number of iterations: 10 (to search for andness).
∙ FPC

PS
: Number of iterations: 5 m, number of solutions: 10.

∙ FPC
GA

: Number of generations: 10 m, number of chromosomes: 100.

The classifiers have been implemented in our Python open source fuzzy classifier

library FyLearn, which is ready for immediate download and use.
1

4.1 UCI Data Sets

Twenty data sets were sampled from the UCI machine learning repository. The basic

properties of the data sets are found in Table 1. Data sets were sampled using the

following criteria:

1
Available from http://www.cs.svuni.in/~sorend/fylearn/.

http://www.cs.svuni.in/~sorend/fylearn/
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Table 1 Data sets and their basic statistics: Number of Examples, number of Features, number of

Classes and size of the Majority class

# Data set (E/F/C/M)

1 Balance scale 625 4 3 0.46

2 Banknote authentication 1372 4 2 0.56

3 Blood transfusion service center 748 4 2 0.76

4 Bupa liver disorders 345 6 2 0.58

5 Climate model simulation crashes 540 18 2 0.91

6 Fertility diagnosis 100 9 2 0.88

7 Glass 214 10 6 0.36

8 Haberman 306 3 2 0.74

9 Indian liver patient 579 10 2 0.72

10 Ionosphere 351 34 2 0.64

11 Iris 150 4 3 0.33

12 Mammographic masses 830 5 2 0.51

13 Parkinsons 195 22 2 0.75

14 Pima indians diabetes 768 8 2 0.65

15 Satimage 6435 36 6 0.24

16 Telugu vowels 871 3 6 0.24

17 Vertebral column 310 6 2 0.68

18 Wheat seeds 210 7 3 0.33

19 Wine 178 12 3 0.40

20 Wisconsin breast cancer 683 9 2 0.65

∙ The data set contains only numerical values;

∙ The data set is suitable for classification.

For a few of the data sets, columns with missing values and example identifiers

were dropped, so only numerical values and class remained. The used data sets are

available for download.
2

4.2 Accuracy

Mean accuracy is a measure of how many correct predictions were made by a clas-

sifier:

accuracy(h) = 1
n

n∑

i=1

{
1 if h(xi) = yi
0 otherwise

(10)

2
Available from http://www.cs.svuni.in/~sorend/files/datasets.zip.

http://www.cs.svuni.in/~sorend/files/datasets.zip
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Table 2 Mean accuracy for each of the selected classifiers.Bold indicates highest scoring classifier

# FPCmin FPC
mean

FPC
ME

FPC
GA

FPC
PS

FPCmax

1 10.03(2.36) 53.30(4.71) 53.01(4.62) 53.38(4.59) 𝟓𝟑.𝟒𝟗(𝟒.𝟒𝟗) 43.95(8.82)
2 𝟖𝟓.𝟏𝟑(𝟎.𝟕𝟗) 72.81(2.80) 75.50(2.30) 75.40(2.42) 75.44(2.39) 54.84(1.10)
3 𝟔𝟖.𝟔𝟐(𝟖.𝟓𝟓) 66.61(7.90) 64.11(10.09) 65.15(8.94) 65.15(8.94) 60.25(3.96)
4 44.44(4.94) 𝟓𝟔.𝟕𝟐(𝟐.𝟑𝟒) 56.59(2.18) 56.39(2.21) 56.41(2.20) 50.89(3.33)
5 42.24(3.12) 𝟗𝟎.𝟕𝟒(𝟎.𝟔𝟔) 90.08(0.91) 90.08(0.97) 90.05(1.00) 61.58(2.47)
6 𝟖𝟖.𝟎𝟎(𝟎.𝟑𝟖) 87.44(1.46) 87.33(1.79) 87.44(1.46) 87.44(1.46) 83.28(9.07)
7 32.71(0.26) 41.18(1.94) 41.08(1.97) 41.37(1.98) 𝟒𝟏.𝟒𝟐(𝟐.𝟎𝟎) 30.36(5.87)
8 𝟕𝟏.𝟕𝟖(𝟐.𝟓𝟖) 68.25(6.81) 68.47(6.81) 68.26(5.97) 68.27(5.95) 65.36(3.67)
9 70.71(1.84) 70.56(1.93) 𝟕𝟎.𝟖𝟑(𝟏.𝟓𝟕) 70.68(1.57) 70.61(1.67) 55.48(3.93)
10 35.90(0.06) 𝟓𝟔.𝟓𝟔(𝟏𝟎.𝟖𝟕) 56.27(10.96) 56.34(10.79) 56.38(10.68) 52.77(4.31)
11 53.56(9.56) 𝟕𝟕.𝟗𝟑(𝟓.𝟗𝟖) 77.00(5.84) 77.70(5.82) 77.70(5.82) 68.44(4.94)
12 71.79(10.25) 80.50(2.70) 𝟖𝟎.𝟓𝟖(𝟐.𝟔𝟐) 80.50(2.68) 80.53(2.64) 65.51(9.23)
13 28.66(4.06) 75.39(2.67) 75.47(2.39) 𝟕𝟓.𝟕𝟎(𝟐.𝟏𝟎) 75.67(2.04) 67.93(6.67)
14 65.89(1.74) 70.96(1.86) 71.48(1.45) 71.74(1.66) 𝟕𝟏.𝟖𝟎(𝟏.𝟔𝟗) 55.51(2.45)
15 65.92(4.12) 68.87(3.11) 𝟕𝟏.𝟓𝟒(𝟐.𝟔𝟓) 70.12(2.91) 70.16(2.94) 39.33(2.36)
16 29.25(8.83) 49.29(3.45) 50.17(3.78) 50.56(3.88) 𝟓𝟎.𝟔𝟏(𝟑.𝟗𝟒) 39.53(4.64)
17 50.18(13.38) 64.91(10.13) 𝟔𝟒.𝟗𝟖(𝟏𝟎.𝟐𝟒) 64.71(9.44) 64.64(9.50) 61.18(7.23)
18 47.25(4.89) 𝟕𝟗.𝟔𝟖(𝟔.𝟒𝟗) 78.68(6.16) 79.47(6.14) 79.50(6.07) 61.32(4.81)
19 34.58(1.41) 69.92(7.71) 69.61(7.43) 69.83(7.15) 𝟔𝟗.𝟗𝟖(𝟕.𝟎𝟓) 50.49(6.16)
20 74.36(1.87) 𝟗𝟒.𝟎𝟔(𝟏.𝟓𝟖) 93.56(1.70) 93.96(1.60) 93.93(1.60) 83.47(3.40)

Here accuracy is reported after splitting into test and training sets using stratified

tenfold splits. Table 2 show the accuracy obtained from selected classifiers.

On the reported accuracies, the Friedman test was used along with the Nemenyi

post hoc statistic, shown in Table 3. The Friedman test reports average rankings

of classifiers within 5 degrees of freedom, with 𝜒
2 = 43.101 and a p value =

0.00003525, well below p < 0.05 meaning there is statistical difference between the

classifiers.

Using the Nemenyi post hoc statistic to find which classifiers are different (also

Table 3), the results are not so encouraging. Only statistical differences are between

FPC with means (arithmetic mean and OWA means) and the operators FPC
min

,

FPC
max

, but, as these consider only a single feature in their decision this is as

expected. The andness and normalized dispersion for the learned classifiers is seen

in Fig. 2.

Looking at the individual data sets gives some further insight, the following obser-

vations have been made for the accuracy of the learned OWA classifiers:

∙ FPC
ME

ranked last of the means-based classifiers. This is as expected, since each

weight was not specified, but only the andness.
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Table 3 Friedman with Nemenyi post hoc test. Bold indicates significant difference at p < 0.05
# FPCmin FPC

mean
FPC

ME
FPC

GA
FPC

PS
Mean rank

FPCmin – – – – 0- 4.60000
FPC

mean
𝟎.𝟎𝟐𝟏𝟖𝟐 – – – – 2.75000

FPC
ME

0.05919 0.99942 – – – 2.95000
FPC

GA
𝟎.𝟎𝟑𝟐𝟐𝟓 1.00000 0.99994 – – 2.82500

FPC
PS

𝟎.𝟎𝟎𝟑𝟐𝟑 0.99407 0.94965 0.98459 - 2.42500
FPCmax 0.70448 𝟎.𝟎𝟎𝟎𝟎𝟕 𝟎.𝟎𝟎𝟎𝟑𝟒 𝟎.𝟎𝟎𝟎𝟏𝟑 𝟎.𝟎𝟎𝟎𝟎𝟎 5.45000

∙ FPC
PS

performs best on the multi-class problems {1, 7, 16, 19}. The data set 14 is

a case, where it is difficult to separate the classes due to high overlap and misinfor-

mation in the features (use of 0 as not available indicator), here FPC
PS

performs

best.

∙ FPC
GA

was generally not a high scoring classifier, with only first rank on the data

set 13, which is a data set with large number of features and only few training

examples. From the accuracy results and the learned weights in Fig. 1, almost the

same classifiers as FPC
PS

were obtained. This is as expected, as the same fitness

function was searched.

4.3 Learned OWA Operators

The last to see is the actual OWA weights learned for each data set. The mean weights

have been graphically represented in Fig. 1. As one can notice, there is almost com-

plete overlap of the GA and PS learned classifiers; both are equally good in searching

appropriate weight values for the problem posed. The MEOWA-based classifier has,

by its definition, a more linear curve than the searched OWA weights.

The mean andness of the learned OWA-based classifiers is also interesting, as

it may indicate how different from the arithmetic mean operator the learned OWA

weights are. Figure 2 show this graphically. As seen, the andness of the learned OWA

weights are different for each data set, within the range [0.31, 0.72].
The following observations have been made based on the mean learned andness

level:

∙ Considering the data sets with the lowest learned andness, {2, 3, 9, 14, 15}, data

sets 2 and 3 are both ranked number one in accuracy by the FPC
min

classifier,

which is as we would expect for all. However, these two data sets contain only 4
features each. When there are more features, the mean operators perform better, for

data set 9 only little, while for data sets 14 and 15 the accuracy increase is within

[5.62, 5.91]. In most cases the difference between the means-based classifiers is

insignificant, except for data set 15which is also the data set with the most features.
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Fig. 1 Mean learned OWA operators for all data sets. x-axis is the weight positions, i, y-axis is the
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∙ Considering the data sets with the highest learned andness, {6, 11, 13, 18, 20},

data set 6 appears a curiosity. The learned OWA weights have low standard devi-

ation, but the normalized dispersion is the lowest of all and with a high standard

deviation. Looking at Fig. 1 it is observed that there is a large difference between

the MEOWA and trained weights, which explains the curiosity. For three of the

data sets the arithmetic mean-based OWA is ranked top, while the one by heuris-

tically searched OWA, data set 13, all outrank the arithmetic mean as aggregation.

Again this data set has the most features.

∙ Considering the data sets with the learned andness most near to 0.5 (arithmetic

mean), {7, 8, 10, 12, 17}. As the difference between arithmetic mean and MEOWA

is small in this group, results are expected to be very similar. Accuracy shows this,

as all means-based classifiers have an accuracy ≤0.34 of each other.
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5 Discussion and Conclusions

We have proposed a simple modification to the FPC where the aggregation opera-

tor is learned instead of assigned. However, as with the original FPC, only a single

aggregation operator is used for all classes. A more expressive model may contain an

aggregation operator per fuzzy pattern, such that the model is {(𝜆1,F1), (𝜆2,F2),… ,

(𝜆k,Fk)}. However, introducing this model a smarter decision operator may also be

needed instead of argmax.

As the classifiers above have all had the OWA weights learned from data (and

hence andness implicitly learned), it is interesting to see if the effect of andness
makes a significant difference. For this a generated OWA with specific andness is

needed, such as the MEOWA operator. Likewise, as seen in Fig. 2, normalized dis-

persion is usually high, and the classifiers with low dispersion, FPC
min

and FPC
max

,

are ranked lowest. This does not necessarily imply that a maximized dispersion is

best, and one focus area could be to produce aggregations with granular control of

dispersion covering the whole range [0, 1].
The run-time complexity of the proposed heuristic search has not been discussed.

As noticed the PS and GA found almost same weights, so the one with least run-time

complexity could be chosen. Run-time complexity depends on the chosen configura-

tion. For PS the number of evaluations and number of solutions O(es) and the same

for GA, number of chromosomes and number of iterationsO(ci). Though practically,

we found PS to require a very small number of solutions, so it should be first choice.

Lastly, as the results are generally not too encouraging, it leads to a hypothesis

that constraints on the OWA weights could be a future direction. As an example

weights could searched and ordered in a monotonically increasing order before cre-

ating the OWA operator. Other examples could be judging type operators (such as

take minimum or maximum).

5.1 Conclusions

This paper has proposed the use of order-weighted averaging in a fuzzy pattern clas-

sifier. The order-weighted averaging has been introduced together with its main prop-

erties, and how to adapt it for classification. The fuzzy pattern classifier has been

introduced with an algorithm for adapting it to learned order-weighted averaging

weights. An experimental evaluation was included showing mixed results, but giving

the grounds for making recommendations on when to use the proposed classifier. To

summarize the findings, the proposed classifier is better suitable for problems with

larger number of features and pattern search the preferable search heuristic. Finally,

future research directions have been discussed.
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Efficient Query Analysis and Performance
Evaluation of the Nosql Data Store
for BigData

Sangeeta Gupta and G. Narsimha

Abstract The voluminous amounts of data generated from the web applications
and social networking and online auction sites are highly unstructured in nature. To
store and analyze such data, traditional ways of using relational databases are not
suitable. This yields path towards the acceptance of emerging nosql databases as an
efficient means to deal with bigdata. This work presents an efficient nosql data store
and proves its effectiveness by analyzing the results in terms of efficient querying
by evaluating the performance estimation on read and write operations on simple
and complex queries, also for storage and retrieval of increasing number of records.
The results presented depict that the chosen nosql datastore—Cassansdra is efficient
over the relational database—mysql and the other nosql databases—HBase and
MongoDB, that leads to achieving cost saving benefits to any organization willing
to use Nosql-Cassandra for managing Bigdata for heavy loads.

Keywords Mysql ⋅ Nosql ⋅ Bigdata ⋅ Hbase ⋅ Mongodb ⋅ Cassandra

1 Introduction

Enormous amounts of data flood across the internet and the storage capacities of the
relational technologies have experienced inadequacy for the same. To store peta
bytes of data, most of the organizations, particularly social networking sites and
e-commerce sites are moving towards cloud to deploy their applications, but at
increased security risks. This growing amounts of data which is too big and
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complex to capture, store, process, and interpret is referred to as Bigdata. It is
characterized by 4 Vs such as Volume, Velocity, Veracity and Variety [1]. The
storage and analysis of such data can be made effective using the Nosql databases.

Cloud computing has evolved as a new computing paradigm, allowing end users
to utilize the resources on a demand-driven basis, unlike grid and cluster computing
which are the traditional approaches to access the resources. The foremost benefit of
cloud is to pay only for the resources which users utilize. If there are an unexpected
set of users bombarding for the resources, they would just have to pay for what they
have been using. This usage is termed as elasticity of the cloud. Cloud provides a
variety of service models such as Infrastructure as a service (IaaS), Platform as a
Service (PaaS), Software as a Service (SaaS), Database as a Service (DaaS) and
deployment models such as public, private, hybrid and community clouds. An
application to be hosted on a scalable environment can use either of these models in
a cost-efficient manner to reap their benefits. The other benefits provided by cloud
can be utilized in terms of elasticity, scalability, efficiency, reusability [2].

Most of the modern world data are projected in the form of word documents, pdf
files, audio and video formats and relational databases may not be suitable to serve
such data. Also, using them for scalable applications impose heavy costs making
them less attractive for deploying large-scale applications in cloud. An alternate
approach is to use the emerging Nosql databases, which are not ACID compliant
and which provide support to structured, unstructured, and semi-structured storage
of massive data in terms of peta bytes. Nosql databases do not rely on a fixed
schema, there are no join operations and they rely on CAP (Consistency, Avail-
ability, and Partitioning) features in contrast to the ACID properties supported by
traditional databases. Eventual consistency is supported by a few Nosql types,
where the updates may not propagate immediately across all the nodes in a cluster
[3].

This paper presents a comparative analysis of various Nosql types such as
Hbase, Mongodb, with Mysql and brings into light their limitations. It also presents
a novel integrated Nosql, Cassandra which is advantageous and efficient over the
mentioned Nosql species, by amalgamating their benefits and crossing out their
shortcomings in terms of performance and scalability over the estimated read and
write operations on the database for execution of simple and complex queries.

The paper is organized as follows: Sect. 2 presents background study of the
work including the scenarios where the mentioned databases are being used; Sect. 3
presents a detailed comparative analysis with suggested solutions and integrated
store development with performance estimation on read and write operations on
simple and complex queries, The fourth section presents the results as obtained
when inserting and retrieving records in multiples of hundred in both Mysql and
Cassandra and shows the better performance of Cassandra over mysql. The fifth
section concludes the work and throws light on the future enhancement.
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2 Related Work

In this part of the section, several related works on mysql and nosql types are
discussed and their limitations are observed.

Mysql has been used as a prominent relational database for storing data samples
in a wide variety of applications. Naim et al. [4] have used mysql to store finger
prints data for biometric, with the help of a virtual server. Tables created were
person identification number, real end-points data and real branch-points data,
which employ structured data storage. If the amount of information collected is
drastically increased, this would require large number of tables to accommodate the
growing data and also if the data storage is in form of text or image format rather
than pixel data as in [4], then usage of mysql will become inappropriate.

Kulshreshta and Sachdeva [5] have compared the performance of mysql with
DB4o database on sample hospital dataset and showed that object-oriented data-
bases such as DB4o are always better as compared to relational databases such as
mysql in terms of time taken to persist the data in the events of huge amounts of
growing records. Though object-database deals well with respect to the huge data,
they occupy large storage space.

The column-oriented data store HBase is a distributed database developed on top
of Hadoop Distributed File System (HDFS), which adopts master–slave architec-
ture with Name Node acting as a Master and Data Nodes acting as slaves. Vora [6]
used the Nosql database HBase to perform random reads and writes on very large
datasets in the form of image files and the results were proved to be better than
using mysql on such data. Though the performance of HBase was shown to be
better than mysql, the limitation of [5] presented the model to be appropriate to
perform write-once read-many operations on the attributes, but not suitable to
support multiple write operations, i.e., the files in HDFS were accessible efficiently
in read mode but does not support multiple writes. Also, another limitation
observed was, in order to use HBase, an in-depth understanding about Hadoop
framework, MapReduce Programming model is required.

Zhao et al. [7] presented a comparison of Mongo DB, a document-based Nosql
store with Mysql, highlighting the exceptional features of mongo DB like support
for dynamic schemas, faster data integration, support for ad hoc queries, load
balancing and automatic sharding and also depicted the support of mongo DB at
relational calculus, achieving better performance than mysql. But the limitation of
this approach is that there is no expertise in this area and no specialist tools are
available to analyze data efficiently.

In this section, apart from identifying various areas of application of both
Relational and Nosql databases, their limitations are brought into consideration and
solutions are presented by using an integrated data store-Cassandra in the next
section to overcome the mentioned limitations.
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3 Cassandra—An Integrated Data Store

Cassandra is a novel integrated Nosql, used which aims at providing support to any
kind of data (structured, semi-structured or unstructured) as emerging from the
real-world social networking websites such as facebook, and e-commerce sites such
as eBay concatenating the scalability aspects of BigData, leading to eventual
consistency and providing an efficient way to solve complex queries by avoiding
join operations. Cassandra is used to overcome the limitations possessed by the
mentioned data stores and it integrates the benefits of Mysql, Hbase and MongoDB
data stores. Hence, any modern-world application would be greatly benefitted in
migrating their applications from Mysql to Cassandra. It uses peer-to-peer archi-
tecture, where all nodes are given equal priority in a cluster and the nodes are said
to communicate with each other through gossip protocol. There is no single point of
failure in Cassandra; hence there is no down time for running an application. The
query language used to perform operation with the database is CQL (Cassandra
Query Language).

3.1 Comparison of Nosql with Mysql

Relational Databases are confined to ACID properties in contrast to Nosql’s CAP
properties. Nosql databases support both strict and eventual consistency, in which
changes need not propagate instantly across all the nodes in a cluster as compared
to the relational databases, which provide support only to strict consistency. Nosql
serves horizontal scalability aspect than the vertical scalability of relational model
as in mysql [8].

Table 1 depicts differences between relational and Nosql databases in terms of
features like consistency, scalability, join operations and data formats.

Table 1 Comparison of relational with Nosql databases

Supporting features
Database Consistency Scalability Data format Joins

Relational (mysql) Strict Vertical Structured Complex tasks
require joins

Nosql (Hbase,
Mongodb,
cassandra)

Strict/eventual Horizontal Structured,
semi-structured,
unstructured

No joins are to
be performed
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3.2 Querying Differences

Relational databases like mysql, oracle, etc., use SQL for storing, retrieving and
manipulating data, whereas in nosql types, there is no single standard query lan-
guage to meet varying users requirements. Querying data stored in nosql databases
is specific to the data model. So, each nosql comes with its own query language
like, Cassandra has CQL, HBase has HQL, etc.

To explain about the differences among mysql, hbase, Cassandra, we have
considered sample tables titled journal and conference. The syntaxes used by
various data stores vary as shown in Table 2 to perform insert, update and delete
operations. We have also taken simple and complex queries to analyze these dif-
ferences for data retrieval operation (select) as in Tables 3 and 4.

In the above example, the syntax for retrieving (reading) data from mysql and
Cassandra are similar, while in mongoDB find() is used to retrieve the data, and in
hbase, get is used for the same.

Table 2 Querying differences between mysql and nosql with insert, update and delete operations

Database Insert operation Update (write)
operation

Delete operation

Mysql Insert into journal values
(‘ieee’,1234,‘openaccess’);

Update journal set
jid = 1234 where
jid = 1345;

Delete from journal
where
jname = ‘mnuoo’;

HBase Put ‘journal’,‘row1’,‘jid:
a’,‘ieee’;

Same as insert Disable ‘journal’;

MongoDB Db.journal.insert
({jname:“ieee”,jid:1234,
accesstype:“openaccess”})

Db.journal.update
({},
{‘$set’:‘jid’:‘jid’}});

Db.journal.remove
();

Cassandra Insert into journal values
(‘ieee’,1234,‘openaccess’);

Update journal set
jid = 1234 where
jid = 1345;

Update journal set
jid = 1234 where
jid = 1345

Table 3 Simple query: query
to find the name of journal
with id 1234

Database Retrieval operation

Mysql Select j.jname from journal j where j.
jid = 1234;

HBase Get ‘journal’,‘jname’;
MongoDB Db.journal.find({},

{“jname”:1,“jid”:0,“jtype”:0});
Cassandra Select jname from journal where jid = 1234;
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Cassandra Super column families and data denormalization can be done to
execute complex queries in an efficient way.

To perform complex joins or nested queries, Mysql requires foreign keys to be
created performing joins across multiple tables. But, this method may lead to
increase in execution time in order to retrieve data from multiple tables, thereby
degrading the overall performance. In HBase, complex joins are supported by
integrating hbase code with mapreduce code using nested loops, which is again a
time-consuming process. Mongo DB also uses mapreduce command to process
such data.

In Cassandra, performing complex joins or nested queries requires denormal-
ization of data into partitions, leading to efficient querying from a single replica
node, rather than gathering the data from across the entire cluster. Thus, it provides
an efficient mechanism to retrieve data in a simpler way, and also the speed of query
execution is much better than in mysql, mongodb and hbase.

4 Result Evaluation for Unstructured Data Using Nosql
and Mysql Data Store

This section presents the results of evaluating increasing number of records for both
read and write operations using mysql and Cassandra. It also shows the better
performance of Cassandra over mysql for write operations. However, the other
nosql types have not been used due to time constraints.

4.1 Workload Generator

The workload is the key to performance benchmarking and stability analysis. One
application is needed to generate continuous data for batch processing or high
streaming real and live data. Web crawler is the chosen application, which generates
data from various e-commerce sites, which is highly unstructured. The application

Table 4 Complex query (joins/nested): query to find the journal names whose ids match with that
of the ids in conference table

Database Retrieval operation

Mysql Select j.jname from journal j where jid in(select c.jid from conference c). Here jid
in conference table is a foreign key

HBase Get command can’t be used to run the same query as in mysql, but if integrated
with mapreduce code, the query will be executed

MongoDB As in HBase, MongoDB also requires mapreduce command integration
Cassandra Super column families and data denormalization can be done to execute complex

queries in an efficient way
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will also generate the ‘read’ and ‘write’ requests to Nosql-Cassandra and Mysql
databases, suitable for benchmarking.

4.2 Workload Executor

The Workload executor is run in two phases:

1. Load Phase (‘Write’ Phase)
2. Retrieve Phase (‘Read’ Phase)

The load phase workload working set is created from 100 records to 1 million
records. These records are loaded to Cassandra and Mysql through JDBC con-
nectivity. The client threads create multiple threads to load data in parallel in both
Cassandra and Mysql databases. Increasing the number of threads can increase the
throughput of the database.

The Retrieval phase works on data loaded in databases during the load phase.
This phase generates some queries which read data from clusters. These queries can
retrieve the small data set as well as large data sets with simple ‘SELECT’ to
complex joint queries.

4.3 Statistics/Metrics Collection

The statistics are collected through logs by writing the application to database and
dashboard. Timestamps are placed at regular intervals tomonitor the performance and
the results are recorded for load and retrieval phases with a varying number of records.

4.4 Performance Benchmarking

Benchmarking is referred to as the process of evaluating a system against some
reference to determine the relative performance of the system. The basic primitive
job of the database system remains generic, yet database systems exhibit different
flavors and requirements based on the environment in which they operate. Also,
database systems contribute hugely to the proper and efficient functioning of
organizational and business information needs. Hence, selecting the right database
with the right features is often a very critical decision.

4.4.1 Load Process

As part of Benchmarking, Bulk load was done ahead of each workload. Each
database was allowed to perform non-durable ‘writes’ for this stage only to inject
data as fast as possible.
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For low loads (100 records), ‘write’ requests showed a steady performance but
with increasing load (increasing the number of records from 100 to 1,000, 10,000
and so on) with hundreds of requests on the same node, the performance scaled up
and reached a maximum level at a certain peak point. Even though the throughput is
distributed for low loads, it was observed to be stable for high loads.

The performance for ‘writes’ is similar in Mysql as in Cassandra, but more time
is taken by Mysql showing that Cassandra performs much better ‘writes’ over
Mysql.

The results were recorded as shown in Table 5 and graphically plotted as in
Fig. 1.

4.4.2 Retrieval Process

During the retrieval phase, the time taken to retrieve the records increased drasti-
cally in Cassandra, while it was a gradual increase in Mysql with an increasing
number of records (100, 1,000, 10,000, 100,000) on the same hardware configu-
ration. Hence Mysql shows better results during the retrieval phase over Cassandra.
The results for retrieval of records from both Cassandra and Mysql databases are as
shown in Table 6 and Fig. 2.

Table 5 Write performance

Records (no. of inserts) Cassandra WT (ms) Records (no. of inserts) Mysql WT (ms)

100 1 100 5
200 2 200 9
500 4 500 19
1,000 8 1,000 43
10,000 60 10,000 400
100,000 456 100,000 3,000
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throughput versus response
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5 Conclusion and Future Work

Most of the organizations rely on structures databases like Mysql, which do not
harness the requirements of scalability and availability of real-world data. The
available set of Nosql databases support various aspects to meet the upcoming
trends in growing data like support for eventual consistency, scalability, avail-
ability, and fault-tolerance. In this paper, Nosql databases Hbase and Mongodb are
discussed and apart from mentioning their advantages as compared to Mysql, their
limitations are also presented and solutions are suggested to overcome the limita-
tions, heading towards the adoption of Integrated Nosql database-Cassandra.
Modern world requirements in form of Bigdata can be efficiently analyzed and
interpreted using this integrated nosql database with respect to query analyzation.
Future work can be taken up to conduct more experiments on Cassandra which has
performed far better compared to MySQL on write operations, but showed poor
performance on read operations. Hence, showing improvement in the read opera-
tions with Cassandra making necessary modifications at the selection of appropriate
algorithm, compression techniques can be taken up as the future work.

Table 6 Read performance

Records (no. of
retrievals)

Cassandra RT
(ms)

Records (no. of
retrievals)

Mysql RT
(ms)

100 2 100 1
200 3 200 2
500 5 500 2
1,000 8 1,000 5
10,000 10 10,000 6
100,000 12 100,000 8
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Fig. 2 Read performance for
throughput versus response
time
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Performance Evaluation of QoS-Aware
Routing Protocols in Wireless Sensor
Networks

Jayashree Agarkhed, Patil Yogita Dattatraya and Siddarama R. Patil

Abstract Wireless Sensor Networks (WSNs) consists of densely populated large
number of spatially distributed configurable sensors, to meet the requirements of
industrial, military, precision agriculture and health monitoring applications with
ease of implementation and maintenance cost. Transmission of data requires both
energy and quality of service (QoS) aware routing to ensure efficient use of the
sensors and effective access of gathered information. In turn routing technique must
provide reliable transmission of data without compromising QoS requirements of
applications. We have addressed different routing protocol categories with range of
QoS metrics to be achieved, to improve performance of WSNs applications.

Keywords Qos challenges ⋅ Qos-aware routing ⋅ Qos metric ⋅ Routing
techniques ⋅ WSN issues

1 Introduction

WSN is an emerging technology that supports variety of applications to provide
security, surveillance and environmental monitoring, health monitoring, etc. Sensor
nodes have twofold capabilities. Primarily they are capable to sense variety of
environmental conditions such as pressure, sound level, temperature, humidity
variations, vibrations, etc. [1]. Secondly they also have limited computing
capability.

J. Agarkhed (✉) ⋅ P.Y. Dattatraya ⋅ S.R. Patil
P.D.A College of Engineering, Gulbarga 585102, Karnataka, India
e-mail: jayashreeptl@yahoo.com

P.Y. Dattatraya
e-mail: agyogita@gmail.com

S.R. Patil
e-mail: pdapatil@gmail.com

© Springer Science+Business Media Singapore 2017
S.C. Satapathy et al. (eds.), Proceedings of the First International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 507, DOI 10.1007/978-981-10-2471-9_54

559



WSNs have following unique characteristics which should be considered in the
design of protocols to meet demanding requirements of applications.

• Availability of limited resources with capability constraints.
• Availability of battery with limited amount power and its difficulty of

recharging.
• Interoperability problems due to heterogeneous nature of WSN.
• Huge initial deployment investment demand long lifetime of WSN.
• Handling of node failure, leads to difficultly of handling of topology change.

The stringent requirements of real-time applications include end-to-end delay,
bandwidth availability and reduced packet losses. Dealing with real-time data
demands both energy efficiency and Quality of Service (QoS) assurance to ensure
efficient usage of WSNs resources and accuracy of the collected information.
Communication protocols for WSNs must therefore be specially designed to effi-
ciently operate under these constraints. In order to satisfy the energy constraints and
the QoS requirements for the WSNs, clustering has been a widely used approach for
organization of sensors into clusters [2]. QoS is concerned with communication
quality that is characterized by noticeable communication delay, jitter introduced
while transmission, insufficient bandwidth, and loss rate. Traditional metrics,
however, cannot fully characterize the QoS in WSNs because of the diverse
characteristics of WSN applications. Providing QoS support in wireless sensor
networks is an emerging area of research. Due to various resource constraints like
processing power, memory, bandwidth and power sources in sensor networks, QoS
support in WSNs is a challenging task.

The rest of the paper has been organized as follows: Sect. 2 details about the
previous related work. The Sect. 3 specifies challenges for QoS-aware routing
design. Section 4 presents performance comparison. Section 5 concludes the paper.

2 Related Work

A good survey of routing techniques are well discussed in [3]. In this section along
with classical routing techniques, protocols tailored for applications that needs
certain QoS requirements to satisfy, are discussed.

A. Classical Routing Techniques

From a large body of related work in routing techniques in WSN, proposed pro-
tocols can be classified as shown in Fig. 1.

Figure 1 shows classification of routing protocols based on,

• Network structure: Classified as flat-based routing where all nodes play same
role, in hierarchical routing, different nodes play different role as cluster head,
non-cluster node, relay node, etc., and in location-based routing, data trans-
mission require location information.
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• Protocol operation: Routing protocols are classified as multipath-based routing,
query-based routing, negotiation-based, QoS-based routing protocols, etc.,
depending on application requirements.

• Routing table construction: Protocols classified as proactive if routing path
information has to be maintained prior to application data transmission
requirement. This leads to maintenance of routing table at each node. Reactive
protocols compute route on application demand while hybrid protocols combine
features of both proactive and reactive.

Further classification can be, location based, data centric based, hierarchical
based, mobility based, multipath based, QoS-based protocols [3]. These protocols
have been differentiated by their unique characteristic and key features as shown in
Table 1. Cluster-based and multipath-based routing protocols achieve maximum
QoS requirements.

B. QoS-Based Routing Techniques

QoS-based routing protocols can be used according to application requirements
satisfying different QoS parameters. QoS has multiple meanings and perspectives
from different research and technical communities, point of view [4]. QoS defined
as measurements of application reliability to achieve energy efficiency. An alter-
native definition of QoS is to support spatial resolution [5] and satisfying QoS
parameters specific to the application, such as sensor node measurement, deploy-
ment type, Coverage method and number of sensor nodes active at given instant.
QoS also refers to meeting application needs while efficiently using all network
resources like bandwidth and power usage.

Fig. 1 Classical routing
technique
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C. QoS Requirements

In [6] the author discusses about QoS requirements in WSNs and presents a survey
of some of the QoS-aware routing techniques in WSNs. The middleware approach
has been used for QoS support deployment of WSNs. In [7] the author discussed
specific characteristics and constraints in wireless sensor networks listing QoS
factors required for developing security applications for such resource constraint
networks. The author has evaluated secure wireless sensor network satisfying QoS
using Hawk nodes.

In [8] the author has focused on the performance analysis on QoS parameter and
their analysis on the basis of their delay, throughput and data transfer rate, etc. In [9]
the author presented different definitions of QoS in traditional networks with var-
ious parameters and new techniques. The author also provided introductory review
of WSN and its unique characteristics such as severe resource constraints and
reviews of QoS implementations in protocol layer stack of WSN.

Table 1 Classification of different routing protocols

Protocol Characteristics Method to find route Key features

Location
based

Source discover
routing path. Node
performs sensing and
build routing table

Use node location or
incoming signal
strength

GPS device used to
find location

Data centric Negotiation and
resource adoption

Intermediate sensors
forward the data to the
sink which aggregates
its own data and route

Controls the
redundancy. Efficient
utilization of
bandwidth

Hierarchical Provide efficient use of
the scare resources

CH (CH) perform data
aggregation and
transmission while the
other nodes sense and
forward data to CH

Avoid collision,
resource-based
scheduling, uniform
energy dissipation

Mobility
based

Ensures that the sink is
used efficiently and the
responsibilities are
distributed at an
optimum level

Position, speed,
moving direction and
transmission range, is
used to indicate a
sensor node’s location

Energy efficient,
reliable, provide energy
conservation

Multipath
based [8, 9]

Node forwards its data
in different routes
through the network
links

Perform path discovery
considering traffic
distribution and path
maintenance

Support load
balancing, congestion
avoidance, reduce route
inquiries and node
failure and has lower
routing overhead

QoS based Provide service with
minimum delay, high
reliability and
maximum fault
tolerance

Use shortest path to
increase nodes life. Use
multipath algorithm or
multiple sink to reduce
end-to-end delay

Energy efficient,
reliable and provide
increased throughput
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In [10] the author presents a low interference energy-efficient multipath routing
protocol (LIEMRO) to improve the QoS requirements of event-driven applications.

In [11] the author presents a comprehensive taxonomy on the existing
multipath-based routing protocols designed for wireless sensor networks and dis-
cuss each protocol category. The author has discussed about operations of different
protocols in detail with emphasis on their disadvantages and advantages. These
routing techniques demand fulfilling QoS requirements considering various con-
straints in WSN as discussed in next section.

In [12] the author presented algorithm, InRout to select best route for achieving
QoS requirements of network and applications considering limitations of sensor
nodes. The basic idea used was to combine information at each node and multiple
routes to satisfy QoS-based routing with low memory utilization and lower over-
head. To select best route Q-learning has been used, that take into account network
conditions and application settings. Cross-layer approach has been applied to make
network and MAC layers to work together for reserving end-to-end bandwidth with
low end-to-end delay.

3 Design Considerations for QoS-Aware Routing

Findings of extensive literature survey, motivates to design efficient routing pro-
tocols considering enormous issues in WSNs.

A. Issues in WSN

The routing protocols must consider various issues that need to be addressed in
WSN are, achieving high bandwidth for information transmission, computing tasks
with low energy consumption, satisfying user’s demand for QoS provisioning,
supporting node mobility, congestion control along with congestion detection and
congestion mitigation, providing reliability measures, end-to-end packet recovery
schemes, dealing with cache ACK/NACK, scalability support, synchronization,
data caching, data aggregation to control traffic, reducing computational overhead,
providing data security and availability along with support of authorized access and
user authentication, confidentiality [12–14]. QoS-aware routing protocols must deal
with various challenges due to unique characteristics of WSN as discussed in next
section.

B. Challenges in QoS Provisioning

Characteristics of WSN lead to limitations of QoS.

• Resource limitation: Due to limited amount of bandwidth and memory, com-
puting power and data transmission power, sensor nodes demand QoS methods
to be energy efficient, less complex and light in computation.

• Data redundancy: Data redundancy improves reliability but leads to more
energy consumption for information sensing, data transmission and processing

Performance Evaluation of QoS-Aware Routing Protocols … 563
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of data. Data redundancy can be decreased by aggregating data. This requires
complex QoS-aware routing techniques to be designed.

• Frequent topology change: Topology change occurs due to node or link failure
or due to node or sink mobility. Proactive protocol for networks with frequent
topology change is not desirable. To support QoS, new technique must incur
complex reactive method for routing.

• Efficient energy utilization: Sensor nodes can be scheduled to be in active or in
sleep mode to improve battery life of each node. More the nodes in active mode,
creates hole. To avoid holes, nodes are scheduled to sleep. This in turn causes
increased end-to-end delay and minimized throughput resulting trade-off
between some of the QoS parameters.

To overcome these certain issues, routing techniques are evaluated for better
performance considering QoS metric as shown in Table 2. The QoS metric facil-
itates to design best routing protocols, sustaining node with maximum residual
energy, use of less energy per message transmission, negligible packet drop and
negligible end-to-end delay satisfying load fairness.

4 Performance Comparison

Routing protocol must satisfy maximum number of performance parameters for its
low-cost implementation and maintenance. To analyze the performance of routing
protocols, they have been compared using different QoS performance metrics as
shown in Tables 3 and 4. Routing protocols in Table 4 are based on concepts of
basic routing protocols mentioned in Table 3. The comparison provide guideline to
use routing technique with specific network structure, protocol operation and route
construction method to achieve better performance.

Table 3 Basic routing protocols

Protocol Routing
protocol
type

Key
features

End-to-end
delay

Energy consumption Overhead

AODV
[25]

QoS
based

Reactive 0.03299 Less, since it keeps track of only
next hop for a routing instead of
entire route

Least

DSDV
[25]

QoS
based

Proactive 0.01044 More since routing table updated
periodically or immediately when
topology change

Less

DSR
[25]

QoS
based

Reactive 0.01291 More since it maintains the whole
path to destination in routing
table, unlike AODV that keeps
only next hop node information

More
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5 Conclusion

WSNs need to provide different levels of Quality of Services (QoS) based on
different demands of various types of applications. Routing protocols are designed
to satisfy different QoS parameters to provide better performance and to increase
lifetime of network considering WSNs challenges and issues. The comparison
highlights design of efficient routing protocols satisfying specific QoS metric for
specific application using specific routing technique.
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Agent-Based QoS Routing for Intrusion
Detection of Sinkhole Attack in Clustered
Wireless Sensor Networks

Gauri Kalnoor, Jayashree Agarkhed and Siddarama R. Patil

Abstract Secured transmission of data is the most challenging and critical issue in
Wireless Sensor networks (WSN). QoS parameters such as energy efficiency, power
consumption, end-to-end delay and so on plays an important role for system per-
formance. Clustering approach is an effective way that can enhance system and
network performance. In Clustered Wireless Sensor Network (CWSN), any type of
attacks that are malicious and harmful to the network can occur and security of
CWSN is affected. One of the major attack that may occur in CWSN is sinkhole
attack that needs to be detected. An agent-based protocol is used to detect or
prevent such type of attack. This can help improve the performance of the network
that includes QoS parameters. An intrusion detection system (IDS) is configured
using agent-based protocol to detect if an intrusion occurs.

Keywords Energy efficiency ⋅ Intruder attacks ⋅ Intrusion detection system ⋅
Qos ⋅ WSN ⋅ Multipath routing

1 Introduction

WSN [1] consists of spatially distributed, tiny and low-powered sensor nodes that
are autonomous in nature. These sensors monitors environmental conditions mainly
temperature, sound and pressure. The most important applications [2, 3] of WSN
needs the ability to operate in an unattended harsh environments where monitoring
the entire network cannot be easily scheduled. Military applications such as
battlefield surveillance are motivated by the development of WSN. Nowadays such
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networks are used in industrial applications, machine health monitoring and so on.
In WSN, clustering approach is used to improve performance of the network.
Clustered WSN is characterized by aggregation of data by electing cluster head in
each clustered network and reduces the cost of the network. Two most important
methods in WSN for clustering are: selection of cluster head (CH) periodically and
assigning one or multiple clusters for each node. Sensor nodes [4] are grouped
together into clusters to achieve scalability and high energy efficiency. High energy
consumption occurs when the data is to be sent to higher distance within the
network with lot of time spent on transmitting the data. Intrusion is an activity
which affects the QoS of the network that compromises with the integrity and
energy efficiency of WSN. It provides security to the network by identifying threats
by following the intruders [5]. The nodes monitor the neighbor nodes and collab-
orative sharing of data leads to successive detection of sinkhole attack.

2 Related Work

Exclusive literature survey is done that explains the requirements of QoS in WSN
intrusion detection.

2.1 Data Mining Techniques for Intrusion Detection
in CWSN

The authors in [6] proposed the hybrid IDS which is lightweight and distributed.
In WSN, this type of IDS is considered to be the second line of defense. The central
agent in IDS is discussed that performs detection of an intruder accurately using
data mining techniques [7] such as Classification and Regression Tree (CART),
C4.5.

2.2 Integrated IDS for CWSN

The authors in [8] showed that the CH and the sink are mostly attacked by the
enemies, and this makes security necessary. In CWSN, due to different probabilities
of attacks, individual IDS are designed for sink, sensor nodes and CHs. The
Intelligent Hybrid IDS (IHIDS) is proposed in the CH, and it decreases the energy
consumption [9] and lifetime of CWSN is prolonged. The main aim of CH is to
detect attacks and avoid wasting of resources.

572 G. Kalnoor et al.



2.3 Decentralized IDS in CWSN

In [10], the authors discussed different types of attacks, as WSN are deployed in
unprotected and open environment. Few measures for prevention are used to protect
against such types of attacks. But for few attacks [11], the preventive measures
cannot be designed, for ex, wormhole attack.

2.4 Rule-Based IDS for Selection of Attribute in CWSN

The authors in [12] have proposed a new rule-based algorithm for attribute selection
for detecting intruders and different types of attacks in WSN. The algorithm used to
achieve this goal is SVM-based enhanced multiclass algorithm. The proposed
method achieves high detection accuracy and false alarm rate is reduced. The
authors in [13] have presented a mechanism called Statistical En-route Filtering
(SEF) which helps to detect false reports and drops them.

3 Detection of an Intruder Against Sinkhole Attack

In this section, we discuss the sinkhole attack and explain how an intruder can be
detected in WSN whenever a sinkhole attack occurs.

3.1 Sinkhole Attack

In a Sinkhole attack [14, 15], the main aim of an adversary is to create a network
traffic at particular area, through the node that is compromised, and then a sinkhole
is created at the center with an adversary. Figure 1 shows the sinkhole attack where
a node is compromised and attracts the other nodes in the surrounding region.

3.2 IDS Against Sinkhole Attack

The IDS is designed such that the sinkhole attack is detected based on the secure
routing protocols based on clustering. By reducing the cost of communication and
energy consumption is optimized in this type of architecture. This also minimizes
the number of nodes that leads to increase in network life. To detect a sinkhole
attack, the signature-based IDS model is designed. This technique is used because
of the mobility of the sink throughout the WSN. In CWSN, an IDS agent is
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considered to be the node at a leader level. In each cluster, an agent is elected in
IDS such that the attack can be detected with high accuracy. Here, the system
becomes active only whenever important or abnormal event occurs in the clustered
network. This helps to avoid wastage of energy. The two phases of the system are
discussed below.

3.2.1 Initialization Phase

In this phase, the initialization of the node takes place in two steps.

Step 1: The construction of rule for detection uses signatures or patterns by
the local or global agent in the system. Once the data are collected, the
detection rate is calculated in two different levels: at sink level, the
detection rate of the cluster is initialized to zero and once the data
packets transmitted are incremented, the detection frequency is initial-
ized. At the agent level, the IDS agent is designed when the local
detection rate is initialized in each cluster, incrementing the data trans-
mitted to the sink.

Step 2: Mobility of a sink: The maximum detection rate is calculated by the sink
and then coordinates with the new position of the sink. The sink
advertises the new position to all the IDS agents.

3.2.2 Detection Phase

In this phase, the detection of intruder takes place once the advertised message is
received to the node outside the area of sink movement. In this case, each agent
receives an advertisement from the sink with a particular time period. If an
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advertisement is received outside this time period, a false advertisement is
considered and a detection alarm will be sent to the IDS agent in CWSN. The
advertisement is verified as follows using Eq. 1.

Verification Agent Rate ðVARÞ= Send− time
Time− Period

*100 ð1Þ

If VAR=mobility− check

True Advertisement

else

False Advertisement

Here, mobility-check represents the number of moves made by the sink within the
time period. Send-time is the an advertisement is sent.

4 Agent-Based QoS Routing Protocol

In this section, the routing protocol with agent based on QoS metrics is discussed
improving the performance of the network. In the agent-based routing model, the
agent ID, type of agent, source and destination node ID, agent hop distance, start
time, end time and current node ID are the data structure used [16]. In the network
design, the QoS metrics such as delay, bandwidth, loss of packet, energy consumed
are defined. The model is proposed with forward agent and reverse agent in the
updation of a routing table takes place. The behavior of the IDS agent is shown in
Fig. 2.

External 
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Agent Reverse 

Agent

QoS Based 
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Ac on and Response

Interact Coopera vely

Ac on and Response

Self-Node
Self-Node

Fig. 2 IDS agent abstraction
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In CWSN, CH acts as the gateway between different clusters and the each sensor
node acts as the router. This model uses First in First out (FIFO) scheduling
algorithm. Based on this algorithm, the sinkhole attack is detected in the
clustered-based WSN. The routing table is stored in every router and discovers the
path of packet transmission. In CWSN [17], clustering is performed by the sensor
nodes, the election procedure is held to elect a CH for each cluster and then the
intrusion is detected to provide security for the network. The clustering formation is
explained in Fig. 3.

The clustering is formed using key generation algorithm in which encryption and
decryption of data are considered to prevent the intruder attack, especially the
sinkhole attack. Initially, the network with many number of sensor nodes and other
nodes are classified in number of small or large clusters. The key generation
technique can be proposed in the cluster formation model of WSN. For every
cluster formed in the network, the CH is elected by using election method so that all
the nodes in the cluster get the chance of being elected as a CH. Initially, the
network with many number of sensor nodes and other nodes are classified in
number of small or large clusters. The key generation technique can be proposed in
the cluster formation model of WSN. For every cluster formed in the network, the
CH is elected by using election method so that all the nodes in the cluster get the
chance of being elected as a CH. The mobility of the sink [18] is determined to
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Generate private keys 
and encrypt data

Generate authen ca on 
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Decrypt data

Fig. 3 Clustering in WSN
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detect if a sinkhole attack has occurred throughout the network. The forward and
reverse IDS agent acts as the router between the communicating nodes. Thus, the
detection rate and accuracy increases as the network is secured by two lines of
defense. The QoS parameters such as energy conserved, power conserved are less
compared to other types of model. Finally, an efficient path is found to reach the
destination without compromising the QoS of the network.

In the proposed algorithm, each path is recorded in the routing table from source
to a particular node and also whenever new nodes are added to vertex list V. We
have considered the algorithm such that, the loops are avoided and efficiency of the
network is obtained.

Figure 4 shows the design of agent-based QoS routing protocol for detecting an
intruder when sinkhole attack occurs.

The algorithm applied for agent-based routing is discussed below:

In the algorithm, every path from source to a particular node is recorded and new
elements are added to vertex list V. We have considered the algorithm such that, the
loops are avoided and efficiency of the network is obtained.
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5 Performance Results and Discussions

The performance of CWSN is analyzed and the results obtained are discussed.

5.1 Performance Analysis

In this section, we discuss the sensor network performance once the proposed
model is used for detecting intruder.

The performance of the network is observed based on the QoS parameters for
IDS model proposed. Most of the parameters are considered for improving the QoS
of CWSN.

Based on the applications of WSN, the requirements of QoS is discussed as
below:

1. Density of the network: It is the analysis of behavior of proposed IDS model
when large set of sensor nodes are added and the networks grow to a large
extent. The density D is calculated using Eq. 2.

DðRÞ= ðNπR2Þ
A

, ð2Þ

where

N is the number of nodes in CWSN
R is the range of transmission
A is the region in which N sensor nodes are scattered.

2. Load of the Network (L): It is the total number of events generated by the
nodes over the network per unit of time. This impacts on consumption of energy
and bandwidth. At time t, the load on network L is determined using Eq. 3.

LðtÞ=Nevent +Nattack, ð3Þ

where

Nevent: The number of new events generated in the network,
Nattack: The number of sinkhole attacks generated

3. Energy Consumption (E): Because of congestion in the network and overhead
of communication, the energy consumption becomes an important QoS
parameter. E is defined as the total sum of energy consumed to transmit data
ðETÞ, energy consumed to receive data ðERÞ, energy for carrier sensing (Ec) and
energy in sleep mode (Es). The energy consumption of the network is carried
out using Eq. 4.
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E=ET +ER +Ec+Es ð4Þ

4. Detection Rate of Sinkhole attack: It represents the rate of detection when
sinkhole attack is generated. Sinkhole detection rate ðSDRÞ is calculated using
Eq. 5.

SDR =
ND

NG
× 100 ð5Þ

ND: Number of sinkhole attacks detected
NG: Number of sinkhole attacks generated and injected in the sensor network

5. Efficiency (EF): It determines the time needed by the IDS agent using
agent-based routing protocol to detect the first occurrence of sinkhole attack. It
is calculated by Eq. 6.

EF =DT −OT , ð6Þ

where

DT is the time taken to detect first sinkhole attack
OT is the time for performing the sinkhole attack

6. Average Efficiency ðAvEF) is the time needed for IDS agents to detect all
generated sinkhole attacks in the sensor network. It is calculated using Eq. 7.

AvEF =
∑n

i=1 EFn

n
, ð7Þ

where n is the number of sinkhole attacks occurred in the network.

5.2 Results

• The number of sensor nodes is increased with IDS, the energy consumption is
analyzed. The energy consumption increases as the density increases but with
acceptable rate. Once the density increases, the number of neighboring nodes for
each sensor nodes also increases with increase in cost of communication. But,
IDS designed in the network does not add on to the energy consumption as in
our model, IDS is active only whenever an event occurs.

• By increasing the number of detection events, sinkhole attacks are not gener-
ated. Sensor nodes are selected randomly when a new event occurs. The energy
consumption increases with increase in traffic load. When load of traffic is high,
many nodes are involved in the process of data dissemination and some IDS
become active to check the sink’s advertisements for detecting sinkhole attacks
eventually.
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• If the number of sinkhole attacks and number of data generated events are fixed,
the rate of detection is high but increases the density of the network.

• In the proposed IDS, the efficiency is analyzed. Here, minimum time is required
to detect the first sinkhole attack, and with increase in sinkhole attacks, the
network is not impacted with efficiency.

The performance results are discussed in Table 1.

Table 1 Performance results

QoS 
Parameters

Performance Results Sinkhole attack 
Detection rate

Network 
Density

As network density increases, the 
energy consumed also increases. 

Network 
Density(y-
axis)

Energy(x-
axis)

0,79 10 mw/h
1,57 20 mw/h

96.09%

Traffic or 
network load 
without IDS

As the network r-load increases, the 
energy consumption also increases.

Network 
Load (y-
axis)

Energy (x-
axis)

20 48 mw/h
25 55 mw/h

60.15%

Traffic or 
network load 
with IDS

With increase in network load, energy 
consumed increases but very less 
variation when IDS is used.

Network 
Load (y-
axis)

Energy (x-
axis)

20 46 mw/h
25 48 mw/h

94.05%

Efficiency

With increase in density, efficiency is 
increase with IDs, but if IDS is not 
applied, the efficiency decreases.

Density
(y-axis)

Efficiency
(x-axis)

2,36 0,7
1,57 0,7

98%
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6 Conclusion

The performance of sensor network is increased by taking into consideration the
QoS parameters when a number of sinkhole attacks are detected. The agent-based
routing protocol is designed with forward and reverse IDS agents running in the
network. The clustered WSN requires high security and the intruders need to be
detected along the route of data transmission. The false advertisements from the
sink are detected and hence the detection rate is increased by improving the per-
formance of the network.
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An Efficient Probability of Detection
Model for Wireless Sensor Networks

Seetaiah Kilaru, S. Lakshmanachari, P. Krishna Kishore,
B. Surendra and T. Vishnuvardhan

Abstract In the wireless sensor networks, probability of detection is a challenging
task. There are various factors like coverage area, node density and efficiency of the
sensors affecting the performance. In this paper, we proposed efficient intruder
detection algorithms in a wireless sensor network. We developed a mathematical
expression for the sensing range, node density and other required parameters and it
is useful for any designer to predict the detection probability. We used homoge-
neous network environment with uniform distribution of sensor nodes to find the
detection probability. We evaluated the proposed detection probability methods in
both single-sensing and multi-sensing scenarios and observed that the results are
satisfactory.

Keywords Wireless sensor ⋅ Intruder detection ⋅ Single sensing ⋅ Node density ⋅
Network topology ⋅ Degree of coverage
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1 Introduction

Technical advancements in wireless communication system design and advance-
ments in microprocessor technology created sensor nodes. The communication
between these nodes made possible to design wireless sensor network. Now, the
current research is focusing on intelligent wireless sensor networks (WSN). The
function of these intelligent sensor networks includes monitoring, controlling and
surveillance. In this method, each sensor senses the information based on its
physical design and forwards the collected data to the assigned user terminal. This
paper focused on the methodology to find the intruder in the defined area using
surveillance sensor nodes. For this application, traditional characterization of WSN
is not suitable and hence there is a need to configure in customized application. We
considered homogeneous network to place the sensors by considering various
parameters like sensing range, density of the sensors and field of interest. Any
unauthorized person can identified using the single-sensor node or multi-sensor
nodes. Several works on this issue were carried previously, but there exists a
problem with respect to coverage. In [1–3] the authors proposed an efficient way to
use WSN to track and monitor for surveillance applications. Some works were
focused on finding the expression to quantify the coverage enhancing the deploy-
ment quality [4, 5] and they related coverage analysis with quality of service. To
mitigate the problems in coverage problems, several algorithms were proposed to
reduce the energy consumption in WSN [6, 7].

2 System Model and Topology

2.1 Basic Information

If we consider any sensor, the sensing range determines the range of the sensor
which can effectively collects the data. For the node Ni which is centered at ξi, the
sensor range is defined as

RSENS = ξj ∈ℜ2: ξi − ξj
�� ��≤RSENS

� �

Every sensor has transmission range based on its physical features and we
defined the possible transmission range as

RTRANS = ξj ∈ℜ2: ξi − ξj
�� ��≤RTRANS

� �

In the above equation the distance between two sensors were represented as
ξi − ξj and is called as Euclidian distance [8, 9].

Let us consider two nodes Ni and Nj and are located at ξi and ξj, respectively. The
distance between these two nodes is represented as dij. The two nodes can
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collaborate with each other and is represented as SNi and SNj with respect to node 1
and node 2, respectively. The two nodes are collaborative with each other only when

dij = ξi − ξj
�� ��≤ 2RTRANS

The set can be represented as ScolðNiÞ and is represented as

ScolðNiÞ=⋃ Nj: ξi − ξjj j ≤ 2RTRANSf gSNj

To maintain a continuous stream of information from the sensors, we should
keep sensors with intersecting area. We also called it as overlapped (ol) area and it
is equivalent to intersection between SNi and SNj

Sol = SNi ∩ SNj

Figure 1 represents ScolðNiÞ and Sol. Each node has many neighbor nodes and we
can represent these nodes in mathematical expression as

Ni = Nj ∈G: ξi − ξj
�� ��≤ 2RTRANS

� �

2.2 Network Topology

In this paper, we assumed that there are N nodes distributed over a region A. The
region has edge length L and we assumed uniform distribution of users. The two
neighbor nodes are connected with each other if the distance between them is less
than the Euclidean distance. The region is to be covered only when each point in
that region should be covered by at least one sensor. For simplified analysis, in this
paper we assumed that all existing nodes in the design have equal sensing range and

Fig. 1 a Individual sensor nodes b Overlapped scenario of sensor nodes c Communicating sensor
nodes
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transmission range. If we draw a graph with all nodes in their reachable region, it is
called as covering-reachability graph and is represented as G. G is a function of set
of nodes, their sensing ranges and their transmission ranges.

2.3 Degrees and Coverage

For perfect monitoring of any situation, each location in defined region should be
covered and sensed by at least one sensor. The coverage model depends on the
application and it will vary from scenario to scenario. Sometimes, it is mandatory to
observe the same location with many sensors to achieve the efficiency in the design
process. The location covered by k nodes to collect information is called as
k-coverage region, where k represents number of nodes. Let an area A with region
ℜ2 with degree of coverage k, where every point of the defined region to be
covered by at least k nodes as described in [10, 11].

3 Detection Model in WSNs

The main aim of this paper is to identify the unauthorized person entry into defined
field of interest. The best deployment scenario should be identified prior to the real
deployment. When we choose random deployment, then the quality of the network
is poor [12]. High detection probability is possible with the efficient selection of
nodes placement and their range characteristics.

3.1 Sensing Model Probability

Initially consider a random network topology where nodes are distributed randomly
in defined location. The quality of the node deployment was directly related to the
detection probability. The sensing probability mainly depends on two factors; they
are application and type of device used as a sensor [3]. Assume that, N nodes are
required to cover the area Sarea with node density λ. The probability of the indi-
vidual sensor node is given as

p=
πR2

SENS

Se

The total number of sensor nodes in a given area within the defined distance
RSENS will form binomial distribution. If the number of nodes is less and the
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probability of detection is high, then the binomial distribution is converted as
Poisson distribution. Then the mean value of the new distribution is given as

Np=
NπR2

SENS

Sarea

If the intruder is entered into the area, then the sensing model probability with k
sensor nodes follows the Poisson process and is given as

p ðn= kÞ= ðsλÞk
k!

e− Sλ

In the above expression, S represents the area in which intruder entered with the
projection l. We consider a random projection as shown in Fig. 2.

The area covered S is given as

S=2RSENSl+ πR2
SENS

Hence, the probability further can be expressed as

p ðn= kÞ= 2RSENSl+ πR2
SENS

� �
λ

� �k
k!

e− 2RSENSl+ πR2
SENSð Þλð Þ

The intruder travel distance is calculated as

l=
Z b

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f ′ðxÞ+ ðg′ðxÞð Þ2

q
dx

As we already mentioned, the node density is also one of the critical parameters
to determine the quality of the deployment. Node density will directly affect the

Fig. 2 Sample intruder trajectory
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quality of the system. If node density is increases, the probability of connectivity is
also increases. To improve the node density accuracy, the partial node density and
is represented as

λ= ∑
m

i=1
λi = ∑

m

i=1

ni
Si
,

where λ is called as the resultant node density. For the same coverage degree, it is
advised to maintain same node density throughout the area.

3.2 Single-sensing Detection

Let p ̄ is a probability of an event that no sensor can detect information and is
represented as P= e− λx. Then, the probability of an event that at least one sensor
can detect information is equal to the complement of P. The sensing model prob-
ability can be represented as

P ðn≥ 1Þ=1−P=1− e− λx

If any intruder enters into the location, the time to detect him should not cross
the threshold distance and is given as

P ðn≥ 1Þ, 0≤ l≤ lTHR =1− e− 2RSENSlTHR + πR2
SENSð Þx

If the intruder is detected immediately, then we can sense him using the
expression

Psensing nbrs≥ 1, lTHR =0ð Þ≥Pthresholdsensing

The total sensing range of all nodes is given as

RSENS ≥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
− ln 1−Pthresholdsensing

� �
λπ

s

3.3 Multi-sensing Detection

In a network, the total number of required sensors always depends on coverage area
and in general they are directly proportional to each other. In practical circum-
stances, we should identify how many nodes are required for efficient coverage

590 S. Kilaru et al.



before deployment. If the degree of coverage is k, then the probability of detection
when the intruder can be identified within the threshold distance is given as

P n≥ k, 0≤ l≤ lTHRð Þ=1− ∑
k− 1

i=0

ðsλÞi
i!

e− sλ,

where s is the surface covered by intruder.

4 Simulation Results

We are evaluating the proposed model with the help of MATLAB. Here, we
assumed sensor nodes were placed in a homogeneous environment. We evaluated
the scenario with the help of both single-sensing and multi-sensing detection sce-
narios. Here, there are N nodes to cover the defined location and they are distributed
uniformly. We considered two coverage areas 100× 100 m2 and 200 × 200 m2.
Figure 3 shows the intrusion detection probability.

From Fig. 3, it is observed that, if N increases, the sensing range and detection
probability increases. We can also note that, if we know the sensing range in
advance, we can find the number of required sensor nodes to cover the region
uniformly.

Figure 4 shows the intrusion detection probability as a function of distance with
respect to the node availability rate. If the intrusion distance increases, then the
probability of detection is also increases. Figure 5 shows the multi-sensing scenario
with respect to intruder distance. We can observe that the probability of detection
increases with the increase in distance. We can also observe that the probability of
detection of single sensing is higher than the multi-sensing. This is due to the reason
that multi-sensing will take strict consideration to identify the intruder as explained
above.

Fig. 3 Intrusion detection
probability that at least one
node can detect the intruder
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5 Conclusion

In this paper, we analyzed the effect of random distribution of sensors in a network
for surveillance applications. Network coverage problem was addressed with the
help of the proposed intrusion detection model. We developed the mathematical
expression to analyze the intruder detection probability by considering node den-
sity, sensing range, node availability and intrusion distance. We finally compared
single- and multi-sensing detection and the results were really helpful in designing
detection model for a homogeneous network.

Fig. 4 Probability of
detection versus intrusion
probability

Fig. 5 Comparison of
sensing detection probabilities
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Incremental Updating of Mined
Association Rules for Reflecting Record
Insertions

N. Satyavathi, B. Rama and A. Nagaraju

Abstract Many algorithms came into existence for mining association rules. Since
the databases in the real world are subjected to frequent changes, the algorithms
need to be rerun to generate association rules that can reflect record insertions. It
causes overhead the algorithm needs to scan entire database every time and repeat
the process. Incremental updating of mined association rules is challenging.
Recently, Deng and Lv proposed an algorithm named FIN (Frequent Itemsets using
Nodesets) for fast mining of frequent itemsets. They proposed a data structure
named Nodesets which consume less memory. In this paper, we proposed an
algorithm named FIN_INCRE based on FIN which updates mined association rules
without reinventing the wheel again. When new records are inserted, only the nodes
in the data structure are updated adaptively using the concept of pre-large itemsets
that effectively avoid re-scanning original data set. We built a prototype application
to demonstrate the proof of concept. The empirical results reveal that the proposed
algorithm improves the performance significantly.

Keywords FIN ⋅ FIN_INCRE ⋅ Incremental data set ⋅ Itemset
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1 Introduction

Frequent itemset mining is one of the widely used algorithms in data mining
domain. It has its utility in the decision-making, as it can generate patterns that give
rise to actionable knowledge. Many frequent itemset mining algorithms came into
existence. Recently two data structures were used for improving mining mechanism
of frequent itemsets. They are known as Node-list and N-list. They make use of
pre-order and post-order to represent itemset. The algorithms based on these data
structures consumed more memory. Deng and Lv [1] proposed a new data structure
known as Nodeset which is proved to be more efficient for extracting frequent
itemsets. Algorithm 1 in [1] is used to construct POC (Pre-order Coding) tree for
discovering frequent itemsets. The sample transaction database and the constructed
POC tree are shown in Table 1 and Fig. 1, respectively.

The POC tree for the data present in Table 1 is as shown in Fig. 1. The tree is
constructed for further processing while discovering frequent itemsets.

Deng and Lv [1] proposed an algorithm known as FIN for fast mining of
association rules. The algorithm makes use of either pre-order or post-order, so as to
improve performance. In this paper, we proposed a new algorithm known as
FIN_INCRE which follows incremental approach to update association rules. This
is our main contribution in this paper. The remainder of the paper is structured as
follows. Section 2 reviews the literature on frequent itemsets, association rule

Table 1 Sample transaction
database

ID Items Ordered frequent items

1 a, c, g, f c, f, a
2 e, a, c, b b, c, e, a
3 e, c, b, i b, c, e
4 b, f, h b, f
5 b, f, e, c, d b, c, e, f

Fig. 1 POC tree
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mining, and updating association rules, dynamically. Section 3 presents the pro-
posed framework and the underlying algorithm. Section 4 presents the experimental
results, while Sect. 5 concludes the paper besides providing directions for future
work.

2 Related Works

There are many existing algorithms that are used to mine frequent itemsets. They
are explored in [2]. Such algorithms can be broadly classified into A-priori-like [3]
and FP-growth like [4] methods. A-priori kind of methods has a common feature
known as priori probability. A-priori kind of methods can reduce size of candidates,
thus achieving high performance. At the same time, such methods are highly
expensive, as they scan data set every time, the algorithm is executed [5]. The
FP-Growth method, on the other hand, can generate frequent itemsets without
generating candidates, thus proving efficiency. Its performance is also due to the
data structure known as FP-tree. However, FP-trees are complex and not efficient
with sparse data sets.

Later on, N-list and Node-list are the two data structures explored in [6, 7] and
the trees associated with them include Pre–Post and PPV, respectively. These trees
are highly efficient than a priori, while relatively better than FP-Growth. Never-
theless, the N-list and Node-list consume more memory. To overcome this draw-
back Deng and Lv [1] proposed Nodeset structure which uses either pre- or
post-order code. The proposed algorithm for frequent itemset mining in [1] is called
FIN. FIN can generate frequent itemsets faster. However, FIN has no provision for
updating association rules without scanning entire database.

To overcome the above issues, in this paper, we proposed a novel algorithm
named FIN_INCRE based on FIN. Our algorithm can work with incremental data
sets, so that it can scan only the modified records. This will result in the reduction of
memory usage and execution time significantly.

3 Proposed Methodology

The proposed methodology is based on the FIN algorithm proposed by Deng and
Lv [1]. The proposed methodology is shown in Fig. 2. The framework takes data
set as input and performs association rule mining in incremental fashion. For the
first time, the underlying algorithm of the framework FIN_INCRE acts on full data
set. Once association rules are mined, the subsequent attempts are made incre-
mentally to update association rules that have been generated. The nodesets data
structure proposed in [1] was based on POC tree which is known as Pre-Order
Coding tree. We used the POC tree construction algorithm proposed in [1] for
generating POC tree.
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As shown in Fig. 2, it is evident that there are different modules in the proposed
framework. The POC tree construction module constructs POC tree with frequent
1-itemsets. The scanning POC tree modules generate frequent 2-itemsets and their
related nodesets. Mine, all frequent itemsets module generates all frequent itemsets,
while pruning removes the frequent itemsets that do not satisfy the given support
threshold. Then, the rules are generated. When the data set is subjected to new
records, then the whole methodology becomes incremental in nature. The under-
lying algorithm is FIN_INCRE. The data sets used for experiments are presented in
Table 2. All the modules in the proposed framework are incremental aware. They
participate in incremental approach while updating generated association rules.

These data sets are collected from UCI machine learning repository. We mod-
ified FIN algorithm to update generated association rules based on the changes
made to data set. The algorithm consumes less memory and takes very less time for
execution. Our algorithm FIN_INCRE is as shown below. This algorithm is used
once, FIN obtains frequent itemsets into the underlying data structure.

Fig. 2 Overview of the proposed framework

Table 2 Summary of data
sets used

Database Avg. length #Items #Trans

Mushroom 23 119 8124
Connect13 43 130 67557
T25I10D100 K [11] 25 990 99822
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Algorithm 1. FIN_INCRE

As can be seen, the proposed algorithm does not scan the entire database.
Instead, it considers only changes in the data set and modified the tree which holds
the frequent itemsets. At the same time, there will be pruning taking place to ensure
the resultant patterns satisfy the given support.

4 Experimental Results

Experiments are made with our prototype application. The difference between FIN
and the proposed FIN_INCRE is found using three data sets collected from UCI [8].
The two algorithms have shown different performance. The FIN_INCRE outper-
forms the FIN algorithm, as it does the association rule mining incrementally.
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As shown in Fig. 3, the horizontal axis represents minimum support, while the
vertical axis represents execution time in seconds. The minimum support consid-
ered includes 5, 10, 15, 20, and 25. There is huge performance difference between
the FIN and FIN_INCRE algorithms. This difference is due to the fact that
FIN_INCRE does the incremental generation of association rules. In other words,
the FIN_INCRE updates association rules instead of generating them from the
scratch.

As shown in Fig. 4, the horizontal axis represents minimum support, while the
vertical axis represents execution time in seconds. The minimum support consid-
ered includes 40, 45, 50, 55, and 60. There is huge performance difference between
the FIN and FIN_INCRE algorithms. This difference is due to the fact that
FIN_INCRE does the incremental generation of association rules. In other words,
the FIN_INCRE updates association rules instead of generating them from the
scratch.

As shown in Fig. 5, the horizontal axis represents minimum support, while the
vertical axis represents execution time in seconds. The minimum support consid-
ered includes 1, 2, 3, 4, and 5. There is huge performance difference between the
FIN and FIN_INCRE algorithms. This difference is due to the fact that FIN_INCRE
does the incremental generation of association rules. In other words, the
FIN_INCRE updates association rules instead of generating them from the scratch.

Fig. 3 Shows the
performance comparison with
mushroom data set

Fig. 4 Shows the
performance comparison with
connect data set
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5 Conclusion and Future Work

Association rule mining is one of the widely used data mining activity. It is
achieved in two phases. In the first phase, frequent itemsets are generated from data
set. In the second phase, association rules are generated. Two statistical measures,
such as support and confidence, are used to improve the quality of association rules.
The problem with existing algorithms is that they scan entire data set to generate
frequent item sets. Every time, they are executed, they produce frequent itemsets by
scanning entire data set. However, data sets in the real world change frequently.
After generating association rules, the new insertions to the data set are to be
considered for updating generated association rules. This is a challenging task. In
this paper, we proposed an algorithm named FIN_INCRE which is based on the
FIN algorithm. Our algorithm is incremental in nature. When new records are
inserted, it updates the nodes in the tree while performing required pruning to
update rules. This improves the performance significantly in terms of time and the
memory usage. Our prototype application demonstrates the proof of concept.
Empirical results revealed that that the proposed algorithm is able to update rules
based on the incremental data set rather than entire data set besides outperforming
FIN which takes entire database with less memory overhead and execution time.
Our future work is to investigate further on dynamically updating association rules
in the context of big data.
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Pattern Anonymization: Hybridizing Data
Restructure with Feature Set Partitioning
for Privacy Preserving in Supervised
Learning

MD. Riyazuddin and V.V.S.S.S. Balaram

Abstract Majority of the data available for knowledge discovery and information
retrieval are prone to identity disclosure. The major act to disclose the identity is
through exploring the pattern of attributes involved in data formation. The existing
benchmarking models are anonymizing the data either by generalizing, deleting the
sensitive attributes, or adding noise to the data. Either of these approaches is not
guaranteed in optimality and accuracy in results that obtained from the mining
models applied on that data set. The deviation in results often causes falsified
decision-making, which is unconditionally not acceptable in certain domains like
health mining. To fill the gap, here, we proposed a novel hybridization of feature set
partitioning and data restructuring to achieve the pattern anonymization. The model
is particularly aimed to restructure the data for supervised learning. To the best of
our knowledge, pattern anonymization is first of its kind that attempted to anon-
ymize the patterns rather individual attributes. The experiment results also indicate
the scope of robustness and scalability of the supervised learning on restructured
data.
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1 Introduction

The exploration of eligible data patterns [1] is a key process of information retrieval
and knowledge discovery. Data mining is one of the significant concepts, which is
generally used for information retrieval and knowledge discovery by identifying the
eligible patterns from the given data [2–4]. The considerable consequence of these
data-mining algorithms and models is identity and personal information discloser.

Above 90 % of the participants of a survey [5] aware that data related to any
individual can be shared or sell by a company only under the permission given that
individual, henceforth the sharing of personal information by an individual to an
eligible organization is hassle free. The data-mining applications often apply on
these personal and sensitive data that leads to violate individual privacy. Hence-
forth, often, the implementations of these mining models are restricted [6–8].

The objective of this study is related to securing the privacy of the data from
leakages possible in data mining. The organizations should protect the privacy of
the customer’s personal information, which could be revealed unofficially due to
patterns discovered by data-mining activities [9].

It has been learnt that removal of sensitive identities related to personal infor-
mation is not adequate solution for privacy protection [10]. The data publishing for
statistical analysis are another domain, which is sensitive to this privacy leakage.
The considerable study was done and landed with solutions like restricting queries
and perturbation the data to protect privacy in data publishing [11]. However, none
of these methods are compatible to preserve privacy in data mining.

The predictive mining strategies, such as classification, cannot be possible on
query restricted and perturbed data set. Since the predictive mining models require
to explore the possible associations between attributes. Henceforth anonymizing the
data is considered to be the best approach to prevent privacy leakages in predictive
mining models. Many of such solutions [12–16] can be found in the literature of
past decade. The most successful privacy protection strategy was k-anonymity
[17, 18] that anonymizes the record of each individual, such that it cannot be
distinguished from minimum K other individuals. This is done mostly by gener-
alizing the sensitive attributes of the records or eliminating these sensitive attributes
from the given data set or including noise, such that no individual personal
information is leaked.

The similar objective has been considered in this research article. The aim is to
explore the constraints of the existing models and defining a data anonymization
approach toward privacy preserving data mining.

The rest of the paper is organized as follows. Sect. 2 contains the exploration of
the strengths and constraints of the existing benchmarking models and that followed
by Sects. 3 and 4, which contains detailed projection of the proposed model. Sect. 5
presents the experimental setup and performance analysis that followed by the
Sect. 6, which concludes the proposal.
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2 Related Work

K-anonymity is optimized in [19], which is done by performing a search to identify
the attributes possible to allow the privacy leakage. A multi-objective method for
hiding sensitive association rules is devised in [20]. This model is an evolutionary
strategy, since it is using GA to identify the sensitive rules. This model is optimal to
preserve privacy and deliver extremely significant rules. The main constraints of
these models [19, 20] are the need of prior knowledge of the sensitive attributes of
the data set and computational complexity of search is nonlinear.

The concept of feature set partitioning introduced in [21] is aimed to magnify the
scalability of the supervised learning. The feature set partitioning decomposes the
actual feature set into multiple subsets and further builds each subset level classifier.
Further ensembles all these classifiers to recognize the class of the target record
[22]. Generalizing the feature during the feature selection is the main objective of
feature set partitioning strategy. The classifier will be constructed using the rep-
resentative features. The empirical study of the model evinced that the optimality is
proportionate to the formation of minimal number of subsets from maximal number
of features, which is also a significant constraint for data sets with sparse and
divergent feature set. The privacy leakage is another biggest constraint of this
supervised learning by feature set partitioning.

To overcome the constraint of privacy leakage observed in classification strategy
called feature set partitioning [21], Matatov et al. [23] extended the model devised
in [21]. The model proposed in [23] is achieving optimal k-anonymity for each
feature subset to prevent identity leakage of the data set. This model is also an
evolutionary strategy, as it is using genetic algorithm to identify the optimal feature
subsets. The empirical study evincing that the model is optimal to achieve
K-anonymization for defined feature subsets. The considerable limits of the model
are nonlinear computational complexity in optimal feature subset discovery and
requirement of prior domain knowledge to identify the feature’s sensitivity toward
privacy leakage, which is an essential factor to define cost function of the genetic
algorithm. The anonymization is relevant and specific to the ensemble classification
by partitioned feature set proposed in [21].

The existing benchmarking models that aimed to privacy preserving data mining
are anonymizing data by generalizing, obliterating the quasi fields of the records in
given data set, or restructuring the data set by adding noise. The process of gen-
eralizing or obliterating the field values may achieve optimal anonymity but causes
severe violation in mining results. On other method of adding noise also causes
considerable deviation in mining results, which is due to the noise included.
Another specific hurdle in any of the existing models is the compulsion of the prior
knowledge about the quasi attributes. Hence, any of the benchmarking models
minimizes their negative impact on mining results, if and only if the anonymization
done in the context of the data set under the close monitoring of domain experts and
specific to particular mining algorithm. In most of the cases, prior knowledge of the
data and close monitoring of the domain experts is big constraint. Hence, it is
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obvious to conclude the need of an optimal strategy for privacy preserving data
mining that works without prior knowledge of the data given and close monitoring
of the domain experts. On the other dimension, the anonymization to preserve the
privacy should not violate the originality of the mining results.

In order to this, we proposed a hybrid approach that combines the feature set
partitioning and anonymizing through data set restructuring by including trivial
records. The proposed model is anonymizing the patterns observed in given data
set, since the feature patterns are the primary factors those leads to identity leakage.
In addition, the other unique feature of the proposal is that it compatible to any of
the supervised learning-based mining algorithm. To the best of our knowledge,
model defined here is first of its kind that retains the structure of the actual records
while adding the trivial records to achieve pattern disclosure.

3 Pattern Anonymization by Feature Set Partitioning
and Data Set Restructuring

3.1 Notations Used in Model Exploration

• Data Set: A set of records and each record contain values for fixed number and
order of attributes associating to a class label.

• Class Label: An attribute representing the state of the record
• Attribute Set: A set of attributes represents few or all attributes those labels the

different fields of the records.
• Value Set: The set of values in a record representing an attribute set is known as

Value set
• Trivial Record: A record that contains trivial values for one or more attributes.
• Trivial Value Set: A set of values in a trivial record represents an attribute set,

such that one or more values are trivial.

3.2 Feature Set Partitioning

Let consider all the attributes of the given data set as a set A. Furthermore, all
possible subsets from A of different sizes will created as a set S.

Similarly, create a set R that contains the subsets formed from each record r of
the given data set D, which is done based on the subsets defined from A. A subset
rsi contains the values from r of the attributes found in subset fsi ∃ si ∈ Sg.

Finding coverage of each subset frjsi ∃ rj ∈D∧ si ∈ Sg, which represents the
number of records contains rjsi
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Prune the subsets from R under bide rule [citation required] is as follows:
Let a set rjsi with coverage k and a set rpsq with coverage k0, if rjsi ⊆ rpsq

� �
and

k≡ k0ð Þ, then rjsi can be discarded.

3.3 Data Set Restructuring

Let K be the optimal number of records representing each feature set partition to
achieve K-anonymity.

If any of the value set rjsi from R, which is representing values for attribute set si
in record, rj is with coverage k less than K, then K − k, the number of trivial records
will be formed, such that each trivial record with trivial value set trjsi for attribute
set si replaced by respective value set rjsi. This is done by updating existing trivial
records if any otherwise creates new trivial records.

Furthermore, each trivial record will be associated to a class label randomly from
all possible class labels, which is done to achieve maximum possible diversity in
class label representation.

4 Process Model of the Feature Set Partitioning and Data
Restructuring

For set of size n, possible number of subsets are 2n − 1, which excludes the empty
set [citation required]. Henceforth, finding 2n− 1 − 1 attribute sets
S= fs1, s2, s3, . . . ..sjSjg from the set of attribute labels A of size n, which excludes
class label attribute.
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4.1 Further Find All Possible Subsets from All Entries
of the R as Follows

4.2 Further Find the Coverage of the Each Entry of R
as Follows
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4.3 Further Prune lR and kR as Follows
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4.4 Restructuring Data for K-Anonymity of the Feature Sets
Is as Follows
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4.5 Add Label to All Trivial Records in D as Follows

5 Experimental Setup and Results Analysis

The experiments were conducted to assess the compatibility of the restructured data
set toward supervised learning. The impact of K-anonymity with maximal possible
diversity is a proven strategy toward privacy preserving [24]. Hence, the experi-
ments conducted here were not aimed to explore the optimality of the K-anonymity
and maximal diversity.

The accuracy, robustness, and scalability of the results obtained from restruc-
tured data set are assessed through statistical metrics [25] called precision, sensi-
tivity, and accuracy, respectively, which are estimated using the count of truly
classified and count of falsely classified.

Since the assessment metrics called computational and resource complexity also
included in the performance analysis, a computer with i5 processor, 4 GB RAM,
and Nvidia 4 GB graphics card is used. The implementation was done in CUDA
[26]. Statistical metrics analysis was done using explorative language R [27]. The
input and obtained results were explored in Table 1.

Table 1 Particulars of the input data set and results obtained

No of features 14
No of records in original data set 303
No of records in restructured data set 512
No of groups formed from original records 16
No of groups formed from restructured data set (original and trivial records) 23
No of groups after pruning the trivial records 16
Truly classified no of records 301
Falsely classified records 2
Precision 0.99339934
Sensitivity 1

Accuracy 0.994
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5.1 The Data Set

The objective of the proposed model (Pattern Anonymization Approach) is to
perform the optimal supervised learning on restructured data set that protects from
pattern disclosure. To assess the scalability and supervised learning accuracy, we
adopt the heart disease data set [28]. We initially classified the data set by classi-
fication tool J48 [29] and obtained prior knowledge of the possible groups of
records.

5.2 Performance Analysis

The classes predicted by the proposed pattern anonymization approach (PAA) were
assessed, by comparing the classification of the original records under restricted
data set, which include trivial records also. The Metric values indicate that clas-
sification of original records after restructuring the data set is significant (precision
is 0.99339934 that indicates the truly classified records ratio). The sensitivity of true
and trivial record classification is also considerably high (sensitivity is 1 that
indicates no trivial records included into actual groups of the original records). The
overall classification optimality is observed as best, since almost the 100 % of the
records grouped into relevant labels under the given restructured data set and
experimental setup (accuracy is 0.994).

Fig. 1 Feature set
partitioning and data set
restructuring completion time
observed for divergent count
of input records

Fig. 2 Memory used for
feature set partitioning and
data set restructuring of
divergent count of input
records
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The computational complexity and resource cost are also assessed, which is done
under divergent count of records given as input. The time complexity observed to
be linear for given divergent count of records as input (see Fig. 1). The memory
usage of data set restructuring with feature set partitioning also being noticed as
linear for given divergent count of input records (see Fig. 2).

6 Conclusion

Privacy preserving supervised learning is prime objective of the model proposed
here in this paper. In this context, many of existing models succeeded to prevent
privacy disclosure under certain constraints, such as prior knowledge of the data to
identify the sensitive attributes, compromising at optimality of the mining results
due to sensitive attribute eradicating, and generalizing or nonlinear complexity
observed in the process of sensitive feature identification. The proposed model is
hybridizing the data restructuring with feature set portioning to achieve privacy
preserving for any of existing supervised learning-based mining model. The best
part of this model is that no prior knowledge of the data is required to anonymize
and computational complexity is observed that was linear. The important factor to
adopt this model is that it cannot violate the mining results, which is a biggest
constraint of the existing models. The motivation gained from this model drives our
future research to minimize the computational complexity to much minimal that
compared with the present model. In the other direction of future research, the
similar anonymization strategy can be devised for rule mining and unsupervised
learning strategies.
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Effective Visiting Schedule Generation
in a Tourist Recommender System
Using Hadoop

T. Ragunathan, Sudheer Kumar Battula, Jorika Vedika and M. NagaRatna

Abstract E-commerce has changed the way which the users select and purchase

items. Most of the e-commerce applications deployed in the Web today use rec-

ommender systems to recommend items to the online users based on their ear-

lier purchases. The tourist recommender systems discussed in the literature, so far,

cover, regarding the best routes from one city to another city by including the tourist

spots and beautiful scenery-based sites and the destination tourist spots by accepting

images or description of the tourist spots as input. In this paper, we have proposed the

architecture for a tourist recommender system and then a novel scheduling algorithm

for preparing the visit schedules in a city for the tourists based on user requirements

and we have implemented the same using Hadoop framework.

Keywords MapReduce ⋅ HDFS ⋅ Tourist recommender system

1 Introduction

E-commerce has changed the way which the users select and purchase items. Most

of the e-commerce applications [1] deployed in the Web today use recommender

systems to recommend items to the online users based on their earlier purchases.

Collaborative filtering techniques are discussed in the literature [2] to recommend
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items to the users based on their purchase behaviour. Content-based filtering tech-

niques [3] are also discussed in the literature which uses user profiles to recommend

items. Both collaborative- and content-based filtering techniques are combined to

form hybrid techniques and these technique improve the quality of recommenda-

tions by combining the best features of both the recommendation techniques.

The tourist recommender systems discussed in the literature, so far, cover, regard-

ing the best routes from one city to another city by including the tourist spots and

beautiful scenery-based sites and the destination tourist spots by accepting images or

description of the tourist spots as input. To the best of our knowledge, these systems

were not implemented using any distributed computing technique, and also, we did

not find any recommender system for recommending places of visit in a city, visit

schedules, and the mode of transport for optimizing the expenditure of the tourists.

In this paper, we have proposed the architecture for a tourist recommender system

and then a novel distributed algorithm for preparing the visit schedules in a city for

the tourists based on user requirements by following parallel and distributed comput-

ing techniques. The proposed system, namely tourist recommender system (TRS),

recommends efficient tour schedules for the tourists, so that more places can be vis-

ited in a city by the tourists within the stipulated number of days stay planned by

them. We have developed a distance matrix based on the place of stay in the city and

then generated efficient tour schedules to the users by considering different modes

of transport.

We have implemented our algorithm using Hadoop framework (distributed com-

puting framework) in a ten-node Hadoop cluster. We generated tour schedules for the

users based on their constraints given as input to the system. TRS is a novel system

and is very useful for the tourists who are planning to visit various places of cities by

optimizing number of days of their stay in those cities. This system also recommends

effective schedules, so that more places will be covered in a day based on the user

requirements.

This paper is divided into five sections: Sect. 2 covers the related work. Section 3

discusses the proposed system architecture and algorithms. Section 4 discusses the

prototype system that we developed at our research center and results. Section 5 cov-

ers the conclusion and future works.

2 Related Work

In the literature, many techniques are discussed for recommender systems to improve

the quality of recommendations.

Next, we discuss the techniques which are discussed in the literature.

A content-based filtering technique was discussed in [4] which maintains the pro-

files of the users for recommending items. In these techniques, for new users, items

are recommended based on their interests which can be found through their profiles.

For the old users, items are recommended based on their previous purchase pattern.
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Collaborative filtering techniques are discussed in [5, 6]. The idea of collabo-

rative filtering is to recommend items based on the similarity between users and

their purchased items. In user-based collaborative filtering techniques, similar users

are identified based on their common interests, and then, items purchased by a user

are recommended to similar users. In item-based collaborative filtering techniques

[7–9], based on the items purchased by the users, similar users are found and then

items are recommended. In hybrid filtering technique discussed in [10], both content-

based and collaborative filtering techniques are combined to recommend items to the

users.

Context-aware [11], semantic-based [12], and peer-to-peer [13] approaches are

also proposed in the literature for effective recommendation of items to the users.

In [14], the authors propose an intelligent route recommender system. In this paper,

the route which is having more sceneries is recommended to the users. The main

criteria used to select a route is the visibility of scenic sights between one tourist

spot and another. In this system, the authors did not consider the cost effectiveness

for proposing the routes.

In the paper [15], tourist sites are recommended to the users based on the text or

images provided by them. The text or images about the tourist site given by the users

are compared with already available text and images of tourist sites in the system

and similar tourist sites are recommended to the users. The system proposed in [16]

recommends the tourist places to the users based on the log data maintained in the

system and the feedback given by the users of the system, and also, the authors pro-

pose to collect information, regarding tour packages from various tour agencies and

recommend the best available tour package to the users based on their requirement.

This system did not consider the tourist sites which are not included by the agencies

and did not discuss, regarding multi-mode transport facility, which are used by the

users to visit various places in a cost effective manner.

3 Proposed System Architecture and Algorithms

In this section, first, we discuss regarding the architecture of the proposed system.

Next, we discuss the algorithm that we propose for generating schedules.

3.1 The Architecture of the Proposed System

The main goal of TRS is to recommend effective visiting schedules to the tourists by

obtaining their requirements. We have considered the hadoop distributed file sys-

tem (HDFS) and map reduce programming paradigm supported in Hadoop [17]

for proposing the architecture. The architecture of the proposed system is shown

in Fig. 1. This system consists of five important components which are as follows.
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Fig. 1 Architecture of tourist recommender system

1. Schedule Reader

2. Schedule Dispatcher

3. Distance Matrix Generator

4. Fully Automatic Schedule Generator

5. Semi-automatic Schedule Generator

Schedule Reader: Manual as well as system generated visiting schedules are stored

in the HDFS which can be read by the Schedule Reader (SR) and then delivered to

the Schedule Dispatcher (SD) if the user has opted for “static” mode of scheduling.

Schedule Dispatcher: The SD dispatches the generated schedules to the users. This

component stores the generated schedule to the HDFS if that schedule is not already

there.

Distance Matrix Generator: A distance matrix is maintained for each city and is a

two-dimensional array which stores the distance from the source given by the user to

all famous places in city. This matrix can be generated manually and the system can

also generate this automatically using the distance matrix generator (DMG) com-

ponent. Note that by passing source place and destination place to the Google Maps

API which return the distance between the source and destination, this detail is stored

in the form of matrix (distance matrix) to the HDFS. The DMG passes this distance

information to the fully automatic scheduler or semi-automatic scheduler based on

the option given by the user.

Fully Automatic Schedule Generator: Once the source and destination places are

given as input by the users, this scheduler generates the schedules automatically by

reading the distance matrix values and items available in various places of the city.

The generated schedule is then passed to the SD.
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Semi-automatic Schedule Generator: Once the source and destination places are

given as input by the users, this scheduler generates the schedules by reading the

distance matrix values and items available in various places of the city and by con-

sidering the feedback given by the users. The generated schedule is then passed to

the SD.

3.2 Proposed Algorithm

We have developed the algorithm by considering two modes, namely (i) Static (ii)

Dynamic. In the static mode, the schedules already available in the HDFS and the

schedules which satisfy the user requirements will be delivered to the users. In the

dynamic mode, the schedules can be generated without the user intervention (fully

automatic schedule) or by obtaining the feedback from the users (semi-automatic

schedule).

Assumptions and Abbreviations

(i) Google API is used to find distance between two places and for displaying the

maps.

(ii) Src-Source Place of tourist.

(iii) Atime-Arrival time of tourist on the first day.

(iv) Fplaces—It is an array to store famous places of the given city.

(v) length—It gives the length of the array Fplaces and this denotes the number

of places to be visited by the users

(vi) Distancematrix—It is a two-dimensional array to store distance of all famous

places of the city

(vii) Ctime-Current time

(viii) Etime-Estimated Time.

(ix) Dtime—The maximum time up to the user prefers to visit the places in a day

(x) n—number of days of visit in the city.

(xi) Schedule—it is the list which consists of places of visit and the estimated vis-

iting time for the corresponding places

1: procedure SCHEDULER(Src,Atime,Dtime, n)
2: Read famous places of the city (Src) from HDFS and store the same in the

array Fplaces
3: r ← 0
4: s ← 0
5: Fplaces(0) ← Src
6: mode ← selectmode
7: /*select mode is the input given by the user*/

8: if mode = static then
9: return Matched schedule from HDFS
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10: else
11: if mode = semiautomatic then
12: Fplaces(0) ← UserSelectedPlaces
13: /* user has to manually select the places of visit which is given as

User Selected Places*/

14: end if
15: while n! = 0 do
16: while r <=Fplaces.length do
17: while s <=Fplaces.length do
18: Distancematrix(r)(s)=distance(Fplaces(r), Fplaces(s))

19: /* distance function interacts with Google Maps to give the

distance between two places*/

20: s ← s + 1
21: end while
22: r ← r + 1
23: end while
24: while Ctime <= Dtime do
25: places ← least distance from the source using distance matrix.

26: Etime ← calculate estimated time from
27: the source to destination
28: if Schedule! = places not in Schedule then
29: Schedule ← add places and Etime
30: Ctime ← Ctime + Etime
31: end if
32: end while
33: n ← n − 1
34: end while
35: end if
36: Display the contents of the schedule to the user.
37: end procedure

The scheduler takes source, destination, arrival time, maximum time up to which

scheduling can be done in a day, and number of days of visit in the city. After this,

the user has to select “Static” or “Dynamic” mode for preparing schedules. If the

user has selected “static mode”, then already existing schedules stored in the HDFS

which meet the criteria of the user will be selected and displayed. If user has selected

“dynamic mode” and “semi-automatic” option, then based on the visiting places

available and distance matrix values, schedules are selected and shown to the user for

selection. Note that, only user selected places are included in the schedule. If the user

selected “dynamic mode” and “fully automatic” option, then based on the visiting

places available and distance matrix values, schedules are automatically generated

and shown to the user for selection. Note that, in dynamic mode (both for semi- or

fully automatic options), the following method is used for generating the schedule.

Initially, current time (Ctime) will be the starting time and it is checked with destina-

tion time (Dtime). If Ctime is less than Dtime, a visiting place (p) which is very near
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to the source is found and this place will be added into the Schedule provided that it

is not already there. Next, p becomes the source place. After this, estimated visiting

time to visit p is added to the Ctime, and then, next nearest place (np) to p will be

found by going through the details in the distance matrix. Next, np will be added into

the Schedule provided that it is not already there. This step is repeated until Ctime

becomes greater than or equal to Dtime. Note that, these steps are repeated for all n
days for preparing the complete schedule.

4 Prototype System and Results

Prototype Environment We developed the prototype of the TRS in a Hadoop Clus-

ter which consists of 10 Datanodes and 1 Namenode and Secondary NameNode.

Each node has got one Intel(R) Core(TM) i3-2120 CPU @ 3.30 GHz with 2 GB

RAM, and ubuntu 14.0.4 64-bit operating System with Hadoop 1.0.4. We used Java

8 to develop this application. For designing front-end Web pages, we used HTML,

CSS, and JS. For the server-side programming, we used Java Servlets.

In this system the input data given by the user is submitted to TRS. Figure 2 shows

the input form used by the user for entering input details. In static mode, for the given

Fig. 2 User input form
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Fig. 3 Semi-automated mode schedule

user input, already existing schedules from the HDFS are chosen and displayed to

the user. Figure 3 shows the schedule generated in dynamic semi-automatic mode.

In Fig. 4 shows the schedule generated in dynamic fully automatic mode.

5 Conclusion

In this paper, we have proposed the architecture for a tourist schedule recommender

system and then a novel distributed algorithm for preparing the visit schedules in a

city for the tourists based on user requirements. We have implemented this algorithm

using map reduce paradigm of Hadoop framework for generating visiting schedules.

Note that the map reduce programs that we developed in the prototype system per-

form parallel and distributed processing of information, regarding the cities stored

in the HDFS for generating visiting schedules.
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Fig. 4 Fully automated schedule generation
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A Study and Mapping of Radiation Levels
from Mobile Towers in and Around
Bangalore

N. Raghu, N. Krishna Murthy, K. Nagendra and V.N. Trupti

Abstract High-frequency radiations from mobile towers are known to have
adverse effect on life of human beings, live stock, and birds. The rapid development
of mobile communication has led to the installation of mobile towers in heavily
habitat areas, and the cluster of towers being put up by different network providers
has led to increased levels of radiation. At certain areas, this level may have reached
dangerous levels as to cause long-term effect. The paper aims to map the levels of
radiation in selected areas of possible vulnerability and to locate high-risk areas
along with the measured radiation levels.

Keywords Electromagnetic radiation ⋅ Electromagnetic field (EMF) ⋅ Radio
frequency (RF) ⋅ Very high frequency (VHF) ⋅ Extremely low frequency (ELF)

1 Introduction

In recent days, there have been discussions about air pollution, noise pollution, water
pollution, and soil pollution, but a new form of pollution, namely electric pollution is
causing concern, but it is not recognized as much as other pollutions. Electric
pollution is the presence of higher levels of electromagnetic radiation (EM radiation)
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and electromagnetic fields (EMF) at certain locations which have hazardous
short-term and long-term effects on human beings and other living creatures [1].

Even sun rays which are a form of electromagnetic (EM) radiation can be
harmful as noticed in cases, where people resorting to sun bathing for long duration
have developed skin problems and in extreme cases leading to cancer. Another area
where EM radiation was known to cause deleterious effect was X-rays. X-rays has
such useful application in the field of medicine, and industry was found to be
dangerous after repeated exposures, as was observed by early radiologist, now,
X-rays are employed with due care and precaution to avoid its ill effects [2].

In the above context, microwave radiation from mobile towers has drawn the
attention of and concern of the users. This problem is to be addressed urgently, and
the detailed study of the levels of radiation at potential risky areas, the health
problems associate with people, and living creatures in such areas is to be con-
ducted. Such studies have been done in advanced countries and many recom-
mendations have been put forth to limit the radiation to certain level, so that its ill
effects are tolerable [3–5]. In our country, no such recommendation exists, and
because of this, there is need to do extensive survey of risky areas and their
associated radiation levels together with health problems noticed, so that a con-
sensus may be arrived to recommend to limit the radiation to levels tolerable under
the existing conditions as a first step towards safety precautions against radiation
hazard. Furthermore, continuous studies are required to review the levels suggested
and eventually lead to legislation for control of radiation levels in the larger interest
of human safety.

The radiation effects cause from very high frequency (VHF) with low power and
extremely low frequency (ELF) with high power [6]. This paper deals with very
high frequency with low-power measurement of radiation levels and its effects.

2 Present Scenario of Mobile Towers

The mobile towers transmit microwave radiation in the range of 869−894 MHz
(CDMA), 935−960 MHz (GSM 900), and power density is in vicinity is about
4.7 W/m2 and in 1805−1880 MHz (GSM 1800) range is 9.2 W/m2, and nowadays,
3G network has entered in few cities and 4G is expected in near future [5]. Pre-
sently, in India, about seven lakhs mobile towers have been installed. In Bangalore,
thousands of mobile towers are placed, and also in most of these towers,
four-to-five transmitters are installed due to which the radiation level has increased.
A number of places can easily be seen to have been exposed to high levels of
radiation and are high-risk areas [7, 8].

626 N. Raghu et al.



It is reported that people are staying close to mobile towers and facing the
transmitters and are still constructing high-rise buildings facing the towers and in
close proximity to them [1]. Thus, one can see that there are already large number
potentially risky areas, where buildings exist and new buildings are being con-
structed continuously.

3 Methodology

The step-by-step procedure followed to measure electromagnetic fields intensity
(µW/m2) is as shown in the flow chart below (Fig. 1). The available radio frequency
signals in free space were collected using isotropic antenna. The radiation level
present in the radio signals is loaded to the HF59BTM device which is analyzed
using NFA soft.

4 Measurement Setup

To measure the radiation levels of these sites, a measurement setup consisting of
HF59BTM device and isotropic antenna is used (Fig. 2). This device receives the
maximum radiation signals available in free space which are emitted from mobile

Measurement of Magnetic fields Intensity from Mobile Towers (μW/m^2).

Isotropic Antenna Receives signals 

RF Signals

NFA software 

Radiation 
Intensity

Less High

Fig. 1 Measurement of radiation level
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towers from different directions at several places. The measurement of radiation
setup is as shown below (Fig. 3). This survey was conducted at noon between
12:00 pm and 4 pm.

Fig. 2 Radiation measuring device HF59BTM and isotropic antenna

Radiation Intensity Measuring Device 
TM

Isotropic 
Antenna

HF59B

Fig. 3 Experimental setup to measure radiation levels
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5 Effects on Human Beings

The radiations emitted from mobile towers have a direct impact on human life.
These radiations are classified as low-level and high-level radiation. The exposure
to these radiations has certain biological effects which are listed below.

1. Low-level radiation exposure effects are every small and they are not detected.
2. In high-level radiation, when there is less exposure, it causes skin damage,

nausea, vomiting, fatigue, sleep disturbances [9], headache [1], hearing problem,
dizziness [2], bone marrow damage, damage in white blood cell [10], and
damage to cells lining the small intestine.

3. Normal exposure of radiation (0.002 µW/m2) which causes sleep disorders,
abnormal blood pressure, weakness, limb pain, joint pain [10], digestive prob-
lem [10], and also even damage to the DNA of human body has been reported in
some cases [2, 11, 12].

4. In high-level radiation with prolonged exposure, it has resulted in the following
hazards.

(a) Among children, it has resulted in leukemia [1, 2], growth retardation, small
head, brain size, and mental retardation.

(b) Among adults, breast cancer, bladder colon, liver cancer, lung cancer,
stomach cancer, and ovarian cancer have occurred [2, 4, 6].

5. In many cases, loss of hair has been noticed among people exposed to medium
level of radiation.

6 Radiation Levels Measured and Analysis of the Data
Obtained

The radiation norm given by ICNIRP (International Commission for Non-Ionizing
Radiation Protection) guidelines in India at 1998 for safe power density is given by
f/200, where frequency (f) is in megahertz, has been considered [5].

The reason for selecting is that particular region is mainly because its densely
populated area and it also includes major public places, such as hospitals, schools,
factories, temples, etc. The route for measurement in Bangalore was started using a
ground position system (GPS) instrument for navigation from Minerva Circle to
konanakunte cross for the first set of readings, as shown in route map (Fig. 4), and
measured less than 2 kHz radiation levels are showed in (Fig. 5), more than 2 kHz
radiation levels are showed in (Fig. 6). The second set of readings was measured
from konanakunte cross to Kagglipura, as shown in route map (Fig. 7) and mea-
sured less than 2 kHz radiation levels are showed in (Fig. 8), more than 2 kHz
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Fig. 4 GPS route from Minerva circle to konanakunte cross

Fig. 5 Radiation levels from Minerva circle to konanakunte cross (<2 kHz)
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Fig. 6 Radiation levels from Minerva circle to konanakunte cross (>2 kHz)

Fig. 7 GPS route from konanakunte cross to kagglipura
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radiation levels are showed in (Fig. 9). The third set of readings was measured from
Minerva circle to City Railway station as shown in route map (Fig. 10) and mea-
sured less than 2 kHz radiation levels are showed in (Fig. 11), more than 2 kHz
radiation levels are showed in (Fig. 12). Table 1 show the radio frequency radiation
(RFR) levels in various places in the range less than 2 kHz and greater than 2 kHz
around the Bangalore region.

Fig. 8 Radiation levels from konanakunte cross to kagglipura (<2 kHz)

Fig. 9 Radiation levels from konanakunte cross to kagglipura (>2 kHz)
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Fig. 10 GPS route from Minerva circle to city railway station

Fig. 11 Radiation levels from Minerva circle to city railway station (<2 kHz)
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Table 1 Estimation of radiated power (power density) from mobile towers at various locations

Sl. 
no.

Figure 
reference

Name of the place

Electromagnetic field intensity
(µW/m2)

<2 KHz >2 KHz

1.
Figs 10 and
11 Railway station 30000 2900

2.
Figs 10 and
11 Raj bahavan 17000 3100

3.
Figs. 10 and
11 K R circle 16000 3900

4.
Figs. 4 and 5

Ande Ka Fanda, JP nagar 8600 2200

5.
Figs 7 and 8 Yellamma dasappa institute 

of technology
7900 1450

6.
Figs. 4 and 5

Minerva circle 7800 2900

7.
Figs. 4 and 5

Sarakhi signal 7400 3800

8. Figs 7 and 8 Art of living 6100 200

9. Figs. 4 and 5 Konanakunte cross 6200 1350

10.
Figs 7 and 8 Shell petroleum kanakapura 

road
5800 2500

11. Figs. 7 and 8 Kagglipura bustand 5000 400

12. Figs. 4 and 5 Bansankari 4600 1200

13. Figs. 4 and 5 J P nagar link road 4000 100

14. Figs. 7 and 8 KSIT Engineering college 2800 200

15. Figs. 4 and 5 Jaraganahalli  govt. school 2400 1250

16.
Figs. 4 and 5

Metro station, jayanagar 400 100

17.
Figs. 4 and 5 Canara bank (South end road) 

jayanagar
300 1300

18. Figs. 4 and 5 Southend circle 250 900

19. Figs. 4 and 5 Nanda takies 200 100

Very high radiation level [4].   

High radiation level [4].

634 N. Raghu et al.



7 Conclusions

Serious health effects wave been noticed at radiation levels as low as 100 µw/m2.
However, it is abnormally low level to be fixed, because the mobile operators lose
connectivity. Therefore, many countries have adopted practical levels to be fixed
immediately to 100,000 µw/m2. This should be gradually reduced to
10,000 µw/m2, within a couple of years. As seen from the measurements, many
areas level greater than 10,000 µw/m2 and may approach to 100,000 µw/m2. Thus,
the situation is sounding alarm and authorities have to wake up to limit the radiation
level to 10,000 µw/m2 in the interest of human safety and also to avoid the
installation of mobile towers on school buildings, hospitals, and residential houses
in close vicinity and facing such premises.

8 Future Scope of Investigation

More intensive survey of radiation together with a survey of associated health
problems in such areas in cooperation with medical institutions is urgently needed
to know the of current state of hazardous level.
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Fig. 12 Radiation levels from Minerva circle to city railway station (>2 kHz)
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Low-Cost Smart Watering System
in Multi-soil and Multi-crop Environment
Using GPS and GPRS

Sudheer Kumar Nagothu and G. Anitha

Abstract Nowadays, it is a common practice to cultivate various crops in a field.
Normal watering system will not work well when there is multi-crop in the field,
because each crop requires different levels of watering. The same problem exists
when it is multi-soil land. When moisture sensor is used in this context, many
numbers of sensors are placed at different crop locations, and their data are analyzed
to water the plants. To collect the data from various sensors, and processes them,
and to turn on/off, the sprinklers or some other watering system based upon the data
is a complex process. Each moisture sensor requires some power source for its
operation (normally battery is used). Here, an idea is proposed to use a robot with
moisture sensor and GPS. The robot will move around the field, which will test the
moisture for every 10 m, it has moved, based up on the moisture data, the sprinklers
system in that region will be on/off. Using weather data provide by meteorological
department, watering to the crop can be adjusted.

Keywords GPS ⋅ GPRS ⋅ Low-cost watering system ⋅ Weather data

1 Introduction

Water is a precious resource, which should be carefully used. Farmers are watering
the plants, without understanding the amount of water required for the plants. When
various crops are planted in the field, each crop requires various levels of moisture,
for example, paddy may require heavy moisture compare with maize, etc. The level
of watering also will vary based upon the stage of crop. To solve all these problems,
an idea is proposed for multi-crop and multi-soil land irrigation. Figure 1 shows the
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block diagram of the equipment in the robot, and Fig. 2 represents the hard kit of
navigation required for the robot.

The subsystems GPS and GPRS are integrated along with moisture sensor using
ARM microcontroller. The moisture readings are sent to the server along with the
position, where the measurement is made, which is used to regulate water flow to
the crops.

Normally, in these types of applications, many moisture sensors are used. It is
not only a costly affair to maintain those sensors using batteries, but also it will be
very problematic to find the location of sensor once we forgot the location where it
is buried. Special scanners need to be used to detect them, which consumes a lot of
time and manpower. Integrated GPS and GPRS system are used in many appli-
cations [1–3]. Here one such type of application in agriculture is discussed.

2 System Working

Initially, the position of the various crops in agriculture field is noted in terms of
latitude and longitude. Various sprinklers are placed in all different crops. The robot
will move around the field, which uses sense and avoid technology to avoid if there
is any block in front of it, but it will move the entire field using GPS available in it.

Power

GPRSARMGPS
Fig. 1 Block diagram of
robot

Fig. 2 Hardware kit of
navigation for robot
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For every 20-m distance, it has traveled, the moisture sensor will be made to
penetrate into earth, and the moisture content is sent to the server along with
position where the content is measured. This position is checked against the crop
position database, i.e., to check what crop is there in that location, and whether
moisture level in that soil position is optimum or not, and if watering is required for
that crop, respective sprinkler system can be on.

The moisture sensor robot readings can be compared with crop position and
sprinkler system position using haver-sine formula. Here, a square type of coverage
architecture is followed to avoid the ambiguity. So, at any time, the robot will be in
anyone square block. The hexagonal type of division may be more useful to cover
the entire area, but normally crops are planted in square format only. Equal-size
square boxes are considered here to reduce complexity.

The sprinkler is located at the center of the square block, which can cover up to
10-m radius. So, normally for every 20-m distance, a sprinkler system is available.

a= sin2
ϕ2 −ϕ1

2

� �
+ cosðϕ2Þ * cosðϕ1Þ sin2

λ2 − λ1
2

� �

d=2 *RE * a tan 2
ffiffiffi
a

pffiffiffiffiffiffiffiffiffiffiffiffiffiffið1− aÞp
 !

where ϕ1 and λ1 are latitude and longitude of robot position, ϕ2 and λ2 are latitude
and longitude of crop position, and RE is radius of earth (around 6371000 m), and
all angles are in radians. Distance in meters is given by d.

The working model of robot is given in Fig. 3. The agriculture field is shown in
Fig. 4, which is subdivided into various parts a, b c d, e, f, etc., as shown in Fig. 5.

Fig. 3 Robot in agriculture
field
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Fig. 4 Agriculture field

Fig. 5 Agriculture field divided into various parts based upon the crop
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The position of the robot is compared with the center position of the crop (Sprinkler
position), which results in a distance less than or equal to 10 m with respect to the
sprinkler. The moisture content from the robot is analyzed, along with weather data.
The required weather data can be gathered from the Website http://www.
indiaweather.gov.in/, for Indian users, which is shown in Fig. 6. These data can
be stored in the database. The weather data for the next 5 days can be predicted, and
watering can be adjusted based upon moisture sensor data and weather prediction.
When the soil moisture is very dry, watering can be done immediately irrespective
of the weather. But when soil is dry, weather data can be taken into consideration to
water the plants. If there is any prediction that rain will occur in immediate 2 to
3 days, watering can be delayed. The flow of the working model is shown in flow
chart (Fig. 7).

As shown in the flow chart, when soil state is dry, weather data predicted for the
immediate days are checked, and if rain is predict in next 2 to 3 days, watering can
be stopped. When the soil state is very dry, immediate watering will occur using
sprinkler.

Fig. 6 Weather data from Indian Meteorological Department
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3 Conclusion

The multi-crop and multi-soil watering system has been proposed in a low cost by
using a single moisture sensor. The problem of forgetting the buried moisture sensor
position can be solved with this technique, since we are using a single sensor which
will move around the field, whose position is known for each and every instant. By
using GPS, a well-structured system is proposed, which will ON/OFF the sprinkler
in the respective location by analyzing the moisture content and crop on that
location along with weather data.

Is the soil state very dry?

Is the soil state dry?

Is the soil state wet?

Possibility of rain within next 5 days

Start sprinkler in the location for 30 
minutes and go to start

Starting the system

YES

YES

YES

YES

NO

Position & moisture content
information from robot

Analyze the required moisture in crop in 
the position given by robot with robot 
moisture sensor report

Stop sprinkler in the location for 30 
minutes and go to start

Fig. 7 Flow chart
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An Image Encryption Technique Using
Scan Based Approach and Image as Key

Shrija Somaraj and Mohammad AliHussain

Abstract In this paper, a new algorithm for image encryption using the scan
method is proposed. Using SCAN language, it is possible to generate a wide range
of scanning paths based on the spatial accessing methodology. The proposed
algorithm is implemented using different gray and color images, and the experi-
mental results and security analysis indicate the advantages of the proposed algo-
rithm. The original image can be reproduced using this algorithm without any loss
of information. The algorithm is simple and fast as compared with other recent
approaches. It is secure enough to be used in a wide range of applications, as it has
passed all the security requirements. This paper presents an overview of the
encryption and decryption process using the proposed algorithm. The implemen-
tation of the algorithm is done in MATLAB and tested on various gray and color
images.

Keywords Image encryption ⋅ Image decryption ⋅ Security analysis ⋅ Scan
patterns

1 Introduction

Security of information has become a major requirement in today’s scenario as data
and information can be accessed through varied sources, such as network, Web,
cloud, and many more. Many ways of securing information by encryption have
already been proposed like Data Encryption Standard (DES), RSA Algorithm,
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Blowfish algorithm, Chaos-Based Methods, Hash-Based Methods, Scrambling-
Based Methods, and many other symmetric and asymmetric methods [1–5].

In 1986, Bourbakis proposed a combined compression, encryption, and hiding
system which were based on the SCAN language [6]. “SCAN” refers to the dif-
ferent ways of scanning a 2D image. The SCAN language can generate (nxn)!
scanning paths for an image of nxn size based on a 2-D spatial accessing method.
The SCAN algorithm can determine an optimal scanning path which minimizes the
number of bits used for encoding the scanning path and also the bit sequence. This
method can compress an image by specifying a suitable scanning path for the image
in an encoded form. After compression, the encrypted image is generated by
rearrangement of bits of the compressed image. A set of scanning paths are used for
the rearrangement of the bits which are kept secret. The set of scanning paths being
used forms the key for encryption. The level of security achieved is high and it is
highly impossible to find key using currently available computational technologies.
The SCAN methodology is suitable for compression, encryption, and hiding
information in multimedia-based applications [7–17].

The SCAN language has some partition patterns and scanning patterns. Both
have some transformations also.

1.1 Partition Patterns

There are three basic partition patterns that include (Fig. 1)

• B-type partition patterns
• Z-type partition patterns
• X-type partition patterns

Each basic partition pattern has eight different transformations. These depend on
the initial point and the final point which B-type partition pattern with its eight
transformations can be defined from B0 to B7 (Fig. 2).

Z-type partition pattern with its eight transformations can be defined from Z0 to
Z7 (Fig. 3).

X-type partition pattern with its eight transformations can be defined from X0 to
X7 (Fig. 4).

Fig. 1 Basic partition
patterns B type, Z type, and
the X type
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1.2 Basic Scanning Pattern

There are four basic scanning patterns

• Spiral—(S) Pattern
• Continuous Orthogonal—(O) Pattern
• Continuous Diagonal—(D) Pattern
• Continuous Raster—(C) Pattern

Figure 5 shows the four basic scanning patterns (a) represents the Spiral—S
pattern, (b) represents the Continuous Orthogonal—O pattern, (c) represents the
Continuous Diagonal—D pattern, and (d) represents the Continuous Raster—C
pattern. The scanning patterns can be rotated through angles of 0°, 90°, 180°, and
270°. If these are represented as S0, S2, S4, and S6, then the reverse patterns can be
represented as S1, S3, S5, and S7 which is shown in Fig. 6. Eight transformations
of scanning pattern C are shown in Fig. 6a, eight transformations of scanning
pattern D are shown in Fig. 6b, eight transformations of scanning pattern S are
shown in Fig. 6c, and eight transformations of scanning pattern O are shown in
Fig. 6d.

Fig. 2 Transformations of B-type partition pattern B(0–7)

Fig. 3 Transformations of Z-type partition pattern Z(0–7)

Fig. 4 Transformations of X-type partition pattern X(0–7)
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2 Methodology

2.1 Algorithm for Encryption

Step 1. Take original image and key image of the same size.
Step 2. Select a scanning pattern from the four basic patterns Spiral (S), Continuous

Diagonal (D), Continuous Orthogonal (O), and Continuous Raster (C) for
original image and store the generated image.

Step 3. Select a scanning pattern from the four basic patterns Spiral (S), Continuous
Diagonal (D), Continuous Orthogonal (O), and Continuous Raster (C) for
key image and store the generated image.

Step 4. Perform XOR (bitxor() in MATLAB) on the images generated in Step 2 and
Step 3 to get the resultant image.

Fig. 5 Basic scanning patterns

Fig. 6 Showing the eight transformations: a scanning pattern C (C0–C7), b scanning pattern D
(D0–D7), c scanning pattern S (S0–S7), and d scanning pattern O (O0–O7)
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2.2 Algorithm for Decryption

Step 1. Take Encrypted Image.
Step 2. Select the key image (secret key) used in encryption process.
Step 3. Select a scanning pattern for key image from the four basic patterns Spiral

(S), Continuous Diagonal (D), Continuous Orthogonal (O), and Continuous
Raster (C), and store the generated image.

Step 4. Perform XOR (bitxor() in MATLAB) on the images in Step 1 and Step 3 to
get an intermediate image.

Step 5. Select the same scanning pattern from the four basic patterns Spiral (S),
Continuous Diagonal (D), Continuous Orthogonal (O), and Continuous
Raster(C) for image in Step 4, as done for original image in the encryption
process.

Let the original image be I, key image be K, S and S1 are two different scanning
patterns, and E is the encrypted image; then, the process of encryption and
decryption can be represented as follows:

Encryption Process

I + S → I1 ð1Þ

K + S1 → K1 ð2Þ

E←I1⊕K1 ð3Þ

Decryption Process

K + S1 → K1 ð4Þ

D←E⊕K1 ð5Þ

D + S → I ð6Þ

In Eq. (1) scanning pattern S is applied on original image I which produces the
image I1. Equation (2) represents the scanning pattern S1 applied on key image K
generating the K1 image. Next, in Eq. (3), bitwise XOR operation is applied on the
scanned I1 and K1 images. Equations (4)–(6) represent the decryption process,
where first scanning pattern applied on key image is the same as encryption; next,
Eq. (5) shows the application of bitwise XOR on the encrypted image E and the
scanned key K1, Finally, Eq. (6) shows the application of the same scanning pattern
used in encryption process on the image D generated in the previous step (5) which
results in getting back the original image.
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3 Experimental Results

The proposed algorithm is implemented in MATLAB 7.0 and the images are taken
from USC-SIPI database [18]. The algorithm is suitable for encrypting both gray
and color images. It can also work on different file formats like tiff, bmp, jpeg, pgm,
png, etc. In Fig. 7, encryption and decryption of gray images using the proposed
method are shown, where (a) shows the key image, (b) represents different original
plain images, (c) shows corresponding encrypted images, and (d) shows the
decrypted images. In Fig. 8, encryption and decryption of color images using the
proposed method are shown, where (a) shows the key image, (b) represents

Fig. 7 Gray image encryption using scan method: a key image, b original images, c encrypted
images, and d decrypted original images
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different original plain images, (c) shows corresponding encrypted images, and
(d) shows the decrypted images.

4 Performance Analysis

The execution speed of an algorithm is also an important aspect for analyzing the
performance of the algorithm. Both encryption and decryption speeds can be
measured based on the size (bytes) encrypted or decrypted and the time (sec) taken
for encryption and decryption. The proposed scheme was implemented using
MATLAB 7 and the execution time was measured on an Intel Core 2 Duo processor

Fig. 8 Color image encryption using scan method: a key image, b original images, c encrypted
images, and d decrypted original images
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with processing speed of 3.0 GHz and 3 GB RAM, running Windows 8.1. The
simulation results in Table 1 show that the average execution speed of the algo-
rithm for gray images (3 images taken as sample—Image1, Image2 and Image3) is
536443 bytes/second for encryption and 533178 bytes/second for decryption. The
simulation results in Table 2 show that the average execution speed of the algo-
rithm for color images (2 images taken as sample—Image1 and Image2) is 1009722
bytes/s for encryption and 1341401 bytes/s for decryption. Table 3 shows the
comparative study of AES, MASK, and SCAN (proposed) algorithms. The pro-
posed algorithm shows a better encryption speed as compared with the others in the
comparison.

5 Conclusion

From the experimental results, we conclude that the proposed method of image
encryption using SCAN approach gives very good results for both color and gray
images. To keep it simple, only single scan pattern is used at a time, but if required
a hybrid approach, a combination of two scan patterns and partitions can also be
employed. With the increase in complexity, the encrypted image appears more
distorted as compared with the single-level encryption. It has high processing
speed. The proposed method of encryption uses simple XOR operation and integer
arithmetic which can be easily implemented in the hardware. The simulation results
show that the proposed algorithms have great performance in terms of security,
speed, and sensitivity.

Table 1 Showing encryption speed in gray images

Speeds
(bytes/sec)

Image1 (papav.
pgm)

Image2 (tulips.
pgm)

Image3 (cameraman.
tiff)

Avg

Encryption 506538 552626 550167 536443
Decryption 508425 551185 539924 533178

Table 2 Showing encryption
speed in color images

Speeds
(bytes/sec)

Image1
(lena1.bmp)

Image2
(4.1.05.tiff)

Avg

Encryption 1008504 1010941 1009722
Decryption 1281334 1401469 1341401

Table 3 Comparison of
encryption speeds

Speeds (bytes/sec) AES MASK SCAN

Encryption 8100.87 48907.46 550167
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IPMOntoShare: Merging of Integrated
Pest Management Ontologies

Archana Chougule and Vijay Kumar Jha

Abstract Integrated pest management (IPM) is a combination of different tech-
niques to increase crop production in eco-friendly manner. Minimizing use of
pesticides with IPM will reduce risk of human diseases and will also reduce
environmental risks. Various computerized systems are used for IPM, where
agricultural experts provide their pest management knowledge as input for
decision-making. Integrated pest management knowledge if represented as ontol-
ogy, it can be shared by heterogeneous agricultural computerized systems. This
paper presents a tool to develop IPM ontology using upper IPM ontology and
domain specific crop IPM ontology. Tool is named IPMOntoDeveloper. IPM
ontologies developed by distinct agricultural experts can be integrated into one to
enrich knowledge base of IPM practices for specific crop. This paper presents a
system named IPMOntoShare to merge IPM ontologies developed by various
agricultural experts. It combines several approaches of ontology matching,
including name matching and structure matching.

Keywords Integrated pest management ⋅ Knowledge sharing ⋅ Ontology
development ⋅ Ontology merging

1 Introduction

Integrated pest management is the need of time. It is observed that excessive use of
pests has adverse effect on human health and also on environment. A number of
diseases are caused because of toxic pesticides used to control pests on crops. As
pesticides are sprayed evenly on complete crop field, it can affect soil, running
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water and air at the crop field and across the crop field. It also affects other species
which are not targeted by the pesticide.

To reduce these risks, integrate pest management (IPM) technique is used. The
use of computerized systems to implement IPM techniques is obvious. As these
systems are of varying kind, there must be a way to represent knowledge which can
be easily shared among heterogeneous systems. One of the best approaches to
represent domain knowledge is through ontologies. Formal representation of con-
cepts, relationships, assumptions, and constraints in specific domain can be pre-
sented as ontology. The ontology can be used as a classification tool in specific
domain as it defines structure and hierarchy of concepts in the domain. Hence, an
easy to use tool for agricultural experts named IPMOntoDeveloper is proposed
here. It uses ontology of core IPM techniques as upper ontology for the develop-
ment of crop specific IPM ontology. While building ontology, viewpoints of
developers can be different. To support sharing of IPM ontologies developed by
various agricultural experts, ontology merging is required. Creating a new ontology
from two source ontologies is called as ontology merging. This paper introduces
IPMOntoShare, a system for mapping and merging of two IPM ontologies. Com-
parison of similarity of concepts at each level of ontology is discussed in detail.

This paper is organized as follows. Section 1 details ontology merging
approaches proposed by various authors. Section 2 describes working of
IPMOntoDeveloper, a tool for IPM ontology development. Merging of IPM
ontologies using IPMOntoShare is detailed in Sect. 3. In Sect. 4, we demonstrate
the use of IPMOntoShare for integrating IPM ontologies of rice pests. The con-
clusion is given in Sect. 5, and references are at the end of the paper.

2 Literature Survey

A number of approaches for ontology merging are proposed by various authors.
This section discusses some of those approaches. Li et al. [1] provide approach to
ontology merging using concept lattice technique which comes under formal
concept analysis. They define matrix for ontology matching, which mentions
similarity between instances, definition, and structure of ontologies, respectively.
They propose assigning of weights to all these parameters for measuring similarity.
They take threshold value from user for deciding similarity. Based on threshold
value and calculated similarity value, it is decided whether two ontologies are
similar. The next step is to build concept lattice using concept lattice construction
algorithm. Using generated concept lattice, global ontology is generated. The
relationships in ontologies are constructed at last step.

Cuevas Rasgado et al. [2] present special notations for ontology merging called
as ontology merging (OM) notation. They also present ontology merging algorithm
where merging takes place automatically without user intervention. They provide
list of labels to be used in ontology which identify the description of the concepts
and relations among them. In OM algorithm, similarity of concept from one
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ontology is measured with the concept from other. Similar concepts are added once
to a new third ontology, and all differing concepts from both ontologies are added
as new concept in third ontology. They also consider relation similarity. For con-
cepts which are synonyms of each other, they use COM algorithm of OM. They
also mention about removing nested relations. An ontology merging method based
on WordNet is proposed by Kong et al. [3]. Equality of concepts is measured using
WordNet. They also measured values of sets of concepts using Jaccord coefficient
and most-specific parent method. Based on these measured values, they recon-
structed the hierarchy. Target driven merging of ontologies is proposed by Raunich
et al. [4]. The approach is based on equivalence matching between a source tax-
onomy and target taxonomy for merging. They use integrated concept graph to
adapt and extend properties of merged taxonomy.

Ontology merging using machine learning techniques is discussed by Richard-
son et al. [5]. The use of hierarchical clustering algorithm for ontology learning and
the use of Bayesian theorem, cosine, and KL divergence functions are discussed in
this paper. The use of description logic and description graph for merging domain
ontologies is proposed by Gupta et al. [6]. Combination of lexical, semantic, and
rule-based methods is described in [7]. For semantic matching, OpenCyc and
WordNet are used for finding synonyms. Simple hearst patterns and propositional
formulae are used for rule based matching. The concepts are merged only if the
similarity value is above a user-defined threshold. Similar approach is mentioned in
[8]. Detail algorithms for ontology merging, attribute merging, relation merging,
and superclass merging are explained in the paper. Prompt plug-in available with
protégé can be used for ontology merging. Semi-automatic approach of merging is
use by Prompt. Detail algorithm used by Prompt is described by de Araujo et al. [9].
Clustering technique for merging multiple ontologies is proposed by de Araújo
et al. [10]. They generate similarity matrix by matching classes and properties.
Consistency checking of ontology mappings using ontology evaluation knowledge
within the semantic knowledge of merging system is proposed by Fahad and Abdul
Qadir [11]. Fully automated ontology matching using upper ontologies is proposed
by Mascardi et al. [12]. Three algorithms namely uo_match, structural_uo_match,
and mixed_match are implemented for ontology matching. They used SUMO-
OWL as upper ontology for running experiments. The implementation is done
using the Alignment API. Computing similarity between ontologies using change
weights semantic graph is put forward by Yang et al. [13]. They combined
name-based and structure-based approach. They calculated name similarity matrix
and used it as initial values for edges in change weights semantic graphs. Kremen
et al. [14] introduced OWL 2 ontology merging tool named OWLDiff. It is open
source and can be used as plug in with Protégé and NeOn toolkit. To reduce error in
merged ontology, compatibility of mappings should be checked. Using Galois
connection for deciding compatible and incompatible mappings is described by
Abbas et al. [15]. Analysis and preservation of disjoint knowledge before actually
merging two ontologies is given by Fahad et al. [16].
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3 IPMOntoDeveloper

There are core techniques in IPM as biological, chemical, cultural, mechanical, and
physical. For developing IPM ontology for specific crop, one or more of these
techniques should be mentioned as IPM type for specific crop pest.

IPM ontology can be developed from text descriptions of ontologies as men-
tioned in [18]. IPMOntoDeveloper is a tool developed using java language as
mentioned in [18]. For developing IPM ontology for any crop pest, the upper IPM
ontology mentioned in Fig. 1 is used, and ontology shown in Fig. 2 is used as basic
domain ontology for any crop pest. Agricultural experts can derive various
ontologies from domain ontology of crop specific IPM. These ontologies are then
passed as input to IPMOntoShare for generating merged IPM ontology.

Fig. 1 Upper IPM ontology

Fig. 2 Domain ontology for
crop-specific IPM
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4 IPM Ontology Merging with IPMOntoShare

This section describes stages of merging two candidate IPM ontologies developed
by IPMOntoDeveloper. Here, it is assumed that the two IPM ontologies developed
by agricultural experts are for the same crop. In ontology merging process, upper
IPM ontology shown in Fig. 1 is considered as the basis of merging. The type of
IPM for each crop pest is mentioned by agricultural expert [18].

As pest is the basic concept in ontologies generated by IPMOntoDeveloper,
ontology matching is performed at level of pest individuals. A top-down approach
for ontology merging is adopted. Therefore, at stage 1, similarity matching is done
by comparing at class level, i.e., comparing basic types of crop pests. At stage 2,
comparison is done at individual level, and at last stage 3, data properties and their
values are compared. Details of each stage are as follows:

Stage 1: For comparison at class level, IPMOntoShare first does semantic com-
parison of pest types. Before checking for name similarity, each word in
ontology is converted to its base form using stemming algorithm. Por-
ter’s Stemmer is for this purpose. If pest types have similar names, then
it is represented as one node in merged IPM ontology. If names are
different, then it is checked whether the two terms are synonyms with the
help of AGROVOC and WordNet dictionary. AGROVOC [19] is an
agricultural vocabulary provided by Food and Agricultural Organization
(FAO). It is available in multiple languages. Pest-type similarity

Fig. 3 System flow diagram
for proposed approach
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computation is also done at structural level using is-a and is-part-of
relationships mentioned in candidate IPM ontologies. (Fig. 3).

Stage 2: At this stage of similarity computation, pest individuals of each pest type
are compared using the same technique mentioned above. If pest indi-
viduals are matching, then a single pest individual is added as leaf node
under the same pest type in IPM merged ontology else they are added as
separate pest individual to common parent pest type. In formula 1, pest
individual is represented as PI and P_Merge is crop pest type in merged
ontology.

If Sim PI1, PI2ð Þ= =1 thenAdd PI1, P Mergeð Þ
ElseAdd PI1, P Mergeð ÞANDAdd PI2, P Mergeð Þ ð1Þ

Stage 3: Last stage is of matching crop pest properties and their values. Properties
of crop pests like IPM type, symptoms, growth stage are stored at leaf
nodes of candidate ontologies. For each candidate ontology generated by
IPMOntoDeveloper, IPM type is compared first. The IPM type is one of
the IPM techniques mentioned in upper IPM ontology. If type of IPM is
matching, then only IPMOntoShare proceeds to the next stage of
matching, i.e., matching of symptoms. Pests have tendency to occur at
specific development stages of crop. Matching development stage of
crop in which that pest occurs is also done. If all property values are
matching, then it is concluded that those pest individuals are similar as
given if formula 2. To compare similarity at structural level, relation-
ships like isCausedBy, hasSymptom, and isAppliedRemedy are con-
sidered. In formula 2, S represents pest symptoms, IT represents IPM
type for crop pest, D is crop development stages of crop in which that
particular pest occurs, and PI is pest individual in candidate pest
ontology.

Sim PI1, PI2ð Þ=Sim S1, S2ð Þ+Sim IT1, IT2ð Þ+Sim D1, D2ð Þ ð2Þ

All three stages mentioned above are followed iteratively to get final merged
ontology. It is made sure that all types and individuals of pests in candidate
ontologies are preserved. Last step in IPM ontology merging process is checking
and removing of any cycles present and removing of any repetition of pest indi-
viduals in resultant IPM ontology. This task is done manually by agricultural
expert. Interface for verification and editing of merged IPM ontology is provided by
IPMOntoShare.
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5 Implementation

IPMOntoDeveloper and IPMOntoShare are developed using java language. User
friendly interfaces are provided to agricultural experts for easy development and
merging of IPM ontologies.

To analyze results of IPMOntoShare, two agricultural experts were asked to
develop IPM ontology for pests on rice using IPMOntoDeveloper merge then using
IPMOntoShare. A part of developed and merged ontologies are shown in Figs. 4
and 5 to demonstrate stages of ontology merging by IPMOntoShare.

In Fig. 4a, pest-type stem-borer has Dark_headed as pest individual in ontology
by expert-1 and the same is not present in ontology by expert-2, as shown in
Fig. 4b. Hence, it is added as separate pest individual in merged ontology, as shown
in Fig. 4c.

Fig. 4 Merging at pest individual level. a Rice IPM ontology by expert-1. b Rice IPM ontology
by expert-2. c Merged rice IPM ontology generated by IPMOntoShare

Fig. 5 Merging at pest properties level. a Rice IPM ontology by expert-1. b Rice IPM ontology
by expert-2. c Merged rice IPM ontology by IPMOntoShare
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In Fig. 5, Symptom and IPM_Value are different for pest individual stem-borer.
Hence, it is added as Stem-borer1 and Stem-borer2 in merged ontology, as shown
in Fig. 5c.

6 Conclusion

As types of tools and techniques used for IPM are varying, representing IPM
knowledge as ontology makes it possible to share IPM knowledge. This paper
described in detail how such ontology can be constructed. To integrate such various
ontologies in one combined ontology for each crop, ontology merging process is
discussed. This paper demonstrates how ontology merging techniques can be uti-
lized. Performance of IPMOntoShare system illustrated more clearly with example
of developing and merging IPM ontology for rice crop. The discussed approach
helps agricultural experts to play with IPM ontologies effortlessly and saves their
time to great extent.
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Graph Based Word Sense Disambiguation

Neeraja Koppula, B. Padmaja Rani and Koppula Srinivas Rao

Abstract Word-sense disambiguation is an open challenge in natural language
processing. It is the process of identifying the actual meaning of the word based on
the senses of the surrounding words of the context in which it is used.
Knowledge-based approaches are becoming most popular than other approaches for
word-sense disambiguation. Knowledge-based approaches do not require large
volumes of training data instead uses Lexical knowledge bases to construct undi-
rected graphs. In this paper, traditional Page Rank algorithms and random walk
approaches are compared extensively.

Keywords Word-sense disambiguation ⋅ Knowledge-based approach ⋅ Page
Rank ⋅ Random walks approach ⋅ Graph-based approach

1 Introduction

Human language has many ambiguous words, which leads to misunderstanding.
In NLP, the main focus of intensive research is word-sense disambiguation, which
is an open challenge task. Word-sense disambiguation automatically chooses the
correct sense to the ambiguous word. The sense of the word depends on the
surrounding context. WSD is useful in several tasks, such as machine translation
and information retrieval. The WSD systems are supervised approaches, unsuper-
vised approaches, and knowledge-based approaches.
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Supervised approaches [1] use the corpus, which needs a large hand tagged data
with senses, which is expensive, and the accuracy is more than the other WSD
systems. However, it suffers from knowledge acquisition, which is a bottle neck.
The accuracy is about 70 %, whereas in unsupervised approach, the accuracy is
about 50 %.

Knowledge-based WSD approach also requires a corpus with some annotated
data, which is also known as lexical knowledge base (LkB), this LKB is also used
by the unsupervised approaches to find the correct sense of the word, and hence,
this approach does not require any training data. In this article, we are focusing on
knowledge-based methods.

There are two main methods: graph-based approach and similarity-based
approach. In graph-based approach, it is represented as graph, each node is rep-
resented as sense, and the edge between them is represented as a relation between
the senses, by applying depth first search assigning correct sense to the ambiguous
word. In similarity-based approach, the senses which have a similarity sense and the
sense having maximum similarity are assigned as the correct sense of the word.

2 Related Work

Knowledge-based WSD assigns a sense to an ambiguous word depending on the
surrounding context. One word can have many senses, and the intended sense is
chosen by calculating the relatedness among sense using semantic similarity metric.
In this, senses are compared in a pairwise fashion, and the computation grows
exponentially with the no of senses, i.e., for a sequence of n words where each word
has k senses, we need to consider Kn sense sequences, which is a major drawback.

Recently, graph-based method for knowledge-based WSD [2] has gained much
importance in NLP. These methods will find and exploit the structural properties of
the graph underlying a particular LKB using some graph-based techniques. All
these methods use some versions of WordNet as a LKB.

Graph-based WSD systems [3] are performed over a graph all nodes are rep-
resented as senses and edges between them are represented as relations among pair
of senses. The relations (semantic, co-occurrence, etc.) may have weights attached
to them. By applying ranking algorithm to the graph and then assigning the sense
with highest rank to the corresponding word. Developing smaller subgraphs online
for each target word and to extract subgraph nodes and relations particularly rel-
evant for the set of senses from a given input context and analyzed most relevant
nodes are chosen as the intended senses of the words.

A complete weighted graph is formed with the synsets of the words in the input
context by applying a text rank algorithm [4]. The weight of the links joining two
synsets is calculated by executing Lesk’s algorithm [5]. Once the complete graph is
built a random walk algorithm, Page Rank is executed over the graph, and the
words are assigned to the most relevant synset.
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3 WordNet

WordNet is an LKB, which can be represented as a graph; an LKB is a set of
concepts and relations between them, plus a dictionary, which contains words and
their senses. A list of words each of them linked to atleast one concept of the LKB.
Given a WordNet, we can build an undirected graph where nodes represent the
LKB concepts and relation between concepts is undirected edge.

Monosemous words will be related to one sense and polysemous words are
related to two senses or several.

4 Algorithms

The random walk algorithm PageRank [6] is a method used for ranking a node in
the graph, and this ranking is done according to their structural properties.

The main idea about this algorithm is whenever an edge from vi to vj exists in a
graph, a vote from vertex i to vertex j is produced, and the rank of node j increases.
The strength of the vote from i to j also depends on the rank of node i. The final
rank of node i represents the probability of a random walk over the graph ending on
node i in the graph.

Let G be a graph with vertices (v1, v2, …, vn), let di be the out degree on node i,
and let M be the probability matrix

Mij =1 d̸i if an edge i to j exists

= 0 otherwise

The Page Rank vector over a graph G is given as follows:

P=cMP+ ð1− cÞv. ð1Þ

In the above equation, v is a stochastic vector and c in the damping factor varies
between 0 and 1, the first term in the equation is the voting scheme, and the second
term is smoothing factor, which makes any graph to be irreducible and thus con-
verges stationary distribution.

The Page Rank is actually calculated by applying iterative algorithm that
computes Eq. 1 successively until it converges to some threshold value. We need to
slightly modify the Eq. 1 [7] to discard the effect of dangling nodes, i.e., a node
without out links.
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5 Random Walks

Page Rank is calculated by applying an algorithm on Eq. 1 repeatedly until it
converges to given threshold value is achieved or the number of iterations is
executed.

Random walks WSD can be applied on two methods.

5.1 Static Page Rank

This method is context independent; it returns the most predominant sense from the
relative senses. Context is used as a baseline, if we apply traditional Page Rank
algorithm to the WordNet. All the concepts are ranked according to their PageRank
Value. We get a context independent word senses. Given a target word, it checks
the relative senses and output the highest rank.

5.2 Personalized Page Rank

This method is purely based on the content words, and we are using LKB. Given an
input text depending on the content words, a relative sense is assigned to a target
word. Given a sentence in the target word, all the remaining content words are
related to the concepts in LKB, and after the disambiguation process, all the con-
cepts in LKB receive a score. For the target word, choose the appropriate and
associated concept with maximum score.

The main drawback in this method is if a target word has two senses related by
semantic relations, those senses will reinforce each other.

6 Evaluation Measures

WSD literature has used several measures of evaluation

1. Precision
2. Recall
3. F1 Measure

Precision is the percentage of correctly disambiguated instances divide by the no
of instances disambiguated.

Recall is the percentage of correctly disambiguated instances divided by the total
no of instances to be disambiguated.
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Finally, F1 measure combines both the measures precision and recall, which is
the harmonic mean of the two measures. The data sets used here are monosemous
and polysemous words only.

The comparison graph with WSD and without WSD is shown clearly in Fig. 1.

6.1 Comparisons

To analyze the performance factors, the parameters which are used to measure the
accuracy in the Page Rank algorithm are damping factor and no of iterations to
converge.

Efficiency of using full graph versus subgraphs. Using different versions of
WordNet. Table 1 compares the accuracy of the best graph-based methods:
Mihalcea et al., Agirre and Soroa [8], and the method of Sinha and Mihalcea.

Fig. 1 Comparison graph
with WSD and without WSD

Table 1 Comparison with
related work

Senseval 2 accuracy Senseval 3 accuracy

Mih05 54.2 52.2
Agi09 59.5 57.4
Sinha07 56.4 52.4
WT-A 58.67 52.67
FS 63.7 61.3
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7 Conclusions

In this paper, we present a method for knowledge-based word-sense disambiguation
about random walks algorithm to choose correct sense of the ambiguous word using
LKB, and we are using full graph of WordNet efficiently. We have performed an
extensive analysis between our Page Rank algorithms, i.e., graph-based methods.
These algorithms can be easily ported to other languages with good results with
requirement of WordNet in that language.

Acknowledgments I express my deep gratitude to all the authors in the reference section, who
greatly helped to improve the article in this shape.
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Enhanced Scaffold Design Pattern
for Seculde Multi-tenant SaaS Application

Nagarajan Balasubramanian and Suguna Jayapal

Abstract Internet has sophisticated the life of a populist. The cloud is an
Internet-based technology where data are location independent. It provides “on
demand” service to the customer on pay-per-use model. The multi-tenancy is an
essential characteristic in cloud, which has motivated many researchers to con-
tribute their work. Scaffold is a platform, where programmers can specify and
integrate application and database. The pattern is a reusable component used to
develop applications. NoSQL document data model has an advantage of storing the
values in a tiered storage. In this contribution, a pattern language for the scaffold is
proposed, which will be useful for the researchers to develop malleable multi-tenant
SaaS application.

Keywords Design pattern ⋅ Scaffold ⋅ NoSQL data model ⋅ Sharding ⋅
XML document

1 Introduction

Cloud can be expanded as common location independent online utility that is
available on demand. It has sophisticated the work-life balance easy and eloquent.

Multi-tenancy is an architectural pattern in which a single instance of software is
run on the service provider’s infrastructure and multiple tenant access the same
instance. A tenant is the organizational entity which rents SaaS solution. It entails
some important characteristic, such as customization, scalability and availability.
A multi-tenant application is a malleable, if it holds above conditions [1].
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Scaffold is a platform, in which the programmer can specify how application and
database can be interoperable. A virtual scaffold for multitenant SaaS data model is
shown in Fig. 1. The motivation behind the scaffold is to address the concern of
cloud skeptics, an efficient architectural platform, which will perform the create,
read, update, and delete (CRUD) operations during an application development [2].

A pattern language is a reusable and implementation component specific to a
virtual scaffold. Patterns provide an independent solution, for challenge related to
application and database interoperability [3]. The metadata layer will hold the
master copy of data [2]. The design pattern provides a guidance to store and retrieve
data to and from a metadata layer, by proper authentication and configuration [4].

The business layer will execute the snippet code for accessing the data. Thus,
patterns will be useful component, which helps to easily implement and develop an
application by providing efficient interoperability between data layer, metadata
layer and business layer [2].

The rest of this paper is organized as follows. In the next section, a related study
on literature is carried out. Section 3 is eloquent elaboration of state-of-the-art
studies on pattern formulation, and NoSQL data model has been done. Section 4
discusses on a complete implementation of scaffold design pattern with a sketch,
snippet code, and annotation. Finally, a summary of conclusion with short
description of future work is pinpointed.

Fig. 1 A virtual adaptive scaffold for multi-tenant SaaS data model [2]

672 N. Balasubramanian and S. Jayapal



2 Related Work

The literature survey is carried out systematically on contributions related to design
pattern and data base. The scaffold is a platform where the application and database
can be interoperable.

Bezemer et al. [1] has presented a position paper elucidating the importance of
multi-tenancy in industry. The authors have suggested a tenant-specific multi-tenant
pattern with some snippet code.

Strauch et al. [3, 5] have eloquent the ways and means by which application data
layer can be moved over the cloud. They identified the challenges during imple-
mentation of cloud deployment model. An application layer was proposed in [3]
and implemented in [5]. They instilled confidentiality pattern for a cloud-based
application development. The authors claimed that their solution is reusable for any
cloud deployment. This contribution is useful and helps to understand how data can
be moved from data layer to application layer.

Fehling et al. [6] had provided an architectural pattern language. They provided
pattern identification and format for a pattern language. The lists of catalog pro-
vided by the authors are useful for new pattern development.

Mietzner et al. [7] combined different multi-tenant patterns and evaluated a set of
patterns that can be used to design, develop and deploy process aware
service-oriented SaaS applications. The customization provided in [7] is also useful
and related to this contribution.

Adewojo et al. [8] argued that tenant-isolated component only will represent a
compromised implementation between the shared component and dedicated com-
ponent They provide UML diagrams and snippet coding in [8]. This contribution
helps us to better understand practical implementation of multi-tenant pattern
language.

Li et al. [9] provided a performance comparison on key-value store imple-
mentation of SQL and NoSQL. Geroge et al. [10] has provided an elaborate
comparison between several NoSQL. While Leavitt et al. [11] has entailed that
organizations nowadays are compelled to work with Big Data, and hence, they are
looking for alternative solution to handle the data through NoSQL data models.
Kanwar et al. [12] has argued that for the distributed environment with huge
volume of data, NoSQL was the solution. While Aghl et al. [13] have presented a
comparison of SQL and mongoDB.

The above literatures [10–13] create spur for researcher to tradeoff their ideas
from relational SQL to non-relational NoSQL.

Pallavi et al. [11] presented a storage model and its XML support to implement
multi-tenancy and have suggested an architectural overview for conceptual
multi-tenant SaaS.

To conclude with, a combined literature is conducted starting with multi-tenant
architecture then defining design pattern and finally with the NoSQL data model. It
helps to understand the concepts and creates motivation and spur to identify design
pattern for multi-tenant component gateway pattern.
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3 State-of-the-Art Studies

Section 3.1 is going to study on Patterns formulation, and Sect. 3.2 discusses about
the NoSQL data model. This state-of-art study gives an eloquent understanding on
multi-tenant component gateway pattern.

3.1 Pattern Formulation

Formulation of a significant pattern is the first step toward a solution. It includes a
set of sections. The context section sets stage where the pattern takes place. The
problem section explains what the actual problem is. The force section describes
why the problem is difficult to solve. The solution section explains the solution in
detail. The consequence section demonstrates what happen when solution is applied
[6]. The next step is identification of relevant and irrelevant detail for a pattern [6].
This helps a data layer of a scaffold to hold critical data safe in the meta-data layer.

This can be carried out by pruning the pseudonymous and anonymous data [5],
since they are more vulnerable in nature. The critical data can be handled by the
data layer either by pseudonymizer or anonymization technique.

Pseudonymizer is a technique to provide a masked version of the data to the
public while keeping the relation to the non-masked data in private. This enables
processing of non-masked data in the private environment when required [5].
Anonymization is a technique to provide a reduced version of the critical data to the
public while ensuring that is impossible to relate the reduced version to the critical
data [9]. Thus, by identification of the critical data, an abstract description for a
pattern can be realized [5]. The next step is to decide the design pattern associated
for format which will include relation to other pattern, annotations, and snippet
code [6].

3.2 NoSQL Data Model

The reason for pattern definition is to support a scaffold, where database and
application can be inter-operable [2]. The data model provides back end support for
any scaffold to develop multi-tenant applications.

The data can be stored in data layer in any one form—independent data base and
independent instance (IDII), independent tables and shared database (ITSI), and
finally, shared instance and shared tables [2].

The traditional database is becoming obsolete among the organization because of
enormous volume of data [11]. These Big Data compel the organization to con-
centrate alternative way of storing their data in “silo” storages. The NoSQL helps to
store the data in tiers with sufficient authentication [11].
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The structured data in a relational database is predefined by name, layout, and
design. They have certain rules to access the data in the database. SQL is a con-
venient language for structured data which satisfies Atomicity Consistency Isolation
and Durability (ACID), but struggling with growth of huge data [14].

NoSQL data model works with principle, Basically Available Soft state Eventual
consistency (BASE). By this, distributed storage of data is possible in NoSQL data
model and the immediate data can be available in the cache [12]. In addition, any
NoSQL should also satisfy Consistency, Availability, and Partition tolerance (in
short CAP) rule. Consistency[C] equivalent to having a single up-to-date copy of
the data, high availability [A] of the data (for updates), and tolerance to network
Partitions [P] [14]. The data model for the NoSQL includes key-value,
column-oriented and document and graph stores [9].

Key-value stores are based on key-value pairs, which resemble an associative
map or a dictionary. The values are based on the key-value stored and follows two
of the CAP rule, namely, consistency and availability. They are useful for providing
use cases and resemble more like a structured database [9].

Column-oriented database stores are derived from Google Big table, in which
the data are stored in a column-oriented way. Prior definition of column is not
essential. This increases the flexibility in storing any data type. This data store
provides flexible and powerful indexing [9].

Graph database originated from graph theory and use graphs on their data model.
It can efficiently store the relationships between different data nodes. These data-
bases are specialized in handling highly interconnected data, therefore very efficient
in traversing relationships between different entities [5]. In document databases, the
database stores and retrieves documents, which can be XML, JSON or BSON.
These documents are self-describing, hierarchical tree data structures which can
consist of maps, collections, and scalar values [9].

Document databases follow a master and slave node functioning. Mongo DB is
an open source document database, which satisfy the CAP rules [13]. They can be
used to write snippet code to establish inter-operability in the scaffold.

4 Malleable Scaffold Design Pattern

The motivation behind scaffold design pattern is to provide a relativity and
implementation between various patterns used in, multi-tenant component gateway
pattern.

Multi-tenancy is an architecture in which single instance of software application
serves multiple tenants. To claim a multi-tenant application is malleable, it should
satisfy certain characteristics such isolation, availability, scalability, and cus-
tomizability [1].

A design pattern should be sketched to isolate the tenant, use share table, and
share instance among tenant logged in, provide provision for scalability and
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customization for the tenant. The metadata layer should be properly maintained to
provide data to the tenant. Figure 2 shows a multi-tenant common gateway pattern.

The tenant can login into as shared component,1 tenant-isolated component (see
Footnote 1) and dedicated component (see Footnote 1) [8]. The Authorization
service pattern (see Footnote 1) help to identify the tenant. Gatekeeper Pattern2

protects applications and services using a dedicated host instances and prune
pseudonymous and anonymous persons using this pattern. Valet key pattern (see
Footnote 1) will restrict direct access to a client for a specific resource or service.
The identification of the tenant is necessary because to prune the pseudonymous
and anonymous data. Federated identity pattern (see Footnote 1) provides the
external identity for a tenant by assigning Tenant ID (TID).

The tenant into the scaffold with valid TID is considered as isolated tenant. The
data model for these tenants is independent database and independent instance,
independent tables and shared database instance or shared tables and shared data-
base instance. Any malleable multi-tenant works good with shared table and shared
instance, since multi-tenancy is sharing single instance by multiple tenant [2].
Tenant login as an isolated component can share the instance, customize them
according to their needs and store in a distributed environment. The NoSQL can
provide cache memory to store the data [12].

Compute and Query Responsibility Segregation (CQRS) Pattern (see
Footnote 2) can be applied in a scaffold to perform CRUD operation [15]. This
pattern segregates the operation that read data (Queries) from the operation that
update data (command) by using separate interfaces. Thus, the pattern states there
should be complete separation between “command” methods that perform actions
and “query” method returns data. This implies that the data models used collabo-
rated with other pattern to provide results in a scaffold [4] (Fig. 3).

A sample code is shown below (Fig. 4).
Event sourcing pattern (see Footnote 2) use an append-only store to record the

full series of event that describe history of actions taken on data. This pattern can be
applied through the mongoDB. Sharding pattern (see Footnote 2) can be used to
divide a data store into a set of horizontal partition. In mongoDB, a driver is
provided through which the tenant can access the data. Config in the network layer
of the scaffold will segregate the command and query run by the tenant [13]. The
data layer will shard, the Shared table and shared instance through the query router.
Thus, sharding can be used by the tenant with shared component where the data is
stored across number of machines as the XML documents [16]. An isolated tenant
can create a collection and insert the data as follows (Fig. 5, Tables 1 and 2).

The isolated tenant logged in can customize their data by updating the collection
using the following snippet code (Fig. 6).

The corresponding XML document for the updating is as below (Table 3).

1http://cloudcomputingpatterns.org.
2http://womdpwsazure.com.
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Thus, scaffold can implement the customization of tenant data, for the isolated
tenant by executing application logic in the business layer. The application in the
scaffold uses Activex Data Object (ADO).NET to provide data access to .NET
users. The driver provided in the shard will help to interoperate with any language.
Thus, the researcher can use these design patterns as easy-to-use benchmark into the
scaffold, and develop malleable multi-tenant application.

NoSQL 
DATA BASE

Integrated 
component 
software

Share 
data

Fig. 2 Multi-tenant common gateway pattern

Fig. 3 Workflow in CQRS
design pattern
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// simple Command and Query Segregation example 

Public class Tenantdatastore {

// Query method 

Public tenant Gettenant1 (int TID) {

// query data storage for specific tenant by TID

// return tenant

} 

// command Method

Public void Insert (tenant TID)

// Insert tenant into data storage

} 

Public void updatename (int id, stirng name) {

// find tenant in the data storage by TID

// Update the company, occupation, dateofjoining, 
performance)

} 

} 

Fig. 4 A snippet code for tenant identification using CQS

db.create.collection(“Tenant1”);

db.Tenant1.insert([ {name:"john",

... age:34,

... occupation:"mongodbadmin",

... company:"it4u",

... country:"India"},

... {  name:"jack",

... age:35,

... occupation:"oracleadmin",

... country:"UK",

... company:"cloud4u"}]) 

Fig. 5 Database creation and
insertion for Tenant1

Table 1 STSI table for Tenant1

Tenant ID Name Age Occupation Company Country

1 John 34 mongodbadmin It4u India

1 Jack 35 oracleadmin Cloud4u UK
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5 Conclusion

In this contribution, a multi-tenant common gateway pattern is elaborately dis-
cussed. This pattern gives spur and motivation for the researcher, to design a
malleable multi-tenant scaffold which will provide CRUD on the data available
from the STSI table and eventually store the data in a distributed virtual container.
Furthermore, NoSQL supports the tiered storage. The future work include includes,
experimentation of this pattern and thus provide easy-to-use malleable multi-tenant
applications which will be useful for all walks of life.

Table 2 XML document for Tenant1 documents

TID CUSTOMER INFORMATION

1 <TENANT1 ID = ‘1’>
<NAME > JOHN </NAME>
<AGE > 34 </AGE>
<OCCUPATION > MONGODBADMIN </OCCUPATION>
<COMPANY > IT4U </COMPANY>
<COUNTRY > INDIA </COUNTRY>
</TENANT1>

1 <TENANT1 ID = ‘1’>
<NAME > JACK </NAME>
<AGE > 35 </AGE>
<OCCUPATION > ORACLEADMIN </OCCUPATION>
<COUNTRY > UK </COUNTRY>
<COMPANY > CLOUD4U < COMPANY>
</TENANT1>

db. Tenant1.update({name=”John”},
{ 
$set:{dateofjoining:”23feb2012”,
Performance=”good”
} 
} 
) 

Fig. 6 Snippet code for
updation of a documents in
collection

Table 3 XML document for Tenant1 information after updation

TID Tenant1 INFORMATION

1 <TENANT1 ID = ‘1’>
<NAME > JOHN </NAME>
<AGE > 34 </AGE>
<OCCUPATION > MONGODBADMIN </OCCUPATION>
<COMPANY > IT4U </COMPANY>
<COUNTRY > INDIA </COUNTRY>
<DATAOFJOINING > 23FEB2012 </DATEOFJOINING>
<PERFORMANCE > GOOD </PERFORMANCE>
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Modelling of Three-Phase Asynchronous
Motor Using Vector Control Theory

P. Karthigeyan, K. Vinod Kumar, T. Aravind Babu,
Y. Praveen Kumar and M. Senthil Raja

Abstract This paper presents the modelling of three-phase asynchronous motor
using vector control. The purpose of using this control theory with respect to other
methodologies as it holds the advantage of accessing all the internal variables
required for machine operation. The control theory employed here is vector control.
This theory can also be used without estimators. Park, Clarke, and Krause and its
Inverse transformations have been used in this modelling. This modelling is done in
MATLAB/SIMULINK platform by initializing the variables and parameters of
three-phase induction motor, and the output of speed and torque is verified.

Keywords Squirrel cage induction motor ⋅ Direct quadrature ⋅ Park transfor-
mation ⋅ Clarke transformation ⋅ Krause transformation ⋅ Torque ⋅ Speed

1 Introduction

Induction motors is asynchronous motor which is operated by electromagnetic
induction. The most commonly used induction motor is cage rotor. In three-phase
induction motor, emf is dependent upon slip and rotor current. Vector control
theory adopted here is the d-q control theory which involves abc–dqo and dqo–abc
transformation. To determine the currents and voltages, three-phase voltage is
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converted to two-phase voltage and from two-phase voltage to three-phase voltage,
and finally fed back to the source to determine the output.

2 Modeling of Squirrel Cage Induction Motor

Figure 1 given below is schematic diagram of three-phase squirrel cage asyn-
chronous motor. The speed and torque of motor is estimated using the flux linkages
equations, current equations. The various transformations are also used wherever
necessary. The explanation for each block is given below. The inputs are
three-phase voltages, fundamental frequency. The outputs are torque, and rotor
speed. In d-q control theory, the three-phase variables are converted to two phase
rotating frame which is used for flux linkage calculations. In addition, transfor-
mation of three-phase voltages to two-phase and the two-phase currents back to
three-phase is done to determine the outputs. The individual blocks in simulation
are explained below.

Fig. 1 Schematic diagram of squirrel cage induction motor
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2.1 Current Equations

iqs =
1
Xls

Ψqs−Ψmqð Þ ð7Þ

ids =
1
Xls

Ψds−Ψmdð Þ ð8Þ

iqr =
1
Xlr

Ψqr−Ψmqð Þ ð9Þ

idr =
1
Xlr

Ψdr−Ψmdð Þ ð10Þ

Te=
3
2

P
2

� �
1
ωb

Ψds iqs−Ψqs idsð Þ ð11Þ

Te−TL= J
2
P

� �
dωr
dt

ð12Þ

2.2 Flux Linkage Equations

dΨqs
dt

=ωb vqs−
ωe
ωb

Ψds+
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Xls

X*ml
Xlr

Ψqr +
X*ml
Xls

− 1
� �

Ψqs
� �� �

ð13Þ

dΨds
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ωb
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Xls

X*ml
Xlr

Ψdr +
X*ml
Xls

− 1
� �

Ψds
� �� �

ð14Þ

dΨqr
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=ωb −
ωe−ωrð Þ
ωb

Ψdr +
Rs
Xlr

X*ml
Xls

Ψqs+
X*ml
Xlr

− 1
� �

Ψqr
� �� �

ð15Þ

dΨdr
dt

=ωb −
ωe−ωrð Þ
ωb

Ψqr +
Rs
Xlr

X*ml
Xls

Ψds+
X*ml
Xlr

− 1
� �

Ψdr
� �� �

ð16Þ

2.3 Speed and Electromagnetic Torque

The speed and torque is calculated is using the currents, flux linkages, and the load
torque as inputs. The following equations are modeled shown in is to calculate
those parameters as outputs.
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dωr
dt

=
p
2J

� �
Te−TLð Þ ð17Þ

2.4 Three-Phase Supply Block

This block is made up of embedded block where the program is embedded in it. The
transformation is given by

Van
Vbn
Vcn

2
4

3
5=

+ 2
3 +

2
3 −

1
3

+ 1
3 −

1
3 +

2
3

− 1
3 −

1
3 +

2
3

2
4

3
5

Vab
Vbo
Vco

2
4

3
5 ð18Þ

Three-phase voltages are obtained from unit vectors by giving Vm and θe as
inputs.

2.5 Three-Phase to Two-Phase Synchronous Rotating Axes
Transformation Block

KRAUSE TRANSFORMATION

Vsqs
Vsds

� �
=

1 0 0
0 − 1ffiffi

3
p 1ffiffi

3
p

� �
ð20Þ

Vqs=VS
qs cos θe −VS

ds sin θe

Vds =VS
qs sin θe +VS

ds cos θ
ð21Þ

2.6 Three-Phase to Two-Phase Synchronous Current Axes
Transformation Block

Now, the rotating axes is transformed into stationary axes using the below equa-
tions. These equations are embedded as program in the embedded block. Using
Clarke’s transformation, the two-phase is transformed into three-phase currents
(Fig. 2).

isqs =Vqs cos θe −Vds sin θe
isds =Vqs sin θe +Vds cos θe

ð22Þ
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3 Simulation Results

3.1 Procedure to Run the Model

The three-phase asynchronous machine is simulated with the parameters of
three-phase 220 V and frequency of 50 Hz. Before simulating, the parameters of
the machine need to be initialized using M-file. This M-file should be debugged and

Fig. 2 Three-phase to two-phase synchronous rotating axes transformation block

Fig. 3 Induction machine model initialization file
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added to the path, so that execution of Simulink file does not show any error. The
M-file program is shown below:

3.2 Initialization File for Parameters

(See Figs. 3, 4 and 5).

Fig. 4 Wave forms for three-phase currents, load torque, speed

Fig. 5 Machine three-phase currents, load torque, and rotor speed. The machine comes to steady
state at small slip of 0.14 s because of inertia load
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4 Conclusion

Thus, the modelling of three phase asynchronous machine has been implemented
using vector control (direct-quadrature control theory). At a rated slip of 0.14 s, the
current, speed, and torque are calculated and verified using this vector control
theory.
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An Unsupervised Classification of Printed
and Handwritten Telugu Words
in Pre-printed Documents Using Text
Discrimination Coefficient

N. Shobha Rani and T. Vasudev

Abstract Classification of handwritten and printed text in pre-printed documents
enhances the performance of optical character recognition technologies. The
objective of work presented lies in devising an approach to perform automatic
classification of printed and handwritten text at word level, which is inherently
found in pre-printed documents. The proposed work consists of three stages to
perform the classification of printed and handwritten words in Telugu pre-printed
documents. The stage one encompasses the feature computation from the seg-
mented words, stage two determines text discrimination coefficient, and finally, the
classification of printed and handwritten text using a decision model is accom-
plished in stage three. The statistical and geometrical moment features are com-
puted with respect to the text block under consideration, and furthermore, these
features are employed for determination of text discrimination coefficient. The
results of experimentation are proved to be promising and robust with an accuracy
of around 98.2 %.

Keywords Printed word ⋅ Handwritten word ⋅ Classification ⋅ Pre-printed
documents ⋅ Geometric features ⋅ Discrimination coefficient
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1 Introduction

Machine intelligent classification of textual components refers to the process of
interpreting whether a text block is printed or handwritten. In monolithic docu-
ments, the aspect of classification of text blocks does not arise, where as it is an
accentuated aspect essentially in pre-printed type documents [1], since pre-printed
documents are composed of both printed and handwritten text and it is quite sig-
nificant to classify the text blocks for an optical character recognition (OCR) [2].
The classification of these blocks also simplifies the classification and recognition
stages of OCR due to the systematic organization of character database. The various
categories of pre-printed documents possess both printed and handwritten texts
which are in use at various organizations. Some of them are application forms for
jobs/admissions, bank cheques, receipts, compliance forms, encumbrance forms,
birth/death certificates and various other requisition forms used in Government/
Private organizations, etc. All these categories of documents require separation of
printed and handwritten text blocks before subjecting to recognition by OCR. Some
specific application systems include the extraction of handwritten text blocks from
pre-printed forms [3] also requires the knowledge of differential interpretation
between printed and handwritten text blocks. In this work, we mainly focus on the
classification of text blocks generally found in Telugu forms/certificate documents
used in various Government/Private organizations of Andhra Pradesh.

A very few attempts are tracked in the literature related to the word segmentation
and classification of printed and handwritten words. The summary of the obser-
vations drawn from the literature reported is discussed subsequently.

Mark et al. [4] had proposed an approach based on pictographic recognition
technology that employs the features like mathematical graph, topology and other
geometrical features to discriminate the individual characters within the strings of
English and Arabic handwritten script. The work has focused on extraction of the
Arabic word segments from the document rather than discrimination of printed and
handwritten portions. Ranjeet et al. [5] had employed the statistical and structural
features of the word to discriminate the handwritten and printed Hindi words with
an accuracy of 94.1 %. The algorithm considers width of segmented blocks to
determine the word is handwritten or not and it may fail if handwritten word is
consisting of uniform spaces between characters. Shirdhonkar et al. [6] proposed an
approach for discrimination of printed and handwritten English words using the
state features of patches in image segments. The algorithm employs neural network
and SVM classifier with an accuracy of about 96 % for printed words and more than
80 % in the case of handwritten words. Rajesh et al. [7] had devised an approach
based on the structural features of image and obtained an accuracy of about 95 %
for separation of machine printed text and handwritten Hindi text. Lincoln et al. [8]
had proposed an algorithm using data mining-based classification techniques and
attained more than 80 % of accuracy. Hangarge et al. [9] had proposed a
methodology for classification of printed and handwritten text in a few south Indian
scripts using statistical features and have achieved an accuracy of around 99 %.
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Samir et al. [10] had proposed an approach for classification of printed and
handwritten words using grayscale feature vector and fed to a decision tree classifier
for classification. The feature thresholds are identified based on feature ranking and
obtained an accuracy of 96.4 %.

To the best of our knowledge, we have revised various works and observed that
most of the classification is performed using supervised learning models with a
cluster of features representing for both printed and handwritten text. In this work,
we focus on developing an unsupervised dynamic text discrimination coefficient
that classify the printed and handwritten text at word level specifically from Telugu
pre-printed document forms.

2 Proposed Methodology

The proposed method for classification of printed and handwritten Telugu words is
carried out in three stages. Stage 1 performs the feature computation by employing
the geometric moments [11] and statistical features [12] from the words segmented.
The density of black pixels and features computed are employed to determine the
dynamic text discrimination coefficient in stage 2. Finally, the classification of
printed and handwritten words through a decision model is accomplished in stage 3.
Figure 1 details the three stages of proposed methodology.

2.1 Feature Computation

In this stage, the process of word segmentation initiates by acquiring a document
image as an input. Furthermore, the horizontal projection profile features [13] of the
document image are employed for segmentation of lines. The lines segmented are
subject to computation of vertical projection profile features. Further words are
segmented using the maximum zero valley features of each text line. The seg-
mented words are subject to the features computation. The proposed system
computes the center of mass features, the second-order geometrical moment M20,
the second-order complex moment C11, statistical features, and density of black
pixels.

Fig. 1 Block diagram showing the stages for classification
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2.1.1 Geometrical Moments

Geometric moment features are used extensively in various invariant and variant
recognition of image patterns. These moments represent some fundamental geo-
metric properties of image f ðx, yÞ like central moments, mass with area and center
of mass. In general, two-dimensional geometrical moments of order ðp+ qÞ are
defined by [14]:

Mpq = ∑a2
a1 ∑

b2
b1 x

pyqf ðx, yÞ, ð2:1Þ

where p, q=0, 1, 2. . .∞ and xpyq represent a basis function.
In the proposed method, the mass with area, center of mass properties and one of

the second-order geometrical moments are employed, since the mass with area is a
varying factor with respect to printed and handwritten words. The printed words are
of smaller mass with area when compared to handwritten words. Thus, mass with
area is a variant property from printed word to a handwritten word. The mass with
area of a binary image represents a zeroth-order moment given as:

M00 = ∑a2
a1 ∑

b2
b1 f ðx, yÞ. ð2:2Þ

The center of mass is the distribution of foreground intensities is focused at one
point and can be variant with respect to printed and handwritten word. It also
describes the unique position of an image with respect to a reference point. The
center of mass with respect to x and y coordinates is given as:

x=
M10

M00
,M10 = ∑a2

a1 ∑
b2
b1 x.f ðx, yÞ; y=

M01

M00
,M01 = ∑a2

a1 ∑
b2
b1 y.f ðx, yÞ, ð2:3Þ

where M10 and M01 are the first-order moments in X-direction and Y-direction,
respectively. Furthermore, the second-order moments M20 in X-direction describes
the orientations of an image with respect to the principle axis. The second-order
moments in X-direction is given by:

M20 = ∑
m

i=1
xi − xð Þ2. ð2:4Þ

2.1.2 Complex Moments

The complex moments are the invariant features of an image. These features are
invariant with respect to translation, rotation, and scaling. The word images
extracted are of varying scales and the handwritten can be present in varying
orientations; therefore, for the present work, one of the complex second-order
moments C11 is employed. For a two-dimensional function f ðx, yÞ, the complex
moments [14] of order ðp, qÞ is given by:
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Cpq = ∑a2
a1 ∑

b2
b1 ðx+ jyÞpðx− jyÞqf ðx, yÞ, ð2:5Þ

where p and q are non-negative integers and j=
ffiffiffiffiffiffiffiffi
− 1

p
.

2.1.3 Statistical Features

The statistical quantities like mean, standard deviation, kurtosis and variance
describe the aggregate quantities with respect to the intensity distribution of the
pixels in the image. The mean intensity level of a two-dimensional image function
f ðx, yÞ with intensity level ri is given by:

Meanðf Þ= 1
mn

∑m
x=1 ∑

n
y=1 ripðriÞ, ð2:6Þ

where pðriÞ represents number of instances of intensity level ri with respect to a
pixel f ðx, yÞ in an image. The standard deviation of a two-dimensional image
function f ðx, yÞ with mean, Meanðf Þ is given by:

Stdðf Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 ∑
n
j=1 ðf ðxi, yjÞ−Meanðf ÞÞ2

N − 1

s
. ð2:7Þ

The variance and kurtosis of a two-dimensional image function f ðx, yÞ are given
by the following:

Varðf Þ= ½Stdðf Þ�2 ð2:8Þ

Kurðf Þ= ∑m
i=1 ∑

n
j=1 ðf ðxi, yjÞ−Meanðf ÞÞ4
½Stdðf Þ�4ðm*nÞ − 3. ð2:9Þ

The density of black pixels in a binary image is the count of pixels with their
intensity level as black and computed using:

Dðf Þ= ∑n
k=1 ½pk�0, ð2:10Þ

where ½pk�0 is the pixel with intensity level as ‘0’.
The proposed methodology employs the center of mass x ̄ with respect to ‘x’

coordinate position, second-order geometric moments M20 and second-order
complex moments C11 for text classification. The moment features computed
with respect to printed and handwritten text samples of varying lengths and types.
The text samples include both handwritten and printed text.

An Unsupervised Classification of Printed … 693



2.2 Determination of Text Discrimination Coefficient

In conventional methods of classification, the standard classifiers like KNN, SVM,
HMM and other unsupervised models are used for classification of printed and
handwritten text. In the proposed method, a text discrimination coefficient is used to
determine the dynamic threshold using the features computed in stage 1. The text
discrimination coefficient is determined by employing the statistical and moments
features. This coefficient is a dynamic threshold that discriminates the printed word
from handwritten word.

The statistical features Dðf Þ, Kurðf Þ, Varðf Þ, and Stdðf Þ of a two-dimensional
image function f ðx, yÞ are adapted in devising the text discrimination coefficient.
The product of density of black pixels, ‘n’ times the kurtosis and standard deviation
is summed up with the variance features of the word to determine the text dis-
crimination coefficient.

Let τ denotes the text discrimination coefficient and is defined as:

τ= ½Dðf Þ*n.Kurðf Þ*Stdðf Þ�+Varðf Þ ð2:11Þ

subject to 4≤ n≤ 10.
The ‘n’value can vary from 4 to 10, is the called as the text discrimination range

for τ. The defined text discrimination coefficient is compared with the sum of the
second-order geometric momentsM20 and the second-order complex moment C11 is
denoted as:

MC=M20 +C11. ð2:12Þ

After performing repeated analysis with different types of printed and hand-
written text samples, we have deduced that, the text discrimination coefficient τ
should be greater than the sum of moments MC for printed text and τ should be less
than the sum of moments MC for handwritten text. The empirical relation for the
text classification is defined in:

τ>MC = > ``Printedword
00 ð2:13Þ

τ≤MC = > ``Handwritten word
00
. ð2:14Þ

The hypothesis testing between the text discrimination coefficient τ and the sum
of moments MC is performed using Z-test [15] to determine whether one variable
influences the other or not. The Z-test for population means is performed separately
on printed and handwritten text samples with respect to the text discrimination
coefficient τ and sum of momentsMC. In the case of printed text, the number of text
samples considered is n=500 for which σ =37104.6, x ̄=59074.39 and
μ=24426.3, where n, σ, x, μ0 ∈ τ and μ∈MC. The null hypothesis for testing is H0,
which represents the average of text discrimination coefficient τ, i.e., μ= μ0 and
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alternate hypothesis is H1, which represents average of text discrimination coeffi-
cient τ, i.e., μ0 > μ. The Z-test statistics for testing is given by:

Zcal =
x ̄− μ

σ ̸
ffiffiffi
n

p . ð2:15Þ

For printed test samples of size n=500, the Zcal =20.88 and level of signifi-
cance, α=5%, Zα =1.65 (from normal distribution table) and at α=1%, Zα =2.33
(from normal distribution table). In both the cases, we observe that, Zcal >Zα. Thus,
we reject the null hypothesis H0, since it falls in the rejection region as mentioned in
Fig. 2. Therefore, the text discrimination coefficient τ is greater than the sum of
moments MC. Similarly, for handwritten text samples of size, n=650 for which
x=408061.4 and μ=18867182 and n, σ, x, μ0 ∈ τ and μ∈MC. The null hypothesis
H0 is the same as printed text, whereas the alternate hypothesis is defined as H1,
which represents average of text discrimination coefficient τ, μ0 < μ. In this case, the
Zcal = − 1284.27 and at level of significance., α=5%, Zα = − 1.65 and α=1%,

Fig. 2 Right tailed test

Fig. 3 Left tailed test
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Zα = − 2.33 (from normal distribution table). In both the cases, Zcal <Zα. Thus, we
reject the null hypothesis H0, since it falls in the rejection region as mentioned in
Fig. 3. Therefore, the text discrimination coefficient τ is less than the sum of
moments MC.

From our hypothesis, we deduce that, the dynamic threshold computed by text
discrimination coefficient τ and sum of moments MC are reliable enough in clas-
sification of printed text and handwritten text.

2.3 Decision Model for Classification of Text

A decision model is devised through a decision tree for the classification of printed
and handwritten text. A two-level decision is performed by employing the text
discrimination coefficient τ and the features computed. From the center of mass
features with respect to x-coordinate and the standard deviation of the text, it is
inferred that, the Stdðf Þ is always greater than center of mass with respect to
x-coordinate X for printed text and vice versa. The text discrimination coefficient is
further employed at another level classification. Figure 4 represents the proposed
decision model for classification.

Let D1 represents the relation at level one and D2 represents the relation at level
2 which is given by (2.16) and (2.17). The PW and HW represents the printed text
and handwritten text, respectively.

D1 =MC> τ ð2:16Þ

D2 = Stdðf Þ≥X ð2:17Þ

Fig. 4 Decision model for
classification
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The classification of printed and handwritten words using decision model is
elucidated in the subsequent section as experimental analysis.

3 Experimental Analysis

In the proposed methodology, the experimentation is carried out with 650 hand-
written text samples and 500 printed text samples. The data sets are generated by
segmentation of words in Telugu pre-printed application documents. The docu-
ments are pertaining to the regions of Anantapur district of state Andhra Pradesh.
All the datasets are of resolution 300 dpi and above. The dimensions of the data sets
are not scaled prior to feature computation. In the proposed system, precision and
recall are the two basic measures that are employed for evaluating the accuracy of
the system. The precision is the ratio of true positives tp to the sum of true positives
and false negatives tp + fp, whereas the false positive fp are the incorrect text
samples that are intuitively labeled by classifier as correct one. The recall R is the
ratio of true positives tp to the sum of the true positives and false negatives tp + fn
and is given by the following.

The precisionP=
tp

tp + fp
ð3:1Þ

The recallR=
tp

tp + fn
ð3:2Þ

The false negative fn is the correct samples that are intuitively labeled by clas-
sifier as incorrect one. The Table 1 shows the experimental statistics of the pro-
posed methodology.

The computational outcomes of text discrimination coefficient τ and sum of
moments MC with respect to text samples of printed and handwritten words of
varying lengths are as shown in Figs. 5 and 6.

From Figs. 6 and 7, it is evident that, the text discrimination coefficient τ and
sum of moments MC seem to be inversely related in the cases for both printed as
well as handwritten text. The analysis is performed even on the text with numeric
and alpha-numeric characters which includes some English alphabets. The rate of
text discrimination is very promising for the text samples in Telugu script where as
adequate and consistent in case of numerals and English characters. Figures 7 and 8

Table 1 Experimental statistics of proposed system

Type of text No. of text samples tp Precision (P) (%) Recall (R) (%)

Printed 500 489 97.1 95
Handwritten 650 641 98.2 96.9

Total 1150 1130 98.2 90.18
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represent the center of mass X and standard deviation features with respect to
printed and handwritten text samples, respectively. The method is also tested with
text blocks of English and Kannada for which the results are equally good in
classification.

Fig. 5 τ versus MC-printed text

Fig. 6 τ versus MC-
handwritten text

Fig. 7 X-Printed versus
handwritten text
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The X and Stdðf Þ features intuitively represent that, Stdðf Þ>X in the case of
printed text and vice versa. Thus, in the proposed system, these features are
employed at the second level of decision model for discrimination of text.

4 Conclusion

The proposed system mainly focused on developing a dynamic threshold deter-
mination technique for discriminating printed and handwritten Telugu text. The
sum of moment’s features is correlated with the devised text discrimination coef-
ficient to classify the text. The decision model is devised in two levels employing
the text discrimination coefficient at one level and the statistical features at another
level. The proposed algorithm is robust with respect to the text samples of Telugu
script and consistent with the numerals and English alphabets. The method can also
be extended toward the other South Indian scripts like Kannada and needs to be
revised for the printed text images with very low resolution and more amount of
distortions. Thus, the text discrimination coefficient devised is considered as a
variant factor for printed and handwritten text classification.
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Neural Nets for Thermodynamic
Properties

R.V.S. Krishnadutt and J. Krishnaiah

Abstract Thermal power plants are controlled and monitored in real time using
state-of-the-art distributed control systems (DCS). Both at real-time control and
online monitoring of these plants, thermodynamic properties of water/steam along
with their partial derivatives are required in computation and optimization of pro-
cess. Particularly during data reconciliation and process optimization, the equip-
ment models appear as non-linear constraints which require Jacobians/Hessians of
thermodynamic properties. Thermodynamic properties of steam/water are complex
functions (Gibbs and Helmholtz functions), and they are repeatedly called during
non-linear optimization. The Jacobians/Hessians of these properties are numerically
approximated involving further repeated calls to the functions. Legacy approaches
involve approximating these functions using higher-order polynomial algorithms or
look-up tables. These methods have the limitation of high computational time or
need large memory. However, using artificial neural networks (ANNs), these
limitations can be overcome, and in this paper, it is demonstrated that ANNs with
back-propagation neural networks (BPN) are an effective means to improve the
computational performances. The computational time is reduced by a factor of
nearly four times.

Keywords Artificial neural networks ⋅ Thermodynamic properties ⋅ Jaco-
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1 Introduction

Thermal power plants of large capacities (200–1000 MW) are instrumented and
controlled using state-of-the-art distributed control systems (DCS). The working
medium in these plants is water/steam in turbines and boiler sections and flue gas,
coal and air in combustion part of boiler. Nearly 2000 analog sensors and around
10,000 digital signals are used in monitoring and controlling the process/equipment.
Monitoring involves online computation of energy conversion efficiencies of
equipments, like boiler, turbines, electrical generators and motors, and effectiveness
of different heat exchangers. Monitoring also involves signal validation as the raw
values from sensors are either outliers or non-numbers. Extensive research is
focused on data validation and reconciliation. Shanker Narasimhan [1] has covered
various classical approaches of data reconciliation in industrial processes. Opti-
mization of plant for best operating plant is also a part of modern DCS. Both data
reconciliation and performance optimization involve solving non-linear optimiza-
tion problem subjected non-linear constraint equations [1]. Constraint equations
represent equipment models in terms of continuity, momentum and energy bal-
ances. These involve repeated usage of thermodynamic properties like enthalpy,
entropy, specific volume and their partial derivatives of first (Jacobian) and second
order (Hessian). Thermodynamic properties of water and steam are represented
using complex Gibbs functions [3], and they are subdivided into regions described
in Table 1. For each region in Table 1, separate function approximations are used.
Using the conventional steam table representation, to get a property value along
with Jacobian and the corresponding Hessian involves repeated calls, nearly eleven
times, to the function. This is computationally expensive and not amenable for use
in real-time controllers having limited memory and high response time. Azimian
et al. [2] has reported using artificial neural nets (ANNs) for evaluation of

Table 1 Different ANNs for different regions of water and steam

Sl.
no

Net
name

Description of
the ANN
model
trained/testing

Training data Test data

P (kg/cm2)
(Range/Step)

T (deg. C)
(Range/Step)

P (kg/cm2)
(Range/Step)

T(deg. C)
(Range/Step)

1 SubCNet Subcooled
region

(0.1–2.95)/
0.05
(41–170)/1

(40–132)/1
(250–350)/1

(0.125-2.725)/
0.05
(41.5-169.5)/1

(40.5-129.5)/1
(250.5 -
349.5)/1

2 SatFNet Saturated fluid
region

(0.1–3)/0.05
(3–170)/1

(Ts)
45.41-132.84
(Ts)
132.84–350.67

3 SatVNet Saturated
vapour region

(0.1–3)/0.05
(3–170)/1

(Ts) 45.41–132.84
(Ts) 132.84–350.67

4 SupHNet Superheated
region

(0.1–2.95)/
0.05
(3–170)/1

(46–200)/1 (250–
545)/1

(0.125–2.725)/
0.05 (3.5–
169.5)/1

(50.5–199.5)/1
(250.5–544.5)/
1
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thermodynamic properties of steam/water. Hataitep et al. [4], on the other hand,
used neurofuzzy net (NF) approach to arrive at decision boundary for different
regions and proposed different NFs for different regions. However, the ambiguity
near interface of boundaries is not resolved due to fuzzy set. Chouai et al. [5] has
proposed ANNs with back-propagation for obtaining thermodynamic properties of
refrigerant fluids. Lilja et al. [6] has used different nets for different phases of
steam/water for different properties and achieved a maximum mean squared error of
0.0045 on training set. However, the above literature does not address both Jaco-
bian and Hessians of these properties. Ferrari et al. [7], however, has given a
general formulation of smooth function approximation using neural networks
wherein Jacobian is used as convergence criterion and does not directly give
function value and its higher-order derivatives simultaneously. In this paper, ANN
with BPN is used to obtain directly the thermodynamic properties along with their
Jacobians and Hessians, and different neural network models are proposed for each
region.

2 Feature Vector and Architecture of ANN
for Thermodynamic Properties of Steam and Water

Typical thermodynamic properties are saturation pressure/temperature, enthalpy,
entropy, specific volume, density and specific heat. Regions of interest cover
compressed water, saturated water, saturated steam and superheated steam. Occa-
sionally, choked flow calculations are also needed. All these properties are for-
mulated in terms of Gibbs and Helmholtz free energy, and different formulations
are proposed for different regions [1]. Jacobians of a property are obtained through
numerical derivatives, Eq. 1, either using left side, right side or central difference.
However, in the way the numerical derivative is obtained, there can be ambiguity,
i.e., the property and its derivatives may not fall in the same region. This can result
in inconsistency and non-convergence of non-linear optimization solution.

Table 2 shows the results of enthalpy calculation near saturated water and sat-
urated steam conditions and its derivatives with respect to pressure and temperature.
The inconsistency is avoided by preserving the state of the substance. This resulted
in maintaining the magnitude of derivatives irrespective of the method of derivative
calculation, viz. backward, central and forward derivatives.

The input feature vector taking care of all regions is shown in Eq. (1).

I = ½p, t, x�T , ð1Þ

where p, t and x are pressure, temperature and quality of steam, respectively.
The corresponding output vector is:
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O= h,
∂h
∂p

,
∂h
∂t

,
∂
2h
∂p2

,
∂
2h

∂p∂t
,
∂
2h
∂t2

� �T
ð2Þ

The non-linear mapping from input vector I to O is achieved through ANNs,
Eq. 3 which is dependent on structure and activation functions of ANN.

O= f ðIÞ ð3Þ

Mapping function f is obtained through training using the pair [Ik,Ok] for
k = 1…M sets. This assumes that the f preserves both function and derivative
continuities. For a typical single layer net, the mapping function f is shown in
Eq. (4) read in conjunction with Fig. 1, from which it can be inferred that the
non-linearity arises out of the non-linear activation function. The approximation of
functional relationship existing among the input feature vector I = [Ik] and output
vector O = [Ok], k = 1, 2, ….. M, samples is approximated by Eq. (3). And these
activation functions preserve the derivative continuity in the original functional
relationship existing between I and O. In normal ANN with gradient descent
algorithm used for function approximation alone, the derivative continuity is not
inherently satisfied. However, the training set involves both Jacobian and Hessian;
hence, the net shall learn not only the functional values but their derivatives
(Fig. 2).

Separate nets are designed for different properties and regions and each of these
nets also have same architecture as shown in Fig. 2. Selection of a particular net is
described in Fig. 3. For a given feature vector I, in the first phase,

O= oTσ WI + b½ �+B , ð4Þ

where σðxÞ= 1
1+ e− xð Þ

A neural net model approximates the saturation line which is used for selection
of appropriate nets like SubCNet, and SupHNet, each representing subcooled
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o2
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h1Fig. 1 Architecture of a
single layer in an ANN
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Fig. 2 Two-layer net for prediction of function and its derivatives

Fig. 3 Overall ANN architecture for the function and its derivatives
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region, and superheated regions, respectively, shown in Fig. 3. Saturation and wet
regions are handled based on dryness fraction x, and they lead to SatVNet and
SatFNet. Each of these regions is modeled using feed-forward nets with sigmoidal
activation function.

3 Neural Net Implementation of Thermodynamic
Properties

The above architecture considers two hidden layers, first being designed with 16
neurons while second with 10 neurons. The design follows the empirical approach
of

Nh1 = 2 * Ni +Noð Þ&Nh2 = 2 *No , ð5Þ

where Nh1, Nh2, Ni and No are number of neurons in the first hidden layer, neurons
in the second hidden layer, number of inputs and number of outputs, respectively.
This is obtained from a study of various combinations. Each of these nets is trained
using data generated using REFPROP [8]. Table 1 details different ANN models
and ranges of training and test data sets.

Figures 4 and 5 show the Hinton diagrams of one of the ANN nets for the
function value (here, enthalpy) and its derivative, respectively, while Figs. 6 and 7
show similar diagrams for superheated region. Hinton diagrams are plots of con-
nection weights showing positive weights green in color and negative weight red in
color. In Fig. 4, the net is trained with input vector and the associated function
value as output, whereas Fig. 5 shows when the net is trained with input vector and
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Fig. 4 Hinton diagram of ANN layers for subcooled enthalpy model
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its associated partial derivatives alone. Figure 6 shows the Hinton diagram when
the net is trained with the same input training set but with corresponding output
function and its associated partial derivatives simultaneously. Figures 8 and 9 show
the prediction accuracy both during training and testing phases, respectively.
Figure 10 shows the surface plot of the enthalpy and its two derivatives as functions
of pressure and temperature.
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Fig. 5 Hinton diagram of ANN layers for Jacobians model of subcooled Enthalpy
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Fig. 6 Hinton diagram of ANN layers for superheated enthalpy model
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4 Results and Conclusions

From Figs. 4, 5 and 6, it can be seen that derivative is more localized in the first and
fourth neurons of the second hidden layer compared to many neurons when either
function values or combined data are used for training. The behavior of the nets for
other regions listed in Table 1, is similar. The results suggest that a single-layer
network with fewer neurons could be used for derivatives and to prune the proposed
network for function approximations. Prediction accuracy during testing phase,
shown in Fig. 9, indicates that Hessian (second derivative) is less accurate com-
pared to the function and its first-order derivative approximations.

Number of operations for a single function call is around 100 which results in an
overall burden of 500 operations for function and its two derivatives. The same is
achieved in ANN by 120 operations, thus giving an approximate gain of four times
per call. This can be a great advantage when used in non-linear constrained
optimization.

The paper discusses a single ANN model for simultaneous prediction of function
and its derivatives. Results suggest that the ANNs approximate the function as well
as their derivatives with reasonable accuracy. Hinton diagrams of the nets suggest
further pruning the nets and open up possibility of designing feed-forward nets that
are not fully connected. The proposed nets are being used in non-linear constrained
optimization with substantial reduction in computational burden to reach
convergence.
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Parallelization of Synthetic Aperture
Radar (SAR) Image Formation Algorithm

P.V.R.R. Bhogendra Rao and S.S. Shashank

Abstract Synthetic aperture radar (SAR)-based platforms have to process
increasingly large number of complex floating-point operations and have to meet
hard real-time deadlines. However, real-time use of SAR is severely restricted by
computation time taken for image formation. One of the classical methods of
reducing this computation time to make it suitable for real-time application is
multi-processing. A successful attempt has been made by the authors to develop
and test a parallel algorithm for synthetic aperture radar image formation, and the
results are presented in this paper.

Keywords Synthetic aperture radar ⋅ SAR image formation ⋅ Digital signal
processing ⋅ Parallel computing ⋅ Distributed computing

1 Introduction

Synthetic aperture radar is increasingly used in environmental monitoring, disaster
management, military and defense, remote sensing etc., owing to its special benefits
like all weather, day and night imaging capabilities over optical imaging [1]. SAR
images became more and more valuable for earth and remote observation, since
they deliver more and different information than regular optical images. However,
the process of generating an image from the sensed raw data, is highly computa-
tionally complex process and consumes good amount of time before it can be used.
Also, interpreting and processing such images is difficult and requires advanced
algorithms and computation architectures. As further increase in the clock fre-
quency in von Neumann architecture is no longer feasible, one way to increase the
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processing power is to switch to alternatives like parallel computing machines,
hardware accelerators such as AltiVec extensions with VSIPL-compliant library
and GPGPU-based systems.

1.1 Basic SAR Geometry

Synthetic aperture radar produces a two-dimensional (2-D) image. One dimension
of the image is called range (or cross-track) and is a measure of the “Line-of-sight”
distance from the radar to the target [2, 3]. The other dimension is called azimuth
(or along-track) and is perpendicular to range.

The basic SAR processing geometry is shown in Fig. 1. Sensor transmits pulses
and receives the echoes in a direction perpendicular to sensor motion. The received
signal is digitized and stored as complex samples for each pulse, which forms the
SAR raw data. These data are 2-D matrices which carry both amplitude and phase
information of ground returns. One dimension of the array represents distance in the
slant range direction between the sensor and the target, and is commonly referred to
as the range direction. The other dimension represents the along-track or azimuth
direction [1].

Fig. 1 Basic SAR geometry (Image source [4])
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The processing of SAR data requires two-dimensional convolutions and FFTs.
As the range and azimuth timescales are different, the range and azimuth directions
can be treated separately during processing. In each dimension, the data are con-
volved with a matched filter. A series of signal and image processing steps is
carried out to extract information from the signal.

This paper is organized into six further sections. Section 2 summarizes the work
so far carried out by researchers. Section 2 describes the synthetic aperture radar
wavefront image formation algorithm [4] as well as theoretical considerations
regarding SAR echo model. Necessary prerequisites for frequency domain opera-
tion are stated as well. Section 3 describes the issues in the design of parallel
algorithm and the factors that influence the runtime performance of the algorithm.
Section 4 describes the experimental setup for parallel computing of SAR imaging.
Section 5 describes simulation results which are used to validate the theoretical and
practical considerations. Finally, Sect. 6 concludes with a concise discussion about
the whole paper.

2 SAR Wavefront Algorithm

Figure 2 shows the block diagram of wavefront reconstruction algorithm [4]. The
input to the algorithm is 2D complex matrix from pre-processor module, where the
radar echo is range compressed using de-ramped technique. In range compression
step, the received signal is correlated with a matched filter, also called range
compression filter, which is, at most, a delayed version of transmitted pulse.

One-dimensional FFT [5, 6] in azimuth direction converts the data into
2D-frequency domain. In azimuth (slow time) compression step, data across all
pulse returns from a given range are correlated with a matched filter.

The data are multiplied with a 2D complex reference phase function computed
for a selected range, usually the scene center. The data are mapped from slant range
to down range using sinc interpolation along range frequency axis.
A two-dimensional IFFT converts the RCM-corrected data into fully focused SAR
image.

The process of getting high-resolution images with SAR wavefront recon-
struction image formation algorithm is highly complex involving large number of
computations like FFTs [5, 6], convolution or match filtering in two (range and
azimuth) directions, matrix multiplications and interpolation [7] for 32-bit
floating-point calculations and requires high computation time.

One way is to use GPGPU [8–13] platforms using CUDA processor. This way, it
works well for small scene and sufficient work is progressed on it; however, in case
of real-time implementation for large scene area to achieve high throughput, it is
better to go for parallel computing technique. Parallel processing technique gives
the way to achieve high image precision in real time.
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3 Parallel Implementation

The parallel algorithm was implemented using VSIPL standard specification [14].
Data-independent vector view computations and matrix view computations were
completely parallelized by spawning a thread on the other core which resulted in
speed up of almost 2x. When computations were analyzed for each function call, it
was observed that FFTs consumed more CPU time compared to other operations.

Fig. 2 Wavefront reconstruction algorithm
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3.1 Parallel Implementation of FFTs

Following are the assumptions and optimization made to speed up the computation
performance for FFTs.

• Keep the size of the vector or matrix nearest to power of two, which will
substantially speed up the computation performance by a large amount.

• If matrix FFTs are performed, divide the matrix into two equivalent subviews
(submatrices) by dividing them in row-wise or column-wise based upon the
direction of FFT (azimuth side or range side). This type of implementation can
be easily done without moving data to new variables using VSIPL subviews
which are very easy to use and implement. The divided submatrices are applied
FFT operation in parallel and the resultant computed FFT matrix is obtained.

• If the algorithm uses FFT shifts, the following method can be applied to achieve
the same computation performance as stated above. Consider the quadrants of a
matrix as ∼A, ∼B, ∼C, ∼D on which FFT needs to be applied.

– FFT on row-side, shown in Fig. 3.

Divide the complex matrix into two subviews row-wise.
A, B quadrants remain in submatrix1 and C, D remain in submatrix2.
Swap A, B quadrants and apply FFT for the swapped submatrix1.
Swap D, C quadrants and apply FFT for the swapped submatrix2.
Reswap the submatrix1 quadrants.
Reswap the submatrix2 quadrants.
Since submatrix1 and submatrix2 computations are completely independent
of each other, swapping and FFT operations can be applied in parallel.

– FFT on column-side, shown Fig. 4.

Divide the complex matrix into two subviews column-wise.
Now A, C quadrants remain in submatrix1 and B, D remain in submatrix2.
Swap A, C quadrants and apply FFT for the swapped submatrix1.
Swap B, D quadrants and apply FFT for the swapped submatrix2.
Reswap the submatrix1 quadrants.
Reswap the submatrix2 quadrants.

Fig. 3 Row FFT division
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Since submatrix1 and submatrix2 computations are completely independent
of each other, swapping and FFT operations can be applied in parallel.

• In SAR algorithms, a set of FFTs and IFFTs are applied. If FFT’s or IFFT’s
remain in the same direction, then their complete computation can be spawned
as separate threads or it can even be offloaded to other nodes. Further division of
matrix into subviews on the other nodes will speed up the performance
tremendously.

3.2 Parallel Implementation of Wavefront Algorithm

Design and Implementation SAR wavefront algorithm computations were divided
equally on three nodes. Out of three nodes, one of them is a master node which
communicates with slave nodes (other two nodes) and is responsible for synchro-
nization and data transfers. Figure 5 shows master–slave relationship between the
processor nodes.

A shared memory using PCIE bus was established for data communication. Any
node can communicate with any other node using PCIE bus.

Each node, in turn, runs two threads one on each core. Data-independent
computationswere done in parallel. For synchronization between the nodes, hardware
semaphores were used. Whenever parallelism is not possible to achieve due to
dependency on results of computation on other node, the results must to be brought
back to the master node.

Fig. 4 Column FFT division

Fig. 5 Master–slave architecture
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After the dependency is solved, the data must be again distributed to slave nodes.
Figure 6 shows parallel SAR wavefront algorithm implementation.

Performance Assessment Use of AltiVec SIMD unit for signal processing
computations uses existing library such as VSIPL and enhances the performance of
large data set based computations of algorithms tremendously.

Fig. 6 Parallel wavefront data flow
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VSIPL adds an abstraction layer, which makes it portable across diverse plat-
forms and processor architectures. Porting on to other platforms is merely recom-
piling the code with specific VSIPL-compliant library. Use of POSIX threads for
parallel computation speeds up the performance.

4 Experimental Setup

The experimental test setup consisted of four dual-core processors—designated A,
B, C and D—connected through a high-speed switch. Each processor had a dedi-
cated RAM of 512 MB and was supplemented with signal processing co-processors
for better performance of signal processing applications. The VSIPL library was
augmented with instructions to exploit signal processing co-processor.

One core of processor A was designated as master and others as slaves. The
master core receives the raw I, Q data from data acquisition subsystem and dis-
tributes to slave nodes. It collects intermediate results from slave nodes and exe-
cutes essential sequential part of the algorithm to redistribute the partial results to
slave processors.

5 Results

Table 1 shows the execution time in seconds of various image resolutions for
sequential version and parallel versions. Different dimensions of complex raw data
were injected to the algorithm, and computation time was recorded. The timing was
comaratively analyzed with that of sequential version of SAR wavefront algorithm.
It can be seen that the higher the data set size, better the performance of the
algorithm. The final image formed is shown in Fig. 7.

Table 1 Performance of algorithm

S. no Raw data size Time for sequential version (s) Time for parallel version (s)

1. 4096 × 2048 150 46
2. 186 × 176 5 4
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6 Conclusion

In this paper, we developed a method for parallel computing technique for SAR
imaging algorithms. The computational complexity of the proposed method for
wavefront reconstruction algorithm is significantly lower than the traditional one,
without any performance loss in terms of imaging quality. This algorithm was
implemented in MATLAB, and in C using signal processing libraries.
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