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HIS 2016 - Welcome Message

Welcome to Marrakech, Morocco and to the 16th International Conference on
Hybrid Intelligent Systems (HIS 2016) and the 8th World Congress on Nature and
Biologically Inspired Computing (NaBIC 2016), held during November 21-23,
2016. HIS - NaBIC 2016 is jointly organized by the Machine Intelligence Research
Labs (MIR Labs), USA; Hassan 1st University, Settat, Morocco and University of
Sfax, Tunisia.

Hybridization of intelligent systems is a promising research field of modern
artificial/computational intelligence concerned with the development of the next
generation of intelligent systems. A fundamental stimulus to the investigations of
Hybrid Intelligent Systems (HISs) is the awareness in the academic communities
that combined approaches will be necessary if the remaining tough problems in
computational intelligence are to be solved. Recently, hybrid intelligent systems are
getting popular due to their capabilities in handling several real-world complexities
involving imprecision, uncertainty, and vagueness. HIS 2016 builds on the success
of HIS 2015, which was held in Seoul, Korea during November 16-18, 2016.
Nature and Bio-inspired Computing is currently one of the most exciting research
areas, and it is continuously demonstrating exceptional strength in solving complex
real-life problems. The main driving force of the conference is to further explore the
intriguing potential of Bio-inspired Computing. NaBIC 2016 builds on the success
of NaBIC 2015, which was held in Pietermaritzburg, South Africa during
December 01-03, 2015.

Many people have collaborated and worked hard to produce this years successful
HIS - NaBIC conferences. First, we would like to thank all the authors for sub-
mitting their papers to the conference, for their presentations and discussions during
the conference. Our thanks to Program Committee members and reviewers, who
carried out the most difficult work by carefully evaluating the submitted papers. We
have two plenary speakers:

— Oscar Castillo, Tijuana Institute of Technology, Tijuana, Mexico
— Layth Sliman, EFREI, France



vi HIS 2016 - Welcome Message

Thanks to all the speakers for their valuable time. The themes of the contribu-
tions and scientific sessions range from theories to applications, reflecting a wide
spectrum of coverage of the hybrid intelligent systems and computational intelli-
gence areas. HIS - NaBIC 2016 received 100+ submissions from over 25 countries,
and each paper was reviewed by five or more reviewers in a standard peer-review
process. Based on the recommendation by five independent referees, finally 58
papers were accepted for publication in the proceedings.

We would like to thank the Springer Publication team for the wonderful support
for the publication of this volume.
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Abstract. In the last few years, many methods have been proposed for gesture
recognition but even now, there is not a standard method set for this type of
detection. Both online and offline approaches can be used for this purpose. This
paper uses the offline method with the aim to detect the 26 letters of the
American Sign Language (ASL). First of all, a glove with 3 color markers,
namely red, green and yellow is worn upon the hand. Then the training and
testing sets are acquired. Then, masking of the three colors is done followed by
noise removal. The next step is to find centroids of the white regions in each
mask. Afterwards, distances between centroids are calculated and then an
algorithm is developed based on the number of regions in red, green and yellow
masks and the distances between centroids to detect the letters. This method has
an overall accuracy of 96%.

Keywords: Color pointers - Hand gesture recognition : American sign
language - Glove

1 Introduction

According to an article written in 1983, the total number and deaf-mutes (deaf and
dumb) at that time was found to be ranging from 0.7 million to 0.9 million and out of
these people, 63% were born with this disability. [1] While currently, according to the
World Federation of the Deaf, there are almost 70 million deaf people in the world [2].
The origin of the first sign language is said to be accredited to Abbe Charles Michel de
L’epee who invented French sign language and taught it in his first established teaching
school for the deaf. Later on, the American Sign Language was invented by Thomas
Hopkins in the early 1800’s who set up an American School for the deaf in 1917 [3].
Sign language is the major means of communication for deaf people. When
communicating with such people, we often find ourselves lost in trying to understand
what they are trying to say because most people don’t understand the sign language.
So, gesture recognition for sign language is such a tool that if devised correctly, can be
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used to help many people. The technique can further be incorporated to recognize
numbers and another gestures which can then be used in artificial intelligence (AI).

The proposed system will consist of laptop interface, the user will wear a black
glove with different colored tapes (red, green, yellow) on each finger. Then, hand
gestures of sign language are made and captured with camera (Fig. 1).

Fig. 1. Hand gestures of A, B, C

The organization of report is as follows. Section 2 describes the related work done
in the field of gesture recognition. Section 3 explain the proposed technique. Section 4,
tells about the acquired results and finally, Sect. 5 concludes the report.

2 Related Work

A lot of work has been done before on the topic of gesture recognition so below are
explained some of the approaches that were taken towards this particular problem.

One approach was to use a data glove with 10 tilt sensors to detect movement of
finger muscles, an accelerometer to detect overall movement of hand, and a micro-
controller and a Bluetooth device to send the data to a mobile phone. This method had a
variable background and an online approach. A total of 120 attempts were taken which
generated 89% accuracy [4].

Another method used was detection through Karhunen-Loeve Transform. Firstly,
the skin was filtered. Then the palms of hands were cropped. It was followed by edge
detection, feature extraction and finally, the classification was done. The method had a
static background and an offline approach. A total of 100 test images generated an
accuracy of 96%. [5] Another approach using SIFT algorithm, having a variable
background and working for both online and offline approaches used 80% data for
training and 20% for testing. The method produced 100% accuracy [6].

Dong et al. proposed a method of alphabet recognition using Microsoft Kinect.
Static images were taken for training. A latex color glove with 11 color markers was
used. An accuracy of 90% was achieved on the Surrey University’s dataset. [7]
Another research used the same method for robust hand gesture detection. It had a
static background and an offline approach. The data set of 1000 images yielded 93%
accuracy [8].
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Bag-of-features and multiclass support vector machine (SVM) was also used in an
approach. It also used SIFT and K-means clustering. An SVM classifier was used for
training. It used a variable background and an online approach with a training set of
600 images and an accuracy of 96%. [9] Another technique used was combining RGB
and time-of-flight (ToF) cameras and devising an algorithm based on depth and color.
It used a variable background and an online approach. A total data of 350 images for 6
gestures was taken such that have was for training and half for testing. It generated
100% accurate results for gesture recognition [10].

3 Proposed System

In the proposed hand gesture recognition system we first capture three samples of each
alphabet. Figure 3 shows the images taken for each letter. After resizing these images,
we convert each image into HSV. After that, we find out separate masks for each of the
colors; red, yellow, green. The next step is to remove noise from the masks. Once the
masked images are obtained, centroids of each region in a mask are calculated and the
distance between all centroids are found. The look-up table is formed and at the end,
we compare the data of the test image with lookup table. Figure 2 shows the flow chart
of proposed system.

Test
Query
Images
Image
Masking (Halning Hiasking Testing
Noise
Noise
Removal
Removal @
i Feature
Centroid v
Calculation ector
’—L \;>&7l-/
\\_, 0 Lette'r //1.. )
—, etection ="
Rule Generation Algorithm
Set -
{
Letter

Fig. 2. Proposed system for sign language detection
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Fig. 3. American sign language

3.1 Image Acquisition

First a black glove was worn and color tapes (red, green and yellow) are applied on it.
Then images of sign language of alphabets from A—Z were taken with a camera. Three
to five samples of each alphabet were taken. After reading the images, they are resized
to smaller dimensions. Figure 4 shows the three samples taken for the letter L.

Fig. 4. Training images for L
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3.2 HSV and Masking

For one image, its HSV image is obtained which is used to calculate masks for red,
green and yellow color. In each mask, thresholding is applied so that the main color is
equated to 1 and the rest to 0 (Fig. 5).

Fig. 5. (a) Red Mask (b) Green Mask (c) Yellow Mask

3.3 Noise Removal

When masks are obtained they contain a certain level of noise which is removed by
using erosion and morphological techniques. Kernels of any size are chosen for each of
the following techniques in relevance with the noise in the images (Fig. 6).

e FErosion: It removes layers of pixels from the inner and outer boundary of the
regions; thus removing any white noise present in the image.

e Morphological opening: It first erodes the image by removing inside and outside
layers and then dilates it by adding an inside and outside layer. It is used for
removing noise outside the regions.

e Morphological closing: Closing first dilates the image and then, erodes the image. It
is used to fill small black gaps or dots inside the white region.

Fig. 6. Masks after noise removal (a) Red (b) Green (c) Yellow
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3.4 Finding Centroids

Centroids is the arithmetic mean of all the points in the shape. They are found using
moments which is the certain particular weighted average of the intensities of image
pixels.

After finding out the coordinates of the centroids, the new image is shown having
circles at the centroids (Fig. 7).

Fig. 7. Marked centroids (a) Red Mask (b) Green Mask (c) Yellow Mask

3.5 Distance Measurement

The next step is to find distances between all centroids in a particular mask Fig. (8).

For 1 centroid, distances = 0
For 2 centroids, distances = 1
For 3 centroids, distances = 3
For 4 centroids, distances = 6

Fig. 8. Distances between centroids (a) Red (b) Green (c) Yellow

3.6 Lookup Table

Figures 9, 10 and 11 show the algorithm designed to distinguish letters on the basis of
number of regions of each color. The letters having the same number of regions are
then further differentiated by comparing the Euclidean distances between regions.
Here r, g and y denote the unique distances between centroids of red, green and
yellow respectively when the number of regions in the masks are 2. Whereas yd1, yd2,



Hand Gesture Recognition Using Color Markers 7

RED GREEN YELLOW LETTER ALGORITHM
5 E y>175
1 M y<175
3 N yd1>yd3
T yd3>ydl
Q abs(g-y)<10
2 E g<100
A g>100
1 2 ) yd1<100
3 E yd1>200 & yd2<yd3
T yd1>100
S yd1>200 & yd2>yd3
4 E Unique
3 G g>=100
3 P g<100
2 G Unique

Fig. 9. Algorithm for the case when Red Mask has 1 Region

RED GREEN YELLOW LETTER ALGORITHM
2 Unique
3 Unique
2 Unique
rd2>rd1 & yd3<yd2
rd2>rd1 & yd3>yd2
rd2<rd1 & gd3>gd2 & ydl<yd2
rd2<rd1 & gd3>gd2 & ydi>yd2
rd2<rd1 & gd3<gd2
Unique
Unique
Unique
gd4>gd5
gdd<gd5
Unique
Unique
Unique

S| =|s|x|s|z2|x|7n|<|o|=|N|T|m|x|0

Ao A (WIbhlW

Fig. 10. Algorithm for the case when Red Mask has 3, 4 or 5 regions

yd3 and similarly, gd1, gd2 and gd3 represent the distances between centroids when
number of regions are 3.

3.7 Comparison

When the whole algorithm has been designed, then a test image is taken and the whole
process from image acquisition to calculation of distances between centroids is done.
After that, the number of regions in each mask and the distances between centroids are
used to determine the letter using the algorithm formed through the lookup table (Figs. 9,
10 and 11).
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RED GREEN YELLOW LETTER ALGORITHM
S r>150 & abs(r-y)<70
1 2 (0] r<150 & r>100
r<100 & abs(r-y)>70
160<r<200 & |y<200
r>200 & y>200 & g>100
g<100 & r>100
r<160
g>180
g<100 & r<100
r<180 & yd3<yd2
r<180 & yd3>yd2 & yd1<yd2
r<180 & yd3>yd2 & yd1>yd2
r>250
r<250 & r>200
r>180 & yd2>d3
yd1>155 & r>100
yd1<155
yd1>155 & r<100
r>200 & gd1<100
r<200 & yd2<ydl & yd1<150
r>200 & gd1>100 & yd1>yd2
r>200 & gd1>100 & gdl<gd2 &
yd1>yd2
r<200 & gd2>gd1 & gd1>200
r<200 & gd2>gdl & gd1<200
r>200 & gd1>100 & yd1>yd2
& gdl>gd2
gd2<gdl
gd2>gdl & ydS5>yd6 & gd1<100
gd2>gdl & ydS5<yd6
gd2>gdl & ydS5>yd6 & gd1>100
Unique
Unique
Unique

C |O|m|n|m|c|m|X|—|=|N|[C|[o[m|-|0|O0|0|wm|Z

-

w
<

w

<N <[<|N[D || O

Fig. 11. Algorithm for the case when Red Mask has 2 Regions

4 Results

The total images used for training were 26 x 3 = 78. 3 images were taken for each
letter. After the algorithm was developed, a total of 120 images including the training
images were used for testing. The output gave 115 correct results out of 120 so the
accuracy came out to be 95.8%. Figure 12 shows the confusion matrix for proposed
system.



Hand Gesture Recognition Using Color Markers 9

[=lelle]lieo}le]leo]le} o} o]leo] o} o] o] o} o} o] o} o} o] lo] o} o} (o} o) [} Pl -

[=lellelieo}le]leo]le} o} lo]le] o} o] o] o} o} o} | (o} lo] lo] o} (o} [} § S} P [o) fov]
oO|O|O|o|o|o|o|0o|0o|O|O|O|O|O|0|0|O|0O|0|O|O|o|o|w|o|o|n
o|Oo|O|o|o|o|o|0|Oo|O|o|O|O|O|0|o|O|0|O|O(O|o|n|O |0 |00
O|O|O|O|0O|O|O|0|0|O|0|O|O|O|0|0|O|0|0|O|O|w|o|o|(o|o|m
[=le]le]ie}le]le] e} lo} o} lo] o} o] jo] o] lo} o} jeol o} o} (o] ol o} o} fo) (o} (o} by
[=le]le]ie}le]le] o]} o} jlo] o} o] jo] o} o} o} jel o} (o] o] ol o} o} jo] (o} (o} n)
O|O|O|o|O|O|O|0|O|O|O|O|O|O|0|O|O|0|w|O|(O|0|0|O|0|Oo|xT
o|Oo|Oo|o|o|o|o|0|O|O|o|O|Oo|O|0|o|O|wW|O|O|O|0o|0|O |0 |o|—
[=lelle]lie}le]le]le} o} o]lo] o} o] o] o} o} o} P o} lo] o] o} o} o} fo} (o} [o) by
[=lellelie}llo]lo]le}] o] lo]leo] o} o] o] (o} o} (V] lo] o} lo] o] o} o} o} o) (o} [a) b N
[=llellelie}lle]leo]le} o} lo]le] o} o] o] (o} [It) o] o} o} o] o] o} (o} o} o) (o} [o) § u
O|0|O|0O|0|OIN|O 000|000 0|0 00|00 |0|0|0(o(Z
O|O|O|o|O|O|O|0|O|O|O|O|n|O|0|O|O|0|O|O|(O|0 |00 |0 |02
[=le]le]lie}le] o]} o} o] le] e} o] lo] o} o} o] o} o} o] o] o] lo} o] jo} o} (o] i)
[=lellelleo}le]leo]le} o} lo}le] ) o] o] o} o] o] o] o} o] o] o} (o} o} o} (o} [o) iy v]
[=llelle]ie]le]l]le] e} {«] O] le] o] lo] (o] (o] (o] jo] o] (o] (o] (o] (o] (o] jo] o] (o] fo]
[=lellelie}le]leo]le} e} fleo] o} o] o] o} o} o] o] o} o] o] o} (o} o} o) (o} [o) -]
[=lellelie}lle]le]ie}] Sl lo}leo] o} o] o] (o} o] o] o] o} o] o] o] o} o} o) (o} [o) 1 V2]
o|Oo|Oo|o|o|o|ln|o|o|O|O|O|O|(O|0|0o|O|0o|0|O|Oo|o|o|o|o|o|H
o|o|O|o|o|w|Oo|0|O|O|o|O|O|O|0|o|O|0|O|O|O|0o|0|O|0o|o|C
[=lellelie}Vlle]lle}) o} lo]leo] o} o] o] o} o} o] o] o} o] o] o] o} o} jo} o} [} 1y
OOOUUOOOOOOOOOOOOOOOOOOOOOOE
o|o|n|o|o|o|o|0|O|O|o|O|Oo|O|0|o|O|0|O|O|O|0 |00 |0 |0 X
o|lnjo|lo|o|o|lo|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|<
nojo|lo|o|o|lo|o|o|o|o|o|o|O|O|o|O|0|0|O|O|o|o|O|O|O|N

ey
=

Ll
—
[\

. Confusion matrix

5 Conclusion

This paper presents the approach of using a black glove marked with color pointers for
gesture detection. The training images are taken, separate masks are calculated for each
color. Next step is to calculate centroids in the masks and then finding Euclidean
distance between the regions. An algorithm is then developed based on the number of
regions and the distances between centroids.

One of the main points in this approach is that the background for the images must
be black or white or a varying shade of black and white or else any color that falls in
the range of red, green or yellow will create problems in getting accurate results. Future
work can be done in this methodology by testing the algorithm for hands of different
people as this method only took data for hand of a single person. Also, further work can
be done by adding data to the algorithm for another gestures e.g. numbers or basic hand
gestures. But obviously, it will require a more complex algorithm to accommodate all
of these gestures.
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Abstract. There are numerous research challenges to develop safety or
non-safety applications in vehicular ad hoc networks (VANETS). One of the
critical issues consists in designing a scheme that solves the local maximum
problem, reduces contention phase, increases the route lifetime and reduces the
frequent path disruptions caused by high mobility of vehicles. Existing schemes
do not take into consideration all these issues. For this reason, this paper
addresses these issues for non-safety applications in a highway environment. We
propose a scheme that strives to find a stable route, minimize contention phase
and predict the route lifetime and the average transmission time of the data
packets. Our scheme increases the percentage of packets delivery, reduces the
control overhead and decreases number of error messages generated during
transmission of data packets as function of vehicles density.

Keywords: Stable route - Prediction the route lifetime - Stable neighbor -
IDM_LC - Highway scenario - VANET - NS2

1 Introduction

A Vehicular Ad hoc Network (VANETS) is a case of MANET where nodes are
vehicles. VANETSs provide a wireless communication between vehicles, using a ded-
icated short range communication. Each vehicle can communicate with other vehicles
directly through the device On Board Unit (OBU) forming vehicle to vehicle com-
munication (V2 V) or communicate with fixed equipment beside the road, referred to
as Road Side Unit (RSU) forming vehicle to infrastructure communication (V2I).
These types of communications allow vehicles to share different sorts of information.
The aim behind sharing this information is to provide a safety message to warn drivers
about expected hazards in order to decrease the number of accidents by enabling a set
of safety applications and to provide passengers comfort by enabling a set of non-safety
applications. These applications can provide drivers or passengers with weather and
traffic information and detail the location of the nearest restaurant, petrol station or
hotel. They can allow passengers to play online games, access the internet and check
their emails while the vehicle is connected to the infrastructure network [1].
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Several challenges await researchers to develop these applications. Among these
challenges is to design an efficient routing protocol that can increase the route lifetime
duration, deliver a packet in a minimum period of time and be suitable for high density of
vehicles. Hence, this protocol will increase the percentage of packets delivery with few
dropped packets and will reduce the control overhead and the increasing throughput.

Numerous schemes were proposed to address this issue. Among them the ones are
based on the reactive approach in which the next forwarder is chose on real time.
Schemes of this approach aim to reduce the number of hops, to increase the route
lifetime and to select the stable route and the shortest distance path between source and
destination. A contention phase will be created whenever selecting the next forwarder.
This contention phase introduces few units of delay which will be substantial in
multi-hop communication in dense environment. Selecting the stable routes can lead to
the local maximum problem. These schemes still suffer from frequent breaking of the
route during the data transmission. Hence, several data packets will be lost.

To overcome these limitations, we propose a routing protocol through which the
choice of the route is based on selecting the most stable neighbor with the transmitter of
route request message giving priority to neighbor that travels in the same direction of
the transmitter movement. This protocol also allows predicting the lifetime of the route
and the transmission average time of the data packets; hence, it allows predicting the
left time of route to send a data packet to minimize the number of errors and the
number of the lost data packets. To minimize contention phase, each vehicle period-
ically determines two most stable neighbors (one of them is in the front and the other is
in the back of vehicle) as well as their stability time.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 shows our scheme. Section 4 presents simulation and results. Finally, we
give a conclusion in Sect. 5.

2 Related Work and Motivations

One of the well-known schemes is GPSR [2]; it uses the greedy forwarding method
whereby next hop is chosen based on node that is closer to the destination node. When
the local maximum problem happens, GPSR switches to a perimeter routing algorithm.
In a highway environment, this protocol does not select the most stable route that
decreases the frequency of breaking route; hence the increase of the number of error
messages because it does not take in consideration the route stability at forwarding
packets. The authors in [3] studied LAR [4] in highway scenario. The protocol was
tested against vehicles density for various metric (throughput, packets delivery ratio, end
to end delay, and overload) with a high speed. The protocol has good performance in a
communication environment and it is sensitive to the density of vehicles and the number
of lanes. D-LAR [5, 6] is a greedy approach that combines LAR with DIR [7] to forward
packets in the request zone to the direct neighbor having direction closest to the line
drawn between source and destination. This protocol does not take into consideration
the direction of movement of the forwarder vehicle. Hence, it cannot choose the most
stable route in the case where there are two neighbors of the sender, one of them travels
in opposite direction and it is the closest to the line drawn between source and
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destination. MOPR [8] uses the moving information of vehicles to predict future
positions of vehicles and to estimate the time needed for the transmission of data to
decide whether a route is likely to be broken or not during the transmission time. MOPR
allows avoiding link broken by high mobility of vehicles during data transmission. The
performance of this algorithm depends on the used transmission protocols. In [9], the
authors have grouped vehicles according to their direction of movement. The stability of
the communication is ensured by the choice of the most stable path using the ROMSGP
scheme. This choice is made based on the calculation of LET of each path. The longest
LET path is considered to be the most stable. The authors did not take into consideration
the case where vehicles travel in opposite direction if there is no vehicle travelling in the
same direction of group movement. RBVT-R [10] is a reactive source routing protocol
for VANETSs that creates routes on demand by using “connected” road segments.
A connected road segment is a segment between two adjacent intersections with enough
vehicular traffic to ensure network connectivity. When a node receives a new Route
Discovery (RD), it holds the packet for a period of time inversely proportional to the
distance between itself and the sending node. After the waiting period, a node
rebroadcasts the RD packet only if it did not notice that this packet was rebroadcast by
nodes that are located further on the same road segment. The waiting period becomes
substantial in multi-hop communication in highway. Besides, the protocol not takes into
count the route stability because the RD packet will be rebroadcasted by the vehicles that
are located further on the same road segment. SCRP [11] is a distributed routing pro-
tocol that builds stable backbones on road segments using connected dominating sets
(CDS). The vehicle with the lowest SF (vehicle’s stability factor) is added to the
backbone. The latter chooses the neighbor with the lowest SF as the next forwarder;
hence, it becomes a backbone vehicle. Then, it selects the next vehicle to be included in
the backbone. This procedure is repeated until the all of road segment is covered. In
highway environment, this scheme builds one path only on long of road in a proactive
manner. Hence, all source vehicles share the same path or part of path. While the number
of source vehicles increases, the performance of protocol decreases (throughput, packets
delivery ratio, end to end delay).

Besides of these above issues of these routing protocols, most of them are focused
to improve the urban environment. They do not take into count the highway envi-
ronment which characterized by high speed vehicle mobility. This constraint makes
routing very challenging in highway. Our scheme strives to minimize contention phase,
avoid route break before of its apparition, by predicting the remaining time of route to
send a data packet. Also, it allows finding stable route by selecting the most stable
neighbor of the transmitter of route request message giving priority to the neighbor that
travels in the same direction of the movement of this transmitter.

3 Stable Route and Remaining Time Prediction (SRRTP)

SRRTP is designed for non-safety applications in highway environment. It is on
demand routing protocol, it is similar to LAR [4] and AODV [12] protocols.

The network model consists of one road ended by two intersections in highway
environment or in urban environment for roads segments. This road has the same
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characteristics such as length, width, number of lanes. Each lane has a distinctive traffic
density (see Fig. 1). Each vehicle is equipped with a global positioning system
(GPS) that provides information about its location, speed, and direction. Finally, each
source node knows the location of the destination by using a location service such as
RLSMP [13].
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Fig. 1. Bi-directional highway model

SRRTP is based on the following considerations: most-stable neighbor, mini-
mization contention phase, route lifetime prediction, transmission time prediction of the
data packet and route construction.

3.1 Most-Stable Neighbor

This section is presented in our work [14] and extended in our works [15, 16]. There
are four cases to calculate the time (t) of each neighbor.

First case: The vehicles I and A have the same direction of movement and do not
have the same velocity at time t0 [15, 16]:

2
X — Xq R* — (Y] = Yy)

' = +
Va—V; V4 — Vi

(1)

Second case: The vehicles I and A have the same direction of movement and they
have the same velocity at time t0 [16]: In this case, the transmitting vehicle calculates
the distance d between itself and each neighbor which has the same speed by this
formula:

d(A1) =/ (Xs — X0+ (Va — 1) @

The vehicle which has the closest distance from the R/2 will receive and transmit
the route request message.

Third case: The forwarding vehicle has an opposite direction of its neighbor at time
t0 and they are approaching each other [11].
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Fourth case: The forwarding vehicle has an opposite direction of its neighbor at
time tO and they are moving away from each other [11].

CR—d(A)
[Va+ Vi

(4)

3.2 Minimization of Contention Phase

If each vehicle which has a route request message will perform operations to select the
vehicle that will receive and retransmit the message, the accumulation time of these
operations of all participating vehicles in route becomes substantial. Therefore, these
operations increase the route request time between sources and destinations. Hence,
decreasing the route lifetime at transmission of data packet and a new route request
message can be triggered in entire network. To avoid this contention phase, each node
periodically determines the most stable neighbor onward and the most stable neighbor
backward; at the same time, it determines the time of stability of each of these neighbors.
Each vehicle seeks these most stable neighbors (onward and backward) among those
traveling in the same direction of its movement. If there are no neighbors that have the
same direction of its motion, then it searches among those traveling in the opposite
direction. Hence, we give priority to the neighbors that travel in the same direction of the
transmitter movement to receive and forward the route request message.

The vehicle which has the route request message chooses (among its neighbors in
the half-circle of its coverage area in the side closing to the destination) that has the
longest time for receive and forward this message.

3.3 Route Lifetime Prediction

To predict the lifetime of the route established between sources and destinations, each
source adds the stability time (TS) (it is calculated and determined in Sects. 3.1 and
3.2) of the next transmitter relative to the current transmitter in the route request packet.
Each vehicle receives this route request packet compares the stability time of the next
hop to the one in the request packet. The shortest stability time will put in the route
request packet instead of the other.

TS = min (E (TS;;)) where E is the set of links between vehicles that build the route
between source and destination. E (TS; ;) is the set of lifetimes of these links between i
and j vehicles that build the route between source and destination.

When the destination receives the route discovery packet, it copies the TS, its
current location, its current speed and current time in the route reply packet and it sends
this packet back downstream at source.
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3.4 Transmission Time Prediction of the Data Packet

Transmission time of a data packet between the source and destination get changed
according to the density of vehicles in highway (see Fig. 2). Therefore, it is hard to
predict a constant value during the time of the simulation. To solve this problem, each
time the destination receives a data packet, calculates and stores the average time of
data packet transmission. When a route request reaches to the destination, the latter
sends the average time in the route reply message that will be sent back downstream to
source. The latter calculates the remaining time of route between itself and the desti-
nation, if it wants to send a data packet. If time left of route is less than the average
transmission time of a data packet, the source launches a new route request; otherwise,
it sends the data packet.
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Fig. 2. Average transmission time of a data packet versus vehicles density

3.5 Route Construction

When the source S wants to send a data packet to the destination D, it checks its routing
table. If there is a route to the destination (enabled route), S calculates the remaining
time of route between itself and the destination.

If this time of route is strictly greater than the average transmission time of a data
packet, the source sends the data packet; otherwise, S checks its list of neighbors to the
destination. If D is listed then S updates the route to the destination and sends the data
packet; otherwise, S generates a new route request message. If D is located towards the
direction of S movement, S sends the route request to the neighbor that is onward (the
neighbor onward that remains the longest time in the S coverage area); otherwise, S
sends the route request to the neighbor that is backward (the neighbor backward that
remains the longest time in the S coverage area). Each vehicle (I) receives a route request
message it will forward the message to its onward vehicle if it received the message from
its back vehicle, otherwise it will forward the message to its back vehicle. This operation
will be repeated until arrival to destination. When the destination receives the route
discovery packet, it copies the stability time (TS), average time of data packet
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transmission, its current location, its current speed and current time of speed in the route
reply message and sends it downstream toward the source.

4 Simulation and Results

We have used the pattern IDM-LC that is a microscopic mobility model in the tool
Vehicular Ad Hoc Networks Mobility Simulator (VanetMobiSim) [17, 18] and we
have used NS2 [19] to implement our protocol. Vehicles are deployed in a 4000 m x
100 m area. This area is a highway with four lanes bidirectional; its ends are set by
traffic lights. Vehicles are able to communicate with each other using the IEEE 802.11
MAC layer. The vehicles’ speed fluctuates between 0 m/s and 27 m/s. We have
considered packet size of 512 bytes, Simulation Time of 400 s, hello interval of 1 s and
packet rate of 4 packets per second. We setup ten multi-hop CBR flow vehicles over
the network that start at different time instances and continue throughout the remaining
time of the simulation. The transmission range is kept at 250 m. Simulation results are
averaged over 20 simulation runs. Location-Aided Routing (LAR1) is used to compare
it with our protocol; because we developed this protocol from source code of LARI.
These protocols are evaluated for packet delivery ratio, normalized routing load,
number of generated errors and number of errors received at source according to
vehicles density.

Packet delivery ratio: Figure 3 shows that our scheme has good packet delivery ratio
and it clearly outperforms LARI. This is because our scheme forwards data packets
over roads by predicting both the route lifetime and the time of transmission of the data
packet. Also, it chooses a stable route. But with the increase in network density, the
packet delivery ratio of the two schemes decreases. This is because when network
density increases, the transmission time of data packets increases; and also we do not
yet use a method such as carry-and-forward to recuperate the lost data packets.
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Fig. 3. PDR as a function of vehicle density
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Normalized routing load: Figure 4 shows that Normalized Routing Load increases
with increasing the density of network. Our scheme has a lowest normalized routing
load compared to LAR1. This is explained by the decrease of route discovery process
in reason of the select the stable route and the predicting the remaining time of route.
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Fig. 4. NRL as a function of vehicle density

Number of error messages generated during transmission of data packets: Fig. 5
shows that the number of errors increases with increasing the density of the network.
Our scheme has the lowest number of errors compared to LARI. This is explained by
predicting the route lifetime and the time of transmission of the data packet. Therefore,
our protocol calculates the time left of route to the destination. So, it takes the decision
before sending data packets.
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Fig. 5. Number of errors as a function of vehicle density

Number of error messages received at source: Fig. 6 shows the number of error
messages received at source with varying network density. The percentage of error
messages that arrived at source is always over 70% compared to that of LAR1. This is
because of the stability of our protocol.
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Fig. 6. Number of errors received at source as a function of vehicle density

5 Conclusion

Our protocol is designed to improve the communication in vehicular ad hoc networks
in highway scenarios for non-safety applications. It strives to find a stable route,
minimize contention phase and predict the time left of route to the destination before
sending data packets to avoid the route disruption prior to its happening. Our protocol
is based on four considerations that are stable route, minimization of contention phase,
route lifetime prediction and transmission time prediction of the data packet. Our
scheme increases the percentage of packets delivery, reduces the control overhead and
decreases number of error messages generated during transmission of data packets. It is
evaluated as function of vehicle density and it is compared with LAR schemel. It is
found that it outperforms LAR1 original in highway environment by using IDM_LC to
generate realistic mobility files.

For future work, we will study the case of eliminating of error messages. Because,
the source vehicle is able to take the decision about the transmission of data packet by
calculating the time left of route to destination prior to send data packets.
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Abstract. In this paper, a novel complex-valued neural network (CVNN)
algorithm is proposed to predict stock index. In a CVNN, input layer, weights,
threshold values and output layer are all complex numbers. Cuckoo search
(CS) is proposed to optimize the complex parameters. NIFTY stock market
indices and Shanghai stock exchange composite index are used to evaluate the
performance of CVNN. The results reveal that CVNN performs better than the
classical real neural networks.

Keywords: Complex-valued - Neural network - Cuckoo search - Stock index -
Prediction

1 Introduction

A stock index (stock market index) measures the value of stock for some time in the
economy or financial markets, which could track economic health from many per-
spectives and the performance of powerful companies in order to forecast economic
trends. However it is influenced by many intricately related economic and political
factors, so it is a nonlinearity, nonstationary and complex process [1]. Forecasting stock
index is one of the most profitable and challenging tasks for researchers [2].

In recent years, many new methods for forecasting the stock index have been
developed. Artificial neural networks (ANN) with intrinsic robustness and nonlinear
characteristics could approximate any continuous function and have been widely used
to model stock market time series [3, 4]. Zhang et al. [5] proposed an improved
bacterial chemotaxis optimization and back propagation (BP) neural network for pre-
diction of various stock indices. Fang et al. [6] proposed a stock market prediction
model based on genetic algorithms (GA) and wavelet neural networks (WNN) and
reported significantly better accuracies compared to existing approaches. Chen pro-
posed hierarchical radial basis function (HRBF) Networks and flexible neural tree
model (FNT) to forecast financial time series data and evaluated the prediction per-
formance of the flexible neural tree algorithm, wavelet neural network, local linear
wavelet neural network, and feed-forward artificial neural network.

Recently, complex-valued neural network (CVNN) has been proposed to predict
the time series data. Compared with real neural network, CVNN is more flexible and
functional. Xiong et al. proposed the fully complex-valued radial basis function neural
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networks (FCRBFNNSs) to investigate the possibility of forecasting interval time series
[9]. Kitajima et al. proposed a wind speed prediction system using complex-valued
neural network and frequency component of observed wind speed data as an input
information [10]. Aizenberg et al. proposed Multilayer Neural Network with
Multi-Valued Neurons to forecast oil production [11].

In this paper, we propose complex-valued neural network to predict stock index.
CVNN has complex valued inputs/outputs, weights and activation functions. By
analysis of some evolutionary algorithms, CS is potentially far more efficient than
particle swarm optimization (PSO), genetic algorithms (GA) and artificial bee colony
(ABC) [13]. So cuckoo search is proposed to optimize the complex parameters (real
and imaginary parts) and real parameters.

2 Method

2.1 Complex-Valued Neural Network

In a complex-valued neural network, input layer, weights, threshold values and output
layer are all complex numbers. A three-layer complex-valued neural network is
described in Fig. 1, which has m input nodes, n hidden nodes and one output node.
Suppose that input vector [z1, 22, - - -, Z]. The result of i-th hidden node is computed as
followed.

hi = f(Wi+ Wizt + Wozo + ...+ Winzm). (1)

i

Fig. 1. A three-layer complex-valued neural network
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Where W; is the threshold value of i-th hidden node and W;;, Wy, ...W;, are the
weights. f is the activation function, which is:

z
7)) =——. 2
Where ¢ and r are the real variables.
The output layer is computed:
y=f(Vi+mhV,+...4+hV,). (3)

2.2 Optimization of Parameters

To find the optimal parameters of CVNN, the cuckoo search (CS) method is used
below. CS is one of the latest nature-inspired metaheuristic algorithms, proposed in
2009 by Yang [12].

CS follows three idealized rules: (1) Each cuckoo only lays one egg at a time,
which is dumped in randomly selected nest; (2) The nests with high quality of eggs
could be selected to the next generation; (3) The number of available nests is fixed, and
the egg laid by other cuckoo is discovered by the host cuckoo with a probability
pa € 10,1].

According to the above three idealized rules, the process of CS is described as
followed.

(1) In a CVNN (Fig. 1), many parameters need to be optimized, containing weights
(Wj; and V;), threshold value (W;) and parameters in activation function (¢ and r).
Due to the fact that weights and threshold value are complex numbers, both real
and imaginary parts need to be optimized. For a CVNN m-n-1 (m inputs, n hidden
neurons and 1 output), the number of parameters is 2 nm + 6n + 2 and parameter
vector is [Re(Wyp),Im(Wyy),...,Re(Wyy), Im(W,, ), Re(W,), Im(W,),...,Re
(W), Im(W,), c1,71, -« Cny Fuy Re(Vy), Im(Vy), .. .,Re(V,,), Im(V,,)]. Create the
initial population randomly X;(i = 1,2, ...q), which represent host nests.

(2) Compute the fitness values of all population. If the maximum number of gener-
ations is reached or a satisfactory solution is found, then stop.

(3) Lévy flight is performed to generate new solutions.

Xt = X! 4o @ Lévy(2). (4)

Where X! is the i-th solution at r-th generation, o is step size which could control the
scale of random search. In general, o = 1. @ means entrywise multiplications, Lévy(2)
abides by Lévy probability distribution:
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Lévy(3) u=1t""* 0<i<2. (5)

Lévy(A) could be computed using the following Eq. [13]:

Lévy(A) = ¢| Xiu
¢:gu+@xgmnx%5 (6)

[((44) x 4 x 27

Where p and v follow Gaussian distributions.

(4) According to predefined probability p,, discard the worse solutions. Create the
same number of new solutions using preference random walk.

Xt =X +r(X, - X,). (7)

Where r is scaling factor, which is created randomly from [0, 1]. X!, and X are
random solutions at #-th generation. Go to step 2).

2.3 Flowchart of Method

(1) The stock index is real number, so input and output data need be transformed to
complex values before being inputted into CVNN model. The following trans-
formation steps are used [11]:

e Suppose the input real numbers [x,x, . .., X,], and tally the maximum and mini-
mum values of real numbers (max and min).
e j-th real number x; is transformed into complex number as followed.

X; — min
=" (2n—9
@i max—min( m =), (8)

Zi = €i(pi.

Where 0 is the shift angle and i stands for the value of v/—1.

2) Train the complex-valued neural network according to the above complex numbers
(input data) and cuckoo search, which is introduced in detail in Sect. 2.2. The
output of CVNN is complex number, so the output value needs to be transformed
into real number in order to evaluate model effectively. The inverse transformation
shall be used:
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agz = @,
— mi )
y= ¢ (max — min) + min.
2m— 6

Where arg z is the argument of complex value z.

3 Experiment

3.1 Data Sets and Evaluation Criteria

We choose the NIFTY index from 01 January 1998 to 03 December 2001 and the
Shanghai stock exchange composite index (Shanghai index) from 04 January, 2011 to
01 January, 2015 as the samples for validating the model. Each of the samples is
composed of opening price, closing price, low price, high price and trading volume.
The root mean squared error (RMSE), maximum absolute percentage error (MAP),
mean absolute percentage error (MAPE) are used to test the performance of the method.
Three criteria are defined as followed.

1 N . . 2
RMSE = NZ (learget _]j‘lorecast) (10)
i=1
MAP — max Mx 100 (11)
f]“brecasl

1 N Zr et i)recas

MAPE = =3 <W> x 100 (12)
N i—1 ];orecasr

Where N represents the total time points, f,grget is the actual index value on day
i and f;,,..y 18 the forecasting index value on day i.

3.2 Forecasting Results

For NIFTY index, 400 samples are used to train CVNN and 384 samples are used to
test performance. For Shanghai index, 500 and 244 samples are used to train and test,
respectively. The parameters in this experiment are chosen experientially and given in
Table 1. To evaluate the performance of CVNN, we compare it with several classic
methods including NN-PSO, WNN-PSO, FNT from Chen and Abraham [8].
Through 20 runs, the averaged results are listed in Tables 2 and 3. Results show
that CVNN model has the smallest RMSE, Map and MAPE and is an effective model
for estimating one day ahead stock prices compared to other advanced neural networks.
The results of two stock data set predictions are shown in Figs. 2 and 3, which depict
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Table 1. Parameters used in this experiment

Parameters Initial value

Population size in CS | 50

Maximum steps 100
pa in CS 0.3
Shift angle n

Table 2. Comparison results among four different methods for NIFTY index

RMSE |MAP |MAPE
NN-PSO [8] |0.01326|27.257 | 6.347
WNN-PSO [8] [0.01426 | 39.671 | 7.002
FNT [8] 0.01328 | 27.028 | 6.365
CVNN 0.01303 | 26.865 | 6.215

Table 3. Comparison results among four different methods for Shanghai index

RMSE |MAP |MAPE
NN-PSO [8] |0.01275|45.865 |7.092
WNN-PSO [8]|0.01191 | 35.778 | 6.4279
ENT [8] 0.01182|27.688 |6.2696
CVNN 0.01035 | 20.1088 | 5.3325

0.8 r T T T T T T
Target
0.7} Forecast ||

0.6 -

Target and forecast
o
=
1

0 1 1 1 1 1 1
0 50 100 150 200 250 300
Time point

(5]
o
o

400

Fig. 2. The test results for the one day ahead prediction of the the NIFTY index
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Fig. 3. The test results for the one day ahead prediction of the Shanghai index

the one day future actual stock value and predicted stock value. It could be seen that
CVNN model could forecast the one day ahead stock index well and provide appro-
priate generalization.

4 Conclusion

In this paper, a novel approach based on complex-valued neural network (CVNN)
model is proposed to forecast stock market. Cuckoo search is proposed to optimize the
complex parameters and real parameters. NIFTY stock market indices and Shanghai
stock exchange composite index are applied to test our model. Compared with the NN,
WNN and FNT, it is concluded that CVNN model can outperform all other popular
models.

The number of parameters optimized is large, so optimization process spent more
time. In the future, we plan to improve evolutionary algorithm in order to increase
efficiency.
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Abstract. For many orthopedics, neurosurgeon and radiologists, the
extraction of the spinal column and detection of each vertebra is essen-
tial. It helps in the identification of vertebral abnormalities like cervical
trauma, osteoporosis, spinal ruptures etc. Computer aided diagnostic sys-
tems for the localization and extraction of vertebra from X-ray images are
important to perform mass screening. It is a challenging task to be per-
formed due to low contrast imaging and noise present in X-ray images. In
this paper, we present a technique for automatic detection and extraction
of vertebrae area. The proposed technique takes a radiograph as input
and detects the location of cervical vertebrae (C3—C7) using generalized
Hough Transform and Fuzzy C-mean clustering. In order to obtain the
region for each vertebra, distances between two consecutive vertebrae are
calculated and their centroids are found. Then perpendicular separating
lines are found on these centroids by applying affine transformation on
the line passing through centroid and joining two vertebra. After rota-
tion, these lines are combined to obtain 5 regions for each vertebra (Cs—
C7). The proposed method has been tested using 50 radiographs from
which 250 vertebrae are detected. The dataset ‘NHANESII’ used is
publically available at National Library of Medicine (NLM). The results
show the validity of presented technique.

Keywords: Vertebra segmentation - Region extraction - Affine trans-
formation

1 Introduction

Vertebra segmentation and localization are the essential steps in many medical
applications. For many spine surgeries correct vertebra segmentation with exact
shape, localization is of great significance to make the treatment successful which
is possible when correct regions of vertebrae are extracted. Wrong treatment
may lead to more abnormalities. They help in the diagnosis of conditions like
osteoporosis, spinal fractures and cervical trauma [18].
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Accurate detection and extraction of the spinal cord is a standard move for
the segmentation of vertebrae which is a tiring task when performed manually.
In literature, many segmentation techniques have been proposed such as ‘Active
Shape Model (ASM)’ [11] and ‘Generalized Hough Transform (GHT)’ [4], etc.
In most of the cases exact vertebral column extraction is the first step to be
performed for accurate results. Benjelloun et al. [5] presented a methodology
for segmentation of radiographs based on two algorithms. For the analysis and
estimation of spine, a semiautomatic methodology was proposed. Larhmam et
al. [15] presents a methodology based on template matching. For localization
of vertebra they used Generalized Hough transform then K-means clustering is
applied to get centroids of vertebra. The proposed methodology is tested using
66 x-ray images. Lecron et al. [16] developed a framework for x-ray images to
localize the vertebra using ASM. This method reduced the computation time by
synchronizing more than one CPUs and GPUs. Benjelloun et al. [6] developed
a technique for the detection of vertebra boundaries using polar signature rep-
resentation and segmentation of vertebra using watershed algorithm. In [7] they
performed the identification and segmentation based on Active Shape Model.
Larhman et al. [14] presented a technique based on offline training. A mean
model of cervical vertebra is created and used as a template of GHT for verte-
bra localization. Then adaptive filter post processing is used to get the vertebra
centroids securing the accuracy of 89% when tested on 40 x-ray images. Klinder
et al. [13] proposed a framework to detect, identify and segment out the verte-
bra using CT scans. GHT is applied for the detection of vertebra then adapted
triangulation shape is used for localization and segmentation of each vertebra
individually. The presented method reported 70% identification accuracy. Cas-
ciaro et al. [10], obtained 83% accuracy for the localization of vertebra using
local phase measure. Dong et al. [12] developed method to identify the visible
vertebra using x-ray images. Mahmoudi et al. [17] presented a technique for cer-
vical spine segmentation. The centroids obtained by single click were used to
plot first order polynomial. Then using correlation, intervertebral locations were
obtained and boundary lines are created. In each region formed by boundary
lines contours are detected for each vertebrae to be segmented. The proposed
methodology has given good accuracy using 100 testing images of real patients.
Alomari et al. [19] designed a technique based on two stages for inter-vertebral
discs. They performed experimental evaluation using two datasets containing 50
and 55 MRI cases. They obtained accuracy of 87% in case of 50 MRI and 89.1%
with 55 MRI cases.

Our contribution in this regard is to develop an algorithm for the extrac-
tion of region for each vertebra in cervical spine X-rays. We will be using this
region for vertebrae segmentation in future. Our proposed methodology of region
extraction secure high accuracy of 96.88%. This method is based on shape based
analysis, unsupervised clustering, and some basic functions are used to gener-
ate boundaries for each vertebra (C3—C7). This paper comprises of five sections.
Section 2 includes the proposed methodology, Sect. 3 comprises the experimental
evaluation and discussion is based on complete methodology. Section 4 includes
the conclusion of proposed methodology.
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2 Proposed Method

The presented technique is combination of shape based analysis, unsupervised
clustering and Affine transformation [3] for the extraction of vertebrae regions.
Figure 1 illustrates the presented technique with three main phases, blue block
represents the ‘Offline Training’ phase, red block represents the ‘Vertebra Detec-
tion’ phase and the green block represents the main targeted phase ‘Vertebra
Regions Extraction’.
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Fig. 1. Flow diagram of the proposed system, including its three main phases offline
training, vertebrae detection and vertebra regions extraction

2.1 Offline Training

In offline training of the proposed methodology a mean model is created which
is used as a template of GHT. This mean model is formed using a subset of 20
vertebrae of the same dataset. The contour is selected manually, used to generate
mean model using Eq. (1) where ‘N’ represents the total no. of vertebra (N = 20)
and ‘V’ represents the individual vertebra.

N

1
MeanVer = =3V, 1
ean_Ver N 2 (1)

2.2 Pre-processing

Contrast Enhancement. The low contrast of radiographs is one of the very
basic reason for them to be challenging for image processing applications. So they
need to be improved for any processing such as vertebra detection or extraction
of vertebrae regions. For this purpose ‘Contrast Limited Adaptive Histogram
Equalization’ (CLAHE) [1] is applied to the input radiographs, which enhance
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the contrast by calculating local histogram of the specific region. It also mini-
mizes the noise amplification. Then edges are detected using ‘Canny Edge Detec-
tor’ [9], as GHT works with edges only.

Region of Interest (ROI). The selection of ROI is carried out manually,
covering the area of C3 to C; vertebrae.

2.3 Vertebra Detection

After selection of ROI, GHT is applied on edges for the detection of cervical spine
(C3—C%). The mean model created is used as a template of GHT. GHT works
with two main divisions R-table and Accumulator. The R-table is basically the
representation of template, constructed using position and direction of the edge
points. Accumulator is basically a voting scheme, in which gradient is computed
for each edge point and then voting is carried out for each location. Next, local
maxima is computed for the detection of cervical spine (C3—Cr).

After getting the voting results obtained from GHT, we applied Fuzzy C
Mean (FCM) [8] algorithm to obtain the five clusters representing the centroids
of cervical spine (C5—C7). In each iteration, membership is assigned to each data
point and algorithm converges if two consecutive iterations give same result. Data
point is assigned to the cluster with highest membership. Then centroid (C;) for
each cluster is obtained using data points and membership calculated.

2.4 Vertebrae Regions Extraction

After applying FCM we obtained five centroids representing five cervical spines.
These five centroids are used further to obtain the inter-vertebrae location using
Eq. (2), where C; represents the centroid.

Inter C; = (C; + Ci11)/2  where  i=1,2,3,...,C—1 (2)

We get 4 inter-vertebra locations in the form of x and y co-ordinates but still
two more points are required, one above the C3 and second after the C7 to
obtain the region for each vertebra including C'3 and C'7. So we simply take the
difference between C'1 and first inter-vertebra location and subtract the obtained
difference from C1 coordinates. This can be performed using Eq. (3)

Pl = Cl — (Inter,Cl — Cl) (3)

Similarly, second point is obtained by using Eq. (4) by taking the difference of
C’5 centroid and inter-vertebra location of Cy and C5, then adding this difference
in the coordinates of Cs.

P2 =Cs5+ (Cs5 — Inter_Cy) (4)

So, the final data we get for the Affine transformation are the 11 points in
sequence as final data = P1, C;, Inter_C;, ..., Inter_.C;, C; + 1, P2 where
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i = 1,2,3,4. After obtaining the inter-vertebra locations, angle © is computed
using Eq. (5). @1 and ©3 both are the angles at inter-vertebra location where
©; is w.r.t previous centroid and @s is w.r.t next centroid. The final © is the
mean angle of these two. c
-1 7,141

© = tan Inter_C; 5)
We used Affine transformation for rotating the centroids along the vertebra at
its inter-vertebra location. @ obtained help in this regard. We use 3 points,
two inter-vertebra locations and one centroid to draw a line. Then this line
is rotated using Affine transformation at angle © + 90°, making it parallel to
vertebra. Similarly, six lines are formed parallel to vertebra at inter-vertebra
locations and covering the five cervical spines (C3-C7). End points of these lines
are connected to extract the regions for each vertebra.

3 Results and Evaluation

Subjective evaluation is performed using dataset publically available at ‘The
National Health and Nutrition Examination Survey NHANES IT’ [2]. The men-
tioned dataset comprises 17000 x-ray images including 10000 cervical and 7000
lumbar spine images of various candidates under different conditions and ori-
entation. Most of the papers are using subset of same dataset but no one has
mentioned that on which basis they have selected these images. So we used 50
randomly selected images of NHANES II for testing and the second dataset is
the set of 25 vertebrae created manually used for mean model creation. For val-
idation of vertebrae detection, the subset of 50 images are visualized and center
points are marked manually from C5 to C;. Figure 2 illustrates the validation of
our proposed technique.

The difference between the centroids obtained as a result of FCM and the
annotated centroids is obtained to get the distance between them. It shows the
difference for each cervical spine for all the images of dataset. Red line represents
the mean distance error obtained by the calculated difference. We can see that in
few cases the distance is much more as compare to the other images which is due
to the noise or other structures which makes the detection more challenging. Our
main focus is to extract the regions for each vertebra (C3—C7), Fig. 3 shows the
results obtained of few cases. First column shows input radiographs, second gives
the voted vertebrae of GHT, third gives the centroids obtained from FCM, fourth
shows the Affine transformation at inter-vertebra locations and last column gives
the extracted regions for each vertebrae from C3 to C7. It is observed that in
very few cases the regions obtained are not covering the vertebra because of
there irregular shape. But we can deal with it by + threshold in the co-ordinates
of line and increasing its width.

In [17], vertebra segmentation is performed using region selection technique.
They selection of region was carried out by the interaction of user where one
has to click once at the center of vertebra body to initialize the processing.
Then template matching was performed to obtained the intervertebral point
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Fig. 2. Distance graph of annotated and calculated centroids for each vertebra with red
doted line representing the mean distance error without threshold (a) distance graph
of C3 (b) distance graph of C4 (c) distance graph of C5 (d) distance graph of C6 (e)
distance graph of C7

and boundaries parallel to vertebra were obtained by using first order polyno-
mial and then regions are extracted where as in our methodology a reference
image of vertebra body is used to obtained the automated centroids of verte-
bra body using shape based analysis and clustering technique. Then using basic
techniques intervertebral points are obtained. And finally Affine transformation
form a rotated line parallel to the body of vertebra which extracted the region
of each cervical spine.
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Fig. 3. Visual representation of results obtained of proposed technique for vertebrae
regions extraction

The high accuracy of 96.88% is achieved when proposed methodology is
tested using 250 vertebrae of 50 images. The contrast enhancement plays a vital
role in the detection of vertebrae. Therefore, CLAHE is applied to enhance the
contrast and improve the results.

4 Conclusion

Our presented technique is a novel methodology used to extract the regions of
each cervical vertebra (C3—C7) which we will be using for segmentation of verte-
brae, in near future. The subset of 50 cervical spine radiographs of NHANES II
dataset has been used for testing of our technique. The proposed methodology
is mainly based on GHT, FCM and Affine transformation for the extraction of
areas covered by (C3—C7). The goal was to extract the regions for each verte-
brae separately. So a mean model was created which we have used as a template
in GHT and detect the vertebrae area, then FCM is applied and centroids are
obtained. By using these centroids we computed the inter-vertebra locations and
using Affine transformation, transform the centroids are transformed parallel to
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the vertebra at this location. The proposed technique has shown satisfactory
results with the accuracy of 96.88%. The future work is focused on the segmen-
tation vertebrae (C3—C7) using these extracted regions.
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Abstract. Texts, images, audios, and videos form the major volume in
Big Data being generated in today’s tech-savvy world. Such data are
preferably archived and transmitted in the compressed form to realize
storage and transmission efficiency. Through compression, though data
becomes storage and transmission efficient, its processing gets expen-
sive as it requires decompression as many times the data needs to be
processed; and this requires additional computing resources. Therefore
it would be novel, if the data processing and information extraction could
be carried out directly from the compressed data without subjecting it to
decompression. In this backdrop, the research paper demonstrates a novel
technique of extracting text and non-text information straight from com-
pressed document images (supported by TIFF and PDF formats) using
the correlation-entropy features that are directly computed from the
compressed representation. The experimental results reported on com-
pressed printed text document images validate the proposed method,
and also demonstrate the fact that the text and non-text information
extracted from the compressed document are identical to that obtained
from uncompressed representation.

Keywords: Compressed document processing * Run-length compressed
domain - Text and non-text + Correlation-entropy

1 Introduction

With the rapid growth of digital libraries, e-governance, and internet based appli-
cations huge amounts of data (texts, images, audios and videos) are being gener-
ated and archived in the compressed form with the intention of providing better
storage and transfer efficiencies. No doubt due to compression, data storage and
transmission become efficient, but unfortunately its processing becomes expen-
sive as it requires decompression (to operate) and re-compression (again to make
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the data suitable for archival and transmission) which are expensive operations,
and moreover they need the operation to be executed as many times the data
needs to be processed. This limitation induces motivation to look for a novel
technology that can process and extract the required information directly from
the compressed data without undergoing the stage of decompression. Demon-
strating this novel idea for extracting text and non-text information directly
from compressed document images is the prime objective of this research paper.

Text is an important source of information in documents related to journals,
patents, magazines, newspapers, books, etc. Along with text it is also very com-
mon to include non-text components like images, tables and graphs as additional
information. However in today’s scenario, with the availability of modern editing
and publishing tools like CorelDRAW, EditPlus, CKEditor which provide the
flexibility of embedding non-text components in various complex layouts, the
task of automatic extraction of text and non-text information has become more
challenging. Specifically from the Document Image Analysis (DIA) perspective,
the knowledge of text and non-text information is very essential in Optical Char-
acter Recognition (OCR) and many document related applications [12,13] like
postal automation, bank cheque processing, form processing, and so on. As a
consequence, in the literature [2,3,12-14], many text and non-text segmentation
techniques have been proposed to detect and extract text and non-text informa-
tion from document images. However, the available off-the-shelf techniques are
specifically tuned to work with uncompressed documents, and in case of a com-
pressed document it has to be accomplished through decompression. Therefore,
in the current research paper, a novel technique of processing (compressed data)
and extracting text and non-text information directly from compressed printed
document images without involving the stage of decompression is underscored.
The rest of the paper is organized as follows: Sect.2 introduces the proposed
model and outlines the procedure of extracting text and non-text information
from compressed document images, Sect.3 reports experimental results, and
Sect. 4 summarizes the research paper.

2 Proposed Method

The proposed model for extracting text and non-text information directly from
compressed printed document images is shown in Fig. 1. In the proposed model,
document images compressed using TIFF supported compression schemes like
CCITT Group 3 (1D and 2D) and CCITT Group 4 2D which represent different
flavors of run-length data are taken as input. The run-length data is gener-
ated using the Run-Length Compressed Domain (RLCD) model proposed in the
works of [4,5,7,8,11], and the same model is used here for extracting text and
non-text information. Suppose a binary image (m X n pixels) consisting of m
rows and n columns is compressed, then the run-length compressed matrix gen-
erated will be of the size (m x n’ runs) where n’ < n. For example if the binary
image contains a row with 00110001110001 pixels, then the compressed row will
have 223331 runs. Incidently this type of compressed data represents alternating
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Fig. 1. Proposed model

white and black runs throughout the row, and in the compressed run-matrix
they are positioned respectively at odd and even columns (as per the CCITT
Standard).

The first step in extracting text and non-text information from the com-
pressed document image is to divide the document into equal size strips (see
Fig.2), and then use each compressed strip independently to compute the
correlation-entropy feature proposed in [9]. The strip division shown in the
uncompressed document (Fig. 2) are rectangular in shape, but in the compressed
data the strips may not be rectangular, and the compressed data from the respec-
tive strips needs to be extracted by keeping track of the cumulative runs and
residue runs at the respective strip positions (refer paper [6]). The strip division
in case of an uncompressed binary image and its equivalent compressed run-
length matrix are shown in Fig. 3(a) and (b). The compressed data extracted for
the strip number 2 is shown in Fig. 3(c).

In a typical binary (0 and 1) image, the number of possible transitions
between any two consecutive rows could be 0 — 0, 1 — 1, 0 — 1, and 1 — 0.
In the work presented in [9], the same transition values are referred to as corre-
lation (Dy—g and Dy_1) and entropy (Do—1 and D;_¢) features. The researchers
have used the North West Corner method to compute all the four features from
the compressed document image. In order to give a clear picture of computing
the correlation-entropy feature, the North West Corner method is illustrated
with an example taking two rows of compressed runs Ry (i) = [12122231] and
Rp(j) = [22112222]) vertically and horizontally in Table1. The feature com-
puted in Table 1 is decided by the index values of ¢ and j shown in Table 2.
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Fig. 2. A sample document showing the logical division in the form of equal size strips
and the presence of text and non-text information (yellow rectangle) in the uncom-
pressed version

However, in the current paper as the prime focus is on extracting text and
non-text information based on zebra patterns, it is sufficient to compute the cor-
relation Dy_q feature from the compressed document. Therefore, the method
presented in [9] is modified to extract only the correlation feature focusing on
odd columns of the run-length matrix. The correlation-entropy feature is basi-
cally computed by taking every two consecutive rows (containing runs) of the
compressed document. For example, consider first two consecutive rows in the
compressed data of Fig. 3(b) with first row (162266261) as the source runs and
the second row (16226621411) as the destination runs. The problem now is to
map all the corresponding runs with 0 — 0 pixel transitions from the source to
destination and count the number of such mappings which indicates the Dg_g
feature which is 12 (see Fig. 3(d)). In the next step, the previous destination row
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Fig. 3. Illustrating the division of sample binary image into 4 strips (a) in the uncom-
pressed version (b) in the run-length compressed version (c) compressed data extracted
for the strip number 2 (d) modified correlation computation

becomes source row and the next row in the matrix becomes destination row,
and the whole process is repeated. Similarly the Dg_g feature is computed for
the entire document. In the Dg_g feature the presence of the informative pixel
is indicated by some non-zero value and its absence is indicated by a zero value.
We represent all non-zero values as high (1) value and all zero values as low (0)
value. In case of a text block, this representation produces an alternating high
and low value regions (see Fig.4(a)) is denoted as zebra patterns. In the text
block the high regions refer to text lines and low regions refer to space between
the text lines. In case of non-text block (images, table, and graphs) an irregular
pattern which does not resemble the zebra pattern will be observed.
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Table 1. Computing correlation-entropy from the run vectors R4 (z) and Rp(j) (where
¢ and j indicate the position of runs in run vectors)

/i 2211202 2/2]1 |j Do_o Di_1|Do1 | Dy
1 1 {1} {1} |1
2 11 {2} {1,2} 1 1
1 1 {3} {2} 1
2 11 {4} {34} 1 1
2 2 {5} {5} |2
2 2 {6} {6} 2
3 2 1/{7} {78} 2 1
1 1/ {8} {8} 1
5 5 2 2

Table 2. Strategy employed to compute correlation-entropy feature by mapping ¢ — j
from the run vectors Ra(z) and Rp(j)

Case | Ra(i) |Rp(j) | Feature
1 0dd(i) | 0dd(j) | Do—o

2 Even(i) | Even(j) | D11
3 0dd(¢) | Even(j) | Do-1
4 Even(¢) | Odd(j) | Di-o

With the correlation feature (Dg_g), the strip containing text information
forms a zebra pattern (see Fig. 4(a)), whereas the strip containing non-text infor-
mation do not form a zebra pattern (see Fig.4(b)). Further, once the strip con-
taining non-text information is detected (see Fig. 4(b)), the strip region contain-
ing the non-text information is locally analyzed to find out the vertical separator
between the text and non-text. This is because, in a document with Manhattan
layout, the text and non-text generally have vertical separators [10]. If any verti-
cal separator is detected (see Fig. 5(a) and (b)), then both the text and non-text
information on its either side are further analyzed for the presence of zebra pat-
tern. The non-text region which does not produce a zebra pattern is identified
as non-text information in the compressed document image (see Fig.2 shown
within yellow rectangles). Apart from images, the absence of the zebra pattern
is also observed with non-text regions like graphs and tables (with line separa-
tors) and hence the proposed method also works successfully for such non-text
regions.

3 Experimental Results

The proposed method was experimented with a dataset of 50 compressed docu-
ment images (free from noise and skew) collected from the Prima Layout Dataset
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Fig. 4. Zebra pattern in case of a strip containing (a) only text (strip number 1) and
(b) text and non-text (strip number 3)

[1] and also from text books and student project reports. Each document consists
of text regions, and non-text regions like images, tables (with line separators),
and graphs (within rectangular enclosure). The documents are of single, double
and three column Manhattan layouts. The detected text and non-text regions
that share 90% of pixel similarity with respect to ground truth were taken as
correctly extracted regions. The accuracy of extracting text and non-text infor-
mation directly from compressed document image dataset was reported to be in
the range 91%-97% and 82%-94% respectively. Further, through the experimen-
tal results it was also observed that the text and non-text information extracted
from the compressed document were identical to that of uncompressed version
(see Table 3). The observation made is supported by the fact that since run-
length is lossless compression the features extracted and the analysis carried out
in the compressed representation should be identical to that of uncompressed
representation.
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Fig. 5. Local analysis of the non-text regions detected through zebra pattern (a) strip
containing non-text boundary (b) strip containing text and non-text boundary

Table 3. Accuracy of text and non-text information extracted from compressed and
uncompressed versions show identical results

Document Accuracy with text | Accuracy with non-text
1| Compressed version | 91%-97% 82%-94%
2 | Uncompressed version | 91%-97% 82%-94%

4 Conclusion

In this paper, the novel idea of processing and extracting information directly
from compressed data was demonstrated taking the case study of extracting
text and non-text information from compressed document images. The proposed
method partitioned the input compressed document image into equal size strips,
and then the correlation-entropy based feature was employed for extracting text
and non-text information using the concept of the zebra pattern. The presence of
the zebra pattern indicated text and the absence of the zebra pattern was used
as clue for locating the non-text information. The strip containing both text and
non-text components were further analyzed locally with the zebra patterns and
the non-text components were removed. The proposed method was experimented
with compressed printed text document images and the results reported validate
the proposed idea.
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Abstract. In this paper a new approach for parameter adaptation is proposed,
where a fuzzy system is implemented to dynamically change some parameters
of the Gravitational Search Algorithm (GSA), the idea of dynamically changing
the parameters of GSA come from the necessity of having a method that allows
GSA to be implemented on any problem without the need to find the best values
for each parameter, because the fuzzy system will do that for us. To properly
adjust the parameters the fuzzy system depends on some metrics of GSA, like
the percentage of iterations elapsed and the degree of dispersion of the agents
from GSA on the search space, which are used in the proposed approach.

Keywords: Fuzzy logic - Gravitational search algorithm - Dynamic parameter
adaptation - GSA

1 Introduction

In the literature is well known that it is a critical issue to find the best parameters of an
optimization method for a specific task [2], and this problem can be solved by the
implementation of a methodology that changes these parameters automatically [6], like
by using mathematical equations, fuzzy logic or even other optimization methods. The
proposed methodology consists in performing several experiments to understand the
behavior of GSA by changing their parameters and finding out what parameters have
more influence in controlling the abilities of GSA to perform a local or a global search.
Based on this a set of fuzzy rules can be designed in order to control these abilities of
GSA, allowing to improve the search of GSA and to improve the quality of the results.
The experimental results shows that our proposed methodology helps in the
improvement of the quality of the results, and GSA now can be applied to a wide
variety of problems without the need to change their parameters manually, however we
will continue with the improvement of GSA through other forms or types of fuzzy
logic. A comparison against the original GSA, other GSA improvements and our
proposal is presented, where the results are promising, in this case considering a set of
15 benchmark mathematical functions. The main contribution of this paper is the
analysis of the parameters of GSA to know the behavior and using this knowledge to
control its abilities to perform a global or local search, also the use of a fuzzy system in
the GSA to dynamically change some parameters, which helps in the design of the
desired behavior of GSA. The GSA method has been applied to several applications: to
edge detection in [13], to clustering problems in [4], for feature selection in [10],
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and approaches hybridized with PSO for function optimization in [7], and converted as
multi-objective optimization problem in [3], as a prototype classifier in [1]. Unlike
other methods where the kbest parameter has no change [8], we have a fuzzy system
that dynamically change both the o and kbest parameters along the iterations.

2 Theoretical Basis

Fuzzy logic system helps in modeling complex problems, like the parameter adaptation
in GSA. Fuzzy logic and fuzzy set theory were proposed by Zadeh in [14—16] brings
the accessibility to design a fuzzy system with its membership functions and fuzzy
rules. In our methodology the membership functions and rules were designed by
knowledge or by trial and error. The membership functions represent the levels of the
parameters to be controlled and the metrics of GSA, the fuzzy rules were created to
design the desired behavior of the GSA, but also to control the abilities of GSA to
perform a local or a global search. Rashedi originally proposed the gravitational search
algorithm in [11], which is based on the law of gravity and second motion law [5]. In
this case, every agent is evaluated and its mass depends on their fitness, the better the
fitness the bigger or heavier the agent, all these agents are attracted each other by their
gravity force, and causes a global movement of all agents, each mass is a solution and
the algorithm is navigated by properly adjusting the gravitational and inertia masses.
The agents are represented by

X; = (x},..,x, .. x)fori=1,2,...,N, (1)

where x¢ represents the position of an agent i in the dimension d. To calculate the
gravitational force acting on mass i from mass j in a specific time #, we have the
following expression

Fi(1) = G(1) (xf (1) — (1)) )

where M,; is the mass related to agent j, M,,; is the mass related to agent i, G() is
gravitational constant at time ¢, ¢ is a small constant, and R;j(?) is the Euclidian distance
between the two agents i and j. The acceleration is calculated as follows:

al() =4 (3)

Where M;; is the mass of the agent i and F; is the gravitational force of the agent
i. The velocity of an agent is defined with Eq. 4 where the new velocity is given by a
fraction of the current velocity plus the new acceleration.

v?(H— 1) = rand; x v?(t) + alf[(t) (4)
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The position of an agent is defined by Eq. 5, where the new position is given by the
current position plus the new velocity given by Eq. 4.

(1) =2 (1) +v{(r+1) (5)
In GSA the gravitational constant G is defined by Eq. 6:
G(t) = Goe™!/T (6)

Where o is a user-defined value, ¢ is the actual iteration and 7 is the maximum
number of iterations. The way that GSA protects its better agents, this is the mechanism
of elitism, which is by only allowing the agents with bigger mass apply their gravi-
tational force to the other agents. In the beginning all the agents can apply their mass to
all of the other agents and this is decreasing with time and at the end only a few agents
or only the kbest agents will apply their gravitational force

Fly="Y_ randF(1) (7)
JjEKbest j#1

Where Kbest is a set of kbest agents with the best fitness values and the biggest
masses, please distinguish between lowercase and uppercase, kbest is the number of
agents in the Kbest set. Through an analysis of the equations of GSA, and performing
several experiments changing the values of the parameters, the behavior of GSA can be
defined and this opens the possibility of the parameter adaptation through an intelligent
methodology, like fuzzy logic.

3 Methodology

The methodology proposed consists first in performing an analysis of the parameters in
the equations of GSA, then perform experiments to understand the behavior of GSA,
while its parameters are changed, in order to select the parameters that have the most
impact on the behavior of GSA, also define the metrics of GSA which can help to
control the behavior of GSA. Once the parameters and the metrics are defined then the
fuzzy rules can be defined in order to control the abilities of GSA to perform a global or
a local search, and based on the metrics the fuzzy system can change the GSA
parameters and control its behavior. In the case of GSA, and after the analysis of the
parameters on the equations and performing several experiments, the parameters
chosen to be dynamically adjusted are o from Eq. 6 and kbest from Eq. 7. These
parameters have the most impact on the behavior of GSA, allowing controlling the
abilities of GSA to perform a global or a local search. The general scheme of the
proposed methodology for dynamic parameter adaptation on GSA is illustrated in
Fig. 1 where a fuzzy system is used to dynamically adjust the values of some
parameters of GSA based on some metrics of GSA.

The o parameter was chosen because it has a big impact in the behavior of GSA,
because it directly affects the gravitational constant G, therefore indirectly affects the
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Fig. 1. Proposal for dynamic parameter adaptation using fuzzy logic

the gravitational force, and the velocity of the agents; with the control of the «
parameter the velocity of the agents can be controlled, so it can be set to perform a
global search if the velocity is high, or perform a local search if the velocity is low. The
kbest parameter was chosen because it affects how many agents apply their gravita-
tional force to the other agents; if all agents apply their gravitational force to all of the
other agents, then all agents will move with no destination, but if only the best agent
apply its gravitational force then all of the other agents will move towards the best
agent and for this reason move to the best region of the search space.

The main metrics of GSA that we use are the number of iterations and diversity, for
this purpose iteration is defined as the percentage of elapsed iterations given by Eq. 8§,
and the diversity is defined as the level of dispersion of the agents given by Eq. 9. The
reason we use these metrics is because with the percentage of elapsed iterations we can
decide if GSA has to perform a global or a local search (i.e. in early iterations we want
that GSA performs a global search), and with the level of dispersion of the agents we
ensure that the agents are separated from each other or together (i.e. if the agents are
close together in early iterations we want that the agents search by their own).

. Current Iteration
Iteration = - . (8)
Maximum of Iterations

where in Eq. 8, current iteration number is the number of elapsed iterations, and
maximum number of iterations is the number iterations established for GSA to find the
best solution.

Diversity(S(r)) = —Z Z (1) = Zj(t))z 9)
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In Eq. 9, S is the population of the GSA; 7 is the current iteration or time, n; is the
size of the population, i is the number of agents, n, is the total number of dimensions,
J is the number of the dimension, x; is the j dimension of the agent i, x; is the
Jj dimension of the current best agent of the population. In the fuzzy system, the metrics
of GSA are considered as inputs, and the output is kbest. Figure 2 shows the input
variable iteration, with a granularity of three triangular membership functions, with a
range from O to 1. The diversity as input variable with a range from O to 1 has been
granulated into three triangular membership functions, and is represented in Fig. 3.
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Fig. 2. Iteration as input variable for the fuzzy system
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The iteration as input variable has a range from 0 to 1 because from Eq. 8, this
given as a percentage that only can be from 0% to 100% in other words from O to 1.
The granularity into three triangular membership functions is because with the increase
in the number of membership functions in the inputs can cause that the number of
possible rules increases exponentially, and with three membership functions we con-
sidered enough. The triangular type of membership functions was chosen based on an
investigation reported on [9], which says that in this kind of problem the type of
membership function doesn’t make a big difference, in addition the membership
functions is easier to configure compared with the other types of membership functions.

Diversity as input variable has a range from O to 1, because the results from Eq. 9
are between 0 and 1, and can be interpreted as if the population is close together, this
means there is no diversity represented by 0, any other result means that there is
diversity and with the result of 1 or more means that there is enough diversity. The «
output variable has a range from 0 to 100 and has been granulated into five triangular
membership functions represented in Fig. 4.
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Fig. 4. Alpha “o” as output variable for the fuzzy system

The output variable kbest has a range from 0 to 1 and has been granulated into five
triangular membership functions, and is shown in Fig. 5. The kbest parameter as output
has been defined with a range from O to 1, because this means the percentage of the best
agents that can apply their gravity force to all other agents, also has been granulated
into five triangular membership functions, and this is because with the two input
variables with three membership functions each resulting into nine possible rules when
combined all with the “and” operator, with these many rules we need to granulated
more to allow a better performance of the fuzzy system. The rule set used in this system
is illustrated in Fig. 6 and there are a total of nine rules.
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Fig. 5. kbest as output variable for the fuzzy system
1. If (Iteration is Low) and (Diversity is Low) then (Alfa is Medium)(kbest is High)
2. If (Iteration is Low) and (Diversity is Medium) then (Alfa is MediumLow)(kbest is MediumHigh)
3. If (Tteration is Low) and (Diversity is High) then (Alfa is Low)(kbest is Medium)
4. If (Tteration is Medium) and (Diversity is Low) then (Alfa is MediumHigh)(kbest is MediumHigh)
5. If (Tteration is Medium) and (Diversity is Medium) then (Alfa is Medium)(kbest is Medium)
6. If (Tteration is Medium) and (Diversity is High) then  (Alfa is MediumLow)(kbest is MediumLow)
7. If (Iteration is High) and (Diversity is Low) then (Alfa is High)(kbest is Medium)
8. If (Tteration is High) and (Diversity is Medium) then  (Alfa is MediumHigh)(kbest is MediumLow)
9. If (Tteration is High) and (Diversity is High) then (Alfa is Medium)(kbest is Low)

Fig. 6. Rule set used for the fuzzy system

The rule set was created based on some principles about the desired behavior for
GSA, for example: in early iterations the GSA must use exploration, in final iterations
GSA must use exploitation, and with a low diversity GSA must use exploration and
with a high diversity GSA must use exploitation. In other words, when the GSA starts
the iterations must perform a global search to find the best regions of the search space,
and in final iterations GSA must perform a local search in the best region found so far.
With the diversity is all about trying to avoid local minimum because if the diversity is
low this means that all the agents are in a very small area, and if it is not in final
iterations these agents must separate. The complete fuzzy system is shown in Fig. 6,
where it can be noted the inputs and outputs, is of Mamdani type (the membership
functions of the outputs are fuzzy sets) and has the number of fuzzy rules used. In order
to create the fuzzy system illustrated in Fig. 7, a series of various fuzzy system designs
were initially created with only one output and this was done to know the appropriate
rule set needed to control a specific parameter. In other words, the rules to control «
were created separately from the rules to control kbest, but then joined to control both
parameters at the same time in the fuzzy system from Fig. 7.
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Fig. 7. Fuzzy system used to control the parameters of GSA

4 Experiments and Results

In the design of the experiments the GSA was applied to fifteen mathematical functions
with the same constrains as the ones used in [12], and also to perform a comparison
between the original GSA method from Rashedi et al. [11], the proposed approach, and
a GSA with parameter adaptation from [12]. A total of 30 experiments for each
function on the same conditions as the original proposal, with a maximum number of

Table 1. Comparison GSA [11] vs. our proposal

Function | GSA from [11] | Proposal
F1 7.3e-11 5.35e-40
F2 4.03e-5 2.76e-19
F3 0.16e-3 7.61e-6
F4 3.7e-6 6.58e-11
F5 25.16 9.56

F6 8.3e-11 0

F7 0.018 6.15e-4
F8 2.8¢+3 -295e¢ + 3
F9 15.32 6.87
F10 6.9¢-6 9.06e-25
F11 0.29 4.82e-5
F12 0.01 2.54e-4
F13 3.2e-32 3.45e-43
F14 3.70 1.27e-7
F15 8.0e-3 4.66e-8
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agents = 50, maximum of iterations = 1000, dimensions = 30, Gy = 100 and o = 20,
kbest is linear decreasing from 100% to 2%, however in our proposal o and kbest are
dynamic, that is the only difference. In Table 1 we show the results of each method
with each membership function, please note that each of the results in Table 1 is the
average of 30 experiments, and the results in bold are the best when comparing our
proposal with the original GSA from [11].

From the results in Table 1, we can notice that all the results in bold are in the
proposal column and this means that the proposed approach always obtains the best
results and outperform the results when compared with the original GSA method. And
with the use of iteration and diversity as inputs the fuzzy system using the rule set
provided we can control the behavior of « and kbest and thereby control the behavior of
GSA. The comparison against other methods, in this case from Sombra et al. [12] in
which they used a fuzzy system to only control o, and Particle Swarm Optimization
(PSO) from Rashedi et al. [11]. Table 2 shows the results of these comparisons
between our proposal and the other methods, and these results are obtained using the
same conditions as in the Table 1, so each result is the average of 30 experiments, and
the results in bold are the best.

Table 2. Comparisons against our proposal

Function | Sombra et al. [12] | PSO from [11] | Proposal
F1 8.8518e-34 1.8e-3 5.35e-40
F2 1.1564e-10 2.0 2.76e-19
F3 468.4431 4.1e + 3 7.61e-6
F4 0.0912 8.1 6.58e-11
F5 61.2473 3.6e + 4 9.56

F6 0.1000 1.0e-3 0

F7 0.0262 0.04 6.15¢-4
F8 -2.6792e + 3 9.8¢ +3 -2.95¢ + 3
F9 17.1796 55.1 6.87
F10 6.3357e-15 9.0e-3 9.06e-25
F11 4.9343 0.01 4.82¢-5
F12 0.1103 0.29 2.54e-4
F13 0.0581 3.1e-18 3.45e-43
F14 2.8274 0.998 1.27e-7
F15 0.0042 2.8e-3 4.66e-8

5 Conclusions

The results of the comparisons show that the proposed approach can obtain on average
better quality of the results, when compared with the original GSA method, and even
with an improved GSA method. The fuzzy system used to control the parameters of
GSA helps in the improvement of the performance of the algorithm, and the main
parameters of GSA are o that affect the gravitational constant G, and kbest that allows
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only some agents to apply their gravitational force to all of other agents. The use of a
fuzzy system to model complex problems, like the parameter adaptation is an excellent
choice, because it is easy to develop and a powerful tool when a way to model a
problem is needed, and with the use of membership functions and fuzzy rules, most
problems can be easily modeled. With the proposed methodology for parameter
adaptation, now the GSA can be applied to different problems without the need of
manually changing their parameters. The analysis of the parameters of GSA helps to
know what parameters are the most important and have the greatest impact on the
behavior of the algorithm. The proposed approach improves the quality of the results of
GSA, and optimizes the behavior of the algorithm by deciding the best values for the
parameters of GSA depending on the values of the inputs or the metrics of the status of
GSA in each of the iterations.
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Abstract. In this paper, a new encoding schemes based on tree repre-
sentation is represented to encode recurrent multi layer neural network.
It implement a learning process formed by two iterative phases: structure
optimization and parameters optimization. For the structure evolving, a
modified version of the Genetic Programming algorithm was adapted to
support the recurrent topology of the network. On the other hand, a
hybrid version of Harmony Search algorithm is used to adjust the net-
work parameters including connection weights and neurons parameter
set. Besides, the proposed model is evaluated by dynamical chaotic times
series and compared with other studies.

Keywords: Recurrent Neural Networks + Tree encoding - Bi-objective
optimization - Genetic Programming - Harmony Search - Dynamic time
series

1 Introduction

Dynamic problems, which vary with time, have attracted the interest of many
prediction research activities in a variety of areas such as pattern recognition,
signal processing, robotics, and time series forecast. While time series problems
have a direct impact on the human life (weather, solar, finance...), it is very useful
to predict temporal sequences with accurate models. Recurrent Neural Network
(RNN) can be regarded as suitable dynamic non linear system for confident
prediction. RNN incorporate an internal memory retaining previous states of
neurons to be useful in future iterations.

In general, the structure of RNN has an influence on its performance. Depend-
ing on the given problem, the RNN structure changes according to the number
of neurons, number of layers and number of feed forward or feedback connec-
tions. Over the last decades, the tree representation was introduced to encode
the feed forward Multi Layer Perceptrons [1]. Regarding to the performance aris-
ing of the flexible neural tree model, we adapt the tree encoding to the recurrent
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neural networks by defining nodes connection over different layers as parent-child
relations.

In order to reach a good quality of RNN for prediction problems, it is primor-
dial to establish a power learning technique. Currently, most of the satisfying
learning techniques are based on intelligent heuristic algorithms called Evolu-
tionary Computation algorithms. They are inspired from natural phenomena
such as Genetic Algorithm (GA) [2], Particle Swarm Optimization (PSO) [3],
Harmony Search (HS) [4], Artificial Bee Colony (ABC) [5], and so on.

In this work, the learning technique used for the recurrent flexible neural
tree model includes two complementary optimization phase. First, an automated
structure optimization was established to look for suitable network architecture
for the given problem. It used a set of operations of the Genetic Programming
algorithm for the recurrent network tree structure evolving. Second, a parameter
optimization phase is needed for the weights connections and bias parameters
adjustment.

In the next section, the adapted tree encoding for recurrent beta basis func-
tion neural network is detailed and the reasons that lead to relinquish other
encoding schemes are presented. After that, the training process of the proposed
model, including structure and parameter optimization, is described in Sect. 3.
In Sect.4, our model was applied to some benchmark chaotic times series to
evaluates its performance. Finally, a concluding highlights are introduced in the
conclusion section.

2 Tree Encoding of Recurrent Beta Basis Function
Neural Network

Recurrent Neural Networks present the dynamic neural networks using inputs
information as well as memorized neurons states. Therefore its performance
depends widely on the network architecture. This complex architecture needs
a suitable encoding to preserve useful information for optimization requirement.
Some researchers assumed that separating the network (phenotype) from the
genes (genotype) simplified the optimization task. In this context, two meth-
ods, direct encoding and indirect encoding, are used to convert the neural net-
work into chromosome. However, both direct and indirect encoding schemes, are
limited mainly by the combinatorial explosion of higher order neural networks
dealing with big problem size. Hence, Zhang et al. [13] suggested an alternative
encoding method based on the tree representation.

Tree encoding allows a direct manipulation of the structure without coding-
decoding intervention. Moreover, neural tree could undergo efficiently a learning
process of both structures and parameters using genetic search. Its configuration
depends on the maximum depth, the maximum branches for each node (tree
degree), the set of leaf nodes (terminal nodes) and the set of non leaf nodes
(functional nodes). Neural tree connections are defined as a direct link (4, 7)
from parent node; to child node; and are associated with synaptic weights. Tree
encoding applied successfully to the feed forward neural network [6,7].
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Fig. 1. The typical representation of the recurrent flexible beta basis tree with 4 inputs,
2 hidden layer, and 4 functional nodes

In this work, we proposed the tree representation to encode the recurrent
network. The recurrent flexible neural tree model involves four layers; input
layer including leaf nodes, two hidden layers enclosing leaf and non leaf nodes,
and output layer for the output non leaf node. Leaf nodes correspond to the
data inputs. However non leaf nodes are the functional nodes presenting the
neurons of our network. While neural tree evaluation occurs from inputs nodes to
output node, neural tree generation gets start from the output node, associating
a random number of children for each parent, until reaching the terminals layer.
The parent-child relation is adapted to represent feed forward and recurrent
neural network connections. Indeed, we extend the set of feasible children of
each parent nodes (non leaf node) to encompass not only different nodes from
lower layers (feed forward connections) but also nodes in upper layers (feedback
connections) and even the node itself (loop connection). Therefore, an internal
memory associated in every functional node was integrated to memorize the
node state used for the next iteration. A typical representation of the model is
illustrated in Fig. 1.

Functional nodes were activated by the Beta function introduced in [14]. Beta
equation, presented in Eq. 1, was adjusted by the strict positive values of p and
q, the center ¢ and the width d.
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3 Evolving the Recurrent Flexible Beta Basis Function
Neural Tree Model

After generating a random population of Recurrent Flexible Beta basis function
Neural Trees, an automated evolving process of both structure and parameters
was trigged to provide the optimal or the near optimal solution for the given
problem.
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3.1 Structure Evolving Based Genetic Programming

Over the past decades, a strong relation has been implemented between neural
networks and genetic algorithms. It could be due to the natural genetic con-
struction of biological neural networks. In fact, the use of genetic algorithms in
adapting neural networks has three shapes: (1) set connection weights in fixed
structures, (2) automatic search of best neural network structures and (3) select
training data for training networks. In this work, the second deal was established
to learn the recurrent flexible beta basis function neural tree topologies.

Using the tree encoding, training and fitness evaluation is not preceded
by genotype-phenotype decoding. Genetic Programming (GP) algorithm [15]
adapted genetic operators, such as crossover and mutation, to be applied directly
on the neural trees structures. GP was efficiently applied to a broad class of
feed forward neural trees [1,16]. A modified variant of Genetic Programming
algorithm was proposed to evolve the recurrent neural trees topologies. This
algorithm incorporate three main operators:

Evaluation and Selection: It is a preliminary phase for both crossover and
mutation operators in which two parents have been selected from the current
population. The selection was based on two fitness functions measuring the struc-
ture complexity and the accuracy of the model. Structure complexity function f;
was determined by the number of functional nodes in the network and its distri-
bution in the hidden layers (see Eq.2). For the model accuracy, the Normalised
Mean Square Error (see Eq. 3) was chosen to compute the prediction error of the
model (f2). In order to solve the trade off between the two objective functions,
a multi objective selection strategy was adapted. It classify individuals in cur-
rent population in a number of fronts according to the dominance relation with
applying the non domination sort algorithm [17]. Then, for N resulted fronts,
two parents will be selected from the (N —1) survived fronts. Solutions in the
last front will be removed and replaced by new recurrent neural trees. More-
over, a binary tournament selection was applied to select between crossover and
mutation operators for the designed parents. Each offspring will be selected in
the next generation if it dominate at least one of its parents.

ZlL:Ai path(node;)
LN

(f1):8C = * NLN (2)

where LN and NLN are the number of leaf nodes and non leaf nodes respectively.

byl —ygt)?
. SE = j=1\Jj J
(f2) - NMSE = =™ (=0 ®)

where p represents the samples number, y;, 9o.: are the desired and the predicted
output, and g is the average of desired outputs.
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Fig. 2. Examples of crossover operator on RFBNT's

Crossover: It is a partial combination between selected parents or recurrent
neural trees. It permutes two sub trees, including weights and Beta parameters,
to provide two new trees. The sub tree was determined by cutting a connection
between two functional nodes in the network. The crossover between two recur-
rent neural trees is more difficult on account of different existing connections,
feed forward and feedback. In feed forward connections, a hierarchic connections
related parents with their children.

However, recurrent connections could link a parent with itself, its parent,
the parent of its parent, or one child of the parent of its parent. These relations
are strictly related to the specific network topology. For that, in the crossover
interchange, only feasible connections will be totally conserved. For non feasible
recurrent connection, the recurrent child will be replaced by a possible one, from
the new recurrent neural tree, without changing the connection weight.

In fact the disharmony in recurrent connections could be exist in some cases:

— parent of its parent: if the node ascend in the upper hidden layer in the new
tree.

— child(i) of the parent of its parent: if (i > number of child of the parent of its
parent) or (the designed child(i) is a leaf node)

The Fig. 2 illustrate two examples of crossover operator for two recurrent neural
trees. We chose to present the two crossover disharmony case through two dif-
ferent cases (a and b). In case a, the ‘parent-of-parent’ recurrent connection of
(G1 in subtree 2 could not take place after the crossover. So it was replaced by a
random one (blue connection). In case b, the ‘child(3)-of-parent’ recurrent con-
nection of 1 in subtree 1.b meet a problem after the crossover step when it will
correspond to a leaf node in the new tree. Then, it was replaced by a random
recurrent connection with red color.
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Mutation: It is a structural transformation of the parent to result a new off-
spring. It could be performed with three operators:

— changing one leaf node: a leaf node, selected randomly, is replaced by another
one.

— changing all leaf nodes: all leaf nodes in the tree should be changed

— growing: when a random selected sub tree is replaced by a new generated sub
tree having the same or a smaller depth value. In this case, some disharmonies
in recurrent connection could be faced.

The global Modified Genetic Programming process is an iterative algorithm lim-
ited by two stopping criteria. The first controls the number of iteration for not
exceed the maximum allowed number. The second verifies if the best solution,
which made the minimal error, has reached the fixed optimum.

3.2 Parameter Evolving Based Harmony Search

After the structure evolving phase, the RFBNT model require an adjustment
of its parameters in order to improve its accuracy. These parameters include
connection weights and Beta parameters such as the centre ¢, the width d, p
and q. The optimization of the set of parameters is a hard task which need a
powerful algorithm. Since its appearance, Evolutionary Computation algorithms
have been attracted the researchers attention and admiration. Among of them,
the Harmony Search algorithm introduced by Zong Woo Geem in 2001 [4]. It
was inspired from the improvisation in jazz music. When a musician is looking
for a nice harmony between notes, it should optimize several sound waves with
different frequencies. An hybridized variant of Harmony Search algorithm with
Particle Swarm Optimization (PSO) algorithm [3], called THSPSO, is used to
adjust the model parameters. More details about HSPSO algorithm are in stored
in [19].

4 Experimental Results

A set of Benchmark dynamical non linear time series including Henon map and
Rossler attractor, are disposed to evaluate our model performance. For that,
we need first to set up the REBNT model by initializing some parameters (see
Table1).

Henon map: It is a chaotic discrete time series and it is usually used to test
dynamical system. Henon map time series [20] is generated through two equa-
tions written as:

Tnt1 =Yn +1—az? (4)

Yn+1 = 5xn
where o = 1.4 and 3 = 0.3.
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Table 1. Parameter setting

Modified GP THSPSO

Population size 50 | PARmin, PARmax | 0.00001, 1.0
Crossover probability | 0.3 | BWmin, BWmax |0.00001, 1.0
Mutation probability | 0.6 | HMCR, NI 0.9, 50
Generation gap 0.9 (cl, c2) (0.2, 0.7)

Rossler attractor: It was introduced by Otto Rossler [21] as a continuous
time system for generating chaotic dynamic time series. It was described by
three ordinary differential equations:

T=—-y—z
y=xz+ay (5)
Z=b+z(x—2c)

where a = 0.2, b = 0.2, and ¢ = 4.6.

For both data sets, we implement a data set of 1600 time steps divided into
training set (800 samples) and testing set (800 samples). A set of delayed input
features x(n — 1), x(n — 2), x(n — 3) and x(n — 4) are used in order to predict the
coming output y(n). Figures3 and 4 plot the predicted output of the RFBNT
model for the Henon and Rossler datasets respectively. These results are promis-
ing and report the ability of the model in learning dynamic behaviours.

Different measures, including NMSE and learning time, are used to eval-
uate the model in term of accuracy and time complexity. These results are
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Fig. 3. Target and predicted output for Henon map time series
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Fig. 4. Target and predicted output for Rossler attractor time series



Recurrent Flexible Neural Tree Model for Time Series Prediction 65

Table 2. Prediction results of RFBNT model for Henon map and Rosslor attractor
times series over 10 runs compared with other methods

Method Henon map Rossler attractor
NMSE tr |[NMSE ts |Time (s) NMSE tr |[NMSE ts |Time (s)
MLP-EKF [22] 2.3 e-04 1.62 e-03 |17.77 2.5e04 [1.93e03 |15.45
MLP-BLM [22] 3.3e04 [9.60 e-04 |14.71 4.7e04 |1.01 e-03 |12.78
RNN-BPTT [22] 5.6 e-04 1.85 e-03 |21.28 7.0 e-04 |3.11 e-03 |26.88
RNN-RTRL [22] 5.7 e-04 1.72 e-03 |29.62 7.1e04 [3.12e03 [25.76
RNN-EKF [22] 3.6 e-04 1.21 e-03 |33.04 6.0 e-04 |1.91 e-03 |28.72
RBLM-RNN [22] 3.6 e-04 |9.00 e-04 |19.83 5.7e-04 [9.2e04 [15.02
LLNF [23] 1.3e04 |290e04 |— 4.8 e05 |7.1e05 |-
LNF [23] 1.7e-05 [6.40 e-05 |0.31 6.5 e-06 1.5e03 0.31
LoLiMoT_RBF [24] |- 3.60 e-10 |— - - -
DLE-VQIT, [25] - 1.92 e-02 |- - - -
TDL-MLP [25] — 7.59 e-02 |- - - -
RFBNT 6.42 e-11|6.50 e-11 | Str: 9.97 |1.81 e-06|6.87 e-06 |Str: 7.73
Par:29.94 Par:10.85

compared with other models in the literature (see Table 2) which belong to dif-
ferent neural network topologies and different learning algorithms. Our model
exhibit best results in prediction accuracy. Indeed, presented results are far bet-
ter than results provided from different models such as feed forward neural net-
works [22,25], recurrent neural networks [22], and Neuro-Fuzzy models [23] in
most prediction tests. Regarding to the spent time in learning our model, it seem
to be slightly higher than other models. It is explained by the fact that our model
operates two learning phases, iteratively, for structure and parameters optimiza-
tion. However, the best model solution for predicting Henon and Rossler chaotic
time series implement only 4 and 3 neurons, respectively, distributed in the two
hidden layers (see Fig.5). So, it’s worth it. This study demonstrates the superior
performance of REBNT due to the flexible tree coding and the powerful training
algorithms of structure and parameters of the model.

Table 3. Influence of noise on RFBNT performance for Henon and rossler time series

Noisy data 0.01 0.02 0.03 0.04 0.05
Henon map 2.25 e-059.52 e-05 | 2.26 e-04 | 4.23 e-04 | 6.92 e-04
Rossler attractor | 9.21 e-04 | 3.76 e-04 | 1.30 e-03 | 3.82 e-03 | 5.11 e-03

Then, training data sets are distorted by a white noise power varying from
0.01 to 0.05. The NMSE was computed to the model predicting noisy systems
(see Table 3). It was extended from 2.25 e-05 to 6.92 e-04 with Henon map and
from 9.21 e-04 to 5.11 e-03 with Rossler attractor.



66

M. Ammar et al.

(b)

Fig. 5. The REBNT model for Henon map (a) and Rossler attractor(b) time series

5

Conclusion

In this work, a Recurrent Flexible Beta basis function Neural Tree (RFBNT)
model is presented. It is a recurrent multi layer neural network using the flex-
ible tree representation to encode its architecture. In addition, two powerful
algorithms are used for training the RFBNT: Modified Genetic Programming
is introduced for structure evolving and Hybrid Harmony Search algorithm is
used for parameters adjustment. We evaluate the model performance by apply-
ing Henon map time series and Rossler attractor time series and compared its
obtained prediction results with other models.
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Abstract. The ABC classification represents one of the most frequently
used analysis in production and inventory management domains. This
analysis is applied to categorize a set of items in three predefined classes
A, B and C, where each class follows a specific management and control
policies, in order to generate companies financial well-being. This paper
introduces a new approach for the multi-criteria inventory classification
based on the hybridization of the Differential Evolution algorithm (DE)
with the multi-criteria decision making method namely Electre III. The
evolutionary algorithm (DE) attends to learn and optimize the Electre
III input parameters (criteria weights). The Electre IIT method gener-
ates a ranking score for all the inventory items and an ABC distribution
dispatches all these items into three ordered classes A, B, C, forming a
complete classification. An inventory cost function is used thereafter to
evaluate each established classification. This function is based on differ-
ent inventory costs and service level measurement and also represents
the objective function of our model, which consists of minimizing the
inventory cost. The highlight of our proposed hybridization approach
DE-Electre III is the exploitation of the robustness and efficiency of used
techniques. Based on generated results, our model provided encouraging
results in the ABC MCIC problem.

Keywords: Inventory management + ABC multi-criteria inventory clas-
sification + Hybrid model - Differential Evolution - Electre IIT

1 Introduction

The classification of inventory is a way or more explicitly a strategy in how
that inventory will be managed. The most popular and a widely used approach
for the inventory classification problem is the ABC analysis, which consists of
classifying each inventory item to one group among A, B, or C groups. Each
group has an appropriate levels of control. To deal with MCIC problems, various
(© Springer International Publishing AG 2017
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methodologies have been used in literature to categorize inventory items by
taking into account their computed scores, such as Artificial Intelligence, Multi-
Criteria Decision Making and the Mathematical Programming. A ranking of
these inventory items is established based on a score for each item, which is
calculated by combining the evaluations of the items on the different criteria
with the weights of the criteria, according to an aggregation function. Using this
items ranking, ABC analysis places the items into three ordered classes A, B
and C, according to a predefined class distribution.

ABC analysis has been widely studied in literature and especially in the
area of inventory management. The Analytic Hierarchy Process (AHP) method,
developed by Saaty [24], is among the most used methods in multi-criteria inven-
tory classification. Since, several studies e.g. [3,7,8,19,20] have used the AHP
method to solve the MCIC problem in different manners. Other studies are based
on fuzzy AHP (FAHP) in order to incorporate the decisions of the decision mak-
ers and find the criteria weights [12-14].

Metaheuristics and genetic algorithms were involved in resolving the MCIC
problem. Guvenir and Erel [9] developed first a method that use the generic
algorithm in order to learn criteria weight, and have established cut-off points
between the classes A-B and B—-C, in order to generate a classification of items.
Then they showed in a second study [10] that their method based on genetic
algorithm give better performance than the AHP method. Tsai and Yeh [27] use
the particle swarm optimization technique and present an inventory classification
algorithm that simultaneously searches the optimum number of inventory classes
and perform classification, while Mohammaditabar et al. deploys the simulating
annealing method [17] and proposes an integrated model to categorize the items
and at the same time find the best policy.

As for Multi-Criteria Decision Making methods, they have been used to
improve the inventory classification. Bhattacharya et al. [2] propose a model
which combines Topsis (Technique for Order Preferences by Similarity to the
Ideal Solution) with AHP method. Chen et al. [5] propose an alternative app-
roach to MCIC problem by using Topsis and two virtual items. Liu et al. [15]
combines the methods of Electre III and the simulating annealing to deal with
the compensatory effect of the items against criteria and opted for grouping
criteria.

Linear and nonlinear optimization models have been proposed in literature in
order to generate a weight vector that optimizes the weighted score of each item.
Ramanathan [21] has developed a weighted linear optimization model (called R
model) that uses a weighted additive function in order to generate a set of
optimal weights. These criteria weights maximize the score of each item. This
R model was further improved by Zhou and Fan [28] proposed a ZF-model to
address deficiencies and subjectivity of R model, by using two sets of weights
that are most favourable and least favourable for each item. Ng [18] developped
another linear optimization model called Ng model and Hadi [12] implemented
the H model as a nonlinear optimization model, which computes the optimal
items score by keeping the weight effects. Chen [4] provides a peer-estimation
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approach based on two weighted linear optimization models R and ZF, which
aggregate two performances scores generated from the models R and ZF.

To the best of our knowledge, very few researches have been proposed so
far to combine MCIC methods in order to improve the task of inventory man-
agers. This literature deficiency compared to multi-criteria inventory classifica-
tion hybridization methods has led us to focus in this paper on combination of
different techniques from different families of methods and develop new hybrid
models to better evaluate the inventory classification.

The main contribution of this paper is the development of a new hybrid
approach based on DE method [25,26] with a Multi-Criteria Decision Making
method, namely Electre III [6,22,23], to tackle the ABC inventory classification
problem. In other words, we use the DE method to generate solutions within
the constraints of the problem. These solutions represent the weights of the
criteria and serve as input parameters by Electre III method, which have the
task to generate an items ranking, based on score. An ABC distribution will be
subsequently assigned to these items to dispatch them between the A, B and C
classes, in order to obtain an ABC classification of the solution.

The rest of this paper is organized as follows. In Sect. 2, we briefly present the
used methods of our hybrid models (DE and Electre III). The proposed hybrid
optimization model is described in Sect.3. Section4 presents the dataset, the
experimental results, and comparative numerical studies with some models from
the literature. The paper ends with conclusions and discussion regarding future
research.

2 Definitions and Basic Concepts

2.1 Differential Evolution

The differential evolution method [25,26] is probably one of the most powerful
stochastic optimization algorithms. This evolutionary algorithm uses N P vectors
of D dimensions as the population at each generation G. The steps of DE method
are as follows:

e Initialization: The vectors of the initial population are randomly generated
and cover the entire search space, where each parameter of the initial vector
is generated from the following equation:

Tji,0 = Tjmin + 1and; [0, 1(2j maz — Tj,min) (1)

Where 2 min and 2 mq, are respectively the lower and upper bounds of the
search space and rand; ;[0,1] is a uniformly distributed random number €
[0, 1].
e Mutation: a mutant vector v; ¢ is generated for each target vector z; ¢,
according to:
Vi,a+1 = T, + F(Tr2,a — 2r3,6) (2)
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rl, r2 and r3 are randomly chosen indexes, belonging to the interval
{1,2,..., NP}, mutually different and must be different from the current index
i. I represent a real in € [0, 2] which has an effect on the differential variation
amplification (2,2 ¢ — Zr3,). By convention, the factor F' will be set to the
value 0.5.

e Crossover: this step is useful for the diversification of vector parameters. For
this, each element of the trial vector u; g41 is generated as follows:

s _ Jvjien if (rand(j) < Pog) or j = rnbr(i) 3)
1,6+ zjic if (rand(j) > Pcor) and j # rnbr(i)

With j € [1, D], rand(j) is a random number generated in [0, 1], Pcg is the
crossover probability € [0,1]. For ensure that the trial vector u; g11 receives
at least one parameter from the mutant vector v; ¢4+1, we choose a random
index rnbr(i) between 1 and D.

e Selection: This step indicates if the target vector will be maintained in the
next generation or replaced by the trial vector, with f(z) representing the
objective function to be minimized.

S ugif f(uh ) < f('ri, )
i = { o e} S e v

2.2 Electre 111

Electre IIT is a MCDM method [6,22,23] that uses the pairwise comparison in
order to categorize a collection of items, taking into account an immeasurable
and conflicting criteria. The method consists of two steps: In the first step, a
valued outranking relation is constructed for each pair of items A and B, by
determining the degree of credibility of the statement that “A is at least as
good as B” or although “A outperforms B”. In the second step, these valued
outranking relations are used to generate a ranking of all items.

To measure the degree of credibility of the statement “a outranks b”, denoted
by o(a,b), four steps must be followed:

e Step 1: computation of partial concordance indices for each pair of items a
and b: ) _
0 if g;(b) — gj(a) = pj

Cj(a,b) = {1 if gj(b) — gj(a) < qj (5)

pi+g;(a)—=g;(b)
Pj—aj

Where g;(a) represent the evaluation of the item a according to the criterion j,
g; is the indifference threshold and pj represents the preference threshold. The
indifference threshold is equal to the biggest difference between two evaluations
according to the same criterion, for which the decision-maker is unable to
make a clear choice. Preference threshold is the smallest difference between
two evaluations on the same criterion, for which the decision-maker is able to
make a clear preference for an item.

otherwise.
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Step 2: computation of the global concordance index C/(a,b) for each pair of
items a and b: N

Zj:l wj X Cj(a7 b)
Z?:l wJ
With w; represent le weight of criterion j. The global concordance index
C(a,b) is a measure of the strength of arguments that associate with the
statement “a outranks b”.

Step 3: computation of partial discordance indices D(a,b) for each pair of
items a and b:

C(a,b) = (6)

0 if gj(b) — gj(a) < pj

Dj(a,b) =} 1 if g;(b) — gj(a) = vj (7)

2L otherwise.
vj—pj

Where v; is the veto threshold which represents the tolerance limit that can
accept makers for compensation. The partial discordance indice D(a, b) repre-
sent the measure of the strength of arguments that disagree with the statement
“a outranks b” according to the criterion j.

Step 4: computation of the credibility index of the statement “a outranks b”:

C(a,b) if Dj(a,b) < C(a,b) Vj

U(aa b) = 1-— D(G, b) (8)
Cl(a,b) x H S b St R
Dj(a,b)>C(a,b) 1-C(a,b)

The credibility index corresponds to the concordance index weakened by the
possible effects of veto.

Since the exploitation of the outranking relation is difficult to understand by
decision-makers because of its complexity (Preorder construction, distillation
phase and intersection of preorders), we will use the exploitation of the out-
ranking relation of PROMETHEE II method [16] in order to generate the
global score of each element, using the degree of credibility o(a,b) calculated
in the previous step. Therefore, to calculate the overall score of each item we
proceed in these steps:

Step 5: computation of the positive and negative outranking flow:

& (a) = T o(a,x) 9)

& (a) = 1 o(x,a) (10)

m is the number of total items. The positive outranking flow &' (a) expresses
how an item outperforms all other elements, in other words, it represents the
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power of an element, while the negative outranking flow &~ (a) represents how
an item is preceded by all other elements. It is considered the weakness of an
item.

e Step 6: computation of the net outranking flow:

(a) = &+ (a) — 0~ (a) (11)

The net outranking flow is used to generate a complete ranking of the items.

3 A New Hybrid Approach for ABC MCIC

Our new hybrid model DE-Electre III uses in the first step the DE method as
a generator of solutions that respect the constraints imposed by the MCDM
methods. Each generated solution by DE method represent in fact a criteria
weights vector. The learning process of our model is provided by DE method.
The MCDM method deployed in our hybrid model (Electre IIT) uses each time
a solution generated by DE method (weight vector) as an input parameter. The
Electre I1I method aims to generate a score for each item. After calculating all the
scores, an items ranking is made, sorting by the scores in decreasing order. Then,
the ABC classification approach categorizes inventory items into three groups
labeled A (very important), B (moderately important) and C (least important).
To compare objectively all the performance of the optimization models, an esti-
mation function based on the inventory cost and the fill rate service level is used
[1], in order to evaluate the item classifications of each model. By setting the
specified service level for each class (0.99 for class A, 0.95 for class B and 0.9 for
class C), this inventory performance evaluation method estimates two important
measures: the total holding inventory cost for all items and the achieved overall
service level of the system. To present this performance evaluation method, we
use the same notation as in [1].
The total safety stock inventory cost is given by:

N
CT == Z hlk‘zO'l\/fl (12)
i=1

For each inventory item ¢, the safety factor k; is calculated as follow:
ki =@ H(CSLy) (13)
The Fill Rate of each item i can be approximated by:

g;\V Li

FR, =1—
Qi

G (ki) (14)

Where

Glk) = ——e= % (1~ (k) (15)

1
V2T
The overall FR of the inventory system is calculated as follows:
_ XL FRD:

FRp
Zi\il D;
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4 Computational Results

4.1 Adaptation Methods

The DE method must generate solutions that respect two conditions: (a) the
values of the criteria weights generated must be between 0 and 1 and (b) the
sum of all weights must be equal to 1. Accordingly, we adapt the DE method to
achieve these two conditions, as follows:

D
Tij = Tmag — rand [O, [a:mal. — Zmu” (17)
=1

Where %4, = 1 (upper bound of the research space) and D the total of criteria.

The mutation step of the DE method (Eq.2) generates a mutant vector
which can have values outside the lower and upper bounds of the search space
(respectively 0 and 1). To address this conflict, we calibrated the values so that
the parameters remain within the search space:

0 if Ti5 < 0
T = 1 if Ti 5 > 1 (18)
x;,; otherwise.

However, this calibration does not ensure that the sum of the values vector
is equal to 1, which represents the sum of criteria weights. For this purpose,
we made the vector normalization in order to this sum must be equal to 1, as
following:

:Ei,j

=2 (19)
ZtDzl :Ci,t

Ti,j

4.2 Experimental Results

To evaluate the performance of our proposed hybrid model in the ABC inventory
classification context, we consider the data set provided by a Hospital Respira-
tory Therapy Unit (HRTU). This data set which contains 47 inventory items
evaluated on three criteria (Annual Dollar Usage (ADU), Average Unit Cost
(AUC) and Lead Time (LT)) is used by many researchers [4,11,18,21,28].
Table 1 lists the evaluations of the 47 inventory items with the three criteria,
as well as the results obtained by our hybridization model DE-Electre 111 with
the existing models from the literature. All the classifications have the same
ABC distribution which dispatches 10 items in class A, 14 items in class B and
23 items in class C. The best classification cost belongs to our proposed model
DE-Electre III model with a cost equal to 822.417, against 927.517 for the R
model which represents the best cost among all the existing models. All these
classifications have been established with a good Fill Rate (all the rates are
higher than 0.97), reflecting a good classification and a customer satisfaction.
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vs existing models.

Item | ADU AUC | LT | R [21] ZF [28] | Chen [4] | H [11] NG [18] | Our model
1 5840.64 | 49.92 2 A A A A A C
2 5670 210 5 A A A A A A
3 5037.12 | 23.76 | 4 A A A A A C
4 4769.56 | 27.73 1 B C B A A C
5 3478.8 | 57.98 |3 B B B A A C
6 2936.67 | 31.24 |3 | C C B B A C
7 2820 28.2 3 |C C B B B C
8 2640 55 4 |B B B B B B
9 2423.52 | 73.44 | 6 A A A A A A
10 2407.5 160.5 |4 B A A A A B
11 1075.2 | 5.12 2 C C C C C C
12 1043.5 | 20.87 |5 B B B B B B
13 1038 86.5 7 A A A A A A
14 883.2 1104 |5 B A B A B A
15 854.4 71.2 3 C C C C C B
16 810 45 3 C C C C C C
17 703.68 | 14.66 |4 |C C C C C C
18 594 49.5 6 A A B B B A
19 570 47.5 5 B B B B B B
20 467.6 58.45 | 4 C B C C C B
21 463.6 24.4 4 C C C C C C
22 455 65 4 C B C C C B
23 432.5 86.5 4 |C B C B B B
24 398.4 33.2 3 |C C C C C C
25 370.5 37.05 1 C C C C C C
26 338.4 33.84 |3 C C C C C C
27 336.12 | 84.03 1 C C C C C C
28 313.6 78.4 6 | A A A B B A
29 268.68 | 134.34 |7 | A A A A A A
30 224 56 1 | C C C C C C
31 216 72 5 |B B B B B A
32 212.08 | 53.02 2 C C C C C C
33 197.92 | 49.48 |5 B B B B B B
34 190.89 | 7.07 7 | A B A B B B
35 181.8 60.6 3 |C C C C C C
36 163.28 | 40.82 |3 C C C C C C
37 150 30 5 B B B C C B
38 134.8 67.4 3 C C C C C C
39 119.2 59.6 5 B B B B B B
40 103.36 | 51.68 |6 |B B B B B A
41 79.2 19.8 2 C C C C C C
42 75.4 37.7 2 C C C C C C
43 59.78 29.89 |5 B C C C C B
44 48.3 48.3 3 C C C C C C
45 34.4 34.4 7 A B A B B A
46 28.8 28.8 3 |C C C C C C
47 25.38 8.46 5 |B C C C C B
Classification cost 927.517 | 945.357 | 958.143 | 999.892 | 1011.007 | 822.417
Fill rate 0.986 0.984 0.988 0.99 0.991 0.972
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5 Conclusion

We propose in this paper a new hybrid model to address the ABC MCIC prob-
lem. To obtain the optimal classification, we combine the Differential Evolution
method with the method Electre III to solve such a combinatorial optimization
problem. Our effective hybrid model starts by learning criteria weights using DE
method and theses weights are subsequently recovered by the MCDM method
in order to achieve a ranking items, and hence an ABC classification and an
estimated cost of this classification. The two used methods for our proposed
model have been adapted to provide acceptable performance, to comply with
the constraints of the addressed problem and to outperform the most common
classification algorithms.

To extend this research, it would be interesting to assess the benefits of
applying our models empirically using larger datasets. Another avenue for fur-
ther research consists of hybridization techniques from other different families of
methods and compare them with existing models.
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Abstract. During the last decades, many companies have taken seri-
ously the task of managing the inventory efficiently because of the sur-
plus of stock and the need to make more profits for their financial and
logistical well-being. For this purpose, the ABC classification is one of
the most frequently analysis used in production and inventory manage-
ment domains, in order to classify a set of items in three predefined
classes A, B and C, where each class follows a specific management and
control policies. In this paper, we present a new hybrid approach for
the ABC multi-criteria inventory classification (MCIC) problem using
the evolutionary algorithm namely the Differential Evolution (DE) with
the multi-criteria decision making method (MCDM), called Topsis. This
hybrid approach is modeled by using DE, the parameters of which (cri-
teria weights) are optimized and tuned by using a Topsis method. To
evaluate objectively the performance of our proposed model, an estima-
tion function based on the inventory cost and the fill rate service level
is used, and also represents the objective function of our approach DE-
Topsis, which consists of minimizing the inventory cost. The aim of our
proposed approach is to exploit the robustness and usefulness of both
DE and Topsis methods, to reduce the inventory cost, to provide accept-
able performance and to comply with the constraints of the ABC MCIC
problem. A comparative study is conducted to compare our proposed
hybrid approach with other ABC classification models of the literature
by using a widely used data set. We have established that the proposed
model enables more accurate classification of inventory items and bet-
ter inventory management cost effectiveness for the ABC multi-criteria
inventory classification problem.
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1 Introduction

The inventory classification is a way or more explicitly a strategy in how that
inventory will be managed. The most popular and a widely used approach for the
inventory classification problem is the ABC analysis, which consists of classifying
each inventory item to one group among A, B, or C groups. Each group has an
appropriate level of control. This distribution of inventory items into three classes
is done according to the annual dollar usage of an inventory item. However, in
practice it has been demonstrated that obtaining a good inventory classification
is not guaranteed with the traditional one dimensional ABC analysis [12,19].
Thereby, many enterprises have taken seriously the task of replacing the conven-
tional ABC classification by the multi-criteria inventory classification (MCIC),
by including others criteria such as ordering cost, criticality, lead time (LT),
commonality, obsolescence, substitutability, number of requests, scarcity, dura-
bility, substitutability, repairability, order size requirement, stockability, demand
distribution, and stock-out penalty cost [5,6,9,13,15,18,19,22,24,29], in order
to fit in with constantly and rapid changes.

To deal with MCIC problem, various methodologies have been used in the
literature to categorize inventory items by taking into account their computed
scores, such as Artificial Intelligence, Multi-Criteria Decision Making and the
Mathematical Programming. The MCIC problem was discussed for the first time
by Flores and Whybark [9,10], who emphasized the importance to integrate sev-
eral criteria in order to generate adequate inventory classification, given the
global market requirements, and introduce the matrix-based methodology for
the multi-criteria ABC classification. The Analytic Hierarchy Process (AHP)
method, developed by Saaty [23], is among the most used methods in MCIC.
Since, several studies e.g. [3,8,11,20,21] have used the AHP method to solve
the MCIC problem in different manners. Cohen and Ernst propose a statistical
clustering technique to classify inventory items using a large combinations of
attributes [6,7]. Guvenir and Erel [12] have implemented a method that uses
the generic algorithm in order to learn criteria weight, and have established
cut-off points between the classes A-B and B-C. Tsai and Yeh [27] use the
particle swarm optimization technique and present an inventory classification
algorithm that simultaneously searches the optimum number of inventory classes
and performs classification. Mohammaditabar et al. use the simulating annealing
method [17] and developed an integrated model that simultaneously categorizes
the items and find the best policy. Yu [28] propose different artificial intelligence-
based techniques including support vector machines (SVMs), backpropagation
networks, and the k-nearest neighbor (kNN) algorithm in order to classify inven-
tory items. As for Partovi and Anandarajan [19], they applied an artificial neural
network (ANN) for ABC classification inventory items, using back propagation
and GA as learning methods.

Linear and nonlinear optimization models have been proposed in the litera-
ture in order to generate a weight vector that optimizes the weighted score of
each item. Ramanathan [22] has developed a weighted linear optimization model
(called R model). This R model was further improved by Zhou and Fan [29], who
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proposed a ZF-model to address deficiencies and subjectivity of the R model. Ng
[18] developed a linear optimization model (called NG model), and Hadi-Vencheh
[14] implemented a nonlinear optimization model (called H model), which com-
putes the optimal items score by keeping the weight effects. Chen [4] provides a
peer-estimation approach based on two weighted linear optimization models R
and ZF, which aggregates two performances scores generated from the R model
and the ZF model.

The main contribution of this paper is to combine DE algorithm [25,26] with
Topsis method as a new hybrid approach, to tackle the ABC inventory classi-
fication problem. In other words, we use the DE method to generate solutions
within the constraints of the problem. These solutions represent thereafter the
criteria weights and serve as an input parameters for Topsis method, which have
the task to generate an items ranking, based on score. An ABC distribution will
be subsequently applied to these items to dispatch them between A, B and C
classes, in order to obtain an ABC classification. This classification is evaluated
by using an inventory cost function, which also represents an objective function
of our problem. The aim of the proposed models is especially to reduce the inven-
tory cost compared to existing models in the literature, respecting the standard
norms of the ABC classification.

The rest of this paper is organized as follows. In Sect. 2, the used methods
of our hybrid approach (DE and Topsis) are briefly presented. The proposed
hybrid optimization model is described in Sect. 3. Section 4 presents the dataset,
the experimental results and comparative numerical studies with some models
from the literature. The paper ends with conclusions and future research.

2 Theoretical Background

2.1 Differential Evolution

The differential evolution method [25,26] is probably one of the most powerful
stochastic optimization algorithms. This evolutionary algorithm use N P vectors
of D dimensions as the population at each generation G. The steps of DE method
are as follows:

e Initialization: The vectors of the initial population are randomly generated
and cover the entire search space, where each parameter of the initial vector
is generated from the following equation:

1,0 = Tjmin + 1and; 0, 1(2j maz — Tj,min) (1)

where Z; min and Z;jmaqs are respectively the lower and upper bounds of the
search space and rand; ;[0,1] is a uniformly distributed random number €
[0, 1].
e Mutation: A mutant vector v; ¢ is generated for each target vector z; ¢,
according to:
Vi,g+1 = T, + F(Tr2,0 — 2r3,6) (2)
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r1, r2 and r3 are randomly chosen indexes, belonging to the set {1,2, ..., NP},
mutually different and must be different from the current index ¢. F' represent
a real in € [0, 2] which has an effect on the differential variation amplification
(mr2,G - er,G)~

e Crossover: This step is useful for diversification of vector parameters. For
this, each element of the trial vector u; ¢41 is generated as follows:

s _ Jvjien if (rand(j) < Pog) or j = rnbr(i) (3)
g6+l zjic if (rand(j) > Pcor) and j # rnbr(i)

With j € [1, D], rand(j) is a random number generated in [0,1], Pog is the
crossover probability € [0, 1]. For ensuring that the trial vector w; g1 receives
at least one parameter from the mutant vector v; ¢+1, we choose a random
index rnbr(i) between 1 and D.

e Selection: This step indicates if the target vector will be maintained in the
next generation or to be replaced by the trial vector, where f(z) represents
the objective function to be minimized.

{Uz’,G if f(uiq)
Ti,G+1 =

¢) <
v if fluig) >

Fzic)
Fne) @

2.2 Topsis

The basic concept of the MCDM method Topsis is that the chosen solution must
have the shortest distance to the Positive Ideal Solution (PIS) and the farthest
distance from the Negative Ideal Solution (NIS) [2,16]. TOPSIS represents an
aggregation function which computes the weighted scores of each alternative and
ranks these alternatives, taking into account an immeasurable and conflicting
criteria.

To understand the problem, we consider N alternatives A; (i = 1,...,N)
evaluated by M criteria C; (j = 1,...,M). Here the approach of the Topsis
method, step by step:

e Construct the performance matrix X = (x;;)n a, where each alternative
A;(i=1,...,N) is evaluated on the criterion C;(j =1, ..., M).
e Obtain the weight of each criterion w;(j =1, ..., M), such that:

e Compute the normalized decision matrix R = (z7}):

o = 2 i1, .. Mandi=1,..,N. (6)

1] N 9
\/ D k=1 L
e Compute the normalized weighted decision matrix V' = (vi;)n,um :

Uiy = U}jl‘z j = 1, ...,M and i = 1, ...,N. (7)
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e Compute the Positive Ideal Solution (PIS) and Negative Ideal Solution (NIS):
PIS = A ={Vi",V;", .., V') = {(max{vi;}|j € B,min{v;;}|j € C)} (8)

NIS = A7 = {Vy" Vi s Vi } = {(min{v,;}]j € B.maz{v,}lj € O)} (9)

where B and C represent respectively the sets of benefit and cost criteria and
AF (respectively A;) is the maximum (respectively the minimum) value of
v;; among all inventory items.

e Compute the euclidean distance S;" (respectively S; ) between each alternative
A; and PIS (respectively NIS):

M

Sj’ — Z ’U” — V+ = ].7 ,N (10)
j=1
M

S = Z(UU ~V7)2i=1,..N. (11)
7j=1

e Compute the score of each alternative A;:

S
SM; = — i j=1,.. N. 12
S;+s, 12

3 Application of DE-Topsis to ABC Inventory
Classification

Our new proposed hybrid approach DE-Topsis and addressed to the ABC MCIC
problem is composed into two steps; the first step is that the DE method gener-
ates solutions that respect the constraints of the problem and the second stage
starts with the Topsis method that uses these solutions in order to calculate the
scores of each item and generate a ranking of these items following the descending
order of scores. Finally, an ABC classification is applied to all the items accord-
ing to a defined class distribution. This classification dispatches all the inventory
items into three predefined and ordered classes: the first 20% of items in class
A (very important), the next 30% of items in class B (moderately important)
and the remaining 50% of items in class C (least important). Each generated
ABC classification from each solution will subsequently be evaluated by a clas-
sification cost function. All the steps of our new hybrid approach DE-TOPSIS
is explained in the following algorithm:

To compare objectively the performance of our proposed approach, an esti-
mation function based on the inventory cost and the fill rate service level is used
[1]. By setting the specified service level for each class (0.99 for class A, 0.95 for
class B and 0.9 for class C), this inventory performance evaluation method esti-
mates two important measures: the total holding inventory cost for all items and
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Algorithm 1. DE-TOPSIS approach

Notation :
so : First initial solution, s : Current solution, s* : Best solution
E(s) : Set of solutions
DE(s) : Solution generated by DE method from solution s
TOPSIS(s) : Classification generated by TOPSIS method from solution s
f : Objective function, f* : Best value of the objective function
Initialization :
Generate the initial solutions s € E(s);
s* =so; f* = f(TOPSIS(s0));
for s € E(s) do
if f(TOPSIS(s)) < f* then

s =s;

fr=f(TOPSIS(s));

end
end
repeat
for each s € E(s) do
spe = DE(s);

f(TOPSIS(s)) = Cost of the solution s

f(TOPSIS(spr)) = Cost of the solution spg

if f(TOPSIS(spr)) < f(TOPSIS(s)) then
S = SDE;

if f(TOPSIS(s)) < f* then
s =s;

fr=f(TOPSIS(s));

end
end

end
until termination condition is reached;
return s*

the achieved overall service level of the system. To present this performance eval-
uation method, we use the same notations and definitions for the three following

formulas as in [1].
The total safety stock inventory cost is given by:

N
Cr = Z hikioin/Li
i=1

The Fill Rate of each item i can be approximated by:

oiVLi
Qi

FR;=1- G(k:)

(13)
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The overall FR of the inventory system is calculated as follows:

N
- FR;D;
FR Zl:l (15)

Zi]\il D;
4 Computational Results

The DE method must generate solutions that respect two conditions: (a) the
values of the criteria weights generated must be between 0 and 1 and (b) the
sum of all weights must be equal to 1. Accordingly, we adapt the DE method to
achieve these two conditions, as follows:

D
Tij = Tmag — rand [O, [a:mm - in,t” (16)
t=1

where 4, = 1 (upper bound of the research space) and D the total of criteria.

The mutation step of the DE method (Eq.2) generates a mutant vector
which can have values outside the lower and upper bounds of the search space
(respectively 0 and 1). To address this conflict, we calibrated the values so that
the parameters remain within the search space:

0 if Ti5 < 0
T = 1 if Tij > 1 (17)
x;,; otherwise.

However, this calibration does not ensure that the sum of the values vector

is equal to 1, which represents the sum of criteria weights. For this purpose,

we made the vector normalization in order to this sum must be equal to 1, as

following:

__ Tiyg
ZtDzl Tit

To compare our new hybrid approach with existing literature models in the
ABC MCIC problem, we use a data set that contains 47 inventory items evalu-
ated in terms of three criteria and provided by an Hospital Respiratory Therapy
Unit (HRTU). This data set displayed in the Table1 has been widely used in
the literature (R model [22], ZF model [29], Chen model [4], H model [13], NG
model [18]. Note that all the established classifications respect the same ABC
distribution, with 10 items in the class A, 14 items in the class B and 23 items
in the class C.

To obtain the best calibration, we have done a factorial experimental desgin
with 7¥11*8 = 616 different versions of DE-Topsis, where all possible combina-
tions for the DE parameters are tested (Population size: 20, 30, 50, 75, 100, 150,
200; Amplification factor F: 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 1, 1.25, 1.5, 1.75 and

(18)

Li,j
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Table 1. Classification

of DE-Topsis vs existing models.

Item | ADU AUC |LT | R [22] ZF [29] | Chen [4] | H [13] NG [18] | DE-Topsis
1 5840.64 | 49.92 | 2 A A A A C
2 5670 210 5 A A A A A A
3 5037.12 | 23.76 | 4 A A A A A C
4 4769.56 | 27.73 1 B C B A A C
5 3478.8 | 57.98 |3 B B B A A C
6 2936.67 | 31.24 |3 | C C B B A C
7 2820 28.2 3 |C C B B B C
8 2640 55 4 |B B B B B B
9 2423.52 | 73.44 |6 A A A A A A
10 2407.5 160.5 |4 B A A A A B
11 1075.2 5.12 2 C C C C C C
12 1043.5 20.87 |5 B B B B B B
13 1038 86.5 7 A A A A A A
14 883.2 110.4 |5 B A B A B A
15 854.4 71.2 3 C C C C C C
16 810 45 3 C C C C C C
17 703.68 14.66 |4 C C C C C C
18 594 49.5 6 A A B B B A
19 570 47.5 5 B B B B B B
20 467.6 58.45 | 4 C B C C C B
21 463.6 24.4 4 C C C C C B
22 455 65 4 C B C C C B
23 432.5 86.5 4 |C B C B B B
24 398.4 33.2 3 |C C C C C C
25 370.5 37.05 1 C C C C C C
26 338.4 33.84 |3 C C C C C C
27 336.12 | 84.03 1 C C C C C C
28 313.6 78.4 6 A A A B B A
29 268.68 | 134.34 |7 | A A A A A A
30 224 56 1 C C C C C C
31 216 72 5 |B B B B B B
32 212.08 | 53.02 |2 C C C C C C
33 197.92 | 49.48 |5 B B B B B B
34 190.89 | 7.07 7 | A B A B B A
35 181.8 60.6 3 |C C C C C C
36 163.28 | 40.82 |3 C C C C C C
37 150 30 5 B B B C C B
38 134.8 67.4 3 C C C C C C
39 119.2 59.6 5 B B B B B B
40 103.36 | 51.68 |6 |B B B B B A
41 79.2 19.8 2 | C C C C C C
42 75.4 37.7 2 | C C C C C C
43 59.78 29.89 |5 B C C C C B
44 48.3 48.3 3 C C C C C C
45 34.4 34.4 7 A B A B B A
46 28.8 28.8 3 |C C C C C C
47 25.38 8.46 5 |B C C C C B
Classification Cost 927.517 | 945.357 | 958.143 | 999.892 | 1011.007 | 821.444
Fill Rate 0.986 0.984 0.988 0.99 0.991 0.972
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Crossover Probability Pog: 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0). The stop criterion
is when a maximum number of generations (1000) or consecutive non-improving
generations (100) is reached. The best version of DE-Topsis model requires the
following setting: F' = 0.5, Pcr = 0.5 and a population of 50 candidates. We
clearly observe that our proposed approach provides a more efficient classifica-
tion cost (821.444) than all other models presented from the literature (927.517
for R-Model [22], 945.357 for ZF-Model [29], 958.143 for Chen-Model [4], 999.892
for H-Model [13] and 1011.007 for NG-Model [18]), with a good Fill Rate (0.972)
reflecting a good classification and a customer satisfaction.

5 Conclusion

In this paper, we present a novel hybrid approach addressed to the ABC
MCIC problem by combining the Differential Evolution method with the Topsis
method. The evolutionary algorithm has been modified in order to adapt it to
the requirements of Topsis method and to comply with the constraints of the
addressed problem. The aims of our proposed hybrid model DE-Topsis is not
solely to classify the inventory items based on objective weights, but especially
to reduce the inventory cost, to provide acceptable performance, to comply with
the constraints of the problem and to outperform the most common classifica-
tions with the same ABC distribution class.
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Abstract. This paper aims to improve the argument based negotia-
tion framework RZ-IBN to overcome the cooperation problem within
the extended enterprise by the agent-oriented model named MAIS-E?.
In order to overcome the problem of cooperation in general and con-
flict resolution which prevent this practice in particular, we propose as
a solution the integration of game theory foundations into two modules
of R%-IBN framework which are: “Argument Evaluation” module and
“Argument selection” module. Finally, we expose the evaluation and the
validation of our work through the use of a port application.

Keywords: Multi-agent systems - Game theory-based negotiation -
Argumentation-based negotiation - R?>-IBN - Game theory - MAIS-E?

1 Introduction

These last decades the economic environment in which is situated any enterprise
is marked by multiple transformations which do not stop questioning the strate-
gies adopted by enterprises. To face the new constraints of their environment,
enterprises had to become allied and grouped together within collective entities
by establishing cooperation links. For that purpose, new forms of the enterprises
appeared following the extended enterprise example [1].

To face the new stakes, the classic techniques succeed only in proposing lim-
ited answers. It is in this context that the agent-oriented approach, branch of the
artificial intelligence, emerge as an innovative approach and a promising manage-
ment for extended enterprises [2]. In fact, the intelligent components (or agents)
and their capacities of interaction form a multi-agents system, whose capacities
are superior to the simple sum of capacities of the individual agents. Also, they

(© Springer International Publishing AG 2017

A. Abraham et al. (eds.), Proceedings of the 16th International Conference on Hybrid
Intelligent Systems (HIS 2016), Advances in Intelligent Systems and Computing 552,
DOI 10.1007/978-3-319-52941-7_10



Integration of Game Theory in R*-IBN Framework for Conflict Resolution 89

allow having a big adaptability of the systems to their environments, what estab-
lishes moreover a fundamental property of the target enterprises as well as the
information exchange, the collaboration, the cooperation and the coordination
of the actions between the various links in the extended enterprise [3].

Furthermore, when several agents interact, conflict situations can occur, what
requires the use of the conflicts resolution mechanisms. In fact, game theory
allows to describe and to analyze numerous economic and social relations under
the form of strategic games [4]. So, game theory aims to formalize inherent
conflict situations from individual community in interaction, to discuss then to
propose solutions to these conflicts. Furthermore, it is the branch of the decision
theory which concerns the interdependent decisions [5].

For all these reasons, we suggest in this paper to study the integration of
game theory foundations in the argument based negotiation framework R2-IBN
(Relationship-Role and Interest Based Negotiation), and this for the objective
of improving and optimizing the latter on one hand and to solve the conflicts
between the extended enterprise members represented by the agent-oriented
model MAIS-E? (Multi-Agent Information System for an Extended Enterprise)
on the other hand.

The remainder of this paper is structured as follows: Sect.2 presents
related works, Sect. 3 presents multi-agent model for inter-enterprises coopera-
tion MAIS-E?, Sect. 4 presents the integration of game theory in R2-IBN, Sect. 5
presents experimental validation of our work. Finally, Sect. 6 concludes the paper
and outlines some research directions.

2 Related Works

In the literature little works used game theory foundations in an argument based
negotiation such as works of Rahwan and Larson [6] in which they introduced
the game theory into an argumentation Mechanism Design (ArgMD) based on
abstract reasoning system of Dung [7]. However, the result of negotiation is
not only determined by exchanged arguments, but also by strategies used by
agents who present these arguments. Thus, agents can be selfish; they can have
conflicting preferences on which the arguments will be accepted. For this, they
have suggested to apply the tools of game theory in the abstract argumentation
framework of Dung.

Furthermore, Hadidi [8] has proposed an argumentation framework for the
automated negotiation based on some game theory notions. This framework
allows to categorize the offers according to the arguments which possess them and
to negotiate by exploiting a much known protocol (Alternating Offers Protocol)
used in game theory. The main advantage of this work is the use of this protocol
to put a strategy which will be exploited in the preference relations between the
offers on one hand and with any form of concession on the other hand.

Besides, Mbarki et al. [9] focus on the strategic aspect in argument based
negotiation. They introduce three strategies of concession and four strategies of
acceptance. Furthermore, they classify the agents of negotiation in twelve types of
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agents on the basis of the adopted strategies. In fact, in each negotiation dialogue,
every participant selects either a concession strategy or an acceptance strategy.

In Sect.3, we present Multi-agent model for inter-enterprises cooperation
MAIS-E2.

3 MAIS-E? Model

MAIS-E? (Multi-Agent Information System for an Extended Enterprise) model
is a model of an extended enterprise cooperation [10]. In fact, the cooperation at
the inter-enterprises level is a situation in which several agents interact between
them for conflicts resolution problems of which can prevent this cooperation to
determine one or several activities in common. Moreover, this cooperation is
ensured through the Mediator Agent of MAIS-E? model.

In Sect. 4, we present Game theory integration in R2-IBN.

4 Game Theory Integration in R?>-IBN

With the aim to improve the argument based negotiation framework R2-IBN, we
propose to integrate the foundations of game theory within the R2-IBN frame-
work. This integration will be focused at the “Arguments evaluation” module on
one hand and the “Argument selection” module on the other hand. To reach this
objective, we use the argument desirability degree as the utility value of each
Agent and the arguments of every Agent as the set of the possible strategies.
To this end, our game is defined by a triplet (N, (A4;)ien, (Uij)ien,jea) with:

— N: group of players (Agents).
— (A4;)ien: all arguments which can be adopted by the players (Agents).
— (Uij)ien jea: all possible gains.

The strategic form of our game is modeled as shown in Table 1:

Table 1. Example of gain matrix

Mediator Agent 2
Ao Azz Aap
Mediator Agent 1| A1 | (0.1, 0.7) | (0.7,0.2) ... | (1, 0.9)
A2 (0.3,0.4)](0.8,0.6)|... | (0.6, 0.7)
A1n | (0.4,0.7) ] (04, 0.7) (0.8, 0.9)

With U;; = argument;; desirability degree

— i = 1: Mediator agent 1
— 1= 2: Mediator agent 2
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— j € [1..n]: indicates the argument number
— The argument;; desirability degree € [0..1]

Obviously, the Mediator Agent 1 who sends a locution, possesses a set of argu-
ments as well as the opponent Agent (the Mediator 2 Agent). To calculate the
values of such matrix, we focus on the work of Hsairi [2] who used fuzzy logic
[11] through a fuzzy controller using a Takagi-Sugeno-Kang system (TSK) [12].
The latter, used to calculate the argument desirability degree that we consider
as the utility value of each agent.

4.1 Mediator Agent Reasoning Cycle

In this section, we introduce and explain Mediator Agent reasoning cycle in a
negotiation situation in the R2.-IBN framework after the integration of game
theory foundations, the main contribution of our work. This reasoning cycle is
illustrated by Fig. 1.

Before presenting this cycle, it is interesting to precise that the evaluation
of exchanged arguments between the two agents will be made through game
theory integration that allows us to deduce if compromise can be reached or
not. As beginning, the Mediator Agent proceeds to evaluate the proposal as
well as the argument already grafted to the received locution. This evaluation

Start Incoming
Locutions
Argument Evaluation Proposal Evaluation

Update Beliefs
Update confidence
index

 Beliefs

Generate Desires
Generate Candidate Plans
Select Intention

Noand number __— pccord?
ofcycle <2 -

Send a locution
agree

No and number
of cycle 22
Evaluation
‘ of the exchanged

arguments

Game
Theory

Knowledge Base, Beliefs, Desires,
Planning Knowledge, Confidences

Proposal Generation
Indices, Opponents Roles

(through competences) (:" Generate Candidate Arguments |
1
Fuzzy Controller Fj Select Argument L:j Game Theory

Number of
cycle22
Generate & Send Locution

Fig. 1. Reasoning cycle of the Mediator Agent
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can involve adapting agent’s beliefs as well as opponent Agent confidence index,
which induces new beliefs that have consequences new desires generation and
candidate plans for its completion. Plan selection among the candidate plans
produces the intention agent. If the agent intention is to solve the conflict, the
agent sends a compromise locution.

In the other hand (when a compromise is not reached), two cases can be
distinguished:

— A compromise is not reached with at least two negotiation cycles®.
— A compromise is not reached with a number of negotiation cycle strictly less
than two.

In this regard, we explain both cases previously enumerated as follows.

First case (a compromise is not reached with at least two negotiation
cycles)

The Mediator Agent evaluates all the exchanged arguments based on the foun-
dations of game theory to see if it can reach a compromise when using the game
theory approach. More exactly, the Mediator Agent models the exchanged argu-
ments with the opponent Agent in the strategic form game. After this step, the
agent tries to find at least one Nash equilibrium. If the Mediator Agent finds at
less an equilibrium (Whatever it is a pure strategy equilibrium or a correlated
equilibrium) then the Mediator Agent sends an agreement locution.

Otherwise the Mediator Agent generates a proposal from its knowledge base,
its desires and planning knowledge, etc. As well as generating a set of candidate
arguments that can be grafted to the generated proposal.

At this step of the algorithm, a question which arises: what is the best argu-
ment to be grafted in the proposal from the point of view of two agents ? To
answer this question, we apply the fundamentals of game theory to select an
argument2.

If the Mediator Agent finds an equilibrium, the argument which constitutes
the equilibrium will be grafted in the proposal to be sent in order to improve the
chance that this argument will convince the opponent Agent and therefore reach
a compromise. Let us note that we consider the arguments already received
because we can consider them as an unveiling of the beliefs of the opponent
Agent.

Otherwise, if there is no game equilibrium, then the Mediator Agent sends
the argument judged as the best for him through a fuzzy controller (without the
use of game theory).

! Note that a negotiation cycle means that agent sends a proposal and the opponent
Agent answers it.

2 Note that in “Argument selection” module the strategic form game represents the
candidates arguments of the Mediator Agent which will be grafted in the proposal
to be sent to the opponent Agent on the one hand and the arguments received on
the other hand.
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Second case (a compromise is not reached with a number of negotia-
tion cycle strictly less than two)

The Mediator Agent generates a proposal from its knowledge base, its desires
and planning knowledge, etc. As well as generating a set of candidate arguments
that can be grafted to the generated proposal. A question arises: what is the
best argument to be grafted in the proposal? As a response, we propose the
activation of a fuzzy controller for the selection of this argument.

The final phase for the two cases listed above, is to generate and send a
locution to the opponent Agent. Let us note that this reasoning cycle of the
Mediator Agent will be repeated until reaches a compromise and that argument
will be sent only once.

To summarize, we propose the integration of game theory within the R2-IBN
framework. More specifically, we integrated the game theory in the “Arguments
evaluation” module and in the “Argument Selection” module.

In the next section, we present the various application steps of game theory
in the “Arguments evaluation” module.

4.2 Application Steps of Game Theory in the “Arguments
Evaluation” Module

To apply the game theory in the “Arguments evaluation” module, several steps
have been taken as shown in Fig. 2. First, the Mediator Agent defines the different
arguments in order to model them in a normal form game. Then the Mediator
Agent seeks a Nash equilibrium of pure strategy in this matrix.

— In the case of a single Nash equilibrium, then a compromise is reached wherein
the Mediator Agent grafts the corresponding argument to the Nash equilib-
rium in the proposal to send.

— In the case of several Nash equilibriums, the Mediator Agent seeks among
these equilibriums if there is an optimal equilibrium by applying the Pareto-
optimal theorem. If the answer is positive (that is to say, is there an opti-
mal Pareto equilibrium) then the Mediator Agent sends the found argument
through this equilibrium to the opponent Agent and a compromise is reached.
Otherwise, the Mediator Agent selects the Nash equilibrium that maximizes
its gain and a compromise is reached and end of the negotiation.

— Otherwise, the Mediator Agent seeks a correlated equilibrium?®. For the latter,
two cases can be presented:

e If the expected gains of each Mediator Agent for the equilibrium are found
in the matrix, then the Mediator Agent sends the argument which consti-
tutes the equilibrium. In this case a compromise is reached.

e Otherwise (that is to say, the correlated equilibrium outcome is not found
in the matrix), the Mediator Agent passes to the “Proposal Generation”
module and follow the remaining steps in the reasoning cycle of Mediator
Agent and so on until reaching a compromise.

The correlated equilibrium is a generalization of the concept of Nash equilibrium in
mixed strategies.
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The Fig. 2 summarizes this whole process:

Game

of the - Theory
arguments )

Exists an
optimal
equilibrium ?

Select the best Nash

equilibrium
(Pareto-optimal) maximize:
T % Acompromiseis

Fig. 2. Operational steps of the “Evaluation of the exchanged arguments” module

After the explanation of the different steps of application of game theory in
the “Arguments evaluation” module, it is propitious to provide the application
steps of the game theory in the “Argument Selection” module.

4.3 Application Steps of Game Theory in the “Argument Selection”
Module

In order to integrate game theory foundations in the “argument selection” mod-
ule, several steps have been taken as shown in Fig. 3. First, the Mediator Agent
defines the different arguments in order to model them in a normal form game.
Then, the Mediator Agent seeks a Nash equilibrium of pure strategy in this
matrix.

— In the case of a single Nash equilibrium, the Mediator Agent grafts the corre-
sponding argument to the Nash equilibrium in the proposal to send.

— In the case of several Nash equilibriums, the Mediator Agent seeks among
these equilibriums if there is an optimal equilibrium by applying the Pareto-
optimal theorem. If the answer is positive (that is to say, is there an optimal
equilibrium) then the Mediator Agent sends the found argument through this
equilibrium to the opponent Agent. Otherwise, the Mediator Agent selects the
Nash equilibrium that maximizes its gain and the argument constituting the
selected equilibrium will be sent to the opponent Agent.
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— Otherwise, the Mediator Agent seeks a correlated equilibrium. For this equi-
librium, two possibilities can be presented:

e If the expected gains of each Mediator Agent for the equilibrium are found
in the matrix, then the Mediator Agent sends the argument which consti-
tutes this equilibrium.

e Otherwise, the Mediator Agent sends the argument judged best for him by
applying the fuzzy controller that allows to perform this operation (that is
to say without the integration of game theory).

The Fig. 3 summarizes this whole process.

— -

‘ Fuzzy Controller @ Select Argument ﬁ!‘:‘ Game Theory | b

Number' =
ofcyde22 .. —-

Argument Selection Module of the reasoning cycle of the Mcdiator agent

7 Sendthe argument
/ judgedthe best by
\ agent

Select the best Nash
equilibrium
(Pareto-optimal)

[

Fig. 3. Operational steps of the “Argument Selection” module

5 Experimental Validation

To validate our work and answer mentioned questions (conflict resolution/
argumentation-based negotiation/game theory based negotiation), we used a
port application, considered as an example of an extended enterprise and this
through the JADE multi-agent platform.

Results and comparative study

Tables 2 and 3 summarize our experimental results. Indeed, Tables 2 and 3 show
the experimental results of ten examples of negotiation performed between the
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Table 2. Experimental results of the argumentation based negotiation (RQ—IBN)

Example | First price offered |First price offered | Accepted | Number of | Number of

No. by the Ship-owner | by the Maritime | price negotiation |exchanged

Agent Agent cycles arguments
1 5300 4800 5100 10 17
2 5400 5000 5200 12 21
3 6000 5300 5650 16 29
4 4900 4600 4850 11 19
5 4000 3500 3650 14 25
6 3500 3300 3450 9 15
7 3000 2400 2750 10 17
8 2600 2000 2150 11 19
9 2100 1600 2000 13 23
10 1500 1000 1200 8 13

Table 3. Experimental results of the integration of game theory in R2-IBN

Example | First price offered |First price offered | Accepted | Number of | Number of

No. by the Ship by the Maritime |price negotiation |exchanged

Owner Agent Agent cycles arguments
1 5300 4800 5200 6 9
2 5400 5000 5100 10 17
3 6000 5300 5550 13 23
4 4900 4600 4800 8 13
5 4000 3500 3700 11 19
6 3500 3300 3450 9 15
7 3000 2400 2750 10 17
8 2600 2000 2550 9 15
9 2100 1600 1950 12 21
10 1500 1000 1200 8 13

Maritime Agent and the ship-owner Agent for the price to be paid by the Mar-
itime Agent to the ship-owner Agent for the transport of goods. Obviously, our
goal is to resolve conflicts between these two agents.

For this, the Table2 shows the experimental results of the argumentation
based negotiation only (R2-IBN) more clear without the integration of game
theory while Table 3 shows the experimental results of game theory based negoti-
ation and the argumentation based negotiation. More specifically, the integration
of game theory in R2-IBN framework.
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In order to analyze these two tables, with the aim to perform a comparative
study of these different results, we can observe that the integration of game
theory in the R2-IBN framework (as shown in Table3) is better in terms of
number of negotiation cycle and therefore the number of exchanged arguments
that an argumentation based negotiation (R2-IBN) as shown in Table 2.

Therefore, the obtained results show that the number of negotiation cycle and
the number of exchanged arguments are less or equal than the case of integration
of game theory when searching for convergence towards agreement.

6 Conclusion

In this paper, we handled the problem of cooperation in the extended enterprise.
Our main goal was to improve and optimize the argumentation based negotiation
framework R?-IBN. For this, we have proposed the integration of the game the-
ory foundations in the argumentation based negotiation framework R2-IBN as a
solution allowing this type of enterprise to overcome the problems of cooperation
in general and conflicts resolution that hindered this practice in particular.

In fact, we have shown the various steps of the integration of game theory
in two modules of this framework: “Arguments Evaluation” module and the
“Argument Selection” module.

The works conducted under this paper open the way to many perspectives
and further works, of which we can mention:

— The integration and application of game theory fundamentals in R2-IBN for
several agents (n agents).

— The study of the interaction complexity between agents in the case of cardi-
nality extension of the negotiation through an empirical analysis.
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Abstract. Deep Neural Networks (DNNs) have recently achieved impressive
performance for many recognition tasks across different disciplines including
image recognition task. However, most of existing works on deep learning for
image recognition focus on natural image data (photo-based images) and not on
sketches. Moreover, most of existing works on sketch classification are based on
hand crafted feature representations. In this paper, we propose to train a con-
volutional neural network for sketch recognition using the TU-Berlin sketch
dataset composed of 250 object categories with 80 images each. We find that
training a CNN with a proper data-augmentation and a multi-scale multi-angle
voting technique can achieve an accuracy of 75.43%, which surpasses
human-level performance in the standard sketch classification benchmark and
significantly outperforms state-of-the-art sketch recognition methods.

Keywords: Sketch - Recognition - Learning - Deep learning - Convolutional
neural network

1 Introduction

Sketches are known to be simple and hasty drawings, giving the essential features
without the details. Even though they are considered to be a rough design of the reality,
they are an effective communicative tool for humans. And, with the growing field of
touchscreens, sketching became more and more popular. Since then, sketching became
an attractive field of research, giving rise to many applications including sketch
recognition [1, 6], sketch-based image retrieval [13, 16], sketch-based 3D model
retrieval [26], and forensic sketch analysis [28, 29].

Sketches and natural photo-based images are very different in appearance even
though they appear to have a lot of things in common and convey the same meaning.
Compared to natural images, sketches are very abstract and don’t have color or tex-
ture. Consequently, existing methods for natural images cannot be directly applied to
our sketch recognition problem. Moreover, the same object can be drawn with different
levels of detail (abstraction), e.g., every person has his or her own way to sketch an
object, drawing either a stickman with a rough structure or a portrait with fine details.
Therefore, internal structures of sketches are very complex and details of the drawing
are very sparse. All these reasons make the sketch classification a more challenging
task. In fact, even humans can only achieve a recognition accuracy of 73.1% [1].

© Springer International Publishing AG 2017
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Previous sketch recognition works extract hand-crafted features then feed them to a
classifier. Some works use both binary shape descriptors, such as chamfer matching
[35] and shape context [5], while other works use natural image descriptors, such as
SIFT [26] and HOG [12]. The natural descriptor SIFT has shown to do quite well on
sketch recognition problems since it captures strong gradient information. Neverthe-
less, it is only able to describe local information in sketch, which makes SIFT more
suitable for natural image (photo-based) recognition rather than sketch recognition.

In this paper, we propose to learn sketch features for sketch classification using a
deep learning method, i.e. convolutional neural networks (CNN). Recently, CNNs have
shown a great success in pattern recognition since features are not hand-crafted but are
learned directly and automatically from images. CNNs are very efficient in extracting all
level features (low-, middle- and high-level features), which is exactly what we need to
detect all levels of abstraction contained in sketch images. In our work, we apply CNN
on sketches the same way they were applied to images, keeping in mind that natural
image recognition and sketch recognition are two different fields —as mentioned below.

Our contribution is to get a high sketch classification accuracy even with a limited
number of training data (~ 13500 training images with 56 images per category), by:
(i) training a CNN with a novel configuration and, (ii) using a new strategy during
testing phase that is based on multi-angle voting.

In the sections below, we review related works of sketch recognition and deep
neural networks (Sect. 2), we then describe our training CNN model as well as our
testing method (Sect. 3). Then, in Sect. 4, our experiments are carried out and our
sketch classification results are compared to state-of-art methods. Finally, Sect. 5
summarizes our work.

2 Related Work

2.1 Natural Photo-Based Image Classification

Many works on local features have been investigated for the natural image domain,
including textons [17], histogram of oriented gradients (SIFT [20] and HOG [4]), bag
of visual words [3, 27], sparse [34] and local coding, super vector coding [37], VLAD
[10] and Fisher Vectors [23]. Recently, deep neural networks, especially convolutional
ones [15, 25, 35] have shown a great success in natural image recognition, dominating
top benchmark results on visual recognition tasks. Unlike conventional local feature
representations that use shallow handcrafted features, convolutional neural networks is
an end-to-end deep model trained from image to class label, containing millions of
parameters that are learned from data.

2.2 Sketch Recognition Using Hand-Crafted Feature Representation

Sketch recognition didn’t get much attention until 2012 when a large crowd-sourced
dataset was published in [1]. This dataset contains 20,000 unique sketches evenly
distributed over 250 object categories, which are totally completed by no-expert free
hands (examples of hand-sketched objects are shown in Fig. 1). The dataset was used
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Fig. 1. Examples of hand-sketched objects

in [1] to perform a sketch recognition study on both the humans and the SIFT
descriptor method. Since then, this dataset was used for future works on sketch
recognition [5, 6] applying handcrafted features representation borrowed from photos
and using the SVM classifier. Moreover, Li et al. [17] found that fusing different local
features using multiple kernel learning produces better recognition accuracy. Also, by
applying each feature individually, they showed that HOG feature achieves a better
accuracy than others. Lately, the work of [21] introduced Fisher Vectors as a new
method for sketch recognition. All of the works mentioned above use hand-crafted
local natural image features for sketch recognition.

Even though many of recognition applications apply low-level descriptors design
[23, 25, 36, 42, 44, 45], most of the sketch recognition works do not make use of sketch
shape features to design low-level descriptors that are specific to sketches. They one
take into consideration the low-level features used on natural images, since they out-
perform shape features. Their methods are simple and undergo three easy steps:
(a) selecting the most informational areas or points; (b) computing the best local
features; (c) building a structure model as well as an evaluation scheme by spatial cues
(structural information) or local feature similarity (matching score). These frameworks
seriously depend on parameters of the chosen local features and models selected. This
implies that it is necessary to play randomly with combinations of features and models
until the best recognition score is achieved. Moreover, because of the abstract aspect of
sketches, these latter can be hardly classified with models using specific local features.
That explains why none of the above methods was able to exceed the humans’ per-
formance in sketch recognition.

2.3 Sketch Recognition Using Automated Feature Representation

Deep learning has been proven to be very effective for various image recognition tasks,
e.g., image classification, semantic segmentation, image retrieval, shape classification,
etc. However, existing works. In particular, Convolutional Neural Networks (CNNs)
have dominated top benchmark results on visual recognition challenges such as
ILSVRC [7]. When first introduced in the 1980s, CNNs were the preferable solution
for small problems only (e.g. LeNet [14] for handwritten digit recognition). They didn’t
gain popularity since they were restricted by the high computational cost due to the



102 L. Sadouk et al.

large network architecture and training data. It was not until the emergence of GPUs,
ReLU activation neurons (instead of TanH), max-pooling (instead of average pooling)
and dropout regularisation [15] that CNNs achieved very high performance.

CNN has been extended to many traditional areas such as face recognition [19],
object detection [18], and image retrieval [21]. And most of them have achieved better
results than traditional methods. Unlike conventional hand-crafted features, CNN is an
end to-end model trained from image to class label.

Sketch has always been treated as low-level concepts such as shape, edge map,
contour or strokes. Since a total sketch is associated with a real object or scene, this
makes the sketch a high-level concept, which is far more difficult than natural images.
Recently, there are some methods using CNN for sketch recognition, such as [2, 31, 39,
40]. Later, works of [2, 39] use the TU Berlin dataset of Eitz et al. [1] and build their
own CNNs that outperforms the human performance, achieving an accuracy of 74.9%
and 75.42% respectively. Meanwhile, [31] trains two popular CNNs — Imagenet CNN
and a modified version of LeNet CNN, but it doesn’t use the whole dataset of Tu Berlin
Benchmark. Instead, it eliminates drawn sketches whose identity is difficult to discern
for human beings and is left with a subset containing 160 non-ambiguous object
categories with 56 sketches each. And very recently came the work [40] which trains a
pre-trained Alexnet model using an edge preserving technique and a multi-angle voting
at test time, performing 77.3% accuracy.

Our paper uses the original TU Berlin too. So our results will be compared to the
performance of [2, 39, 40]. Our paper proposes to: (i) train a new CCN based on a
novel data augmentation technique, (ii) perform the testing phase using a new approach
based on a multi-angle and multi-scale voting.

3 Our Work - Methodology

In this section, we introduce the key components of our approach. First, we show how
dataset images were preprocessed and how our data was augmented (Sect. 3.1),
knowing we need to feed the network with lots of data in order for the neural network
to be properly trained. Next, we discuss the network architecture that will be applied for
the training phase (Sect. 3.2). Then, for the testing phase, we will explore our
multi-angle and multi-scale voting strategy (Sect. 3.3). Figure 2 illustrates our overall
framework.

3.1 Preprocessing Dataset Images and Data Augmentation

Before training our CNN, it is necessary to preprocess input data images. Next, the
training dataset needs to be increased by replicating images and undergoing transfor-
mations on them.

Preprocessing Images: Each image in the dataset is 1111 by 1111 pixels. Since
images are relatively big in size, they cannot be fed directly to the network. They need
to be resized and shrunk to a fixed size before training. Images are then resized to
224 x 224.
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Fig. 2. Tllustration of the overall framework

Data Augmentation: Generally, deep neural networks perform very well on image
recognition provided that enough training examples are fed to them. Otherwise, with a
small number of training examples, the network tends to overfit, providing wrong results
during testing. To avoid overfitting, the training dataset should be large [1, 13, 22]. But,
in our case, training dataset is very small (56 images per category). One way to enlarge
our dataset is to use data augmentation.

In our work, data augmentation consists of replicating images with several trans-
formations. In each epoch, we select half of the batch images then perform the fol-
lowing transformations for each of the input image. We do: (i) a horizontal reflection
i.e. mirroring (across vertical axis), (ii) a random rotation between —30° and 30°, (iii) a
rescaling of the width and the height of the image independently using a random
resizing range i between 0.4 and I, (iv) and a horizontal translation to the right with a
random range between 0 to 224 - image size/i. Later in the experiment section, we will
show that the proposed resizing method achieves better sketch recognition accuracy.

3.2 Building Our Own CNN Model from Scratch

Our network is a deep convolutional neural network that can be viewed as the com-
bination of two elements: a training criterion and a model (e.g., a family of functions, a
parameterization) on the one hand, and on the other hand, a particular procedure for
approximately optimizing this criterion [33]. So, we need to configure hyper-
parameters associated with the optimizer-typically the function class, regularizer and
loss function, as well as hyper-parameters associated with the model itself.

Hyper-Parameters of the Approximate Optimization

In our work, we used the stochastic (mini-batch) gradient descent as our gradient-based
optimization method. Therefore, the hyper-parameters that need to be tuned are as
follows: learning rate, momentum, mini-batch and number of training iterations.
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Annealing the Learning Rate: One way to optimize hyper-parameter of our convolu-
tional neural network is to decrease or adapt the learning rate schedule. Choosing the
proper learning rate and schedule (i.e. changing the value of the learning rate as
learning progresses) can be fairly difficult though.

The first method used is the standard one which consists of using a small enough
constant learning rate 0.001 that gives stable convergence over all epochs (full pass
through the training set). This methods works well in practice but its training is very
slow.

The second method, which is the one we used, is to start with a learning rate of 0.01
and anneal it at each iteration as the convergence slows down, as suggested in Eq. (1)
by the work of Bergstra and Bengio [41]:

T

()

Yepoch = max(epoch, 1)
which keeps the learning rate constant for the first T steps and then decreases as epochs
are iterated.

An adaptive and heuristic way of automatically setting T above is to keep %epoch
constant until the training criterion stops decreasing significantly (by more than some
relative improvement threshold) from epoch to epoch.

Momentum: The momentum used is a fixed value of 0.9.

Mini-Batch Size: The mini-batch size is typically chosen between 1 and a few hun-
dreds. Our batch size is chosen to be 135. The impact of the batch size on the results is
mostly computational, i.e., larger batch size yield faster computation but requires
visiting more examples in order to reach the same error.

Number of Training Iterations: The number of epochs is 300.

Hyper-Parameters of the Model & Training Criterion
Hyper-parameters that are related to the “model” and “criterion” are as follows: the
number and size of hidden layers as well the regularizer.

Number and Size of Hidden Layers: Each layer in a multi-layer neural network typi-
cally has a size that we are free to set and that controls capacity. Because of dropout —a
regularizer that will be mentioned in the next section of the paper, it is mostly important
to choose the number of layers large enough. Generally, there is no general rule for
designing the architecture of CNNs. However, recent CNNs [8, 9] agree on the fol-
lowing architecture: several convolutional layers with ReLU and MaxPooling followed
by fully connected layers.

Our specific architecture is as follows: first we use three convolutional layers, each
with rectifier (ReLU) [30] units and max pooling (Maxpool).

Our CNN has eight layers, each having a different configuration as show in in
Table 1. Unlike the existing pre-trained models applied on natural images, the filter size
of the first convolutional layer is chosen to be relatively large 15 x 15 — compared to
11 x 11 filter in VGG-F model [8] and 3 x 3 filter in VGG-deep-16 model [9]. Indeed,
sketch images have texture information i.e. small shapes. Therefore, as mentioned in [2],
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Table 1. Architecture of our model from scratch

Id | Layer | Type Filter size | Filter num | Stride | Pad | Output size
0 Input - 224 x 224
1 |L1 Conv 15 x15 |64 3 0 70 x 70
2 ReLu - - - - 170x70
3 Maxpool |3 x 3 - 2 0 |34 x34
4 |L2 Conv 5x5 128 1 0 |30 x 30
5 ReLu - - - - 30 x 30
6 Maxpool |3 x 3 - 2 0 14 x 14
7 |L3 Conv 3x3 256 1 1 14 x 14
8 ReLu - - - - |14 x 14
9 |L4 Conv 3x3 256 1 1 14 x 14
10 ReLu - - - 14 x 14
11|L5 Conv 3x3 256 1 1 14 x 14
12 ReLu - - - - |14 x 14
13 Maxpool |3 x 3 - 2 0 |6x6
14 L6 Conv (FC) |6 x 6 512 1 0 |Ix1
15 ReLu - - - - |1x1
16 Dropout |- - - - |1x1
17| L7 Conv (FC) |1 x 1 512 1 0 1Ix1
18 ReLu - - - - |1x1
19 Dropout | — - - - 1 x1
20| L8 Conv (FC)|1 x 1 250 1 0 |1x1

using small filters is not necessary since larger filters are able to capture more structured
context rather than textured information.

The filter size of the fourth convolutional layer is 5 x 5, which is the same as the
output feature map from previous pooling layer, making it a fully connected layer.
Then we have two more fully connected layers. Dropout regularization is applied on
the first two fully connected layers. The final layer has 250 output units corresponding
to 250 categories (that is the number of unique classes in the TU-Berlin sketch dataset),
upon which we place a Softmax loss.

Regularizer: At this point, expanding the net by inserting an extra fully-connected
doesn’t help much. Also, running similar experiments with fully-connected layers
containing 1,000 neurons instead of 500 doesn’t yield a better classification result. This
means that the network is overfitting. We could then use stronger regularization
techniques as an alternative to reduce the tendency to overfit. One common regularizer
is the use of dropout regularization technique (weights of the network cannot be
updated, nor affect the learning of the other network nodes). With dropout, the learned
weights of the nodes become somewhat more insensitive to the weights of the other
nodes and learn to decide somewhat more by their own (and less dependent on the
other nodes they’re connected to). In other words, dropout removes individual acti-
vations at random while training the network, which makes the model more robust to
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the loss of individual pieces of evidence, and less likely to rely on particular
idiosyncrasies of the training data.

In our case, since the sketch dataset is very small (about 56 images per category),
we set the dropout rate to a high value 0.5.

Neuron Non-linearity: In our experiments, we used the ReLu as the non-linearity
hyper-parameter.

3.3 Multi-angle and Multi-scale Voting During Test Time

After training our model, it is time to go to the testing phase. In the conventional way,
we simply feed each testing image into the trained network then see whether the
computed output corresponds to the true label of the image. However, in our paper, for
each and every testing image, we get multiple transformed versions of that image
(rotated and rescaled variants) to vote for the output, which is then compared to the true
label of that image.

The idea is to take advantage of the characteristics of our trained model. As we
know, our model was trained on an augmented data composed of original images as
well as multiple rotated and rescaled variants of the original images. This implies that
our network will have no trouble recognizing rotated and rescaled images during
testing. Our goal is to take advantage of this characteristic in our network during the
testing phase by testing each image several times in different ways:

i. We perform multiple transformations to the image including 4 rescaled sizes (197,
167, 141 and 119) and 2 angle rotations (—25°, 25°), as illustrated in Table 2. We
then obtain 8 variants of the image;

ii. Each one of these 8 images is fed into our network to produce 8 outputs;

iii. The 8 outputs from the 8 versions of the image are averaged before making a
prediction, as shown in Eq. (2). For a given image input, the average output S(c;)
of a class label i is given by:

1
S(e) == > () (2)
where rj(c;) is the output of the image variant j (rotated or rescaled variant of the
original image) of the class label i. In our case, we have 8 variants per image, son = 8.

Consequently, the output i.e. the final prediction is a result of the voting of all
transformed versions of one image;

iv. We pick the maximum output class label to be the predicted class label, as illus-
trated in Eq. (3). Then, we compare it with the true label of the image.

C = argmax;S(c;) 3)



A Novel Approach of Deep Convolutional Neural Networks 107

Table 2. Results of our trained model at test time using different characteristics. For each image,
we perform rotation and rescaling to get n variants of the image. Then, these images are fed into
our network, producing n outputs. After that, we see which output has the highest number of
votes. Finally, this output is compared to the true label of the image

Angle variant(s) | Size variant(s) Accuracy at test time
0° 224 x 224 0.717
—25°0° + 25° 224 x 224 0.731
=25°0° + 25° 224 x 224,168 x 168 0.746
—25°0° + 25° 224 x 224,168 x 168, 127 x 127 0.753
—25°0° + 25° 224 x 224,197 x 197, 167 x 167, 141 x 141, |0.7543
119 x 119

We follow these steps for every image in the testing dataset to get the final
accuracy.

Our approach is similar to networks ensemble method where multiple networks in
the ensemble are trained independently by backpropagation and where their corre-
sponding outputs (i.e. predictors) are averaged at test time to get the final prediction. In
practice, the network ensemble method is known to be a useful approach to improve
the performance of neural networks. While this method averages the predictions pro-
duced by different models for one single image as input, our method combines the
predictions, i.e. outputs from only one trained model of multiple versions of an image.

Our approach was also inspired by the work of [40] in which multi-angle voting is
performed on computed Softmax output probabilities. However, our work uses
multi-angle and multi-scale voting directly on outputs rather than Softmax output
probabilities because it appears to give a better performance.

4 Experiments and Results

We perform our sketch recognition evaluation on the TU Berlin dataset. Our experi-
ments include classification and retrieval. TU Berlin [1] has 20,000 non-expert sket-
ches, which are drawn by humans, divided into 250 categories. Each category has 80
sketches and each sketch size is 1111 by 1111. According to [1]’s method of Third
cross validation, we randomly divide the dataset into three equal parts, and choose two
parts as training data and the remaining part as testing/validation data. We take the
average accuracy of the validation set as the final evaluation.

After preprocessing the image and resizing it to 224 by 224, we perform data
augmentation by rotating, flipping, resizing and translating the image (as discussed
previously).

After training our model-explained in Sect. 3.2, we achieve a classification accu-
racy of 0.717 (Table 2).

After combining the outputs of only 2 rotated variants (—25° + 25°) of each image,
the accuracy goes up to 0.731.
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Additionally, if we use the outputs of 2 rotated variants (—25° + 25°) and of 1
rescaled variant (the 168 by 168 rescaled image of the 224 by 224 original image), we
get a higher accuracy of 0.746. We notice that more predictions (coming from trans-
formed versions of the image) tend to contribute to a higher accuracy.

Going further by adding more predictions with 2 rotated variants (—25° + 25°) and
2 rescaled variants (the 168 by 168 rescaled image and the 127 by 127 rescaled image)
produces a slightly higher accuracy 0.753.

Nonetheless, adding more predictions with 2 rotated variants and 4 rescaled vari-
ants helps improve the accuracy by only 0.0013. We deduce that, as the number of
transformed versions of the image in the ensemble increases, the performance typically
monotonically improves though with diminishing returns.

Training a deep network yields good classification results because of the chosen
architecture. Indeed, large filters (15 by 15) used in the first layer of our model catch
more details than first layer filters of traditional natural-image recognition models (in
which the size vary from 3 by 3 to 11 by 11). As we can see in Fig. 3, most of the first
layer filters of our model have strong edges and look like Gabor filters.

filters in the first layer
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Fig. 3. The first layer output of our CNN model

Comparative Results: Our results as well as multiple results of previous sketch
recognition works are shown in Table 3. We can make the following remarks:

(1) Comparison between our model and works based on hand-crafted features: Our
model without multi-angle and mutli-scaling voting produces an accuracy of
0.717, which is higher than all hand-crafted feature works including HOG-SVM
[1], Stargraph + KNN [22], MKL-SVM [5] and FV-SP-SVM [6].

(2) Comparison between our model and works based on automated features: Our
model using multi-angle and mutli-scaling voting performs better than
Sketch-a-net [2] and slightly better than DeepSketch work [39]. This shows that
our model can easily compete with state-of-the-art deep learning recognition
works.



A Novel Approach of Deep Convolutional Neural Networks 109

Table 3. Comparison of different sketch classification methods as well as the
human re cognition performance

Method Accuracy
Humans’ recognition [1] 0.732
HOG-SVM [1] 0.56
Stargraph + KNN [22] 0.615
MKL-SVM [5] 0.658
FV-SP-SVM [6] 0.689
Sketch-a-Net [2] 0.749
DeepSketch [39] 0.7542
Deep sketch feature for cross domain image retrieval [40] 0.773
Our model 0.7543

However, our model has 0.0187 less accuracy than Xinggang Wang et al. (may
2016) model. This latter fine-tunes and trains Alexnet, a pre-trained CNN model using
the ImageNet image classification data, which is originally designed for 1000 cate-
gories; it has 5 convolutional layers and 3 fully connected layers. For the input layer,
the model is only applicable to 3 by 227 by 227 input images.

Even though [40] achieves a higher accuracy than ours, our model happens to be
simpler because:

(i) Our model uses only one channel per input image whereas the model in [40]
uses three channels per input image. So, to use the model in [40], it is necessary
to replicate the one channel sketch input images into 3 channel input images,
which takes longer processing time and larger memory than our model.

(i) Our model architecture has 6.8e + 06 parameters i.e. 26 MB of memory, while
the model architecture in [40] has 5.8e + 07 parameters i.e. 220 MB of memory;
which makes our model less complex, computationally less expensive and less
time consuming.

(iii) At test time, our model uses 2 rotated and 4 rescaled variants of the image for
voting the final prediction, that is 6 transformed variants in total. However, [40]
uses 18 rotated angle variants.

Running Cost: Our models were implemented using the MatConvNet [1] toolbox of
Matlab. We trained our model from scratch for 500 epochs, with each epoch having
different input data thanks to random data augmentation. The training was completed in
approximately 68 h on a 2.60 GHz CPU (without explicit parallelisation). At test time,
our model requires less than 5 min to compute the accuracy.

5 Conclusion

In this paper, we proposed a study of deep neural network sketch recognition methods.
First, we employed random data augmentation by doing unlimited random transforms
to the TU Berlin dataset. After that, we trained our model from using a deep
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architecture. At test time, we applied the multi-angle and multi-scale voting technique
to get a good classification accuracy of 0.7534. Then, we compared our work with
recent works and showed that method is able to outperform most of the up-to-date
works. From this sketch recognition study, we conclude that it is possible to increase
the performance of image recognition deep networks in general by (i) augmenting
training data using a number of transformations on data images i.e. flipping-rotation-
rescaling-translation, (ii) applying the same kind of transformations on test images to
get several variants per test image, (iii) feeding these variants into the network and
applying the voting technique on the predicted outputs. We deduce that increasing the
training dataset with geometric transformations makes the network more trained and
more capable of recognizing distorted sketch images. Indeed, due to the free-hand
nature, the same object can be drawn in different ways and with varied levels of
detail/abstraction; so rotating and rescaling image can help us cope with these issues.
We believe that adding more types of transformation on the training and testing data
will help improve the classification results.
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Abstract. This paper deals with a new system of online Arabic handwriting
recognition based on the association of beta-elliptic modeling extractor with a
hybrid Time Delay Neural Network (TDNN) and Support Vector Machines
(SVM) classifier. The beta-elliptic model proceeds by a segmentation of the
handwriting trajectory into fragments called Beta strokes by inspecting the
extremums points of the curvilinear velocity and extracting their corresponding
static and dynamic profile proprieties. These features are used to train the Time
Delay Neural Network which is able to represent the sequential aspect of the
input data. The fuzzy outputs of this network are then used to train SVM in
order to predict the correct label class. To evaluate our method, we have used a
total of 25000 Arabic letters from the LMCA database. Experimental results
demonstrate the effectiveness of our proposed method and show recognition rate
reaching the 99.52%.

Keywords: Time delay neural network - Kernel - Beta-elliptic model - Beta
impulse - Elliptic arc - Receptive fields - Shared weights

1 Introduction

Arabic handwriting recognition is a challenging task compared to other languages
because of the cursive style of the handwriting. It contains 28 basic letters and the
majority of them change their shape according to their position in the word (beginning,
middle, end or isolated) [1]. Furthermore, the handwriting style change from one
person to another and depends on the age and emotional state of the writer.
Handwriting processing differs depending on the form of acquisition of the input
signal: online or offline. In the first case, the input data is obtained through a scanned
image of the handwriting, in this case only static information’s are available. In the
second case, dynamic information’s are available such as (x, y) coordinates, velocity
profile, pen pressure and temporal order of trajectory [2]. In the literature, several
systems are based on holistic approaches where handwriting analysis is made without
segmentation. Among these approaches, we can cite the system of Maalej et al. [3], who
presents an online system based on deep recurrent neural networks (RNN) with a Long
Short Term Memory. This network is trained by a sequence of handwriting trajectory
coordinates (X, y). To protect their network against the over fitting they used the Dropout
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technique which also improved the recognition rate to being 99.7%. Abdelazeem and
Hesham [4] extracted the local and vicinity features of Tunisian town names. These
features are trained with a continuous Hidden Markov Model (HMM) with lexicon
reduction and tested on ADAB database. The recognition rate is 92.5% in topl and
reached 96.03% in top10. Nakkach et al. [5] propose a method for online handwriting
recognition which uses the (X, y) coordinates to calculate the Fourier descriptor and the
chain code. The proposed method is tested used the SVM (Support Vector Machine)
classifier and achieved a recognition rate of 92.43%. The systems mentioned above used
features extracted from a whole shape of the handwriting which can be easily obtained in
off-line handwriting. However, some researches use the analytical approaches where
each character/word is segmented into sub-units treated independently.

A study was made by Kherallah et al. [6] has adapted an approach that segment the
trajectory according to the extremum velocity profile. These segments are converted
into visual coding based on freeman method. In this sequence of visual codes, it applied
the basic operations of genetic algorithm (GA) such as mutation and cross-over. This
approach is assessed on LMCA database and showed an identification rate of 97%.
Charfi et al. [7] used the same technique of segmentation developed in [6] and pro-
posed a recognition system based on Graph-matching. This approach is tested on Postal
Addresses extracted from ADAB database and obtained a recognition rate about 98%.
Daifallah and Jamous [8] uses another segmentation method based on arbitrary seg-
mentation followed by segmentation enhancement, consecutive joints connection and
finally segmentation point locating. The handwriting segments are represented by their
trajectory points coordinate are modeled through HMM which reach recognition rate
up to 97%. In addition to the segmentation methods, several researches proposed the
hybridization of multiple classifiers and the combination of online and off-line features.
In this context, Tagougui et al. [9] proposed a hybrid MLP/HMM modeling approach.
The outputs of the MLP are decoded using a Discrete HMM with a codebook of size
512. This architecture is tested on ADAB database and achieved recognition rate about
96.45%. Hamdani et al. [10] combine multiple HMMs using both online and offline
features. This system is evaluated using the IFN/ENIT database and improved the
recognition accuracy from 63.8% to 81.93%. Elleuch et al. [11] combined online and
offline features using a deep classifier called Convolution Deep Belief Network
(CDBN) and they obtained recognition rate up to 97% on LMCA database.

We present in this paper a new method of online Arabic handwriting recognition
based on the association of the Beta-elliptic model and the Time Delay Neural Network.
This association which represents the contribution of this study, aims to appropriate the
sequentially time dependent description delivered by the Beta-elliptic model stage to the
successively time delayed entry of the features data at the input of the TDNN classifier
stage. In addition, our proposed system is the first to use a TDNN in Arabic handwriting
treatment and also the first to associate the beta-elliptic descriptor used in many fields on
online handwriting [12] with TDNN. This paper is organized as follows: in the second
section we present the beta-elliptic model. In Sect. 3, we give a description of the TDNN
architecture and the applied training algorithm. Section 4 presents our proposed system.
In the Sect. 5 we present the experimental results before ending by an analytical dis-
cussion and presentation of future work.



Hybrid TDNN-SVM Algorithm for Online Arabic Handwriting Recognition 115

2 The Beta-Elliptic Model

The beta-elliptic approach allows combining two profiles of writing action: velocity
and trajectory [13]. The curvilinear velocity Vo(t) is given by the following formula:

dx\*  (dy\’
V(1) = <E> + (%) (1)
The curvilinear velocity of a continuous cursive handwriting shows a signal profile
starting from a zero speed, then alternate minimum and maximum speed and finish by
an almost zero speed. The occurrence of velocity extremums correspond also to
extrema of variation of the trajectory tangent deviation angle. The handwriting tra-
jectory is then segmented into simple movements called Beta strokes delimited by the

occurrences correspondent to local maximums, minimums and double inflexion points
of the curvilinear velocity signal [14] (see Fig. 1).
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Fig. 1. Dynamic and geometric modeling of a handwritten middle ‘Ha’ trajectory

2.1 Velocity Profile Modeling

Plamondon and Alimi [15] has proved that curvilinear velocity of one handwriting
stroke can be approximated by a Beta impulse. Therefore the curvilinear velocity is the
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result of an algebraic addition of the overlapped Beta impulses corresponding to its
successive segmented strokes (see Fig. 1-b).

n
Va(t) ~ ZKZ X ﬁi(ta qiapiat0i7tli) - Vr(t) (2)
i=1
(—to; Pi. it qi A ‘ ‘
Bi(ti, ai, pi, toi, 11i) = (ﬁ) (’“1*’0‘) ifs € ltor, (3)
0 elsewhere

With

— K;: amplitude of the i beta function

— p, q are intermediate parameters

— top tej, ty; are the moments witch correspond respectively to the start, the maximum
amplitude and the end of the Beta function (ty; < t¢ < ty;)

_(px )+ (g x to;)
Ici = ta (4)

2.2 Geometric Profile Modeling

In the space domain, each stroke delimited between two consecutive points of velocity
extremum is modeled by an elliptic arc defined by the dimensions of its long and small
axes a, b and its inclination angle 0 (see Fig. 1-c) calculated using its two endpoints
position M;(x;, y;) and My(X,, y,) and their respective trajectory tangents deviation
angles 0;and 6, [16]. The following figures present the results of dynamic and geo-
metric profiles fitting of an Arabic on-line handwritten character by respectively
overlapped Beta impulses and elliptic arcs.

3 Time Delay Neural Network

The TDNN, Time Delay Neural Network is a convolution neural network
(CNN) which was first introduced for speech recognition [17]. The architecture of this
network is derived from a Multi-Layer Perceptron (MLP) with back-propagation
learning. In MLP, the order of input features doesn’t affect the result of training
because each neuron in hidden layer is fully connected to all neurons of the input layer
simultaneously (global view), whereas in TDNN each neuron in hidden layer is con-
nected to a subset of neurons from the preceding layer that represent a receptive field.
Therefore TDNN is very useful for a sequential data [18]. TDNN incorporate a very
important notion which is weight sharing. Then the neurons in different receptive fields
shared the same weights. This constraint reduces the number of parameters in the
system and facilities the generalization process. To build a TDNN we have to define the
number of layers, the size of receptive fields that must be the same between two
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consecutive layers, and finally the value of temporal shift between receptive fields
called Delay. The architecture of the TDNN consists of two principal parts (see Fig. 2).
The first present the lower layers and implements the convolutions. It permits to

transform the input features into another sequence of higher order features. The second
part is similar to MLP and contains the outputs of network.

Outputlayer

Hidden layer

.......................... - . = Second Convolution layer
First Convolutionlayer

Input TDNN layer

Time Delay Receptive field

Fig. 2. TDNN architecture

This architecture was used by Poisson and Lallican [19] and was tested on
IRONOFF and UNIPEN databases and obtained significantly higher performances near
to 98%. In other hand, TDNN allow to reduce the number of coefficients from 36,110
with MLP to 17,930 with TDNN.

4 Proposed System

This part presents the different steps of our recognition system. First, we describe the
preprocessing stage, then the feature extraction module and finally we detailed the
recognition engine with Pure TDNN and hybrid TDNN-SVM algorithms.

4.1 Preprocessing

Before feature extraction, some processes on online handwriting are necessary. In our
case all handwriting shapes are normalized in size and we applied a Chebyshev second
type low pass filter on the normalized trajectory to eliminate the noise introduced by
temporal and spatial sampling [20].

4.2 Features Extraction

In this step, we extract the dynamic and geometric features of normalized handwriting.
This is made by a beta-elliptic model as described in Sect. 2. For each stroke, we
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extract 4 dynamic parameters (K, At, Rap and P) resulting from the beta modeling of
the trajectory kinematic profile and 3 other geometric parameters (a, b and 0) repre-
senting the elliptic arc modeling the trajectory static profile. The resulting feature vector
is then composed of 7 features explained in the following table [21] (Table 1):

Table 1. Component of beta-elliptic vector features

Features Parameters Explanation
Dynamic profile | K Beta impulse amplitude
At = (t1 — t0) Beta impulse duration
Rap = AT’; = pi . Rappon of Beta impulse asymmetry or culminating
time
P Beta shape parameters
Geometric a Ellipse major axis half length
profile b Ellipse small axis half length
0 Ellipse major axis inclination angle

4.3 Recognition Engine

The proposed recognition system is based essentially on Time delay neural network
(TDNN). The choice of this algorithm is justified by its ability to represent the
sequential input data thanks to the principle of the receptive field (Fig. 3).

.. | Cs | Outputlayer (56 classes)
e

F
! Convolutional layer
- receptive field=3
F, F, E, - delay=1
F F F F F
2 : : : ! ! Input layer
5 - Column=stroke
5 R =
g|F F, F, F, F, Row= features

Strokes

Fig. 3. Explanation of Pure TDNN recognition engine

Pure TDNN Recognizer Engine. The proposed recognition system is based essen-
tially on Time delay neural network (TDNN). The choice of this algorithm is justified
by its ability to represent the sequential input data thanks to the principle of the

receptive field.
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nbslrokes - Sizereceptivefﬁeld
anonv == delay +1 (5)

The input layer consists in a 2D matrix where the number of columns depends on
the number of strokes and the rows represent the feature vectors (7 features per col-
umn). Then each receptive field is fully connected to a set of neurons in the convolution
layer which are defined empirically (F; — F,). At last, the output layer contains all
membership classes (C; — Csg).

Hybrid TDNN-SVM Recognizer Engine. Support Vector Machines (SVM) is a
power classifier developed by Vapnik in 1995 [22] that performs classification tasks. It
allows constructing hyper planes in a multidimensional space that separates different
class labels. The hyper planes are made by using a mathematical functions, known as
kernels such as linear, polynomial, radial basis function (RBF) and sigmoid. Among
these kernels, RBF perform better in nonlinear separation case [23] which is defined as
follow:

K(x,¥) = ¢(x).9(¥) = exp(=llx — ¥|I) (6)

Where y: parameter will be defined empirically, x: input vector, @: nonlinear
transform and @(x): transformed features space.

In our hybrid recognizer engine, SVM aims to control the LogSoftMax output layer
which returns the membership probabilities to the different classes. In fact, the training
step allows SVM to establish a relation between the fuzzy TDNN outputs and the
desired outputs of the training samples. Thus the second stage which is composed by
SVM has to correct the classification result decision obtained by the LogSoftMax
output layer (see Fig. 4).

)

O

O P(C) > g

O P (Golx) > Target
O - Vi
O P > M

QA Convolution ~ Hidden LogSoftMax

Input nodes x layer layer layer

Fig. 4. Explanation of the used hybrid TDNN-SVM recognizer engine
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5 Experiments, Results and Discussion

5.1 Experiments and Results

To test and assess our proposed system, we have used the LMCA (Letter Mot Chiffres
Arabes) database for our experiments [24]. LMCA contain the different letters of
Arabic language in their different positions in the word (beginning, middle, end or
isolated). It is composed of 212 files containing the (X, y) coordinates of 23141
handwriting letters belonging to 56 classes. The delayed strokes and diacritics are
ignored. The following figure shows some letters from LMCA database [16] (Fig. 5).

(c). Letters at the end (d). Isolated letters

Fig. 5. Letters from LMCA database

We divided LMCA into two parts (training and test). Two thirds of letters has been
used in training phase and the rest has been used in recognition test (see Table 2).
Experiments are made using three architectures: Pure TDNN, SVM and hybrid
TDNN-SVM. In these architectures, beta-elliptic parameters are calculated and entered
into the input layer.

Table 2. Repartition of LMCA database

Training stage | Test stage
Number of files 140 72
Total number of characters | 15427 7714
Number of characters/class | 275 138

In both TDNN and hybrid TDNN-SVM, we fixed the learning rate and momentum
values at 0.0001 and 0.6 respectively. The size of receptive field and temporal delay are
defined empirically. The following table shows the different results of tests were made
on Pure TDNN with several numbers of layers and neurons along feature axis (Table 3).

Table 3. Results of Pure TDNN test experiments (receptive field = 3, delay = 1)

Number of layers | Neurons along feature axis | Epochs | Recognition rate | Time (mn)
1 conv. + 1 hidden | 30 40 91.89% 5

1 conv. + 2 hidden | 40 40 94.1% 9

2 conv. + 1 hidden | 40-100 60 95.16% 12
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The second test is performed with SVM using different kernel functions. SVM with
RBF kernel reached a recognition rate slightly better than TDNN but more slower in
execution time (see Table 4).

Table 4. Results of SVM classifier tests with beta elliptic parameters

Linear |Sigmoid | RBF
Time (mn) 9 15 20
Recognition rate | 86.16% | 92.52% |96.90%

The last test consists on pairing TDNN with SVM. The beta-elliptic parameters are
entered into input layer. Thereafter, the fuzzy outputs of LogSoftMax layer are used to
train SVM with RBF kernel. The same principle is reproduced in test stage (see Fig. 4).
This architecture achieves an impressive rate of 99.52% (Table 5).

Table 5. Results of hybrid TDNN-SVM test experiments

Number of layers | Neurons along feature axis | Epochs | Recognition rate | Time (mn)
1 conv. + 1 hidden | 30 40 97.40% 24
1 conv. + 2 hidden | 40 40 97.92% 29
2 conv. + 1 hidden | 40-150 50 99.52% 27

5.2 Discussion

Through various tests, we concluded that TDNN don’t require a large number of layers.
This explains the short time needed in recognizer engine. There are three free
parameters: the number of convolution layers, hidden layers and neurons along feature
axis. With Pure TDNN, the most number of neurons in the first and second convolution
layers are set to 40 and 100 respectively (see Table 6). We notice that Pure TDNN is
faster than SVM (12 mn Vs 20 mn) thanks to its constraints of weight sharing;
receptive field and temporal delay which allow reducing the number of parameters (see
Sect. 3). With hybrid TDNN-SVM, our system becomes slower than Pure TDNN and
SVM but reached the most recognition rate. This result proves the effectiveness of this
hybrid architecture and also demonstrates the relevance of the beta-elliptic approach.

Table 6. Most results of tests with Pure TDNN, SVM and hybrid TDNN-SVM

Architecture Neurons in first conv. | Neurons in second Time Recognition
layer (feature axis) conv. layer (feature (mn) rate
axis)

Pure TDNN 40 100 12 95.16%
SVM (RBF - - 20 96.90%
kernel)
Hybrid 40 150 27 99.52%
TDNN-SVM
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Table 7. Performance comparisons with other systems on LMCA database

Works Architecture Database | Recognition rate
[24] MLP LMCA |94.14%
[6] Genetic algorithm 96.25%
[11] SVM 97.51%
Present Work | Hybrid TDNN-SVM 99.52%

Compared to other works, hybrid TDNN-SVM is the more efficient in term of
recognition rate, but we cannot compare its speed relative to the other systems because
they do not mention the execution time (see Table 7).

6 Conclusion

We presented a new method for Arabic handwriting recognition based on hybrid
TDNN-SVM architecture. In online handwriting field, the majority of researches use
HMM and Recurrent Neural Network to present sequential input data. These systems
require a big lot of computation unlike the TDNN which is faster due to its constraints
of weight sharing and receptive field. The use of SVM after TDNN output layer allows
enhancing the performance of our system. We have tested this architecture with
beta-elliptic parameters and have showed an impressive recognition rate.

As perspective, we will add other geometric parameters to the beta-elliptic features
and test our system on online Arabic word databases such as ADAB and IFN/ENIT.
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Abstract. National development is constantly threatened by drug abuse. The
chemical composition of the drugs heavily determines the results of identifica-
tion process, which becomes more unreliable due to the introduction of new,
sophisticated, and increasingly complex ATS analogues. The identification of
the unique characteristics of molecular structure in ATS drug is very crucial.
Therefore, this paper is meant for formulating a more precise 3D geometric
moment invariants to represent the molecular structure. The performance of the
proposed technique was analyzed using drug molecular structures obtained from
United Nations Office of Drugs and Crime and also from various sources. The
evaluation shows the technique is qualified to be further explored and adapted to
be fully compatible with ATS drug identification domain.

Keywords: More precise geometric moments * 3D moments function -
Moment invariants function - ATS drugs - Drugs identification - Molecular
structure

1 Introduction

Every nation in the world possesses a common harrowing social problem, which is the
abuse of Amphetamine-type Stimulants (ATS) drugs [1], including amphetamine,
methamphetamine, and substances of the “ecstasy”-group (MDMA, MDA, MDEA,
etc.). The struggles of finding concrete solution to prevent drugs abuse in society are
encountered by national law enforcement authorities, due to the existence of new brand
or unfamiliar ATS drug substances. Moreover, the development of chemical drugs with
desirable biological effect is the main focus of cheminformatics research community,
while less attention is given to the shape similarity search that can lead to identification
of unknown substances.
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Commonly, the chemical composition of a drug or any substance in general allows
it to be identified. However, the identification process becomes more unreliable due to
the introduction of new, sophisticated, and increasingly complex ATS molecular
structures. Furthermore, the limitations of the current test kit present a challenge to
detect new brand or unfamiliar ATS drug to both national law enforcement authorities
and scientific staff of forensic laboratories, while at the same time, it is prone to
misidentification [2]. Due to these limitations, it is preferable to perform the identifi-
cation by relying on the shape of molecular structures.

The shape of molecular structures basically can be represented by using both of
2-dimensional (2D) and 3-dimensional (3D) model, which is known as 2D and 3D
shape descriptors. 2D shape descriptors have been developed which can be generally
divided into boundary- and area-based. Meanwhile, 3D shape descriptors focus on
volume- and surface-based descriptors. It also has been described as more powerful and
accurately represent an object shape [3], in terms of providing more discriminative
power compared to 2D shape descriptors. Thus, this paper believes that 3D descriptor
can be used to identify molecular structure of ATS drug’s chemical components, even
for a new brand of ATS drug due to their similar ring substitutes.

This paper aims to propose a novel 3D Precise Geometric Moment Invariants to
represent the ATS drug molecular structure. The remainder of the paper is organized as
follows. An overview of ATS drug identification is given in the next section, while an
overview of 3D Geometric Moment Invariants is provided in Sect. 3. In Sects. 4 and 5,
the proposed technique is introduced and the experimental setup describing the data
source collection and experimental design are presented respectively, while the results
are discussed in Sect. 6. Finally, conclusion and future work is drawn in Sect. 7.

2 ATS Drug Identification

United Nations Office of Drugs and Crime (UNODC) have outlined a set of standard
methods to conduct manual identification of ATS drugs. ATS are a group of sub-
stances, mostly synthetic in origin, that are structurally derived from f-phenethylamine
[1]. Chemical modification at the positions R1 to R9, as shown in Fig. 1, results in a
practically unlimited number of pharmacologically active compounds. Some of the
notorious examples of ATS drugs are depicted in Fig. 2.

RO R4 R1
R8 N
R3
R7 RS

RG

Fig. 1. f-phenethylamine
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Fig. 2. Samples of ATS drug molecular structure: methamphetamine (a), 2C-B (b), MDMA (c),
amphetamine (d), and fenetylline (e)

Different results are possibly obtained from different testing laboratory because of
their non-conformance to these standards. Nevertheless, most of these laboratories
agree to use gas chromatography/mass spectrometry (GC/MS) as the most common
method to identify a chemical substance [1, 4, 5]. The flaws of GC/MS which are
surfacing while trying to identify several ATS drugs are recently discovered in a study,
most notably in identifying methamphetamine [6].

Methamphetamine itself has two stereo-isomers, which is /-methamphetamine and
d-methamphetamine. Isomers are defined by [7] as one of several species (or molecular
entities) that have the same atomic composition but different line or stereo-chemical
formulae and hence different physical and/or chemical properties. GC/MS is also
increasingly incapable to determine that several molecular structures are actually ATS
drugs. While [-methamphetamine has very little pharmacodynamics effect, d-
methamphetamine on the other hand is a controlled substance that has high potential
for abuse and addiction [8].

As mentioned earlier, this paper believes that by relying on the shape of the
molecular structure of the drug itself, the identification process can be improved. Both
2D and 3D molecule structures are basically represented as shape image. The molecular
representation is modeled from molecules and enables mathematical treatment, and
these representations are commonly referred as molecular descriptors [9]. There are
simple molecular descriptors, usually called topological or 2D-descriptors, and there
are molecular descriptors derived from a geometrical representation that are called
geometrical or 3D-descriptors.

Geometrical descriptors usually provide more information and discrimination
power than topological descriptors because it involves knowledge of the relative
positions of the atoms in 3D space for similar molecular structures and molecule
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conformations [10]. Moreover, topological descriptor hides the properties of the ring
substitutes in a molecule. Therefore, this paper proposes a new geometrical descriptor
from volume data of 3D molecular structure, which is essential to show and differ-
entiate the unique features at a ring substitute.

3 Existing 3D Geometric Moment Invariants

Moments Function (MF) can be used to generate a set of moments that uniquely
represent the global characteristic of an image. Moments are scalar quantities used to
characterize a function and to capture its significant features. Moment Invariants are
very useful tools for pattern recognition [11].

Moment Invariants (MI) was first introduced to pattern recognition and image
processing through the employment of algebraic invariants theory by [12]. And thus
ever since, it has been chosen as one of the most important and frequently used shape
descriptors options, and has been extended to 3D images as well [13]. Even though
they suffer from certain intrinsic limitations, they frequently serve as first-choice
descriptors and a reference method for evaluating the performance of other shape
descriptors [13]. 3D Geometric Moments (GM) of image intensity function f(x, y, z) is
generally defined as [13]

+ 00 + 00 + 00
Mpgr = / / Xy f(x,y, z)dxdydz (1)

where p, g, r = 0, 1, 2, ... The sum of the indices is called the order of the moment. The
translation invariance can easily be provided by the 3D Central Geometric Moments [14]

= [ [ [ s ) e it (2

where the center of gravity (centroid) of the image intensity function f{x, y, z) is cal-

culated by x, =20 'y = M0 apd z. =20 The central moments are often normal-
€ mooo ? 7€ mono ¢ mooo

ized to produce scale invariants [14]
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Recently, [15] proposed novel 3D rotation invariants from GM using moment tensor
method, and also implemented an automatic method for generating those 3D rotation
invariants. These invariants are built up from the moments of order 2 up to order 16, and
consist of 1185 invariants. The first 2 rotation invariants are presented below

I = (Ha00 + Hozo + Hooz) / K300 (4)

2 2 2 2 2 2 4
L = (1300 + M0 + Mooz + 284510 + 2501 + 204611) / Hooo (5)
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The zeroth-order moment (mgqy) is used as divisor to normalize the GM with
respect to scaling. This technique is hereby dubbed as 3D Suk-Flusser Rotation
Invariants Central Geometric Moments (3D SFRI-CGM).

4 Proposed 3D Precise Geometric Moment Invariants
for Molecular Structure Representation

A digital 3D image of size N x N X N is an array of voxels (volume pixels), therefore
the triple integral in (1) must be replaced by triple summation. The most common way
is to employ the rectangular, i.e., zero-order method of numeric integration. And thus,
(1) takes the following discrete form:

Mpgr = E

i=1 j

> K f (6)

N
=1 1

N
k=
where i, j, k are coordinates of the voxels and f; is the gray-level of the voxel i, j, k. It
should be noted that 71, is just an approximation of n,,.. However, [16] and later
generalized by [17], proposes a formula to obtain a more precise estimation for cal-

culating 2D GM, where the authors integrate the monomials x”y? precisely by the
Newton—Leibnitz formula on each pixel

N N N N

g =323 [ viasiy =323 0,000,000, )
i=1 j= ij i=1 j=

(a+05)°"" —(a—05)"!

Us(a) = T

(8)

This study proposes the extension of 2D PGM into 3D PGM and thus (7) takes the
following form:

N N

N N N N
) 33y RS ) S SUAL AU AT

i=1 j=1 k=1 i=1 j=1 k=1

where A;; and Ay denotes the area of the pixel (i, j) and voxel (i, j, k) respectively.
Equations (7) and (9) are still a zeroth-order approximation of moments of the original
image is approximated, the monomials are integrated exactly. Thus a more precise GM
is obtained, hence it is known as Precise Geometric Moments (PGM). The idea of this
paper is to incorporate PGM instead of regular GM prior to the formulation of 3D Suk—
Flusser Rotation Invariants.

It is also necessary to produce translation invariants PGM by calculating its central
moments. A relationship between central and non-central moments for regular GM was
provided by [18], which defines a convenient formula to calculate central moments
from non-central moments, and vice versa
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Even though (10) and (11) were meant for regular GM, this paper proposes to
employ (10) as a mean to calculate Central PGM. And thus, it is an efficient and elegant
way of deriving rotation invariants from PGM in 3D based on 3D CPGM, namely 3D
Suk-Flusser Rotation Invariants Central Precise Geometric Moments (3D
SFRI-CPGM). This is the main theoretical contribution of the paper. In the next sec-
tion, the invariance property on ATS and non-ATS dataset is demonstrated, and shows
the numerical stability of both 3D SFRI-CGM and 3D SFRI-CPGM.

5 Experimental Setup

With the goal stated in the section above, an empirical comparative study must be
designed and conducted extensively and rigorously. A detailed description of the
experimental method is provided in this section.

5.1 Data Source Collection

This section describes the process of transforming molecular structure of ATS drug into
2D and 3D computational data representation. ATS dataset used in this research comes
from [1], which contains 60 molecular structures which are commonly distributed for
illegal use. On the other hand, 60 non-ATS (n-ATS) drug molecular structures are also
collected from various sources will be used as benchmarking dataset.

These structures are drawn in 2D molecular structure format using MarvinSketch
15.11.9.0 [19]. After the 2D molecular structure is created, the structure will be cleaned
and transformed to 3D molecular structure, also by using MarvinSketch. The structure
will be then saved as MDL MOL file. The MDL MOL file must be then converted to
Virtual Reality Markup Language (VRML) format, because VRML format is the input
type required for generating voxel data of 3D molecular structure. In order to convert
SDF file to VRML file, Jmol 14.4.0 [20] is required.

VRML file will be then voxelized to voxel grid data with 512 voxel resolution
using binvox 1.21 program [21] for the training dataset, and will be uniquely and
randomly translated and rotated 50 different times for the testing dataset. After the
voxel data has been generated, 3D SFRI-CGM and 3D SFRI-CPGM for training and
testing dataset will be calculated from 16th order using existing and proposed technique
respectively. The sample of the voxelized molecular structure is shown in Fig. 3 and
the output of the existing and proposed technique is shown in Table 1, respectively,
which consists of 1185 invariants values. The molecular structure dataset for all for-
mats (MDL MOL, VRML, and BINVOX) and computed 3D SFRI-CGM and 3D
SFRI-CPGM are publicly available in [22].
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Fig. 3. Voxelized molecular structure of an ATS drug, 2C-I (a) and n-ATS drug, Aspirin (b).

Table 1. Sample output of 3D MI techniques

Structure name | 3D MI 11 12 ... 11184 11185

2C-1 SFRI-CGM | 22.21497 | 15.49400 | ... | 65536.87 | 6.361E09
SFRI-CPGM | 22.21510 | 15.49406 | ... | 65539.87 | 6.362E09

Aspirin SFRI-CGM | 21.11886 | 14.64512 | ... | 72363.25 | 9.107E09
SFRI-CPGM | 21.11898 | 14.64518 | ... | 72366.04 | 9.108E09

5.2 Experimental Design

The traditional framework of pattern recognition tasks, which are preprocessing, fea-
ture extraction, and classification, will be employed in this paper. This paper will
compare the performance of 3D SFRI-CGM and 3D SFRI-CPGM. It is also worth
mentioning that all MIs are magnitude normalized to their respective degree.

All extracted instances are tested using training and testing dataset aforementioned
for its invariance on the same ATS molecular structure, and also classification of
unknown molecular structure, all of which are executed for 50 times (50-fold cross
validation). In order to justify the quality of features produced by each MF, the features
are tested against well-known classifier, Random Forest (RF) [23] from WEKA
Machine Learning package [24]. RF is employed in this study because previous studies
conducted by [25, 26] have found that RF is the most suitable for the molecular
structure data. In this study, the number of trees employed by RF is 1185, equals to the
number of attributes of both techniques.

However, the processing time and the memory consumption of the existing and
proposed technique are not the focus of this study and thus the results are omitted. It
should also be mentioned that this paper focuses on the improvement on the compu-
tation of moment invariants, therefore the comparison against existing 3D molecular
descriptors are currently absent in this study.

6 Experimental Results and Discussions

In this section, the proposed invariants will be tested numerically by constructing 3D
SFRI-CGM and 3D SFRI-CPGM from invariant 1 to 1185 for all 60 ATS drugs
molecular structure. The experiments are designed to verify rotation invariance and
evaluate the numerical stability of the proposed invariants.
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6.1 Invariance on the Same ATS Molecular Structure Analysis

To evaluate quantitatively the invariance, mean relative error (MRE) is used to measure
the computational error of the ith invariant. The MRE of the ith invariant is defined as

1 N
MREi:NZ

=i

s
I;

i

x 100% (12)

where I; and I;; are the ith invariants of the original molecular structure and the jth
rotated version, respectively, and N is the number of rotated versions. Consequently, it
is found the average MRE (AMRE) and maximum MRE (MMRE) for each molecular
structure. AMREs and MMRE:s from both 3D SFRI-CGM and 3D SFRI-CPGM exhibit
the same result. AMRE:s for all 60 ATS molecular structures are below 1%, while the
value of MMRE:s is shown in Fig. 4. But nevertheless, this experiment exhaustively
demonstrated desirable rotation invariance.

50 44 44 < 1%
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3D SFRI-CGM 3D SFRI-CPGM "> 10%

Fig. 4. Maximum Mean Relative Errors of 60 molecular structures for 3D SFRI-CGM and 3D
SFRI-CPGM

6.2 Classification of Unknown ATS Drug Molecular Structure

The comparison of classification accuracy of 3D SFRI-CGM and 3D SFRI-CPGM is
also one of the primary considerations of this paper. Table 2 shows the results of mean
classification accuracy from 50 executions using RF classifier.

Table 2. Mean classification accuracy for 3D MI techniques

3D MI Mean accuracy
SFRI-CGM | 88.87%
SFRI-CPGM | 90.00%

Based on the results shown in Table 2, it is evident that 3D SFRI-CPGM produces
slightly better result of mean classification accuracy. However, to further validate the
strength of 3D SFRI-CPGM compared to 3D SFRI-CGM, in-depth statistical validation
using independent samples #-test must be conducted, by using SPSS 17 software.
Independent samples #-test was selected because the result of the test of normality on
the classification accuracy of both techniques using Shapiro-Wilk test showed that they
are normally distributed, and thus parametric testing are suitable to be conducted. There
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was a statistically significant difference in the accuracy using 3D SFRI-CGM
(u = 0.8887, ¢ = 0.00785) and 3D SFRI-CPGM (u = 0.90, ¢ = 0.0); #(49) = —10.204,
p = 0.0. This result suggests that the 3D SFRI-CPGM is capable to differentiate the
unique features of ATS drugs and n-ATS drugs at a ring substitute.

7 Conclusions and Future Works

This paper proposed an incorporation of 3D CPGM into 3D Suk—Flusser Rotation
Invariants and compared the merits of the proposed technique with 3D SFRI-CGM.
The experiments have shown that the proposed technique produces statistically sig-
nificant better results compared to the existing one. And thus, an extensive comparative
study on existing and proposed MI techniques for representing drug molecular structure
has been presented.

Hence, future works are to incorporate specifically-tailored classifiers for shape
representation, and ATS drug molecular structure data from National Poison Centre,
Malaysia, will also be used as additional dataset in the future works. Extensive com-
parative study of the proposed technique against existing 3D molecular descriptors will
also be conducted in the future works.
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Abstract. Nowadays Cloud Computing is an emerging technology in the area of
parallel and distributed computing. Task scheduling is one of the major issues in
cloud computing, which plays an important role to improve the overall perfor-
mance and services of the cloud. Task scheduling in cloud computing means
assign best suitable resources for the task to be executed with the consideration of
different parameters like execution time, user priority, cost, scalability,
throughput, makespan, resource utilization and so on. In this paper, we address
the challenge of task scheduling, and we consider one of most critical issues in
scheduling process such as the task priorities. The goal of this paper is to propose
an efficient Dynamic Priority-Queue (DPQ) algorithm based on Analytic Hier-
archy Process (AHP) with Particle Swarm Optimization (PSO) algorithm. The
proposed algorithm DPQ-PSO gives full consideration to the dynamic charac-
teristics of the cloud computing environment. Further, the proposed algorithm
has been validated through the CloudSim simulator. The experimental results
validate that the proposed approach can effectively achieve good performance,
user priority, load balancing, and improve the resource utilization.

Keywords: Cloud computing - PSO algorithm - AHP - DPQ-PSO algorithm -
Task scheduling - Dynamic queues

1 Introduction

The concept of Cloud Computing has appeared with the rapid development of pro-
cessing and storage technologies and the success of the Internet. According to the NIST
[1], the Cloud Computing refers to the concept of allowing users to request a variety of
services like storage, computing power, applications at anytime, anywhere and in any
quantity, on the basis that pay only what they use. Scheduling is an interesting challenge
in cloud computing nowadays. According to the needs of optimal allocation of resources
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and achieving QoS. These resources should be utilized properly and efficiently, and
assign the appropriate resource to the task. Scheduling problem for user requests in
cloud computing environment is NP-complete problem. This problem is usually solved
by using heuristic methods in order to reduce to polynomial complexity [2]. In this
process, the cloud scheduler receives the tasks from the users and maps them to available
resources taking into consideration tasks’ attributes, and requirements such as length,
deadline, waiting time etc., and the resource parameters and properties. So, to address
this challenge, there is a need to design priority-based task scheduling approach in cloud
environment that aim to achieve an advantage performance so as to reduce the makespan
and execution time and gives full consideration to the characteristics of tasks. Hence,
this paper proposes an efficient Dynamic Priority-Queue algorithm (DPQ) based on
Analytic Hierarchy Process (AHP) and particle swarm optimization (PSO) algorithm. In
general, the proposed work aims to prioritize the task list based on multiple criteria into
dynamic queue and assign an appropriate resource to the task. The remainder of the
paper is organized as follows: Sect. 2 presents related works. In Sect. 3, the proposed
work is described. Section 4 discusses the experiment setup and simulation results of the
proposed work. Finally, the paper gives a conclusion in Sect. 5.

2 Related Work

This section contains overview of some existing algorithms and approaches related to
the proposal presented in this paper. In the paper [3], an improved scheduling algorithm
is introduced based on user priority and task length (size). Based on these two criteria
order of execution of the tasks will be decided by the datacenter broker. In the paper
[4], the key role of the algorithm proposed is the QOS-driven based on the priority of
task which in turn is computed using many task attributes such as user privilege,
expectation, and the length of task, next, this task scheduled onto the service which has
a minimum completion time. In the paper [5], Authors propose multi queue scheduling
(MQS) algorithm to reduce the cost of both reservation and on-demand plans using the
global scheduler. The proposed methodology depicts the concept of clustering the jobs
based on burst time. The optimality is attained in this method by choosing jobs
dynamically in order to achieve the optimum cloud scheduling problem and efficiently
utilize the unused free space economically. Authors in the paper [6], propose an
algorithm to schedule workflow tasks over the available cloud resources that minimize
the execution cost and the execution time while meeting the deadline and budget
constraints. Each workflow’s task is assigned priority using bottom level. These pri-
orities are then used to initialize the PSO. In the paper [7], the authors proposed an
improvement in priority based job scheduling algorithm in cloud computing which is
based on multiple criteria and multiple attribute decision making model using Ana-
lytical Hierarchy Process (AHP). This algorithm uses an iterative method to find pri-
ority of jobs and resources to achieve better performance. The authors in the paper [8],
presents an algorithm which allow to each job requests a resource with determined
priority. The proposed algorithm is based on AHP model as a multiple criteria decision
making model, and consisted of three levels of priorities including scheduling level,
resources level and job level.
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3 Proposed Work

3.1 Task Scheduling and Problem Description

In cloud computing environments, we always face a wide variety of attributes that
should be considered [9]. It means a particular task scheduling algorithm in cloud
environments should pay attention to the properties of tasks. However, there are some
criteria to be taken into consideration, so these parameters can be considered as single
objective or multi-objective simultaneously. Priority of tasks is an important issue and
need to be solved in scheduling process because some tasks need to be serviced earlier
than other remaining tasks that can stay for a long time. Therefore, a suitable task
scheduling algorithm must consider the priority of tasks based on multi-criteria. The
makespan is another important criteria, it refers to the time spent for executing all tasks.
In fact, the makespan has a direct effect on utilization of resources. In other words,
when the utilization increases, the makespan surely decrease. Thus, an optimal tasks
scheduling algorithm based on these parameters should be implemented in the Cloud
broker. On the basis of issues mentioned above, the main objectives of the proposed
work are:

i. Compute the priority of tasks based on multiple criteria decision making model
using Analytical Hierarchy Process (AHP). Then, the quartile method has been
adopted to classify tasks and resources in different level priority.

ii. Dispatch the tasks among dynamic Priority-Queues based on decision distribution
and priority level.

iii. Scheduling the tasks stored in the dynamic queues using a meta-heuristic algo-
rithm such Particle Swarm Optimization (PSO) in order to achieve good
performance.

3.2 The Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) is the well-know and popular method of
Multi-criteria Decision Making (MCDM). MCDM refers to making decisions in the
presence of multiple, usually conflicting criteria [10]. AHP is a simple, flexible and
practical multi-criteria decision making model, developed by Saaty [11]. AHP firstly
decompose the decision problem into a hierarchy of more easily comprehended
sub-problems, each of which can be analyzed independently. Basically architecture of
AHP is consisted of three levels which are objective level, attributes level and alter-
natives level respectively. The foundation of AHP is comparison matrix which can be
shown as Eq. (1).

=1 L
L e n
1 =7

Each entry in the matrix A is positive (a;). Also A is a square matrix A,, [8].
For any arbitrary comparison matrix such as A we can compute a vector of weights
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o = (w1,w,,...,w,) such as associated with A. Relationship between A and  can be
shown as Eq. (2).

aj =g i#]j
A={9To 2
{1 =) @)

The Vector of weights can be computed through the Eq. (3).
AW = Amax @ (3)

In Eq. (3) Amax max is the principal eigenvalue of A and w [8, 11, 12]. If A is
absolutely consistent then the value of 4.,,x = n. Saaty has defined Consistency Ratio
(CR) as shown in Eq. (4).

e

CR =—
RI

(4)
In Eq. (4) RI is the random index and it can be calculated randomly based on rank
of comparison matrix [8, 13]. RI is calculated by Saaty [11] and indicated that the

comparison matrix will be consistent if CR < 0.1. Also Consistency Index CI in
Eq. (4) can be calculated by Eq. (5).

Cl = (;Lmax - n)/(n - 1) (5)

3.3 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a population-based stochastic optimization
technique was first introduced in 1995 [14]. Each particle represents a candidate
solution to the optimization problem. The advantages of PSO over many other opti-
mization algorithms are its simplicity in implementation and its ability to converge to a
reasonably good solution quickly. We consider that the search space is d-dimensional.
In every iteration, each particle is updated by following two position values, P; called
personal best (Pyeg), is the best position achieved so long by particle i and P, called
global best (Gypes), 1s the best position found by the neighbors of the particle i. After
finding the two best values, the particle updates its velocity and positions with fol-
lowing Egs. (6) and (7):

VEL = oty e (ph — X) +"2-’2'(p§ _xé) ©)
x§+1 :x§+v§+l (7)

Where V! and x/ are the component in dimension d of the i particle velocity and
position in iteration ¢ respectively. c;, ¢, are constant weight factors, r|, 7, are random
factors in the [0,1] interval and w is the Inertia weight. The parameters w, ¢; and ¢, must
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be selected properly for increasing the capabilities of PSO algorithm [15]. Many
strategies have been proposed to choose the proper value of w, such as Chaotic Inertia
Weight [16], The Linearly Decreasing Inertia Weight strategy (LDIW) [17], and Ran-
dom Inertia Weight (RIW) [18]. In this paper, we use the RIW method as it can achieve
best convergence velocity and precision, and can help to keep swarm variety. However,
the original PSO version is designed for continuous function optimization problems, not
for discrete function optimization problems. So, a binary version of PSO (BPSO)
algorithm was developed to solve discrete function optimization problems [19]. The
logistic sigmoid function shown in (8) can be used for the needs that the probability
stays in the range of [0,1], in another word, it used to limit the speed of the particle:

1
S(vi™h) e (8)

The equation that updates the particle position becomes the following:

xwl:{l if <80 )

! 0 otherwise

Where r3 is a random factor in the [0,1] interval.

3.4 Proposed Scheduling Approach

The motivation of the proposed work is to improve scheduling by assigning tasks based
on dynamic priorities to the best suitable resource selected using meta-heuristic algo-
rithm. In the entire of the system as shown in Fig. 1, the tasks are stored in the global
queue according to their arrival time. Then, AHP model is used in order to prioritize
tasks among the global priority-queue. Next, we apply a Dynamic Priority-Queues
algorithm (DPQ). This algorithm in general aims to manage the global priority queue
automatically by classifying tasks into three level priorities (Low, Medium, and High).
Then dispatch the tasks among dynamic queue. The task having higher priority is
considered as a most urgent task to be scheduled. The classification is obtained based
on quartile method. This technique aims to divide all tasks into three quartiles. The
lower quartile is the value of the middle of the first set, where 25% of the values are
smaller than the first quartile and 75% are larger. The median quartile is the middle
value of the data set. The upper quartile is the value of the middle of the second set,
where 75% of the values are smaller than the third quartile and 25% are larger.

When DPQ algorithm dispatch all tasks among dynamic priority-queue, then the
scheduler receives all queues generated, DPQ selects each queue and schedule tasks to
appropriate resource (Vms) on the basis of PSO algorithm. The objective is executing
tasks on the available resources with the minimum makespan. So the fitness function in
(10) is used to calculate the executions times of all possible tasks sequences on every
cloud resource, then, return the maximum value. The scheduling of tasks using the PSO
algorithm can effectively maximize the resource utilization and reduce the makespan as
well as the cost of using resources.
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Fig. 1. Scheduling process of DPQ-PSO

Fitness = Max{(pwm,(pwn27 P . (pvmm} (10)

n
Where ¢,,, = ;} 0j(Task;), 6;(Task;) is the execution time of task i on vm;, n is the
=

number of tasks and ¢, is the total execution time of set of tasks running on vm;.

In Fig. 2, the AHP model consists of three levels. The objective level is to get best
priority under many different parameters. The attribute level is composed of task
parameters or decision criteria. The most important criteria are considered such as task
length, waiting time, burst time and deadline. The decision alternatives represented by
tasks in the alternative level. A comparison matrix can be built based on the Saaty Rating
Scale [20], which is used to determine the relative importance of each task in terms of each
criterion. The weights of all tasks can be derived using the analysis hierarchy process
(AHP). Consider that T = {T'1, T2, T3,..., Ti} be a set of tasks in cloud environment
and P={Pl, P2, P3,...,Pj} be a set of task parameters. Assume that
C!,C?,C3,...,CY are d comparison matrixes of tasks which are created according to
priority of task parameters. For each of comparison matrixes we should compute a priority
vector (vector of weights). The priority vector can be obtained by solving Eq. (3). There
are several methods for calculating priority vector [8, 11, 20]. An iterative method for
solving Eq. (3) can be found in [21]. This method solves the Eq. (3) by using numerical
methods. In this case we can define a normal matrix of tasks level A = [w!, w?,
w3, ..., wd}. It is clear that A is a matrix with m (the number of tasks) rows and d (the
number of parameters) columns. The next step is to make a comparison matrix for
resources according to priorities. This matrix determines that which resource has higher
priority than others based on decision maker(s). In this case, we will have a matrix with d
rows and d columns. Assume that M is comparison matrix for task attributes, thus y will be
defined as priority vector of M. The next step of the algorithm is to calculate PVM which is
denoted as priority vector of prioritizing tasks. PVM can be calculated by Eq. (11).

PVM = Ay (11)
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Fig. 2. AHP model of task priority

4 Experimental Results

To evaluate the proposed algorithm, the simulation is implemented using CloudSim
simulator [22]. This simulator supports both modeling and simulation for single and
inter-networked clouds. CloudSim enables seamless modeling, experiments and sim-
ulation of the cloud computing systems and application provisioning environments.
The simulation is done using 10 Datacenter, [2—6] hosts, 30 virtual machines where
processor MIPS in [1000-30000], Ram memory in [256-2048] and the Bandwidth in
[500-1000]. For the tasks source, we get tasks from workload data. We use workload
traces from real systems available from the Parallel Workload Archive (PWA). The
workload data used is called The Cornell Theory Center (CTC) IBM SP2 log [23].

4.1 Numeric Example

The following is an example of the AHP process to prioritize the tasks in the proposed
scheduling algorithm. We assume that three tasks are received to be handled by the
Cloud Provider. All the tasks are of different nature depending on the requirement of
Length, waiting time, burst time and deadline. The Relative priority matrix of task
attributes is shown in Table 1.

Comparison matrix can be shown as follows:

N AW
B Q0
W= = O =
—_— ) A=

M is consistent because we have: A, = 4.30, CI = # =0.076, CR = % =

0.08 and CR <0.1. Similarly to Table 2, we calculate all priority vectors of tasks, so the
result is:

0.09

0.19 03 053 0.17 05 0.33
A=1063 0.16 0.14 0.17 |and y = 0 '28 Thus, PVM = Ay = | 0.19
0.17 0.54 0.33 0.66 ' 0.46

0.12
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Table 1. Priority of AHP criterion

Criterion Length | Waiting time | Burst time | Deadline | Priority vector
Length 1 173 1/4 172 0.09
Waiting time | 3 1 3 4 0.48
Burst time |4 1/3 1 3 0.27
Deadline 2 1/4 173 1 0.14

Table 2. Priority of tasks according to the length criteria

Length | Task 1 | Task 2 | Task 3 | Priority vector
Task 11.00 {0.33 1.00 1 0.19
Task 2/3.00 [1.00 |4.00 |0.63
Task 3/1.00 {0.25 1.00 |0.17

This means that task 3 has highest priority then task 1 has second priority and task 2
has less priority. So, the order of tasks in the global priority-queue will be: Task 3 in the
front of queue, then task 1, next task 2.

4.2 Simulation Results

In the simulation experiments, we compare the proposed algorithm DPQ-PSO with
FCFS, and PSO in terms of makespan. Several experiments with different parameter
setting were performed to evaluate the efficiency of proposed algorithm.

Figure 3 shows the comparative analysis of makespan of the three algorithms. The
makespan of DPQ-PSO is better when compared with the other two algorithms,
because the tasks are prioritized into three different levels, then these tasks are sub-
mitted according to the priorities. High priority tasks have been submitted first and
processed by VMs with high priority and so on. Therefore, high priority tasks take less
time, then medium priority task, and then low priority tasks. DPQ-PSO can achieve an
advantage performance and good utilization of resources.

6000
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4000

F—
@
>
% 3000 = FCFS
= 5000 = PSO
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1000 -

5 10 15 20 25

Number of tasks

Fig. 3. Average makespan with different number of tasks
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5 Conclusion

Scheduling is an interesting challenge in cloud computing nowadays. Priority of tasks
is an important issue in task scheduling. This paper proposes an efficient Dynamic
Priority-Queue for task scheduling in cloud computing based on multiple attribute
decision making model using analytical hierarchy process to prioritize tasks, and also
using meta-heuristic algorithm to schedule tasks to the best suitable resources. The
simulation results show that the proposed approach acts successfully with good per-
formances in term of makespan, achieve a high utilization of resources and also
improve users’ comprehensive QoS significantly. In future, the proposed work can be
enhanced so as adding more QoS parameters.

References

1. Mell, P., Grance, T.: The NIST Definition of Cloud Computing. National Institute of
Standards and Technology, the NIST Special Publication 800-145. ACM (2011)

2. Hoang, H.N., Le Van, S., Maue, H.N., Bien, C.P.N.: Admission control and scheduling
algorithms based on ACO and PSO heuristic for optimizing cost in cloud computing. In:
Krol, D., Madeyski, L., Nguyen, N.T. (eds.) Recent Developments in Intelligent Information
and Database Systems. SCI, vol. 642, pp. 15-28. Springer, Heidelberg (2016). doi:10.1007/
978-3-319-31277-4_2

3. Thomas, A., Krishnalal, G., Jagathy Raj, V.: Credit based scheduling algorithm in cloud
computing environment. Procedia Comput. Sci. 46, 913-920 (2015)

4. Wu, X., Deng, M., Zhang, R., Zeng, B., Zhou, S.: A task scheduling algorithm based on
QoS-driven in cloud computing. Procedia Comput. Sci. 17, 1162-1169 (2013)

5. Karthick, A., Ramaraj, E., Subramanian, R.: An efficient multi queue job scheduling for
cloud computing. In: 2014 World Congress on Computing and Communication (2014)

6. Verma, A., Kaushal, S.: Bi-criteria priority based particle swarm optimization workflow
scheduling algorithm for cloud. In: RAECS (2014)

7. Patel, S., Bhoi, U.: Improved priority based job scheduling algorithm in cloud computing
using iterative method. In: International Conference on Advances in Computing and
Communications (2014)

8. Ghanbari, S., Othman, M.: A priority based job scheduling algorithm in cloud computing.
Procedia Eng. 50, 778-785 (2012)

9. Gu, L., Tang, Z., Xie, G.: The implementation of MapReduce scheduling algorithm based on
priority. In: Li, K., Xiao, Z., Wang, Y., Du, J., Li, K. (eds.) ParCFD 2013. CCIS, vol. 405,
pp. 100-111. Springer, Heidelberg (2014). doi:10.1007/978-3-642-53962-6_9

10. Xu, L., Yang, J.-B.: Introduction to Multi-Criteria Decision Making and the Evidential
Reasoning Approach. Working Paper No. 0106, May 2001

11. Saaty, T.L.: The Analytic Hierarchy Process. McGraw-Hill, New York (1980)

12. Saaty, T.L.: Decision making with the analytic hierarchy process. Int. J. Serv. Sci. 1(1),
83-98 (2008)

13. Alonso, J.A., Lamata, M.T.: Consistency in the analytic hierarchy process: a new approach.
Int. J. Uncertain. Fuzziness Knowl.-Based Syst. 14, 445-459 (2006)

14. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: International Conference on
Neural Networks, vol. 4, pp. 1942-1948. IEEE (1995)


http://dx.doi.org/10.1007/978-3-319-31277-4_2
http://dx.doi.org/10.1007/978-3-319-31277-4_2
http://dx.doi.org/10.1007/978-3-642-53962-6_9

15.

16.

17.

18.

19.

20.

21.

22.

23.

An Efficient Dynamic Priority-Queue Algorithm 143

Clerc, M., Kennedy, J.: The particle swarm — explosion, stability, and convergence in a
multidimensional complex space. IEEE Trans. Evol. Comput. 6, 58-73 (2002)

Feng, Y., Teng, G., Wang, A., Yao, Y.: Chaotic inertia weight in particle swarm
optimization. In: Second ICICIC, p. 475. IEEE (2007)

Xin, J., Chen, G., Hai, Y.: A particle swarm optimizer with multi-stage linearly-decreasing
inertia weight. In: International Joint Conference on Computational Sciences and
Optimization, pp. 505-508. IEEE (2009)

Yue-lin, G., Yu-hong, D.: A new particle swarm optimization algorithm with random inertia
weight and evolution strategy. In: International Conference on Computational Intelligence
and Security (CISW 2007), pp. 199-203. IEEE (2007)

Kennedy, J., Eberhart, R.: A discrete binary version of the particle swarm algorithm. In:
International Conference on Systems, Man, and Cybernetics. Computational Cybernetics
and Simulation, pp. 4104-4108. IEEE (1997)

Saaty, T.: How to make a decision: the analytic hierarchy process. Eur. J. Oper. Res. 48,
9-26 (1990)

Maysum, P.: Iterative methods for computing eigenvalues and eigenvectors. Waterloo Math.
Rev. 1, 9-18 (2011)

Calheiros, R., Ranjan, R., Beloglazov, A., De Rose, C., Buyya, R.: CloudSim: a toolkit for
modeling and simulation of cloud computing environments and evaluation of resource
provisioning algorithms. J. Softw.—Pract. Exp. 41, 23-50 (2011). ACM

Parallel Workloads Archive: The Cornell Theory Center (CTC) IBM. http://www.cs.huji.ac.
il/labs/parallel/workload/l_ctc_sp2/index.html


http://www.cs.huji.ac.il/labs/parallel/workload/l_ctc_sp2/index.html
http://www.cs.huji.ac.il/labs/parallel/workload/l_ctc_sp2/index.html

Hybridization of an Index Based on Concept
Lattice with a Terminology Extraction Model

for Semantic Information Retrieval Guided
by WordNet

Fethi Fkih®) and Mohamed Nazih Omri

MARS Research Unit, Department of Computer Sciences,
Faculty of Sciences of Monastir, University of Monastir, Monastir, Tunisia
fethi.fkih@gmail.com
http://www.mars.org.tn/

Abstract. In this paper, we present IRAFCA-WN an information
retrieval system from textual documents. Our model includes an auto-
matic extraction module of terminology and a module based on formal
concept analysis (FCA) guided by WordNet for indexing. The experimen-
tal study on a standard test data shows the effectiveness of our hybrid
model.

1 Introduction

The design of an effective model for information retrieval requires three main
factors. The first one is to have a reliable system for the extraction of meaningful
terms that can describe, with a comprehensive and discriminative way, the con-
tent of the documents. The second important factor is to use a flexible indexing
model which facilitates the organization of terms and documents. The third fac-
tor is the use of linguistic resources (lexical databases, thesauri, ontologies, etc.)
to give a semantic aspect to the system and increase its performance [17,19].

Our system IRAFCA-WN tried to satisfy these requirements. First, we devel-
oped a terminology extraction system. Then we proposed an indexing model.
Finally, we used WordNet! to solve problems related to the ambiguity of nat-
ural languages. The remainder of this paper is structured as follows. Section 2
presents the main approaches of Information retrieval based on concept lattice.
In Sect. 3, we introduce our approach for the information retrieval based on con-
cept lattice guided by WordNet. Section 4 is reserved for the performance tests
of our approach. Our experimental study is realized on the standard test data
Medline and our model is compared with other powerful models.

! https://wordnet.princeton.edu/wordnet /download/.

(© Springer International Publishing AG 2017

A. Abraham et al. (eds.), Proceedings of the 16th International Conference on Hybrid
Intelligent Systems (HIS 2016), Advances in Intelligent Systems and Computing 552,
DOI 10.1007/978-3-319-52941-7_15


https://wordnet.princeton.edu/wordnet/download/

Semantic Information Retrieval Guided by WordNet 145

2 Related Works

Since the introduction of the theory of formal concept analysis (FCA) in the 80s
by Wille [21], the use of concept lattices for information retrieval has become
very common. However, information retrieval is seen as a direct and intuitive
application of the FCA theory. In fact, there’s a high correspondence between
the theoretical foundations of FCA and information retrieval techniques [12].
Practically, if objects are replaced by documents and attributes by terms; the
formal context becomes an inverted file (index) commonly used for indexing
documents.

Rapidly several models of information retrieval based on FCA have emerged.
We cite, CLAIR [5] which is based on query insertion through classification-
based reasoning. BR-Explorer system retrieves objects by classifying the query
in a concept lattice organizing the considered objects [16]. Concept Lattice-
based Ranking (CLR) methods are essentially based on the idea of considering
the query as a new entry to the formal context [12-15]. Carpineto and Romano
in [4] present a detailed study on the application of formal context analysis for
information retrieval.

Several studies show that information retrieval systems based on concept
lattices are more efficient than those based on Boolean model [3,11]. Complex-
ity remains the major limitation of the systems based on concept lattice. This
complexity is mainly manifested in large contexts. To reduce the computational
complexity for systems based on concept lattice, several solutions are proposed.
We cite, among others, ZooM [18] and iceberg lattices [20].

3 IRAFCA-WN: An Overview

In this section, we present the general architecture of our information retrieval
system. IRAFCA-WN is composed essentially of two modules (see Fig. 1):

— A terminology extraction system COTEM: Our model of indexation is based
mainly on the use of complex terms (i.e. terms composed by at least two
tokens). Indeed, the use of complex terms to index a documents collection
decreases the problems of semantic ambiguity that affects the performances
of information retrieval systems. In previous work [6-8,10] we have presented
COTEM a model of extraction of complex terminology from text documents.
This model showed an acceptable efficiency. COTEM focuses primarily on the
extraction of complex terms, in order to use them for indexing. Indexing by
complex terms is justified by their low semantic ambiguities, which will greatly
simplify the task of disambiguation what will save us time and resources.
As we already mentioned in [6], COTEM consists of two modules that work
sequentially (see Fig.1): first, a linguistic extraction based on CRFs, then a
statistical filter.

— An indexing architecture based on concept lattice model IRAFCA [9]: In order
to organize the relationships between documents and terms, we exploit the
theoretical basis provided by the formal concept analysis (FCA). In fact, using
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a concept lattice for indexing documents has led us to propose IRAFCA,
an information retrieval algorithm in a concept lattice. To give a semantic
aspect to our index, we used a lexical database (WordNet) to manage problems
associated with polysemy and synonymy which are very common in natural
languages. The use of complex terms for indexing will greatly facilitate the task
of the disambiguation. Indeed, a study of the WordNet2.0 ontology has shown
that 89% of complex terms are monosemic (having only a single meaning) and
99% of complex terms have at most two different senses, unlike simple terms
(composed by a single token) that are usually ambiguous [1]. For weighting
the terms of our index, we use the weighting normalized function used in the
Inquery system [2].

WordNet

Terminology

. Index
Extraction .
COTEM Construction

List of Terms

Concept |
lattice

Textual documents
collection

Response (relevant

Matchin
: documents)

User Query terms

Fig. 1. General overview of IRAFCA-WN

3.1 Index Construction

In this level, we try to determine the concepts that correspond to complex terms
extracted by COTEM. For this, we project these terms onto WordNet. Practi-
cally, these terms are classified into two categories:

1. Terms that are entries in WordNet: these terms do not present problems
essentially if they are mono-sense. Otherwise, a disambiguation task becomes
mandatory if they have several meanings (a small percentage according to
statistics).

2. Terms that are not entries in Wordnet: we look for the closest concept such
that its definition contains the maximum word of the considered term. After
identifying the concepts, it remains to weight the relation between the concept
and the document that provide it. This weight is calculated by quantifying
the statistical and semantic importance of the concept in the document.
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Our next step, is to construct the index. For this, we propose a model based on
concept lattice. The use of the lattice provides a semantic model, since the index
is the result of unsupervised classification operation (clustering). Algorithm 1
shows the steps required to build the index. Note that we use the ConExp?
software to build a XML file corresponding to the lattice.

Algorithm 1. Index_Construction()

Data: T = {ti1,t2,...,tn}: List of terms belonging to the index, with n is the
number of terms in the index
WordNet: an ontology
Result: B(D, T, I): Concept lattice modelling the relation between terms and
documents

begin
1 Disambiguation_Index()
for t € T do
2 | Weight(t)
end

Build_Lattice()
end

3.2 Index Disambiguation

Our technique used for disambiguation (see Algorithm 2) is based on the set of
terms mono-sense of the index. For each term having several possible meanings,
we look for the closest sense to the set of concept already identified. Once the
term is disambiguated it is inserted into the set. We repeat these tasks until
completing all the terms.

3.3 Query Matching and Documents Ranking

For each user query, we apply COTEM to extract relevant terms. For each
extracted term, we look (in the index) for the concept that can presenting it. If
the index does not contain this term then we look for the concepts of the index
that are closest (semantically) to the concepts of the query. After identifying
documents corresponding to the request, they are classified in descending order of
relevance. The degree of relevance is calculated based on statistical and semantic
importance of query terms in the documents returned by the system. Algorithm 3
summarizes the instructions needed for the task of matching.

4 Comparative Evaluation

In this section we try to demonstrate that our method is more efficient than
other methods in the literature. For this, we compared IRAFCA-WN with: BR-
Explorer [16], CLAIR [5] and CLR [3].

2 http:/ /sourceforge.net /projects/conexp/.
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Algorithm 2. Disambiguation_Index()

Data: T = {t1,t2,...,tn}: Set of terms belonging to the index, with n is the
number of terms in the index
WordNet: an ontology
t = {c#1, c#2,..,c#m}: set of possible sense of ¢ in WordNet
MS: Set of mono-sense terms
Result: CI = {c1,ca, ..., ¢, }: Identified concepts
begin
1 Cl+—MS
fort €T andt ¢ MS do

2 Find ¢ such that Distance(c, MS) = Max(Distance(c#i, MS))i=1..m
3 CI — CIU{c}
end
Build_Lattice()
end

Algorithm 3. Matching()

Data: Q = {t1,t2,...,tq}: Set of query terms
T = {t1,t2,...,tn}: terms of the index
B(D,T,I): index
Result: Dg = {di1,da, ...,dn }: Set of documents satisfying Q
begin
for t € Q do
if t ¢ T then
Disambiguate(t)
Find Cindez € B the most similar concept to ¢
Weight(t)
end
end
5 TRAFCA()
end

W N =

4.1 Test Data Description

During this work, we used an extract (50 abstracts) from the medical collec-
tion Medline®. We start with cleaning the corpus which is a necessary task in
order to remove all empty (stop) words such as articles (the, a, an, some, any),
conjunctions (before, when, so, if, etc.), pronouns (personal, relative, possessive
and demonstrative) and punctuation. Indeed, these words have high frequencies
in documents without having a real terminology importance. We note that the
lemmatization task is performed by TreeTagger?.

For each abstract, we apply COTEM an automatic extraction system of
complex terminology. To see the theoretical foundations of the terminology

3 http://ir.dcs.gla.ac.uk/resources/test_collections/medl/.
4 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/.
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extraction system (COTEM), you could see our previous articles [6,10]. Finally,
we get a set of descriptors (terms) for each document. In total, we get 246 terms
for the entire collection (see Table1).

Table 1. Corpus description

Medline
Documents number | Terms number
50 246

By identifying the terms that represent each document, we can build the
formal context corresponding to the Medline corpus. Table2 shows the lattice
corresponding to the formal context used in our experimental study.

Table 2. Lattice description

Medline lattice

Attributes number | Objects number | Concepts number | Relations number
246 50 147 402

4.2 Experimentation and Results

To show the effectiveness of our system, we used a well-known technique in
the information retrieval field. This technique is called “l11-point interpolated
average precision” that evaluates the performance of the ranking of documents
returned by the system. Thus, this technique gives an idea about the relationship
between precision and recall. For this purpose, we compare the results provided
by our system with 3 other information retrieval models, namely: BR-Explorer,
CLAIR and CLR. Table 3 and Fig. 2 summarizes the results (average precision)
of each model.

4.3 Results Evaluation

To evaluate the curve provided by the “11-point average precision” method, we
divide the result into two parts: the documents provided at the beginning of the
list and the documents provided at the end of the list.

Regarding the documents provided in the top of the list, we find that
IRAFCA-WN and CLAIR models are better than others, although CLAIR has
a slight edge. This result is very important because, practically, the user focuses
on the documents at the beginning of the list and ignores the rest.

Regarding the documents provided at the end of the list we find an advantage
for IRAFCA-WN on other models. The Fig.2 shows that there are no great
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Table 3. 11-point interpolated average precision for each model.

Recall | IRAFCA-WN | BR-Explorer | CLAIR | CLR

0 0.7356 0.6142 0.7671 | 0.6429
0.1 0.6924 0.6015 0.7214 |0.6177
0.2 0.6511 0.5672 0.701 | 0.5149
0.3 0.593 0.5436 0.6344 | 0.5098
0.4 0.5732 0.5181 0.6031 |0.4252
0.5 0.5493 0.4913 0.5174 |0.4007
0.6 0.5327 0.4751 0.4125 |0.3262
0.7 0.518 0.4423 0.4027 |0.3127
0.8 0.4571 0.4168 0.33685 | 0.3056
0.9 0.4488 0.3573 0.3019 |0.2714
1 0.412 0.3292 0.2598 | 0.2352

—&o— IRAFCA-WN

Precision

—l— BR-Explorer

—4—CLAIR

—>—CLR

00 01 02 03 04 05 06 07 08 05 10
Recall

Fig. 2. 11-point interpolated average precision

Table 4. Average precision for each model.

Model Average precision
IRAFCA-WN | 0.56029091
CLAIR 0.51437727
BR-Explorer |0.48696364
CLR 0.41475455

variations in the precision curve and there is no sudden drop. Indeed, IRAFCA-
WN starts with 0.7 and ends with the value 0.4.

An overview of the results can be drawn from the Table4 and the Fig. 3.
Indeed, the IRAFCA-WN model gives a good average precision and it is clearly
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06
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04
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M Average precision
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01
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IRAFCA-WN CLAIR BR-Explorer CLR

Fig. 3. Average precision

better to other models. This can be explained by the use of WordNet which
decreased issues related to the phenomenon of polysemy which improved system
accuracy.

5 Conclusion

In this paper, we presented IRAFCA-WN a system for indexing and information
retrieval. Our model includes a module for automatic term extraction from tex-
tual documents, a matching module between query and index and an indexing
model based on concept lattice guided by WordNet.

We conducted a comparative study between IRAFCA-WN with other models
in the literature. This study showed the good performance of our system and its
superiority to other systems.

As future work, we will try to improve the terminology extraction module by
integrating deeper linguistic knowledge.
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Abstract. The increased use of private vehicles, especially in urban
areas, has led to problems with pollution and congestion. In response,
new transportation systems, such as Personal Rapid Transit (PRT), have
been developed. In this paper, we propose to deal with a routing prob-
lem related to PRT that consists of satisfying a known set of passenger
requests using a set of homogeneous PRT vehicles with limited battery
capacity. Our primary goal is to test the effect of integrating simulated
annealing algorithm within parallel genetic algorithm in this particular
case of on-demand transportation system. For that purpose, this paper
proposes an hybrid simulated annealing genetic algorithm for the case
of energy minimization in PRT. In this paper, we demonstrate the effi-
ciency of the proposed algorithm by testing it on a large number of
PRT instances adapted from a real case study. Our method is shown
to produce good results as we found an average gap relative to a linear
relaxation of 2.131%.

Keywords: Personal Rapid Transit + Management of public transporta-
tion + Empty vehicle redistribution - Vehicle routing problem

1 Introduction

1.1 Background of the Paper

Nowadays, urban population is growing at an incredible pace [8]. Urban areas
around the world are changing drastically. They are facing continuously an
increasing number of challenges in term from efficient transportation of per-
sons and goods. In fact, city stackeholders need to create an efficient urban
mobility tools that contribute on reaching social, economic and environmental
objective of urban areas while reducing its negative impact such as pollution,
carbon emission, congestion, etc.

To do so, we focus in this paper on the Personal Rapid transit system (PRT)
as a new innovative public transportation tool. The PRT is a public transporta-
tion mode that could be seen as an efficient, ecological, transportation system.
(© Springer International Publishing AG 2017
A. Abraham et al. (eds.), Proceedings of the 16th International Conference on Hybrid

Intelligent Systems (HIS 2016), Advances in Intelligent Systems and Computing 552,
DOI 10.1007/978-3-319-52941-7_16
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It has the possibility to overcome the classical problem related to public trans-
portation. PRT uses small driverless electric vehicles to offers an on-demand
taxi-like transportation service for its users.

PRT have recently proved its efficiency and is now used in different urban con-
texts such as airports (Heathrow London UK), university campus (Morgan town,
West Virginia USA), new ecological city (Masdar City Abu Dhabi UAE), etc.

1.2 Related PRT Literature

As the PRT is considered as a relatively new transportation system, its literature
is at early stage. Despite early ideas related to PRT was presented in 1953 by
Don Fichter, there is only about 200 papers that treated different PRT issues
[6]. The related literature related to PRT have focused on the feasibility of such
an innovative system and only recently more works have been focused on the
operational level and issues of PRT. One could note specially the optimal design
problem [17], optimizing the fleet size [4], simulation [11], theoretical maximum
capacity [13], etc. More recently a special focus was made on different routing
problems related to PRT. One could note specially the problem of minimizing
the waiting time of passengers [7] and the minimization of energy consumption
[10,14].

In this work, we consider to minimize the energy minimization of the PRT
in a static deterministic context while considering the use of battery operated
PRT vehicles. In fact, the recent works of minimizing energy minimization of the
PRT [14,15] considered to develop exact and mat-heuristic methods. However
investigating the hybridizing of different heuristics to solve such a problem was
not investigated in the literature.

Therefore and starting from this gap in the literature, we consider hybridiz-
ing simulated annealing algorithm and parallel genetic algorithm in order to
minimize energy consumption while focusing on the battery issues for RT vehi-
cles. This is considered as a complication factor as vehicles would be periodically
unavailable to recharge their batteries in the depot.

1.3 Motivation of the Studied Problem

This work is concerned with the problem of minimizing energy consumption for
PRT system in a static deterministic context. More specifically, we focus on the
empty vehicle management (EVM) of PRT vehicles under battery constraints
to minimize the total energy used to satisfy a set of known list of passengers
requests.

In fact and as the PRT system offers an on-demand transportation service,
the number of vehicles ending at a specific station doesn’t necessarily equal to the
number of the vehicles departing from that station. Therefore, some PRT vehicles
needs to move empty (without passengers) to cope with the upcoming demand
at certain stations. The problem of deciding which specific empty vehicles to
move and where to move it is called the EVM. Solving this problem is highly
important to PRT system as it would ensure a maximum level of service using
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the limited resource of PRT vehicle. This is highly important for a PRT system
in order to be competitive against other transportation tools.

1.4 The Proposed Solution Approach

When solving an optimization problem such as the minimization of energy
consumption of PRT, one could implement exact or meta-heuristic solution
approaches. In fact, the quality of the generated solutions depends closely on the
chosen solution approach and the problem size. When solving small instances,
exact methods are most suited to solve them. As for large instances, exact meth-
ods are not adapted to solve them as they consume a large amount of com-
putational time. On the other hand, approximate approach such as simulated
annealing and genetic algorithms, are known to be a powerful method for gener-
ating high quality solutions in a small computational time in the transportation
context.

Within this context, one could focus specially on parallel genetic algorithms.
Parallel genetic algorithms are based on a conceptual model where parallel pop-
ulations exist and evolve together in order to find the best solution for an opti-
mization problem. Parallel genetic algorithms offers the advantages of exploiting
new hardware architectures such as multi-cores computers in order to develop
new kind of genetic algorithms that run more efficiently profiting from these
architectures.

In this paper, we consider implementing a parallel genetic algorithm for solv-
ing the proposed problem based on the different advantages that such a model
offer. Also, we consider a learning local search method such as simulated anneal-
ing to be implemented within the proposed parallel genetic algorithm. A simu-
lated annealing (SA) is a stochastic algorithm that can be seen as a hill-climber
which implement internal mechanism to escape from local optima. For our algo-
rithm, moves that increase the energy consumption of the system would be
accepted with a decreasing probability.

We should note that in the literature several parallel genetic algorithms were
implemented to solve different problems [2,9,12]. However, the hybridization of
SA with a parallel genetic algorithm was not considered in the transportation
context before.

1.5 Contribution of This Paper

In this work, and in emphasis with the idea of implementing an efficient hybrid
meta-heuristic for energy minimization in the context of PRT, we:

1. We focus on the operational level of decisions related to PRT and in order
to enhance its performance, we propose to study a new problem related to
PRT in order to minimize the energy minimization of the system in a static
deterministic context while using vehicles with limited battery capacity.

2. We propose to hybridize a parallel genetic algorithm with SA in order to solve
the proposed problem.
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3. We validate our finding and model through extreme experimental study based
on the case study of the Masdar PRT’ network in the United Arab Emirates
(UAE) taken from the literature.

1.6 Outline of This Paper

This paper is organized as follow: we first present the formal definition of our
problem related to PRT. Section 3 presents the hybridization of SA and parallel
genetic algorithm to deal with our problem. Section 4 proposes the experimental
study to test the validity of our algorithm and the efficiency of introducing
SA within parallel genetic algorithm. Finally, the conclusions are presented in
Sect. 5.

2 Problem Definition

The problem treated is based on the assumption that we have a predetermined
list of trips to serve. We define the problem as presented by Mrad and Hidri.

Let us suppose that we have a set of PRT stations S, a depot D, and a PRT
network N that makes it possible to journey between any pair of stations. Let
us also suppose that we have an unlimited number of vehicles that are initially
located in the depot and have battery capacity B.

Cost; ; is a cost matrix that defines the cost of traveling from station %
to station j. The cost of moving between station ¢ and station j in the PRT
network will be the length of the shortest path calculated using a Floyd—Warshall

algorithm.
Let us define a list of trips T that has cardinality |T| = n. Each trip i
(=1,...,n) will have its particular origin and arrival stations (OS;, AS;) and

its particular departure and arrival times (OT;, AT;). We also suppose that
the vehicle should return to the depot to charge its battery when necessary.
The PRT problem is defined on an asymmetric graph G = {V, E}, where
V = {vg,v1,v2,...,v,} is a set of nodes for which vy defines the depot and
v1,Va,...,0, defines the n different trips that the PRT system must cover. We
define V* = V /vg. Moreover, E = {(v;,v;);v;,v; € V'} is a set of arcs that is
defined as follows:

= If v;,v; € V* with AT; + Cost(as, 0s,) < OTj, then the arc (i, j) exists and
has cost c;;, which represents the energy consumed from the arrival station
of trip i (AS;) to the arrival station of trip j (AS;). Hence, each edge will
have a combined cost that includes the cost of the movement from one trip to
another and the cost of a trip itself.

— For each node i € V* we add an arc (0,4). The cost of this arc is cp; and
represents the energy used to reach the arrival station of trip 7 from the depot.

— For each node i € V* we add an arc (i,0). The cost of this arc is ¢;p and
represents the energy used to reach the depot from the arrival station of trip .
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We also define E' = {(v;,v;);v;,v; € V*}.

Note that G is a direct incomplete graph, because if the arc between node
i and node j exists, the opposite arc does not exist. Our problem is a typical
node routing problem that can be assimilated into the asymmetrical distance-
constrained vehicle routing problem (ADCVRP) [5]. This problem is proven to
be NP-hard [5]. The main purpose in our problem is to assign trips to vehicles
with respect to the battery capacity of each vehicle in order to minimize the
total consumption of electrical energy.

3 Hybridizing Simulated Annealing and Parallel
Genetic Algorithm

In this section, we describe our parallel hybrid genetic algorithm (GA) and SA
used to solve the energy minimization PRT problem. First, we present the main
details about the proposed algorithm (solution representation, fitness evaluation,
crossover and mutation operators). Then, we discuss the parallel model used.

3.1 Solution Encoding

We used the permutation representation with integer number encoding. A per-
mutation of integer would represent the different trips of our problem. A solution
based on our solution encoding would require for each trip an unique integer ID.
For example, 5 trips’ problem will need five different identifiers: 1, 2, 3, 4, 5.
The permutation representation offers the possibility to use specific operators in
order to make sure to obtain a feasible solutions.

3.2 Solution Evaluation

A fitness function is an important feature for any GA as it defines how good a
solution is. Thus, fitness function guides the GA during its search process toward
the optimal solution. In this paper, we adapt the Split fitness function of Prins
used initially for the capacitated vehicle routing problem (CVRP) [16].

The Split function founds the optimal set of roads starting from a permuta-
tion by computing a shortest path in an auxiliary graph H. The Split function
first constructs an auxiliary graph H where each node represents a trip in the
solution and each edge represents a feasible road. H contains also an additional
node representing the depot location. Therefore for a problem containing n trips,
H would contain n + 1 nodes numbered from 0 to n. Each edges in H has a cost
representing the energy consumption relative to its related road. Let us recall
that a road is a sequence of visiting trips starting and ending at the depot. To
determine the related cost of a solution, the Split function computes the shortest
path in H starting from node 0 to node n. More details about the Split function
could be found in [16].
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3.3 Genetic Operators

In order to generate a new solutions, GA applies two main operators: crossover
and mutation. As for the crossover operator, we used in our algorithm the one
point crossover. This operator and starting from the two selected parents, chooses
a random cutting point. The trips that appear before the cutting point are copied
into the new generated offspring. The missing trips in the offspring are copied
from the second parent while respecting their order of appearance.

As for the mutation operator, we used the insertion mutation. A random trip
is selected and is inserted in a new different position randomly.

3.4 The Parallel Approach

A parallel GA is characterized by having multiple component, which are inde-
pendent of their the general population structure. In this paper, we choose the
cellular parallel model.

The main advantage and characteristic of the cellular parallel model is the
structure of its population. In fact, the population of individuals in a cellular
parallel model are in the form of a matrix of individuals. Each individual in the
matrix population interact only with its neighbors. Consequently and since good
quality solutions could be present in different areas of the population, they are
slowly spread through the global population.

Consequently, the proposed parallel solution approach is proposed in Algo-
rithm 2. We should note that the proposed parallel solution approach is
hybridized with an SA procedure presented in Algorithm 1. Note that the func-
tion C used in our Algorithms refers to the evaluation function.

4 Experimental Validation

In order to test the ideas presented in this paper and the effect of integrating SA
into a parallel genetic algorithm in the context of PRT, we used instances from
the literature [15]. These instances are based on the use case of Masdar City in
the UAE. The size of the list of trips of these instances varies from 10 to 400
trips. Overall this testing bed has 1320 instances. To assert the quality of the
obtained solutions, we used the GAP metric. The GAP is obtained as follows:

GAP = (W) x 100 We should note that LB is the linear relaxation
of the presented mathematical formulation presented in the literature [1].

Results are obtained in Table 1.

For the genetic algorithm, the parameters are as follow: (i) population size: 16
(4*4), (ii) Mmaz generations: 1000, (iii) crossover rate: 0.9, (iv) mutation rate: 0.3.
For the SA procedure the parameter are as follow: (i) FL = 20, (ii) MTT = 20,
(iii) @ = 0.95, (iv) Tp = 5.

We should note that these parameters are defined based on a specific tuning
algorithm that was presented in [3].

Table 1 proves the good quality results obtained from hybridizing SA and par-
allel genetic algorithm as we found an average gap of 2.131% in 9.424s. In order
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Table 1. Result of the proposed algorithm

Number of trips | Average gap % | Average time (sec)
10 1.195 0.908
15 1.031 1.173
20 1.138 1.456
25 1.671 1.765
30 1.796 2.087
35 2.224 2.285
40 1.869 2.579
45 1.701 2.941
50 1.797 3.255
55 2.260 3.621
60 1.752 3.813
65 1.773 4.553
70 2.530 4.637
75 2.192 5.044
80 2.017 5.187
85 2.250 5.768
90 1.899 6.187
95 2.176 6.428
100 2.452 6.850
110 2.059 7.597
120 2.383 8.469
130 2.748 9.147
140 1.987 9.811
150 2.004 10.802
160 2.654 12.065
170 2.350 12.592
180 2.038 13.682
190 2.392 15.176
200 2.711 15.934
250 2.267 21.277
300 2.672 27.318
350 2.919 34.883
400 3.402 41.698
Average 2.131 9.424
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Algorithm 1. SA Procedure (Initial Solution: X))
1: »=0
2: Xpest = Xo
3: while (R < MT)AND(T, > 0) do
4: n=0
5:  whilen < FL do
6: Select Operator Exchange-Mutation, Inversion-Mutation or Displacement-
Mutation Randomly

7. Xnew - Xn
8: A =C(Xnew) — C(Xvest)
9: if A <0 then
10: Xbest = Xnew
11: Xn = Xnew
12: n=n-+1
13: else
14: y=RAND(0, 1)
15: Z =e=4/1)
16: if y < Z then
17: n=n-+1
18: Xn = Xnew
19: end if
20: end if
21: n=n-+1
22:  end while
23: r=r+1

24: TT = Tr—l — CYTT_1
25: end while

to test the effect of integrating SA within our proposed parallel algorithm, we
performed a lesion study where we eliminate the SA component of our proposed
algorithm and test the new algorithm of the instances of size great or equal to
200 trips. The difference on the performance of the two algorithms would provide
us an idea about the expanse of the SA component on the performance of the
proposed algorithm.

Also and to enrich our comparative study, we used the Wilcoxon matched-
pairs signed-rank test in order to know if the results are statistically different.
These comparative analysis are made on large instances of size great or equal to
200 trips. Results of this statistical test found a P-value less than 0.0001 which
proves that the results of the hybrid SA and parallel genetic algorithm and the
results of the basic parallel genetic algorithm are statistically different at the
level of 0.01. These results confirm the good effect of integrating SA within a
parallel model. In fact, the SA helps the parallel genetic algorithm to gain an
average gap of 4.558% on instances of size big or equal to 200 trips. These results
confirm the validity of integrating SA within a parallel algorithm.
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Algorithm 2. Cellular Genetic Algorithm (List of Trips 7', PRT network: N)

1: Constructs G based on T and N

2: while Not reach termination criterion do

3: forzxz=1— WIDTH do

4 fory=1— HEIGHT do

5: parentl = Individual-At(x,y).

6: parent2 = Select-From-Neighborhood(x,y).
7.

8

offspring = One Point Crossover(parentl,parent2).
: offspring = Insertion Mutation(offspring).
9: Evaluate The generated offspring

10: A = C(of fspring) — C(Individual — At(z,y))

11: if offspring is better than Individual-At(x,y) then
12: Insert(of fspring, popaux, x,y).

13: else

14: Insert(Individual — At(x,y), popaux, X,y).

15: end if

16: end for

17:  end for

18:  pop = popaux
19: forx=1— WIDTH do

20: fory=1— HEIGHT do

21: Apply SA on Individual-At(x,y)
22: end for

23:  end for

24: end while
25: return the best individual in pop

5 Conclusions

In this paper, we studied the energy minimization for driverless vehicles in the
context of PRT under time window and battery constraints. Due to the com-
plexity of the problem under study, we have proposed an efficient hybrid SA
and parallel genetic algorithm to minimize energy consumption. To achieve a
robust design of the proposed algorithm, a cellular parallel model was proposed.
Furthermore, computational experiments were carried out through 1320 differ-
ent problem instances. Based on the obtained results, it was emerged that the
proposed algorithm is able to obtain good quality result within a reasonable
amount of CPU time for most cases. In addition, we can see that when the size
of problems increase, the proposed hybrid algorithm still has a good performance
in terms of solution quality.

Future research may focus on hybridizing parallel genetic algorithm with
other learning individual techniques. Also other parallel models for genetic algo-
rithms could be investigated. Also, using multi-objective models in which con-
flicting objectives are considered can be suggested for further research.



162

O. Chebbi et al.

References

10.

11.

12.

13.

14.

15.

. Almoustafa, S., Hanafi, S., Mladenovi, N.: New exact method for large asymmetric

distance-constrained vehicle routing problem. Eur. J. Oper. Res. 226, 386-394
(2012)

Cai, P., Cai, Y., Chandrasekaran, I., Zheng, J.: Parallel genetic algorithm
based automatic path planning for crane lifting in complex environments.
Autom. Constr. 62, 133-147 (2016). http://www.sciencedirect.com/science/
article/pii/S0926580515002009

Chebbi, O., Chaouachi, J.: Effective parameter tuning for genetic algorithm to
solve a real world transportation problem. In: 2015 20th International Conference
on Methods and Models in Automation and Robotics (MMAR), pp. 370-375. IEEE
(2015)

. Chebbi, O., Chaouachi, J.: Optimal fleet sizing of personal rapid transit system.

In: Saeed, K., Homenda, W. (eds.) CISIM 2015. LNCS, vol. 9339, pp. 327-338.
Springer, Heidelberg (2015). doi:10.1007/978-3-319-24369-6_27

Chebbi, O., Chaouachi, J.: Reducing the wasted transportation capacity of per-
sonal rapid transit systems: an integrated model and multi-objective optimization
approach. Transp. Res. Part E Logistics Transp. Rev. (2015)

Cottrell, W.D.: Critical Review of the Personal Rapid Transit Literature, pp. 1-14
(2005). Chap. 34

Daszczuk, W.B., Choromanski, W., Mieécicki, J., Grabski, W.: Empty vehicles
management as a method for reducing passenger waiting time in personal rapid
transit networks. IET Intell. Transp. Syst. 9(3), 231-239 (2014)

Davis, K.: The urbanization of the human population. In: The City Reader, pp.
2-11 (2011)

. El-Alfy, E.S.M., Alshammari, M.A.: Towards scalable rough set based

attribute subset selection for intrusion detection using parallel genetic
algorithm in mapreduce. Simul. Model. Pract. Theory 64, 18-29 (2016).
http://www.sciencedirect.com/science/article/pii/S1569190X16000174. Advances
on Information and Communication Systems

Fatnassi, E., Chebbi, O., Chaouachi, J.: Discrete honeybee mating optimization
algorithm for the routing of battery-operated automated guidance electric vehicles
in personal rapid transit systems. Swarm Evol. Comput. 26, 35-49 (2015)
Fatnassi, E., Chebbi, O., Siala, J.C.: Two strategies for real time empty vehicle
redistribution for the personal rapid transit system. In: 2013 16th International
IEEE Conference on Intelligent Transportation Systems-(ITSC), pp. 1888-1893.
IEEE (2013)

He, L., Yu, X., Huang, Z., Talab, A.M.A.: The two-dimensional double-entropy
threshold based on the parallel genetic simulated annealing algorithms. Optik -
Int. J. Light Electron Opt. 127(1), 96-101 (2016). http://www.sciencedirect.com/
science/article/pii/S0030402615012759

Lees-Miller, J.D., Hammersley, J.C., Wilson, R.E.: Theoretical maximum capacity
as benchmark for empty vehicle redistribution in personal rapid transit. Transp.
Res. Rec. J. Transp. Res. Board 2146(1), 76-83 (2010)

Mahdi, M., Lotfi, H.: Optimal consumed electric energy for a personal rapid tran-
sition transportation system. Comput. Indus. Eng. 79, 1-9 (2015)

Mrad, M., Chebbi, O., Labidi, M., Louly, M.A.: Synchronous routing for personal
rapid transit pods. J. Appl. Math. 2014(1), 1-8 (2014)


http://www.sciencedirect.com/science/article/pii/S0926580515002009
http://www.sciencedirect.com/science/article/pii/S0926580515002009
http://dx.doi.org/10.1007/978-3-319-24369-6_27
http://www.sciencedirect.com/science/article/pii/S1569190X16000174
http://www.sciencedirect.com/science/article/pii/S0030402615012759
http://www.sciencedirect.com/science/article/pii/S0030402615012759

On Integrating Simulated Annealing Within Parallel Genetic Algorithm 163

16. Prins, C.: A simple and effective evolutionary algorithm for the vehicle routing
problem. Comput. Oper. Res. 31(12), 1985-2002 (2004)

17. Won, J.M., Choe, H., Karray, F.: Optimal design of personal rapid transit. In: 2006
IEEE Intelligent Transportation Systems Conference, ITSC 2006, pp. 1489-1494.
IEEE (2006)



A Survey of Methods and Performances
for EEG-Based Emotion Recognition

Asma Baghdadi'®)| Yassine Aribi"2, and Adel M. Alimi'»?

! REGIM: REsearch Groups in Intelligent Machines, Sfax, Tunisia
{baghdadi.asma.tn,yassine.aribi.tn,adel.alimi}@ieee.org
2 University of Sfax, National School of Engineers, BP 1173, 3038 Sfax, Tunisia

Abstract. EEG-based Emotion Recognition is regarded as a new field
of affective computing researching, though presenting many challenging
issues concerning the manner how emotions are elicited, and the different
techniques used for features extraction and their ability to achieve high
classification performance. This article reviews the Emotion Recognition
techniques applied and developed recently. In general terms, emotion evo-
cation based on audio-visual stimuli, features extraction techniques and
classifiers are surveyed in the field of Emotion Recognition. A compara-
tive table of recent researches is also conducted. Based on a discussion of
previous studies, our proposed architecture is presented as future work.

Keywords: Electroencephalogram (EEG) + Emotion recognition + Per-
formance - Fractal Dimension (FD) * Fuzzy C-Means (FCM)

1 Introduction

During the past twenty years, computer modeling of emotions has become an
increasingly recognized thematic. Many researches in neurophysiology and neu-
ropsychology were able to establish a strong link between emotion, rational-
ity and decision making, having increased the interest of inclusion emotions in
human interactions. Thus, different researchers in various fields, such as affective
computing, became interested in the emotional dimensions.

Psychologists, physiologists, anthropologists, sociologists, philosophers and
ethnologists have all studied different emotions in different contexts. Lately, the
emotional component was significantly considered and developed in technological
contexts such as robotics, human-computer interaction, and virtual reality.

In the context of assistive technologies, affective computing is an ongo-
ing research domain that is highly associated with psychophysiology. Emotions
reflect the inner senses of a person. Which is why affect detection systems are
considered highly important in different cases like mental disorders analysis.

This article presents various preliminaries such as EEG signal bands and
Stimuli datasets. It outlines the Emotion Recognition process specifying the
different techniques and methods used in each step. A performance comparative
table of researches is presented. Finally, based on a discussion of previous studies,
our proposed architecture is presented as future work.
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2 Preliminaries

In the literature, many models, techniques and datasets are marked as references
to be used in future researches.

This section describes different notations and theories referenced in this
paper, such as the Russell’s model for emotion mapping and datasets of labeled
pictures and sounds.

2.1 EEG Signal Bands

The EEG is an electrical signal that is recorded by electrodes appropriately
placed on the scalp of the head. These waves are generated from the brain,
then amplified and displayed using a computer, or other suitable instrument. It
consists of a wave that varies in time, much like a sound or speech signal. Fre-
quency components of these signals can be measured and analysed, and relevant
proprieties can be extracted after applying a frequency transform.

Based on an EEG signal, we are able to identify the subject’s perspective
state, so we can say “the subject is thinking about something exciting” or “the
subject is thinking about something sad”. However, it cannot inform us about
the exact nature of the thought.

Derived properties from an EEG signal are found useful. Many EEG-based
system are developed recently, such as Automatic Epilepsy Detection and Emo-
tion Recognition.

Table 1. Summary of EEG frequency bands [32]

Band Distribution Feeling states Tasks & Behaviors Physiological
correlates

Delta (0.1-3 Hz) Broad or diffused, Deep, dreamless Lethargic, not Not moving,
bilateral, sleep, non-REM moving, not low-level of
widespread sleep, trance, attentive arousal

unconscious

Theta (4-7 Hz) Regional, involve Intuitive, creative, Creative, Healing,
many lobes, recall, fantasy, intuitive; integration of
lateralized or imagery, creative, distracted, mind/body
diffused dreamlike, switching unfocused

thoughts, drowsy

Alpha (8-12 Hz) Regional, involves Relaxed, not Meditation, no Relaxed, healing
entire lobe; strong agitated, but not action
occipital w/eyes drowsy; tranquil,
closed conscious
Low beta (12-15 Hz) Localized by side Relaxed yet focused, Resting yet alert Sensorimotor
and by lobe integrated rhythm
Midrange beta (15-18 Hz) Localized, over Thinking, aware of Mental activity Alert, active, but
various areas. May self & Surroundings not agitated

be focused on one
electrode

High beta (above 18 Hz) Localized, may be Alertness, agitation Mental activity General activation

very focused of mind & Body
functions
Gamma (40 Hz) Very localized Thinking; integrated High-level Information-rich
thought information task processing

processing
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Table 1 summarize briefly the basic EEG rhythms, considering their typical
distribution on the scalp, feeling states, behaviors and physiological correlates.

2.2 Stimuli Datasets

The International Affective Picture System (IAPS) along with the International
Affective Digitized Sound system (IADS), as well as other collections of affec-
tive stimuli, are Datasets developed specifically to provide a set of normative
emotional stimuli for experimental investigations and researches of emotion and
attention [23].

The objective is to simply develop a large set of standardized, emotionally-
evocative, internationally accessible, colored photographs that includes contents
across a wide range of semantic categories.

The TAPS disposes of 1200 pictures divided into 20 sets in which, each set
consists of 60 photos. Each picture is labeled with valence and arousal values.

Several studies [7,9,10], have used pictures from TAPS to evoke subject emo-
tions during exposition sessions. Others used extracted sets from IADS in order
to record EEG data from volunteers [1].

2.3 The Russell’s Model: Valence-Arousal Model

The continuous emotion Model of Rus-
sell disposes of two Primary dimensions,
Valence for emotion positivity /negativity
and Arousal for the excitement level. The
secondary dimension is called Dominance
or Control. This dimension is not neces-
sary to determine an emotion [31].

Each emotion is a projection of
valence and arousal levels such as
excited, sad, happy and calmness. Sev-
eral researches are based on the Rus-
sell circumplex model to recognize emo-
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Whereas, researches do not achieve
the complex task to recognizing all emo-
tions because some of them are very sim-
ilar (i.e. Happy and delighted). Which is why some researchers are limited to
determine the main emotions such as happy, angry, sad, calm and neutral.

Fig. 1. The Russell’s model of affect [31]

3 Emotion Recognition Process

EEG-based brain-computer interfaces are comprised of typical components; each
element executes a specific critical function. The whole process is presented in
Fig. 2.
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3.1 Stimulus

It is essential to design efficient and reliable emotion elicitation stimuli for emo-
tion experiments. Nowadays, there are numerous kinds of stimuli used in emotion
research, like image, music, metal imagery, and films.

The interest of exposing subjects to a various type of stimulus is to evoke
emotions, which can be achieved by watching an emotional movie, listing to
pieces of music or watching expressional photos.

Various international photos/sounds databases are used in the experimental
investigation of emotions. Most popular ones are IAPS (International Affective
Picture System) and IADS (International Affective Digital Sounds) which pro-
vide normative ratings of emotion (pleasure, arousal, dominance) for a set of
acoustic stimuli.

In work [1], 2 experiments were conducted to evoke emotions, the first using
labeled audio stimuli from the TADS database, where 27 clips were chosen to
induce five emotional states: 3 clips for neutral, 6 clips for positive/low aroused,
6 clips for positive/high, 6 clips for negative/low and 6 clips for negative/high;
in the second experiment, music stimulus was achieved by playing music pieces:
a piece per emotion.

In order to label the recorded EEG
with the corresponding emotions, partic-
ipants were asked to fill a questionnaire.

On other test experiments, the proce-
dure was realized by a paradigm using
stimuli from IAPS. Subjects were pre-
sented with 54 pictures (18 per state) [7].

Furthermore, in work [10], partici-
pants were stimulated by viewing images
selected from IAPS. The selection of
three image subsets, corresponding to the
emotional states of interest, was based
on the imperial thresholds on the valence
and arousal scores. This selection was composed of these set of pictures: 106 for
calm state, 71 for positive exciting state and 150 for negative exciting state.

Fig. 2. Emotion recognition process [12]

3.2 EEG Recording

EEG recording is achieved by neuro headsets. Some of them are aimed to R&D
purposes and are used in clinical diagnosis and trials. Others are made available
for commercial use, such as the EMOTIV headset, which is the most widely used
in recent researches.

In many studies [1,2,8-10], the 14-channels, wireless EMOTIV is used, with
128 Hz as sampling rate and 16 bits as resolution. The subject was exposed
to 5 trials where each composed of happy and unhappy stimulus. Subjects are
recommended to not move in order to eliminate artifacts related to movements.
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Some of them proposed the Self-Assessment Manikin (SAM) to evaluate the real
filling of volunteers.

Other researches drew more advantages from neuro-caps having more EEG
channels, similar to work [5] where EEG data were collected from 250 gel-based
scalp electrodes, plus four infraocular and two electrocardiographic (ECG) place-
ments using a BioSemi ActiveTwo amplifier with 24-bit resolution. Caps with a
custom whole head montage that covered most of the skull, forehead, and lateral
face surface were used.

In work [3] the recording of EEG signals has been done through Nervus EEG,
with 63 channel electrodes at a sampling frequency of 256 Hz. Meanwhile, EEG
recordings in study [4] were conducted using the g MOBIlab (g.tec medical &
electrical engineering) portable biosignal acquisition system.

3.3 Preprocessing

In biomedical signal processing, the determination of noise and artifacts in the
acquired signal is necessary in order to minimize their influence while extracting
features.

The origin of an artifact can be physiologic, generated by other source than
the brain such as ocular (electroculogram: EOG) which are most dominant below
4 Hz, muscle (electromyogram: EMG) above 30 Hz and heart rate (electrocardio-
gram: EMG) around 1.2 Hz. They can also be extraphysiologic, meaning, they
arise from outside the body and are in the high 50 Hz [12], it can be related to
the EEG acquisition settings or the environment [13].

Many methods such as band-pass filtering and artifact cancelling have been
applied in several researches to determine these artifacts and extract interesting
EEG waves. In work [4], EEG signals were firstly extracted during picture pro-
jection, then a band-pass Butterworth filter 8-30 Hz was applied to the resulted
signals in order to extract waves of interest, which are, in this work as well in [10],
alpha (8-12 Hz) and beta (13-30 Hz), finally the filtered data was segmented
into 5s segments, each correspond to the duration of picture projection.

Whereas, study [8] used Blind Source Separation (BSS) provided by Inde-
pendent Component Analysis (ICA) to filter ocular and muscular artifacts, then
a comparison has been realized to deduce that EEG raw data after artifacts
removal gives better accuracy than data from direct recording.

3.4 Features Extraction and Selection

Based on features vector building during this step, classification, which is the
next step in emotion recognition process, is made possible.

In many researches, linear transformation to EEG signals was applied to
extract features, others followed nonlinear transformation, based on the fact
that EEG signal is a chaotic and nonlinear signal.

Features are generally EEG signals characteristics. The most widely known is
Power Spectral Density (PSD). In addition to Common Spatial Pattern (CSP),
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Higher Order Crossings (HOC), Spectral Power Asymmetry (ASM), Higher
Order Spectra (HOS), Asymmetric Spatial Pattern (ASP), Fractal Dimension
(FD) and statistical features, have all shown good result in several researches.

In work [2], PSD was chosen for its little computation time which is suitable
to real-time emotion recognition implementation. PSD value was computed from
each EEG extracted band, to be used as feature. Study [11] realizes a compari-
son of performance for three features extraction techniques which are statistical
features, Power Spectral Density (PSD) and High Order Crossing (HOC). Using
KNN to evaluate the performances, PSD and HOC achieved better accuracy
than Statistical features: 70.1%, 69.6% and 66.25% respectively. These results
are consistent with others obtained based on the same features extraction tech-
niques: PSD [15], HOC [16,17], statistical features [18,19].

In works [1,20], FD value was calculated from one electrode FC6 to recognize
the arousal level used as feature, and EEG signals collected from electrodes AF3
and A4 situated in left/right hemisphere were used to calculate FD values for
valence level recognition by applying Higuchi fractal dimension algorithm to the
filtered data.

3.5 Classification

As previously mentioned, one of the recognition system stages have been carried
out, and assuming that the extracted features are suitable to distinguish different
emotion states, and to decide the class to which features belong to, a classification
stage is thus required.

The objective of Classification is to describe a boundary between classes and
to label them based on their measured features. Classifying can be done simply
by fixing a threshold for each feature, or sophisticated, by using machine learning
algorithms.

Many machine learning algorithms have been used as emotion classifiers such
as Support Vector Machine (SVM), Nave Bayes (NB), Quadratic Discriminant
Analysis (QDA), K-Nearest Neighbors (KNN) and Linear Discriminant Analysis
(LDA) as shown in Table 2.

SVM is widely used in recent EEG-based emotion recognition researches,
for it being one of the most popular supervised learning algorithms for solv-
ing classification problems. Many approaches are developed to face multi-class
classification with SVM which was originally designed for binary classification
problems, such as in study [6] which achieved a 92.57% in recognizing four emo-
tions: Joy, Angry, Sadness and Pleasure. While in work [2], SVM was used for
binary classification, in order to recognize two emotions: happy and unhappy.
The average accuracy achieved was 70.55%. Also as a binary classification, SVM
was investigated in work [20], to recognize high and low arousal levels by the
arousal feature as well as positive and negative levels by valence features. The
results were 100% as the higher performance and the worst was around 70%.
This accuracy is a bit better than obtained by [21,22].

The k-Nearest neighbor (KNN) has shown high accuracy in classifying emo-
tions. In work [7], two KNN with k=1,3 were trained to classify emotions into
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negative, neutral and positive. The result was better with INN than 3NN: 72.22%
and 62.96% respectively. Bastos-Filho et al. in their study has implement the
KNN classifier with k=1,..,8 to evaluate and compare three features extraction.
This study demonstrated that better results are always obtained with 8 neigh-
bors and depends to the used features vector. The best accuracy achieved was
70.1% using PSD feature [11].

4 Discussion

As shown in Table 2, stimulus, techniques of features extraction, classifiers and
its parameters are different depending on the main objective of each study.

The rates of emotion recognition depends on many factors: first of all, the
number of emotions to classify, as shown, best results have been achieved by
researches where emotions are not various [2,6,8,10] while in [1,3] where 6 emo-
tions are recognized, the accuracy was not indicated. The choice of the couple
(feature, classifier) influences the obtained results (i.e. HOC with SVM gives
better accuracy than HOC with QDA [4]).

Compared to other stimuli, emotional films present several advantages. The
existing studies have already evaluated the reliability and efficiency of film clips
to elicitation [28]. Going over this, Virtual Reality (VR) technology have the
ability to simulate complex and real situations. One important application of
VR is the investigation of pathological processes in mental disorders, especially
anxiety disorders, which is the main objective of our project.

Several studies using EMOTIV Epoc neuro-headset have shown its efficiency
in the EEG recording stage [2,9,10]. EMOTIV with 14 EEG channels plus 2
references based on the international 10-20 electrode placement system operates
at a resolution of 14 bits per channel with frequency response between 0.16—43
Hz [29].

It is proved that EEG signals belong to nonlinear and chaotic signals [30,31],
many studies are based on this justified assumption in choosing the technique
of features extraction. Lui et al. in their research [1] capitalize on this signal
characteristic to justify the choice of Fractal Dimension (FD) as feature. In this
study, there was no chosen classifier, FD values were compared to a predefined
threshold in order to recognize the emotion, although the result is not mentioned,
the use of one of the famous classifiers can be beneficent. In addition to study
[14], a 70.5% as rate of recognition of five emotions was achieved by combining
FD and SVM.

As shown in this table, the Real-Time implementation was not proposed
by many researches, even though it represents an important constraint when
implementing Emotion Recognition in games, diagnosis or stress and anxiety
applications.

EEG-based Emotion Recognition is mostly used in Emotional Avatars and
Games. While this system can be beneficial if implemented in mental diagnosis
and decisional systems, the exploitation of Emotion Recognition should expand
more in medical and clinical areas.
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Table 2. Summary of features extraction techniques and classifiers

R Year ici Neuro- Emotions Stimulus Features Classifier Results Real-Time
headset
[3] 2008 G Nervus  G: Happy Disgust Audio-visual Statistical FCM - NO
EEG  Fear Sad Surprise Movie Clip Features: Energy
anger MEE RMS
[6] 2009 26 subjects 32- 4: Angry Joy Music PSD and ASM12  SVM  92.57% NO
channels  Pleasure Sadness
EEG
module
[7] 2010 20 subjects NeXus-  Positive Neutral Pictures from LPP KNN  72.22% NO
32 Negative IAPS
amplifier
[1] 2011 22 Students EMOTIV 6 Sad Frustrated  Audio stimulus FD Threshold - YES
Fear Satisfied  with TADS Music
Pleasant Happy stimulus
[9] 2012 1 volunteer EMOTIV  5: Happy Angry Pictures from HFD SVM 70.5% YES
Epoc Sad Relaxed IAPS
Neutral
[10] 2012 5 subjects EMOTIV Positively Pictures from HOC KNN  90.77% NO
Epoc excited Neutral IAPS
Negatively excited
[14] 2012 20 subjects - 5: Happy Angry 15 Pictures FD SVM 70.5% YES
Sad Relaxed
Neutral
[2] 2013 10 subjects EMOTIV 2: Happy Unhappy 100 pictures from PSD Gaussian  75.62% YES
GAPED and 2 SVM
classical music
pieces
(8] 2013 11 participants ~EMOTIV 2: positive 100 pictures from PSD SVM 85.41% NO
negative GA
[24] 2015 12 volunteers 30 5: Neural Happy 15 Movie Clips: 3 PSD and Al SVM  93.31%(PSD) NO
channels Sad Tense Sisgust per emotion 85.39% (AI)
EEG
with neu-
roscand.5
amplifier
system
[25] 2015 4 subjects B-alert  2: Pleasant and 40 pictures: 20 per Features based on  SVM  59.9%(SVM) NO
X10From Unpleasant emotion ERDS/ERD KNN  57.35%(KNN)
ABM
[28] 2015 15 subjects 62-  3: Positive Neutral 15 emotional video Differential DBN  86.08%(DBN)  NO
channel Negative clips entropy(DE) SVM LR 83.99%(SVM)
electrode KNN  82.70%(LR)
cap with 72.60%(KNN)
ESI Neu-
[26] 2015 Preprocessed - 4: Happy Relax - PSD SVM  88.51% NO
Dataset Sad Fear
[27] 2016 DEAP Datasets 32- - Musical video Statistical SVM  60.7%(Arousal), NO
Channels records from  features, PSD and 62.33% (Va-
BCI AP FD lence)
device

Feature: Power Spectral Density (PSD),
(HOC), Asymmetry Index (AI), lated sy

sion (FD) and

Statistical Feature:

late positive potential (LPP).

Spectral Power Asymmetry (ASM), Higher Order Crossings

/desynchroni (ERDS/ ERD), Fractal Dimen-

Recoursing Energy Efficiency (REE), Root Mean Square (RMS),
Classifier: Support Vector Machine (SVM), Nave Bayes (NB), Quadratic Discriminant Analysis (QDA), K-Nearest
Neighbors (KNN), Linear Discriminant Analysis (LDA), Multilayer Perceptron (MLP), Filter bank common spa-

tial pattern (FBCSP), Deep belief Networks (DBNs), and Artificial Neural Network (ANN).
Others: Advance Brain Monitoring (ABM)

5 Fu

ture Work
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Fig. 3. Emotion recognition procedure

Based on the literature review
of recent researches for Emo-
tion Recognition techniques,
and considering characteristics
of EEG signals presented pre-
viously, we propose in this
section, a combination of tech-
niques. By implementing this
architecture we aim to achieve
better rates in Emotion Recog-
nition. We will implement one
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of the Fractal Dimension Algorithms in our system to test its efficiency when
combined with Fuzzy C-Means classifier.

The Fuzzy C-Means technique is proved to be more general and useful in
case of overlapping clusters. It is based on minimization of an objective function.
The generalization is acceptable only when large sets of samples are available
for classification. We will capitalize on these characteristics to prove that FCM
combined with FD can achieve better accuracy in recognizing emotions in real-
time than recent studies. As shown in Fig. 3, the EEG raw data collected from
the EMOTIV Epoc headset will be preprocessed in order to remove noise and
artifacts, in this stage a band-pass filter will be applied to extract the bands of
interest. Then, a fractal dimension algorithm will be applied to the filtered data
for the calculation of FD values that will represent the Features Vector (FV).
The latter will be exploited to distinguish the arousal level, when the valence
level of emotions is recognized within the similar arousal level. Finally, and based
on these results (arousal and valence levels), emotions will be mapped into a 2D
model and Fuzzy C-means clustering will be used for classification. During the
training session, the same steps will be applied to an EEG raw data labeled by
emotions to have an emotion pattern as result.

6 Conclusion

Approaches in the field of Emotion Recognition differ within the main study
objective. Emotion stimulation methods, EEG-recording systems, features
extraction techniques and classifiers are all dependent, therefore best choices
are essential to achieve high performance in Emotion Recognition.

In order to respect many requirements such as Real-Time recognition, we
propose, as future work, to use Fractal Dimension values (FD) as features and
Fuzzy C-Means as a classifier in order to achieve high performances in recognizing
emotions. An architecture was proposed and the choice of techniques that will
be investigated in each Emotion Recognition step are justified.

Furthermore, the use of Virtual Reality (VR) can show better performance
in emotion elicitation than traditional methods called in similar researches.

Acknowledgment. The authors would like to acknowledge the financial support of
this work by grants from General Direction of Scientific Research (DGRST), Tunisia,
under the ARUB program.
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Abstract. This paper describes a system which uses entity and topic
coherence for improved Text Segmentation (TS) accuracy. First, Linear
Dirichlet Allocation (LDA) algorithm was used to obtain topics for sen-
tences in the document. We then performed entity mapping across a
window in order to discover the transition of entities within sentences.
We used the information obtained to support our LDA-based boundary
detection for proper boundary adjustment. We report the significance of
the entity coherence approach as well as the superiority of our algorithm
over existing works.

Keywords: Text segmentation - Entity coherence - Linear dirichlet
allocation - Topic modeling

1 Introduction

The goal of Text Segmentation (TS) is to identify boundaries of topic shift in
a document. Discourse structure studies have shown that a document is usu-
ally a mixture of topics and sub-topics. A shift in topics could be noticed with
changes in patterns of vocabulary usage [14]. The process of dividing text into
portions of different topical themes is called Text Segmentation [16]. The text
units (sentences or paragraphs) making up a segment have to be coherent, i.e.,
exhibiting strong grammatical, lexical and semantic cohesion [18]. Applications
of TS includes Information Retrieval (IR), passage retrieval and document sum-
marization [1].

Our approach is an unsupervised method which also incorporates the use of
topics obtained from LDA topic modeling of some documents. Furthermore, we
incorporate entity coherence [2], that allows the introduction of some heuristic
rules for boundary decision. The remaining parts of the paper describes the
proposed system. In Sect. 2, we describe the general text segmentation task and
related works. Section 3 details the proposed system followed by evaluation and
results on choi’s TS dataset.

(© Springer International Publishing AG 2017
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2 Background and Related Works

A document is a mixture of topics spread across its constituent words, sentences
and paragraphs. The dimension of shift in topics is thus a function of the seman-
tic bond and relationships within these units. Observingly, this bond tends to be
higher among units with common topics. This notion is what is termed cohesion
or coherence within a document. Cohesion is a function of grammatical factors,
e.g., co-reference and sentential connectives as well as lexical factors like collo-
cation [18]. Coherence is higher within units that share several topics. The goal
of TS is to identify points of weak or no coherence in a text.

Text Segmentation could be Linear or Hierarchical. Unlike hierarchical Text
Segmentation [12] which is more fine-grained, Linear TS algorithms [3,8,16]
observes sequence of topic shifts without considering the sub-topic structures
within segments. Past works have relied on the use of similarity in vocabulary
usage in sentences in order to detect potential topic shift [8,16]. This idea, oth-
erwise known as lexical cohesion could be tricky as it suffers from lexical ambi-
guity. This is because there are usually more than one words available to express
an idea, i.e., synonyms while some words have multiple meanings, i.e., polysemy.
The use of topics has recently been proposed [9-11,28], inspired by distributional
semantics based approaches such as Latent Sementic Analysis (LSA) [9,19] and
LDA topic models [22,28]. Previous works on Text Segmentation basically adopt
two approaches, e.g., lexical cohesion and discourse based techniques [9]. In the
former, lexical relationships that exist between contiguous text units are used as
a measure of coherence. These lexical relationships include vocabulary overlap
which could be identified by word stem repetition, context vectors, entity repeti-
tion, word frequency model and word similarity [3,15,18,26,29]. High vocabulary
intersection between two compared units is taken to mean high coherence and
vice versa. The TextTiling algorithm [16] excels in this category. It assigns a
score to each topic boundary candidate within k& chosen window. Topic bound-
aries are placed at the locations of valleys in this measure, and are then adjusted
to coincide with known paragraph boundaries. The authors in [9] builds on this
ideas with the introduction of a similarity matrix neighborhood ranking, where
the rank of an element corresponds to the number of neighours with lower values.

The discourse-based techniques rely on the use of cue phrases and Prosodic
features, e.g., pause duration that are most probable to occur close to a segment
boundary. These features are combined using a machine learning model [3,24,26].
This approach however is domain independent and can only perform well if the
system is evaluated on documents which uses the same cue words.

Recent works [11,22,28] employed topic modeling with LDA [4]. The idea is
to induce the semantic relationship between words and to use frequency of topic
assigned to words by LDA instead of the word itself to build sentence vector.
This makes sense since a word could appear under different topics thus partially
overcoming lexical ambiguity.

Similarly to these works, our implementation uses topics obtained with the
LDA topic model. However, we introduced two heuristics (lexical and semantic)
strictly for boundary adjustment. For instance, a position m+1 after a sentence
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Sy, is a valid boundary only if sentences within the region S,,_; and S,,,+ have
no common entities, where k is chosen window. Also, coherent sentences tend
to have similar semantics. This is the main idea in TextTiling and Choi’s work
[8,15] with the exception that they rely on term frequency to build sentence
vector used for similarity calculation. Since this approach suffers from lexical
ambiguity, e.g. the word dog appearing in one sentence followed by puppy in
another are not deemed to be similar, we incorporate a semantic-net based sim-
ilarity using WordNet. This typically overcomes the synonymy problem for a
more efficient similarity calculation. The two heuristics were combined in a way
to help in boundary decision making with topics-based sentence similarity. The
experiment conducted on Choi’s text segmentation evaluation dataset has shown
the competitiveness of our approach.

3 Approach Description

Given an input document W, our algorithm divides the document into a set of
minimal text units (s1, s, 83, ..., s7), where T is the number of sentences in the
document, each s; can be viewed as a pseudo-document that contains a list of
tokens v € V, where V is the set of vocabulary of W. In practice, the goal is to
identify sets of contiguous s; that are mono-thematic, each member of the set
being a segment.

Following similar works [11,22], we employ LDA topic modeling algorithm
[4,5] to obtain topics for each word. Topic models are a suite of unsupervised
algorithm that uncovers the hidden thematic structures in document collection.
Modeling documents based on topics provides a simple way to analyze large
volumes of unlabelled text while exposing the hidden semantic relationships
between them.

3.1 LDA Basics

LDA is a generative probabilistic model of a corpus with the intuition that a
document is a random distribution over latent topics, where each topic is char-
acterized by a distribution over words in the vocabulary. Say for instance that
a document is perceived as a bag of words where the order does not matter,
suppose that the fixed number of topics (say for instance nr) is known. Consid-
ering there could be many of such documents in a bag, then each word in the
bag is randomly assigned a topic ¢t drawn from the Dirichlet distribution. This
gives a topic representations of the documents and word distributions of all the
topics. The goal is then to find the proportion of the words in document W that
are currently assigned to each topic ¢ as well as the proportion of assignments
to topic t over all documents that come from this word w. In other words, a
Dirichlet distribution of each word over each topic is obtained. The model has
shown capability to capture semantic information from documents in a way sim-
ilar to probabilistic latent semantic analysis [17] such that a low dimensionality
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representation of texts is produced in the semantic space while preserving their
latent statistical features.

More formally, Given a document w of N words such that w = (wq,ws,
ws...wy ) and a corpus D of M documents denoted by D = (w1,Wa,W3....Wpy).
For each of the words w,, in the document, a topic z,, is drawn from the topic dis-
tribution 6, and a word w,, is randomly chosen from P(w,, | z,, 3) conditioned on
Zn. Given «a, a k-vector with components with «; > 0 and the Gamma function
I'(x). The probability density of the Dirichlet is given as

k
rem= WQ B! M

Given the parameters a and (3, the joint distribution of a topic mixture 6, a set
of N topics z, and a set of N words w is thus given by

P(0,2,wla, §) = P(0]a) 11,2, P(24|0) P(wn| 20, 5) (2)

Integrating over § and summing of z, the set of topic assignments, the distribution
of a document can be obtained as below

where P(z, | ) is 6; for the unique 4 such that z!, = 1 The probability of a
corpus is obtained through the product of marginal probability above for each
w,, in D as given below:

P(wl|a, 8) = {Hé‘/il /P(0d|a (HNdl ZP zan|0q) P wdn|zdn,6)> d@d}

zan

(4)
Training the LDA model on a corpus requires feeding the model with sets of
tokens from the document. The model statistically estimate the topic distribu-
tion @4 for each document as well as the word distribution in each topic. A model
can also be used to predict topic classes for a previously unseen document. We
trained the LDA algorithm with a mixture of the a subset of the wikipedia data,
Brown corpus and Choi’s dataset [8].

3.2 Topics-Based Sentence Similarity

The authors in [27] used the most frequent topics assigned to a word after the
gibbs inference to avoid instability associated with a generative algorithm like
the LDA. Contrarily, for each sentence, we obtain the distribution of topics for
each word!, together with their probability score and simply choose the topic
with highest probability for each word. For each sentence, this results into a bag

! Our system is being developed in the context of our bigger project Eunomos [6,7].
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of topics where order does not matter. We obtain a matrix G = L x T where [
€ L is a vector of length k, the chosen number of topics. Each vector | contains
the frequency of each topic ID assigned by the LDA to the words in a sentence,
where by topic ID, we denote the topic group or cluster that a word belongs,
i.e., a number in the range [0, T — 7]. As an example, assuming the number of
topics n = 10 and the bag of topics for a sentence is {0,0,5,2,3,3,7,7,1,6,5},
then the vector for such a sentence will be [2,1,1,2,0,2,1,2,0,0], each element
representing the frequency of occurrence of topics 0 to 9. A generally accepted
assumption is that sentences with similar topics have some semantic relationship.
Furthermore, the LDA is able to unravel the latent relationship between words
through its probabilistic clustering.

We introduce a lookahead window w, which has a value of 3 by default.
This is similar to the k-block of sentences employed in [28] but with different
objective. The previous works compares the vector of a sentence to the k-block of
sentences on the left and the right of the sentence in order to get the similarity
score? for that sentence. The process is then carried out for all sentences in
the document in order to yield the measure of closeness of a sentence to its
surrounding sentences. In our implementation, for each pass over the list of
sentences, using the lookahead window, we sum up the vectors of sentences
within the window and use it as a reference vector for sentences within that
window. The intuition is that we can treat the set of sentences within a window
as a mint document, summing up the vectors gives the overall meaning of the
mini document. Thus, we can estimate the semantic distance between the mini
document and each neighour sentence. Sentences with high topic correlation will
have high similarity to the reference. Figure 1 shows the process of summing over
vector for a sample document of 10 sentences. Once the reference values have
been obtained, the next step is to obtain sentence similarity, otherwise called the
coherence score. To do this, for each window, we use the cosine similarity between
each sentence and the reference vectors. Repeating this over all sentences results
into a time series, e.g., a one dimensional vector of similarity values over all the
sentences.

2 Otherwise called coherence score.
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3.3 Inter-Sentence Semantic Similarity

To further alleviate the language variability problem, we introduce another sim-
ilarity vector. First, we perform parts of speech (POS) tagging® on the sentences
in order to select the verbs, nouns and the adjectives. We call this the POS
profile of each sentence. Here, we also rely on the use of the lookahead window.
For instance, using the WordNet concept hierarchy, we calculate the similarity of
the POS profile of a sentence with available sentences within a shifting window
of 3. As an example, given the verbs, nouns and adjectives in a sentence S,
instead of comparing these POS entries directly with those in sentence Sy only,
it is compared with those sentences that falls into the set {S3, S5, S4}. To derive
similarity from WordNet, we used both the path length between each word as
well as the depth function. Our similarity implementation is similar to the app-
roach in [20] and produces a score within the range 0 and 1 for each compared
POS filtered sentences. Similarly, we obtain a 1-D similarity vector with length
equal to the number of sentences.

3.4 Entity-Based Coherence

An observation well established in grounded theories of coherence [13,21] in
discourse analysis is that entity distribution and transition signals coherence.
The works in [2] is based on the centering theory, where the authors represents a
document as a grid of entities in the document with their roles (subject, object,
neither subject nor object and absence) specified as the actions of these entities.
The rows of the grid correspond to sentences, while the columns correspond to
discourse entities. We follow this ideas by observing the spread of entities across
the sentences in the document to be segmented. Contrary to the grid-based entity
ranking [2], our goal is to observe the entity overlaps that exist between sentences
within a chosen shift window*. Succinctly, we only use the information about
entity coherence for necessary boundary adjustment and not boundary detection
to be specific. To achieve this, we use a grammar-based Regex parser to extract
all the noun phrases in each sentence. To determine the overlap for a sentence S;,
we compute the ratio of its common noun-phrases to its right neighours within
a specified window, e.g., {Sit+1, Sit+2,9+3}. The entity overlap is obtained as
follows: AR B

EOV = AU5 ()
where A and B* represent the set of entities in the sentence being considered
and right neighors within a specified window, respectively. The intersection, N,
allows partial matches since the entities are considered equivalent if there is an
exact match or an entity is a substring of the other. Instead of using the overlap
score, we record the last sentence from within the B* that has shared entities

3 We used the Stanford POStagger. It is available at http://nlp.stanford.edu/software/
tagger.shtml.
4 Following our previous parameter w,, we use a window of 3 sentences as default.
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with A if the overlap score actually exceeds a threshold. As an example, if a
sentence S; is compared to {S3,S3,S4} with the entity overlap score between
them exceeding the threshold, then, one by one, we check if it actually has an
overlap with each of Sg, S and S4 independently. If say for instance, we discover
that S; and S, do not have any common entities but it has with So and S3, then
the index of sentence S3° is used as its last sentence collocation. It becomes plain
whether a sentence share entities with immediate neighbors in which case the
assumption is that such a sentence is not likely to be a boundary. As an example,
the text below shows how entity coherence may support boundary adjustment.
The entities detected by our custom parser are in bold.

S1: Cook had discovered a beef in his possession a few days earlier and, when he could
not show the hide, arrested him.

Sa: Thinking the evidence insufficient to get a conviction, he later released him.

S3: Fven while suffering the trip to his home, Cook swore to Moore and Lane that
he would kill the Indian.

S4: Three weeks later, following his recovery, armed with a writ issued by the Catskill
justice on affidavits prepared by the district attorney, Cook and Russell rode to
arrest Martinez.

Ss: Arriving at daybreak, they found Julio in his corral and demanded that he sur-
render.

Se: Instead, he whirled and ran to his house for a gun, forcing them to kill him, Cook
reported.

In the example above, the entity Cook appears in Sy, S3, S4 and Sg. Consid-
ering S1, we conclude that no boundary exist until Sy since there is significant
entity overlap with Ss and S; when moving over the sentence window. Even
though there appears to be no overlap with Sy and Sy, it is safe to assume that
S, is not a boundary since it falls within a coherent window, same goes for Ss
which falls within sentences Sz and Sg. In our implementation, we create a vector
whose elements holds the index of the last sentence it has an overlap with. In
case of no overlap, the entry for a sentence is set at 0. Identifying the entity
distribution in this way is useful for boundary adjustment for the suggested
boundary from our topic based segmentation.

3.5 Boundary Detection and Segmentation

To obtain the sets of possible segmentation from the coherence score vectors, we
obtained the local minima (valleys) and the local maxima (peaks). The valleys
are the smallest values within a local range of the coherence scores vector. Since
coherence scores are higher within sentences sharing many topics, we assume
that these points of minimum values signals the points where least topic cohesion

5 We use index here to mean the unique ID of a sentence, e.g., sentence 1 will have
index 0, sentence 2 will have index 1 etc..
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Fig. 2. Entity coherence-based boundary adjustment

occurs, hence a segment boundary. The indices of the valleys® are collected in
a vector as potential points of topic shift. We use the entries from our entity
based coherence for necessary boundary adjustment. A mapping between the
topic-based vector and the entity-coherence vector is created. For each sentence
in a document, each column of the entity coherence vector references the index
of the last sentence it has an overlap with. If there is a boundary after a sentence
but there is an overlap reference to a sentence index higher than the boundary
point then we left-shift the boundary as an adjustment task. Figure 2 shows the
process of boundary adjustment over a sample sentence. The idea is based on
centering theory [2], sentences with overlapping entities above a threshold have
some level of coherence.

4 FEvaluations

For all evaluations, we used the Choi’s dataset since it allows easy comparison
with our baseline systems [8,16,28] In order to evaluate the accuracy of our sys-
tem, we used the Py error [3] and WindDiff [25] evaluation metrics which are
commonly used. These two metrics measures the rate of error in segmentation
with a lower value signifying better segmentation accuracy. Other common met-
rics are the IR based precision, recall and accuracy. However, these IR based
metrics over-penalizes the near miss scenarios, e.g., when an actual segment is
wrongfully partitioned into two different segments by an algorithm.

We trained the LDA model on the Brown corpus and a trimmed version of
Wikipedia dump’. We used the Gensim version of the LDA algorithm. Gensim
is a python library for an array of NLP tasks®. The number of Topics specified
for training is 50 with 20 inference iterations.

We compared the result of our algorithm with the TopicTiling system [28],
a TextTiling based system which solely rely on topics assignment to document
from LDA. We also compared the result with TextTiling and Choi’s system as

6 i.e., the vector index which corresponds to the index of each sentence in the local

minima.

" The wikipedia dump was downloaded on July 30, 2015. It is accessible at https: //
dumps.wikimedia.org/enwiki/.

8 Tt is available at https://radimrehurek.com/gensim/.
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Table 1. P, error metrics on Choi’s Table 2. WinDiff error metrics on Choi’s
dataset dataset

Window | 3-5 |6-8 |9-11|3-11 Window | 3-5 | 6-8 | 9-11 3-11

1 1.76 1 2.90 | 4.0 |2.64 1 1.82(2.94 | 4.21 | 2.68

3 0.89/1.18 1 0.49 | 0.67 3 0.93/1.41/0.49 |0.71

5 1.30 1 1.53 | 3.80 | 1.80 5 1.291.48 | 3.87 | 1.82
Table 3. Comparison of our systems’s per- Table 4. P, error metrics on
formance with selected state of the arts Choi’s dataset without boundary
algorithm adjustment

Algorithm | 3-5 |6-8 |9-11|3-11 Window | 3-5 |6-8 | 9-11|3-11

TextTiling 44 |43 |48 |46 1 1.92/3.30 4.1 |2.98

Choi LSA 12 19 9 12 3 1.192.23/0.82 |0.91

Topic Tiling | 1.24 | 0.76 | 0.56 | 0.95 5 1.70 1 2.36 | 3.89 | 2.20

Our System |0.89 |1.18 | 0.49 | 0.67

reported by Rield and Bielmann [27]. For all the reported results from other
systems, we did not reproduce the experiments, relying on the results reported
in [27].

Tables 1 and 2 shows the results of our algorithm on Choi’s Text Segmenta-
tion dataset using the Py and WinDiff error metrics, respectively. Table 3 gives
the comparison of our system against some state-of-the-art systems. Specifically,
we selected TopicTiling [27] algorithm as it is the most similar to our work. Our
intention is to show that our boundary-adjustment ideas really improves the
performance of the system. The TextTiling and Choi’s work have been severally
outclassed by other systems [11,22,23] but were selected based on their popular-
ity. The TopicTiling algorithm has also shown slight superiority over the latter
algorithms. To show the importance of the boundary adjustment, we repeated
the experiment without adjusting the boundary. Table4 shows the effect of the
boundary adjustment. Note the decrease in performance when boundary adjust-
ment is not used.

5 Conclusion

We presented a TS approach that outperforms famous state-of-the-art systems
on the Choi’s TS dataset. Our approach combines the use of topics for segmen-
tation with Entity Coherence-based heuristics for an improved performance. For
the topic-based segmentation, we used the popular topic modeling algorithm,
LDA. We described the approach of obtaining the coherence scores of the sen-
tences. The reported results confirm the competitiveness of our approach.
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Abstract. Extracting hot topics from data streams is one of the most exciting
tasks that interest the researchers in the social networks field. To achieve that
goal, many studies focused on robust data stream clustering algorithms. In this
paper, we propose an evolving method to extract hot topics from social networks
called SAE-Clus. This work explores a deep learning technique that provides
interesting advantages especially in the context of data streams. Our method
attempts to meet the principal requirements of data stream clustering algorithms.
To evaluate the performance of our proposed methods, experiments were con-
ducted using the “Sanders” and “HCR” datasets.

Keywords: Social network * Topic extraction * Data streams - Clustering -
Deep learning

1 Introduction

Social networks are focused on sharing information on a very large scale. In the context
of news diffusion, extensive studies have been made. In fact, in social media, users can
filter, access and react to information at any moment. Today, because of the large
number of users and the huge amount of information entered as data streams, pro-
cessing and analyzing such data is a challenge for researchers in data mining. Indeed, a
data stream is defined as a sequence of non-stationary, potentially infinite data items
&P, x@, x¥ . x™) where the objects of the stream x €R" can be represented by a
set of attributes with a vector of length d, x© = [x(li), xg ), xgi). . x?] The data stream
can be distinguished from static data by a set of characteristics like the high volume of
continuous data, the rapid rate of arriving data, the changes over time of the data
distribution and the presence of noisy data.

In order to extract hot topics from data streams, many researchers have been
focusing on different clustering methods to classify data into topics and to highlight the
major topics. In fact, clustering is the process of partitioning sets of unlabeled data into
a series of homogenous subsets called clusters, maximizing the similarities among
objects in the same cluster and minimizing the similarities among objects in different
clusters. Due to the high speed, the huge size of data set and their dynamic evolving
characteristics, the traditional data classification and the learning techniques that are
designed to process fixed size batches of data are inefficient to analyze such evolving
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data with an unbounded size and a high speed rate. For this purpose, clustering
algorithms for data streams raise fundamental issues to be addressed. The challenging
requirements of the continuous data clustering algorithms are the ability to reflect the
nature of the data and to adjust models to the new constantly arriving data. Such
algorithms should also meet with the requirements of speed and memory.

Achieving data stream clustering in order to detect hot topics is the main focus of
this paper. For this purpose, we propose a new evolving method of clustering called
SAE-Clus, that explores deep learning techniques to learn incrementally from unla-
beled examples generated at high speed and that need to be classified instantly.

The reminder of this paper is planned as follows: The next section is dedicated to
the related work. In Sect. 3, we describe the exploitation of Stacked Autoencoders with
data streams. In Sect. 4, we go into details of our approach. Section 5 reports the
experiments results and discussions. Finally, Sect. 6 concludes the paper.

2 Related Work

Data streams entered from social networks are continuously evolving over time and
arriving at a high speed rate. For this purpose, mining such data requires learning tech-
niques that are efficient to analyze evolving data having a huge volume and an unknown
feature space. In fact, several researchers have recently analyzed the text data shared on
social media and pursued the same goal as ours of extracting hot topics. This section
discusses these previous works and highlights the most relevant algorithms and methods.

2.1 Data Stream Clustering Algorithms

Chen and Tu [1] proposed an algorithm called DenStream for discovering clusters of
arbitrary shape in an evolving data stream where the core-micro-cluster is introduced to
summarize the clusters while the potential core-micro-cluster and outlier micro-cluster
structures are proposed to maintain and distinguish the potential clusters and outliers.
However, DenStream requires adjusting many parameters to have a good clustering
result. Authors, in [2], proposed a clustering algorithm called Dstream which uses a
grid-based approach. It maps each input data into a grid and computes the grid density.
Then, all grids are clustered based on their densities using a density-based algorithm.
D-stream adopts a density decaying technique to capture the changes over the data
stream but it is not appropriate for the text data. In [3], Marcel et al. proposed the
StreamKM-++ clustering algorithm for data streams based on k-Means++ algorithm. So,
they use a standard streaming technique called merge-and-reduce to maintain their
samples in data streams. In this research, data is organized in samples and every time
when two samples representing the same number of input points exist, authors take the
union (merge step) and create a new sample (reduce step). However, this algorithm
takes long computing time. In [4], the proposed CluStream algorithm is separated into
online and offline components. It continuously maintains a fixed number of
micro-clusters. The online component periodically stores detailed summary statics and
the offline component uses only this summary statics and performs clustering using the
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k-means algorithm. However, CluStream predefines a constant number of micro-
clusters and it is also risky when the data contains noise. In [5], an ensemble learning
approach for data stream clustering method have been proposed called Stream
Ensemble Fuzzy C-Means SEFCM. This approach is composed of three stages. First, to
decrease the number of samples in every step of processing, the data stream is divided
to smaller blocks. Then, the ensemble clustering algorithm EFCM is executed on each
block to cluster it and produce a partition. Finally, the concluding partitions are
combined by considering the clusters centers produced by the previous step as new
input data set and applying the EFCM algorithm on them, and as such, the produced
partition is considered as the absolute one. The problem with this algorithm is the
overall time complexity.

2.2 Hot Topics Extraction Methods

Various methods have been proposed dedicated to the problem of extraction of hot
topics on data stream. For example, Tongyu et al. proposed, in [6], a pre recognition
model for hot topic discovery using the concepts of the topic life cycle, the hot velocity
and the hot acceleration. This model aims at discovering emerging hot topics before they
boost and break out. It follows three steps. First, the original posts are clustered using the
Latent Dirichlet Allocation LDA [7] and the Pachinko Allocation Model PAM [8], to get
topics and their amounts. Then, the velocity and acceleration of the topic are calculated
to find the different periods of the topic life cycle. Finally, potential hot topics during the
boost period are selected through checking their amount, velocity and acceleration. In
[9], an online version of LDA was proposed. This version consists of automatically
capturing thematic patterns and identifying topics of text streams and their changes over
time. In [10], Abid et al. proposed a novelty detection method in data stream clustering
called AIS-Clus that uses the artificial immune system-meta heuristic. It consist of, for
each incoming data, a scoring function is calculated in order to examine the affinity
value of each cluster. The Artificial Immune System is involved to determine which
cluster will absorb this novel invader by applying both the clonal selection principal
which is based on the production of antibodies to best match the new invader, and the
negative selection mechanism that enables detecting noisy data. However, AIS-Clus
results are not constantly good since it is based on a set of arbitrary parameters.

Despite the theoretical advantages of the methods mentioned above, most of them
did not meet all of the requirements of data stream clustering algorithms: some
researches did not handle concept drift, some had lack in terms of accuracy and others
were not concerned with the problem of the vocabulary evolution. Thus, they cannot be
very suitable in the context of data streams and social networks.

3 Stacked Autoencoders

An Autoencoder (AE) neural network is an unsupervised learning algorithm that
applies back propagation on a set of unlabeled training examples by setting the target
value to be equal to the inputs. It is a two-layer neural network with one hidden layer.
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The first layer is the encoding layer and the second is the decoding layer [11]. The main
goal of the AE is to learn a representation for a set of data, typically, for dimension
reduction [12]. It is trained to encode the input x into a representation c(x), so that the
input can be reconstructed from that representation. Starting with random weights, the
autoencoder can be trained by minimizing the discrepancy between the original data
and its reconstruction. It takes an input vector x € [O,l]d, and maps it to a hidden
representation y € [0,1]*. The encoding of this input vector is done by a linear
mapping and a nonlinear activation function of the network:

y = sigm(Wx 4+ b;) = (14 exp(—(Wx + by)))"". (1)

This function is parameterized by W which is a d’*d weight matrix and b; which is
the encoding bias vector. The resulting representation y is then mapped back to a
reconstructed vector z € [0,1]°. The encoding step is performed using a separate
decoding matrix:

z = sigm(W'x + by) = (14 exp(—(W'x + by))) " (2)

This function is parameterized by W’ which is the decoding matrix and b, which is
the decoding bias vector. Each training x"” is thus mapped to a corresponding y*. The
autoencoder is fine-tuned using back-propagation of error-derivatives to make its
output as similar as possible to its input, minimizing the reconstruction error which is:

1 m
Ly,2) =530 lla — vl (3)

Autoencoders can be stacked to form so called Stacked Auto-Encoder (SAE). This
deep nature provides high level feature learning. In the SAE, each layer is trained
separately with an Autoencoder. Figure 1 illustrate this iterative training procedure.

Encode Decode Encode Decode Encode Decode

Input FeaturesI 7Ourrput Input FeaturesII Output  Input FeaturesIII  Output
(Features]) (FeaturesII)

Fig. 1. Example of a stacked autoencoder
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The first Autoencoder takes the input x, and produces the representation C"(x,)
Then the second Autoencoder takes C(U(xt) as input and produces C(z)(x[), and so on
until C(L)(x[), with L is the number of Autoencoders. Finally, all layers must be
combined to form the stacked autoencoder with L-1 hidden layers.

Realizing that both AE and SAE are similar in terms of learning a representation for
a set of data as well as for dimension reduction, SAEs have showed highest perfor-
mance on several problems [13—15]. The advantage of this architecture is the use of
more hidden layers than a single autoencoder which allows the high-dimensional input
data to be reduced to a much smaller code representing the important feature.

4 Proposed Method

In this section, we present a detailed description of our proposed method called
SAE-Clus to extract hot topics and how deep learning techniques are exploited for
clustering text data streams. Data Streams consist of several updates and must be
processed to extract the useful information instantly. Because of this high speed and
this huge size of data set that arrives continuously, our proposed clustering algorithm
should be efficient to manage the large amount of data, adaptive to manage the
unknown change in the distribution of data and the vocabulary evolution and handles
concept drift in real time. Our proposed algorithm consists to apply the stacked
autoencoder to an evolving vector of features with unknown space, in order to reduce
the dimensionality of data and improve the efficiency of the social streams clustering.
SAE-Clus is composed of two phases:

The Static Phase. Historical data are clustered during this phase. Therefore, a step of
preprocessing is achieved. Later, a representing and training step is realized. Then, the
clustering algorithm k-means is used to obtain the initial clusters.

The Streaming Phase. It takes into account features selected and clusters obtained
during the static phase. In this streaming phase, for each new arriving batch, the text is
preprocessed, the features are evolved and the clusters are updated. Some clusters
disappear, others grow and new clusters appear (Fig. 2).

G

J

[ Feature selection and datarepresentation ]
283

[ Training and dimension reduction via ]

stacked autoencoder
L83
[ Clustering ]
T
[ Clusters(topics) ]

Fig. 2. Overall process of the proposed method



Deep Learning for Hot Topic Extraction from Social Streams 191

4.1 Feature Selection

The feature selection is one of the most interesting steps of our algorithm. It aims at
identifying an optimal subset of interesting attributes to represent tweets after the text
preprocessing step.

Static Phase. In this phase, a feature selection method is applied to select the best
features. This is done by counting the number of tweets where a word appears (the
frequency):

NumberOfTweetsContainingWord
TotalNumberOfTweets '

Frequency(word) =

(4)

If the frequency of the word is greater than the user-defined threshold o, this word
is considered as a feature. Then, we obtain the initial feature vector.

Streaming Phase. In the streaming phase, new words appear, so new features should
be added with the progress of the stream. Thus, a feature evolution method is applied.
Some attributes will be deleted and others will be added. For this purpose, for each
batch, the frequencies of all words are calculated. Similar as in the static phase, if the
frequency of the word is greater than the user-defined-threshold B, this word is con-
sidered as a feature. Indeed, the number of the frequent words that can be considered as
features are limited by the user. If a previous feature is missed in the k previous batches
(k is defined by the user), it is considered as no more relevant, and it must be removed
from the feature vector. In fact, even if this word will return to be a feature during the
following streams, it is considered as a new feature that concerns a new topic. The new
features take the places of those removed in the feature vectors. If there is no place, new
features will be added at the end of the feature vector.

4.2 Data Representation and Dimension Reduction

Static Phase. The SAE takes, for all the batches, an input vector having the same
dimension. As the number of relevant words increases with the progress of data stream,
this input vector dimension should be determined from the beginning. So, after the
selection of all features, all tweets of this phase are represented by a binary vector that
is formed depending on the presence of each attribute, previously selected, in each
tweet. Thus, it has the same dimension as the feature vector. Then, the binary vector of
each tweet is followed by a set of cases filled by zeros to form the SAE input vector
with the determined dimension. Hence, a binary vector of the static phase is formed. It
is considered as the representative vector of this phase. Regarding the high dimension
of the data, the SAE takes as input all the tweets vectors of this phase, tries to learn
them and returns the low-dimensional representations of the input vectors. When the
SAE ends up learning, we give it as input the representative vector of this phase, and it
returns its prediction as a low dimensional representation vector of the static phase,
which will be used on the tweets vectors of the following batch.
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Streaming Phase. In this phase, all tweets will be represented by a vector that is
composed of two parts. The first part designs the low dimensional representation,
produced by the SAE, of the representative vector of the previous stream. This part is
meant to represent all previous data. The second part designs a vector of the repre-
sentation of each tweet. This vector is formed depending on the presence of each
attribute in the tweet. These two parts are followed by a set of cases filled by zeros to
form the input vector of the SAE with the same dimension as in the static phase. Also,
the representative vector of each stream is prepared at this step. At each batch, the SAE
learns the tweets vectors and produces the low-representations of the tweets and the
compressed representation of the representative vector of the current batch.

4.3 Clustering

Initial Clustering. Our algorithm consists of creating clusters from the low-
dimensional representations obtained by the training of the SAE. For this purpose,
the representations of the data in the static phase, produced by the SAE, are clustered
using the k-means clustering algorithm. To solve the problem of the choice of the
cluster number, we have proposed a method that calculates the intra-similarity between
clusters. Then, it compares this intra-similarity with the user defined parameter S and
decides the best number of clusters that should be produced in this phase. Thus, we
obtain the initial clusters of tweets.

Evolving Clustering. For each batch, we achieve the clustering of the low-
representations of the tweets obtained by the SAE with the same method of the sta-
tic phase. Concerning the main goal of our method, we concentrate only on hot topics.
Thus, with progress of stream, clusters (topics) will evolve. Some clusters will dis-
appear, others will grow and new clusters will appear. So, a mapping step between
clustering at time t and t—1 is required. First, a fusion parameter is calculated between
each cluster C1, produced by the clustering at time t, of the current batch and every
cluster C2, produced by the clustering at time t—1, of the previous batch. In fact, in
each batch, every tweet is represented by the cluster, to which it belongs and the words
composing the tweets belonging to this cluster. Later, every cluster is represented by a
set of words which, the tweets within this cluster contains. So, the fusion parameters
can be calculated as follow:

NumberComonWords(C1, C2)
TotalNumberWords(C1)

FP(C1,C2) = (5)

NumberComonWords(C2, C1)
FP(C2,Cl) = . 6
(€2,¢1) TotalNumberWords(C2) (6)

The counting of the fusion parameter is, for one raison, to conclude how much two
topics from two following streams are similar as they share a set of the same words, and
consequently, if they should be merged. If one of those fusion parameters between two
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clusters is greater than the user-defined-fusion threshold v, these clusters are considered
as similar. So, they are specific to the same topic. Thus, they will be merged in the same
cluster. Also, cluster that did not merged during the A previous streams will be no more
considered as a relevant one since it is representing a topic which is no more discussed.
Moreover, the number of posts talking about a new topic, different to the existing ones,
can increase in a short time. Therefore, a new cluster representing this new topic will
appear. The final clusters obtained are the clusters that represent the hot topics in social
networks. Figure 3 details the process steps of the streaming phase.

[ Textpreproccssing]
£33

[ Featureselection ]

[ Representing tweetsand phase ]
£33

[ Training stacked autoencoder

Tweets and batch low

1| dimensional representation

[ Initial clustering via k-means
algorithm

| Clustered data

Non-merged
while many

Merge with the
Delete Cluster l Add new Cluster I

Fig. 3. The overall streaming clustering process

5 Experiments

In order to evaluate the performance of our algorithm, we conducted several experi-
ments based on the two datasets which have been widely used in text stream clustering
algorithms and will be firstly introduced: Sanders [16] and Health Care Reform HCR
[16]. We compare our results with three of the most relevant algorithms DenStream [1],
CluStream [3] and Dstream [2].

5.1 Training Datasets

The training datasets which are used in this evaluation are divided into two phases,
static and streaming. The dataset Sanders consists of 5,512 hand-classified tweets about
four different topics: Apple, Google, Microsoft and Twitter [16]. After the prepro-
cessing step to filter the English tweets, 3065 tweets are obtained.

The second dataset HCR is an annotated dataset based on tweets about health care
reform in the USA that contains the hashtag «#hcr» [17]. It consists of 2516 tweets
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Table 1. Sanders data set

Phases Samples | Topics Samples per topic
Static 365 Apple 180

Google | 185
Streaming | 2700 Apple 686

Google | 603

Microsoft | 797

Twitter | 619

Table 2. HCR data set

Phases Samples | Topics Samples per topic
Static 330 Her 180
Obama 150
Streaming | 450 Democrats 130
Gop 120
Conservatives | 80
Liberals 30
Teaparty 20
Her 70

with 8 different targets: Hcr, Obama, Democrats, Gop, Conservatives, Liberals, Tea-
party and Stupak (Tables 1 and 2).

5.2 Evaluation of the Proposed Method

In order to evaluate the performance of our proposed approach, we carry out a set of
experiments. In all experiments, we use the stacked autoencoder with seven hidden
layer = 7, and for each autoencoder 8000 iterations except with the static phase where
we fix 9000 iterations. First, we perform the SAE with our data sets. We start by
providing it with the set of tweets vectors of the static phase and looking at the
low-dimensional representation of the obtained results that will be evaluated later.
Therefore, we use the SVM model to classify these low-dimensional representations
and estimate its capacity of learning and discovering interesting low dimensional
representation of the input vectors. The results are as follows: (Table 3).

Table 3. SVM results

Sanders | HCR
SVM with binary representations | 49% 60%
SVM with SAE representations | 99% 91%

As detailed in the previous table, the SVM model is applied, first, to the feature
vectors of the tweets during the static phase. The model has predicted correctly only
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49% of the data for the Sanders data set and 60% for the HCR data set. Second, SVM
model is applied to the low-dimensional representative vectors of the same tweets
produced by the SAE. The model has predicted correctly 99% of the data for the
Sanders data set and 91% for the HCR Data set. So, we can conclude that the stacked
autoencoder is well trained since it produced interesting low-dimensional representa-
tion of the input vectors that will be clustered later.

5.3 Performance Comparison

For comparison purposes, we used the CluStream, DenStream and Dstream algorithms.
We have fixed the size of the batch to 200 tweets for the Sanders dataset and 100 tweets
for the HCR dataset. During the evolving phase, the accuracies vary each time where a
new cluster is detected. These evolutions are depicted in Fig. 4 and the final results are
tabulated in Table 4.

00 99,8% 97,9% 98,2% 156
90 90
80 80 82%
o =0 70%  683% 71% 73.2%
60 60
50 50
40 40
30 30
20 20
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Fig. 4. The evolution of the accuracy with each new detected cluster

Table 4. Performance comparison

Datasets CluStream | DenStream | Dstream | SAE-Clus

Sanders | Recall 0.95 0.63 0.62 0.87
Precision 0.49 0.5 0.61 0.89
F-measure 0.65 0.56 0.61 0.88
Clusters number | 4 17 442 4

HCR Recall 0.88 0.98 0.65 0.69
Precision 0.35 0.33 0.33 0.75
F-measure 0.5 0.5 0.44 0.72
Clusters number | 7 1 26 7
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Results show that performance has improved in terms of precision, F-measure and
clusters number as compared with other algorithms in case of both Sanders and HCR
Datasets and, thus, our method can extract hot topics from social streams efficiently.

6 Conclusion

In this article we presented a new method based on deep learning architecture to extract
the most relevant topics from evolving social streams in an online manner. The basic
approach consists of three procedures. First, data are represented in a scalable manner.
Then, a stacked autoencoder is trained to produce low dimensional representation for
the data which will be clustered later in a scalable way to detect the real time evolution
of topics. The experiments prompt that our method can extract efficiently the hot topics
and outperform two relevant data stream algorithms. We plan in the future to ame-
liorate the accuracy of our method with imbalanced datasets.
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Abstract. Multi-shot human re-identification is a major challenge because of
the large variations in a human’s appearance caused by different types of noise
such as occlusion, viewpoint and illumination variations. In this paper, we
presented a novel Gabor-LBP based video covariance descriptor, called GL-VC
descriptor, which considers image sequences to extract appearance features,
captures moving regions of interest and find the correlation between video
frames. Therefore, it implicitly encodes the described human motion by the
integration of temporal information and decreases the effect of occlusion. To
deal with the changes of view points and illumination, the Local binary pattern
(LBP) operators and Gabor bank were integrated into the spatio-temporal
covariance features. We evaluated our GL-VC approach on the publicly avail-
able CAVIAR4REID multi-shot dataset and demonstrated superior performance
in comparison with the current state-of-the-art.

Keywords: Multi-shot human re-identification - Spatio-temporel features -
Covariance matrix - Gabor + LBP - CAVIAR4REID dataset

1 Introduction

Undoubtedly, automated human re-identification (re-id) systems play a key role in
several security video surveillance applications. Re-identifying the same person across
a non-overlapping camera networks is particularly challenging, since inter-camera,
illumination and appearance variations and occlusion are often very clear. Most current
research works have addressed this problem by matching spatial appearance features
(e.g., color and gradient histogram) in the single-shot setting (i.e., assuming only one
image per person per camera view) [1, 2, 4, 6]. These features are intrinsically limited
due to the effects of noise.

In several real world video surveillance applications, we have a set of images for each
tracked person. So, for the multi-shot case, there are several images, which form an image
set, for each identity in query and corpus domains [7]. As the pipeline of a re-id system
may include human feature modeling and matching, the performance of most descriptors
often relies on the extracted features. Some works were based on spatio-temporal (S-T)
information or biometric features. We note that a great deal of research in motion
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recognition and human behavior has exploited extensively the S-T information of video
frames [8, 12, 21]. Some motions, like gait, are specific biological features and can be
modeled by signatures which differ from one human to another [3, 9, 11].

In this work, we proposed a framework that generates specific image sequences to
apply the S-T approach to the multi-shot re-id. It extracts Gabor-LBP based video
covariance (GL-VC) vectors, which provide modeling capabilities of human motions,
by the integration of the temporal axis in the appearance features. The main contri-
bution is to integrate the Gabor filter and the Local binary Pattern (LBP) operator with
other appearance features and find the correlation between video frames in order to
reduce the effects of noise as illumination and view point changes.

The rest of the paper was organized as follows. Section 2, described the related
work on multi-shot human re-id. GL-VC descriptor approach was presented in Sect. 3.
Finally, Sect. 4 detailed and discussed the obtained experimental results.

2 Related Works

Different multi-shot models for human re-id have been proposed in literature. In fact,
Gheissari et al. [7] proposed a space-time graph that uses different images to group the
similar S-T regions. A S-T segmentation is applied to reject contours that are considered
unstable information over time. Then, a triangulated model person is used to manage the
correspondence between the body parts and adjust the image model person. The
appearance-based method, proposed by Bazzani et al. [13], condenses a set of frames of
any person into a Histogram Plus Epitome (HPE) descriptor. It embeds global chromatic
content via a histogram representation and local descriptions via an epitomic analysis.
Then, the authors apply HPE at the asymmetry-based segmentation introduced by
Farenzena et al. [6], giving rise to the Asymmetry-based Histogram Plus Epitome
(AHPE) descriptor. Furthermore, the model proposed by Badagkar-Gala and Shah [18]
is a part-based S-T appearance model which combines facial features and colors.

On the other hand, the covariance descriptor, introduced by [1], manages to
combine several characteristics such as color, texture and shape and allows locating
these features. A covariance matrix can be computed from any type of images. Some
noises, such as rotation and illumination changes, are absorbed by the covariance
matrix [2]. Therefore, it was applied to object detection by [1], object tracking, and face
recognition by [20]. More recently, it was used by [17] in action recognition. Several
research works like [2] have also applied the covariance descriptor in mono-shot
human re-id, but have not integrated the S-T information for a multi-shot re-id. Based
on the-state-of-the-art, we notice that exploring S-T information from image sequences
is appreciated. Therefore, that is why a GL-VC descriptor was proposed to solve the
problem of multi-shot human re-id by integrating the temporal axis.

The differences between our approach and others are: (1) We exploit all multi-shots
of each person extracted from video streaming, without selecting, and coding human
motion with appearance features to reduce the occlusion problem; (2) We integrate
LBP operators and Gabor bank in video covariance descriptor, not in image descriptor,
to reduce the effects of view point and illumination changes; (3) It produces directly a
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fixed compact representation by fusing S-T features and finding the correlation between
different features without a learning metric.

3 GL-VC Descriptor

Generally, when monitoring an area covered by a network camera, the regions of
interest of each human, extracted from video streams, have not the same dimensions.
Our framework starts the re-id process by pre-treatment step of the new image
sequences (e.g. applied the histogram equalization, resized and concatenated the new
frames ...). Then, the correlations between successive images are exploited over time,
which can give modeling capabilities of pedestrian motion. Therefore, the GL-VC
descriptor integrates the ‘time’ parameter with other features creating S-T Covariance
(S-T Cov) signatures [3]. To reduce the noise effect, like view point change and
variation of illumination, we also integrate also an LBP operator and a Gabor banc in
GL-VC descriptor. An overview of our approach is illustrated in Fig. 1. In the first part,
the S-T features extraction step was presented.

Video frames Features Extraction :

o, ' pre-treatment (Color, Time, Gradient, "
R o 4y ! Gabor, LBP ...) '
Iracking - ™~ '
'

. Video Covariance Matrix .

i (Riemannian Manifold) '

.

Video Covariance Vector Video Covariance Matrix Log. Filter Mask
(Euclidean space)

Fig. 1. Overview of the GL-VC descriptor for human re-identification

3.1 Spatio-Temporal Features Extraction

Letp = (x,y, t)T denote the horizontal, vertical, and temporal coordinates of a pixel.
Let G denote the set of coordinates of all pixels belonging to an action segment
(a group of pictures or a short video clip) which is X pixels wide, Y pixels tall, and T

frames long. Gxy ) : = {(x,y, 0" xell, X],yell, Y], t € [1, T)}.
LetFbethe X x Y x T x ddimensional feature group of pictures extracted from G:

F(x,y,1) = 0(G,x,y,1) (1)
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Table 1. List of Gabor-LBP based video covariance features

Spatio-temporal
Features

LBP operators
Gabor banc

~

01NNk WN~=O

Features

The x location of the corresponding region

The y location of the corresponding region

The time of the corresponding region

I, grayscale intensity value (the luminance component)

Cr, color component value (the red chrominance component)
Cb, color component value (the blue chrominance component)
I (x,y,t), the norm of the first order derivatives in x

ol (xy.

Iy(x,y,1) = 520

I,(x,y,t), the norm of the first order derivatives in y
ol (xy,

Iy(x,y,1) = 2520

Gradient, 0(x,y,?) = tan~! (%)

Magnitude, mag(x,y,1) = \[I2(x,y.0) + B(x.y,1)
LBP,R=1,N=38
LBP,R =2, N=238
LBP,R=2,N=16

Gaboryy, O =0, E=0
Gabory;, O =0, E=1
Gabory,, O =0, E=2
Gabory;, 0O =0, E=3
Gabory, O =0, E=4

where the function ) can be a mapping time parameter with other features and k can be
any feature such as color, time, etc. d represents the number of the used features and
dimensions. We can arrange these features into two groups: structure features and
content features. (Table 1) Let P be the X X Y x T x d tensor of the integral GOP.

PX,Y,T,i)=> > > F(x,y,1)(i)

(2)

x<Xy<Yt<T

where F(x, y, t)(i) is the i element of vector F(x, y, t). Furthermore, let Q be the
X xY x T xd x d tensor of the second-order integral GOP:

Q(Xa Y, Tvivj) = Z ZZF(X,y,[)(i).F(x,y,l)(i)

(3)

X<Xy<Yi<T

The covariance of the spatio-temporal GOP is;

where;

le - e

COVG(X.’yJ‘) = S_1
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S =x.y.t

P=[P(x,yt1), - Plyrd)]"
Q(‘x)y7t7171) e Q('x7y7t717d)

Q= : :
Q()C,y,t,d,l) Q(X,y,l,d,d)

The S-T covariance region can be computed in O(d?) time. The dimension of the
feature vector P is equal to d. So, P can be computed in d passes.

Since Q is a symmetric matrix of a d x d dimension, it can be computed in
(d*+d)/2 passes. Therefore, for i,j=1,...,d the computational complexity of
constructing the integral GOP is O(d°XYT).

3.2 Gabor and LBP Features Extraction

To reduce the noise effects, we study the role of LBP and Gabor filters and features
extraction methods.

(A) Gabor Bank

We can obtain Gabor features by convolving a 2-D Gabor wavelet with the image
I(x, y) as follows:

Guv(xay> = |I(xvy) * (Pu,v(x’y” (5)

where |.| is a magnitude operator, u and v define the orientation and scale of the Gabor
kernels.

The 2-D Gabor kernel is a product of an elliptical Gaussian and a complex plane
wave (See Eq. 6) [20]. In a real scene of video surveillance, the distance between
camera and people varies around a vertical axis. So, the vertical viewpoint change is
smaller than horizontal one. To form the Gabor bank, the orientation of Gabor kernel
‘u’ equals 0. We take five different scales as Pang et al. [20] (v € {0, ...,4}). Thus, the
Gabor bank is equal to {Goo, Go1, Goz, Gos, Goa }

ko[ (lrnlC?y (L2
{(pu,v(Z)=H sl >[€""‘“*‘—e( 2)] (6)

ku.v — kvei@u

Where z = (X, y), ||| denotes the norm operator. k,, denotes the wave vector
By = 0, ky = kmax/fy. The value of the other parameters follows the setting used by Lui
and Wechsler [14]: the maximum frequency Km.x =7, the spacing factor between
kernels in the frequency domain f, = /2, the number of oscillations under the
Gaussian envelope ¢ = 2n [16, 20].
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(B) LBP Operators

The Local Binary Pattern (LBP) operator was introduced by Ojala et al. [15] as a
texture descriptor. It encodes the relative intensity magnitude between each pixel and
its neighboring pixels. It is invariant to the gray level change and can be efficiently
extracted. LBP is widely used in several applications such as face recognition and
person re-id [16]. In fact, Ying and Shutao [16] have used the LBP in person re-id in
order to compensate the variation of illumination. The basic LBP operator is extracted
and the decimal code of each pixel is directly assigned to the mapping function instead
of forming a histogram.

We consider different neighborhood sizes of each pixel with two parameters; R
means the region radius and N means the number of sampling points around the center.
In our mapping function, we have chosen 3 cases of LBP operators; (First: R = 1,
N = 8), (Second: R = 2, N = 8) and (Third: R = 2, N = 16). We integrated the Gabor
bank and LBP operators with the S-T covariance features to reduce the impact of
illumination and viewpoint changes and improve the recognition rate. Table 1 shows
the set of features used in this work.

3.3 Distance Calculation Between Covariance Matrices

The covariance matrix is defined symmetric and positive. It can be represented as a
connected Riemannian manifold but does not lie in the Euclidean space. The majority
of the common machine learning methods work in Euclidean spaces. So, it is necessary
to find a proper metric distance for measuring two covariance matrices. We used the
‘Log-Euclidean Riemannian’ Metric used in [3]. This metric defines a distance between
two covariance matrices M1 and M2 as:

Dist(My, Mz) = |[log (My) —log (M,)||g (7)

where log(.) is the matrix logarithm, and ||-|| is the Frobenius norm of a matrix.

We can map the covariance matrices from the Riemannian manifold on the
Euclidean space using the matrix logarithm operation, given an (n X n) covariance
matrix M. We apply the Singular Value Decomposition (SVD), which decomposes the
matrix M into 3 matrices; M = UXU" where X = diag(l1, /2,...,/,) is the eigen-
values diagonal matrix, and U is an orthonormal matrix of size d x d By derivation, the
covariance matrix M’ in the Euclidean space is defined as:

, o (—1)i*! )
M = log(M) = Zi:lf(M_I”) (8)

= U .diag(log(/y),log(), .. .,Jog(%,)) .U"

where I, is an n X n identity matrix. As the covariance matrix is symmetric, we can
apply a filter mask, extracting all the entries on and above or below the diagonal of the
symmetric matrix, and representative it by a vector of d x (d+ 1)/2 values [17]. So,
GL-LBP descriptor transforms each image sequence of size X x Y x T into a compact
vector represented by 153 values.
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4 Experimental Results

In this section, we presented an analysis the performance of GL-VC descriptor on
«CAVIAR4REID» dataset. Extensive experiments on this dataset were conducted and
a comparative study with several state of the art methods was presented.

4.1 Experimental Setup

As dataset, we used «CAVIAR4REID» to show the performance of GL-VC descriptor.
«CAVIAR4REID» dataset contains 10 views for each of the 72 humans. It includes
various types of noises such as occlusion, illumination and viewpoint variation,
background changes ... The original dataset of «CAVIAR4REID» consists of 26 real
sequences recorded from two different points of view at the resolution of 384 x 288
pixels in a shopping centre. It includes people walking alone, meeting with others,
window shopping, entering and exiting shops. The ground truth has been used to
extract the bounding box of each human. It has broad changes in resolution. The
minimum size of the images is 17 x 39 and their maximum size is 72 x 144 [19].

The performance of GL-VC descriptor is measured by the biometric identification
method that returns ranked lists of candidates: Cumulative- Matching-Curve (CMC).
Let G a gallery of m samples of different subjects, Q a probe set with n samples. We
use all of them and determine the distance between two sets of descriptors extracted
from G and Q by applying the nearest-neighbor classifier.

4.2 Evaluating the GL-VC Descriptor Parameters

In this section, we studied the impact of the Gabor and LBP features in GL-VC and the
size of image sequences, on the recognition accuracy. First, we evaluated the recog-
nition performances of a GL-VC descriptor with different combinations of Gabor and
LBP operators on «CAVIAR4REID». We investigated the impact of integrating the
Gabor and LBP features into the S-T covariance features on reducing the effect of
illumination and view point changes. We normalized all video frames into 32 x 64
pixels and prepared the video sequences with selecting 5 frames per sequence for each
human. Then, we applied the CMC metric on the image sequences with fixed sizes
(e.g., Number of pictures per sequence: Np = 5) of all 72 pedestrian.

Figure 2 shows the recognition rates with different combinations. We found that the
GL-VC based on full combination gives the best recognition rate in the first rank. In
this case, the video covariance vector contains 145 values. So, we confirm that the
image sequences of the Caviar dataset are very noisy with the changes of viewpoint and
luminance and that several light sources intervened in the space of the cameras net-
works. On the other hand, the GL-VC descriptor can be applied on both small and large
image sequences. Our approach treats any image sequence with various (Np) and
provides fixed size vectors for the various sequence sizes. So, we studied the impact of
the size of the image sequences, on the recognition accuracy. «CAVIAR4REID» is
limited to 10 views per human; 5 views for Probe and 5 views for Gallery. We have
chosen 3 cases for experimentation; Np is equal at 3, 4 and 5.
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Fig. 2. CMC curves obtained by different combinations between S-T covariance descriptor and
Gabor and LBP features

Figure 3 presents the performance of the GL-VC descriptor with various sizes of
image sequences. Based on this figure, we notice that increasing the number of pictures
in our descriptor allows reducing the effect of occlusion or change of background.
Furthermore, in some rank values, the recognition rate of the smaller GOP is superior
also to greater GOP. We believe that it exist added noises in the fourth or fifth frames.
This result confirms that multi-shot human re-id using GL-VC descriptor can reduce
the effect of some noises. But generally, we note that processing time with all features
and the superior size is higher than the other cases. This choice increases the com-
putational complexity of constructing the integral GOP which is O(d2XYT). (See part
3) So, we can make a compromise between the size of image sequences and the
processing time according to a dataset or the camera network.

CMC curves
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g

Gabor-LBP based Video Covariance, Np=5
10% —— Gabor-LBP based Video Covariance, Np=4
—— Gabor-LBP based Video Covariance, Np=3
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Fig. 3. CMC curves obtained by Gabor-LBP based video covariance descriptor on
CAVIAR4REID for various sizes (Np = 3, 4, 5)
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4.3 Comparison Experimental Results on the CAVIAR4REID Dataset
with the-State-of-the-Art

First, when comparing our experimental results displayed in Figs. 2 and 3 and to the
results of [5, 10, 13, 19], we can see that GL-VC method is more efficient in human
recognition, when simulated on CAVIAR4REID dataset. Table 2 shows that the
recognition rate in the first rank is equal to 53.4. So, the GL-VC approach gives an
improvement, in the first rank, of more than 10% compared to the other multi-shot
descriptors results with CAVIAR4REID dataset.

Table 2. Comparison between the recognition rate in the first rank of GL-VC and other
approaches on CAVIAR4REID dataset

Approaches Recognition rate in the first rank (%)
AHPE [13] 10

CPS [19] 17

Local fisher [5] 36

MFA [10] 40.2

GL-VC (our approach) |53.4

These experimental results prove that using multiple human images from a video
sequence, involving time parameter, Gabor and LBP features with other appearance
features is more informative and relevant to describe a human and reduce the effect of
several noise types. But, the challenge remains at the level of increasing the execution
time related, firstly to the selection of features in the mapping function and secondly to
the GOP size.

5 Conclusion

In this work, we have presented a new approach in multi-shot human re-id. We have
introduced a framework which generates and pre-treats the image sequences to apply
S-T approaches on human re-id process. Then we have developed the GL-VC
descriptor which provides extracting correlation between frames and modeling capa-
bilities of people’s motion with color and texture features. To improve this descriptor
against the variations of illumination and view point and to render it more robust
against noises, we have integrated the Gabor and LBP operators. In order to showcase
the merits of our new approach, we have evaluated our GL-VC approach on the
CAVIAR4REID multi-shot re-id dataset and demonstrated superior results when
compared to the current state of the art. We have found that integrating appearance
features with Gabor and LBP operators and finding its correlation with the motion
modeling through a mapping function gives a considerable gain at the performances of
the recognition process.

As a future work, we will focus on extending the proposed method so that it will be
possible to take up the challenge of clothing similarity in appearance-based methods
and the effect of background in human modeling.
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Abstract. Geographical Information System (GIS) stores several types of data
collected from several sources in varied format. Thus geo-databases generate
day by day a huge volume of data from satellite images and mobile sensors like
GPS, among these data we find in one hand spatial features and geographical
data, and in other hand trajectories browsed by several moving objects in some
period of time. Merging these types of data leads to produce semantic trajectory
data. Enriching trajectories with semantic geographical information lead to
facilitate queries, analysis, and mining of moving object data. Therefore
applying mining techniques on semantic trajectories continue to proof a success
stories in discovering useful and non-trivial behavioral patterns of moving
objects. The objective of this paper is to envisage an overview of semantic
trajectory knowledge discovery, and spatial data mining approaches for geo-
graphic information system. Based on analysis of various literatures, this paper
proposes a concept of multi-layer system architecture for raw trajectory con-
struction, trajectory enrichment, and semantic trajectory mining.

Keywords: Spatiotemporal data mining - Semantic enrichment process -
Geographic information system * Semantic trajectory knowledge discovery -
Extracting behavioral knowledge

1 Introduction

Geographic Information System (GIS) has emerged as an efficient discipline due to the
development of communication technologies. Enormous quantity of data is generated
in the form of image or fat files from sources like satellite imagery, mobile sensors, etc.
Understanding information stored in these databases requires computational analysis
and modeling techniques. Spatial and spatiotemporal data mining has emerged as a new
area of research for analysis of data with respect to spatial/temporal relations and
eventually contextual data related. In this field, the comprehension of phenomena
related to movement of objects like people, vehicles, or even animals which traverse
across the geographical region has always been a key issue in many areas of scientific
investigation. Although the information encapsulated is often rich when considering
the semantics and contextual data associated to the underlying movement. So far an
optimal result, a moving object trajectory should be enriched by spatial, temporal and
semantic knowledge, this being denoted as a semantic enrichment process.
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Regarding the spatial dimension, a trajectory can be modeled as a series of epi-
sodes, which each episode is defined as a maximal homogeneous sub-sequence of a
trajectory. This allows mapping a given trajectory to a series of spatial predicates
whose semantics can be also enriched by additional application dependent criteria.

The research presented in this paper discuss a brief review of the structure of GIS and
its fields of knowledge discovery, besides we will discuss semantic modeling approach
for a specific type of spatiotemporal data which is semantic trajectories in order to enrich
trajectory data with semantic data, going by several phases like data preprocessing,
trajectory segmentation and semantic enrichment. Then apply mining algorithms in order
to provide more meaningful patterns about moving objects trajectories.

The rest of the paper will be structured as follow: in Sect. 2 we will present the
related work, in Sect. 3 we will give a brief overview of GIS functionalities and his
integrated knowledge discovery and spatiotemporal data mining, Sect. 4 will provide
with a multi-layer system for trajectory enrichment, in which we will discuss the flow
to construction semantic trajectories then applying mining algorithms for extracting
more meaningful patterns, Sect. 5 illustrate a case of study, and in Sect. 5 we will
discuss the work proposed and give some comparisons.

2 Related Work

Spatial feature extraction is one of the prospective areas that spatial data mining has
come to develop; it poses the challenge to reveal meaningful information of geographic
objects, with a particular interest in their relationships. Information about spatial fea-
tures can be derived from single objects but most communally it is derived from the
relationship between two or more objects, this type of spatial features is called rela-
tional features and it makes the main difference between relational and spatial
knowledge discovery [1]. In literature, there are three types of relational features;
(i) distance relations which are the most prominent relational features and can be
computed using Euclidian or any other type of distance to compute it. (ii) Topological
relations [2] which are invariant under homomorphism, and can be preserved if the
considered objects are rotated, scaled or moved. (iii) Directional relations [3] which are
defined over a reference system determined by two orthogonal axes, x and y. The
extraction of spatial features from geographic data (such as topological, distance or
directional) is the most effort- and time-consuming step in the whole discovery process.
On the one side the user must choose the appropriate spatial and non-spatial features.
On the other side the extraction process itself requires high computational costs,
besides, spatial features can be extracted either in the data preprocessing or during the
data mining task [4, 5]. But most approaches extract spatial features in data prepro-
cessing [6]. Considering applications where there is very little or no semantics in spatial
features analysis, experts found difficulties to interpret results from the user’s point of
view because patterns are purely geometrical, so they cannot discover semantic patterns
which can be independent of spatial location. Thereby, adding semantics enhances the
analysis of data and ease the discovery of semantically implicit behaviors [7]. Our
approach is one of the methods that encourage the use of semantics data before
applying mining algorithms, in order to give meaning to behaviors extracted.
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3 GIS Knowledge Discovery

3.1 Geographic Information System (GIS)

Today, it is no longer easy to give a clear definition of GIS. The development of
information and communication technologies in GIS domain has generated huge
volume of data representing geographical and spatial information. Nowadays a geo-
graphic information system gives us the possibility to visualize, question, analyze,
interpret and predicate data to understand relationships, patterns, and trends. GIS
databases store different types of information received from several components con-
nected with each other. According to [8] it can be viewed as collection of components
such as data, software, hardware, procedures and methods used by people for data
acquisition, analysis and decision making with respect to location for solving complex
planning and management problems.

However, Real world data contains many different aspects, GIS present them by the
concept of layers, which correspond to themes in the application; data is divided over
thematic layers, each layer represents a common type of data and therefore the infor-
mation in one layer is of a similar type. Layers are described by two types of data
(called features); spatial data and attribute data (called also thematic or non-spatial
data); spatial data are stored in form of vector or raster images [9, 10]. Vector is a
representation of the world using points, lines, and polygons. It is useful for storing
data that has discrete boundaries, such as country borders, land parcels, and streets,
while raster is a representation of the world as a surface of regular grid of cells. It is
more useful for storing data that varies continuously, as in an aerial photograph, a
satellite image, a surface of chemical concentrations, or an elevation surface.

Figure 1 shows The GIS database as a container used to hold GIS features.

Attributes /—\
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Fig. 1. GIS database

Analysis of data deposited in GIS has gained importance in domains related to
knowledge management; recent use of spatial databases has lead to study Spatial and
spatiotemporal Knowledge Discovery. However, GIS databases analysis isn’t easy due
to the varied formats, representation and data sources; mining spatial data from
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geo-spatial datasets requires in somehow the help of domain experts to relate and
understand spatial and non-spatial data, also it needs an understanding of information
represented in image files (raster data), besides it needs interaction between spatial
attributes and non-spatial attributes for an eventual selection and transformation.

3.2 Knowledge Discovery for GIS

The majorities of available GIS provide functionalities to manipulate and save data, but
depend on the user’s capacity for preparatory data analysis. The combination of data
mining methods and GIS came to facilitate data analysis, and allows for an efficient
execution of data mining algorithms.

Knowledge discovery in spatial databases refers to the extraction of implicit
knowledge or other patterns that are not explicitly stored in database. A large amount of
spatial data has been collected in various applications. The collected data is huge in
such a way that it’s far of human knowledge to analyze it, new and efficient methods
are needed to discover knowledge from large spatial databases. From now on spatial
knowledge discovery has emerged as an active research field in GIS, focusing on the
development of theory, methodology, and practice for the extraction of useful infor-
mation and knowledge from massive and complex spatial databases. Its main goal is
analyzing large and complex spatial data which are multidimensional and auto corre-
lated. To our best knowledge, there are a few software systems that join the data mining
techniques and GIS functionalities, we can mention: GeoMiner [11], MoveMine [12],
SPIN! [13, 14], INGENS [15] and WEKA-GDPM [16].

4 Semantic Trajectory Knowledge Discovery

First of all, it is important to notice the difference between spatial, geographic, and
spatiotemporal object. A spatial object is an object that has location and geometry,
‘Geographic’ refers to the specific case where the spatial object is geo-referenced. Thus,
the spatiotemporal object can be defined as an object that has at least one spatial and one
temporal property. The spatial properties are location and geometry of the object. The
temporal property is timestamp or time interval for which the object is valid. The spa-
tiotemporal object usually contains spatial, temporal and thematic or non-spatial attri-
butes. Examples of such objects are moving car, pedestrian, migration of birds or fish,
forest fire, and earth quake. Spatiotemporal data sets essentially capture changing values
of spatial and thematic attributes over a period of time, and structured it on trajectories.

Trajectory data play a fundamental role to a huge number of applications, such as
transportation management, urban planning, tourism and animal migration. This type
of data is normally obtained from mobile devices that capture the position of an object
and his time interval, and it is available for use in the format of raw trajectories which
often gives a few geometric behaviors. Semantic trajectories however, have more
meaningful data; it is a growing trend that has recently emerged in geographic infor-
mation science and spatiotemporal knowledge discovery. Their patterns are indepen-
dent of spatial coordinates, and can be located in sparse regions and may not have
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geometric similarity, from now on semantics plays an essential role in several appli-
cations, it is becoming an important research issue in GIS (Geographic Information
Systems), however Complex technical operations and data functions are necessary to
add semantics to trajectories in order to facilitate their analysis and knowledge
extraction from the user’s point of view [13, 14].

Figure 2 provide a multi-layer system for trajectory enrichment process, in which
the main objective is constructing semantic trajectories from raw GPS feeds to prepare
them for eventual use in spatial data mining.

Semantic behaviors

- Clustering Semantic trajectory mining

- Classification
- Associations rules
-Aggregation

Semantic trajectories

. ‘Application domain
Seographical data semantic trajectory enrichment Layer data
- Poi [
pois e o Spatial features
~Rox R ) ) didate stops)
-Re Segmentationinto episodes / Episodes annotation (can

egions g pisodes/ Ep ~POI/ LOI/ROI

Structured raw trajectories

A\

Raw trajectory reconstruction Layer

Data cleaning / Data compressing / Map Matching

GPS feeds (people, cars,
animals..)

Fig. 2. Multi-layer system for trajectory enrichment

4.1 Raw Trajectory Reconstruction Layer

Raw data modeling is the first Layer of semantic trajectory process. It is the part of
constructing and structuring data to support the enrichment of trajectories. In this phase
there are three main levels that evolve as we progress from the initial requirements to
the construction of structured trajectories; (1) Data cleaning, (2) Trajectory compres-
sion, (3) Map-matching; in which the global aim is to turn the imperfect raw movement
data into a trajectory dataset that is correct and manageable. In other words we try to
construct trajectories that are: clean (i.e., without/less noise), Accurate (i.e.,
map-matched) and compressed as much as possible.



214 S. Chakri et al.

4.2 Semantic Trajectory Enrichment Layer

After constructing raw data, and to prepare trajectories for data mining, the mid step is
to add semantics to these trajectories, adding semantics is achieved by linking the
spatiotemporal units with semantic knowledge from the geographic data in one hand
and application domain data in other hand, to facilitate the user’s task to analyze and
interpret the knowledge in mining steps.

4.2.1 Segmentation into Episodes

A way of segmenting a trajectory is to split its path into periods of time when the object
is considered as stationary (stops), and periods where the object is indeed moving
(moves). According to this model, stops are the important places of a trajectory where
the moving object has stayed for a period of time, while moves are the sub-trajectories
between stops. Thus, semantic trajectory: is a sequence of alternating stops and move
episodes, always starting with a move and having zero or more stops. Notice that
trajectories can be segmented with criteria other than stops and moves like the means of
transportation used by the moving object, or roads name; this knowledge is useful for
all planning applications in city transportation management [15].

4.2.2 Episodes Annotation

After segmenting trajectories, the segmented episodes need to be annotated in order to
be more enriched and to give meaning to the semantic trajectories, Usually each episode
is annotated with its defining annotation: for instance, stop and move episodes are
annotated as “stop” or “move”, transportation mode episodes are annotated as “walk”,
“bus”, “car”, etc. Points, lines, or regions of interest influence episodes are annotated
with the identifier of the corresponding POI, LOI, or ROI. Episodes may also bear more
than one annotation to fulfill application requirements, for instance stop and move
episodes may be additionally annotated with the corresponding POI, LOI, or ROI where
the moving object stopped. Its type (e.g., home, work-place, restaurant), or even the
activities pursued during the stop and move. Roughly, very few researches had focused
on annotating moves, while theirs is an important part of research for understanding
stops because stopping generally means that there is something of interest to do there.

4.3 Semantic Trajectory Mining

In every application domain, using contextual and semantic information enriches the
meaning of the extracted information, it can help to understand the behaviors and
reveal behaviors that would be difficult to identify without using semantics. Knowledge
discovery from trajectories aims essentially at identifying behaviors in two categories:
unknown behaviors or specific behaviors. Techniques used to identify behaviors are
clustering trajectories, classifying trajectories into predefined classes (fishing ship
trajectories), discovering common sequences of elementary movements (going from
home to work then to shopping center) and identifying trajectories of objects whose
movement is somehow related to each other, in particular, objects moving together
(flocks of animals). For knowledge discovery in semantic trajectories, the integration
with contextual geographic information plays an essential role towards the discovery of
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easily understandable behaviors. Considering the semantics of space and the semantics
of time, it gives more meaning to a behavior; otherwise it is important to observe that
the integration of trajectories with contextual and semantic, spatial and temporal
information is vital for the discovery of meaningful behaviors, because the majority of
behaviors extracted from semantic trajectories cannot be obtained from raw data only.
Once the trajectories are built, enriched, well clustered and eventually classified, users
at this level can extract meaningful knowledge and analyze behaviors of their moving
objects. Researches lead to several kinds of semantic behaviors that can be mined by
using semantic trajectories, the most popular is the sequential pattern (visiting
sequences of places), the frequent Pattern (visiting the same places with a certain
frequency), the associated pattern (visiting associations of places for instance trajec-
tories that visit hotels do also visit touristic places), the outlier pattern (trajectories that
have different behavior in relation to other trajectories), etc. [16, 17].

5 Case of Study

Let’s consider a dataset of citizens GPS feeds represented as sample points. The first
step is modeling raw trajectory, in this step we construct a healthy raw trajectories from
GPS feed, in our case study we use cleaning and map-matching process to minimize
the noise and to have a sound set of trajectories, we don’t need to compress our
trajectory because we suppose that GPS feeds are regularly captured over some period
of time, for this step. Besides the trajectory data of citizens, there is a need of geo-
graphic information of the city. So after configuring and cleaning trajectory datasets,
now we can add semantics to trajectories. Thereafter, we will exploit the semantic
trajectory modeling and mining steps, First the raw trajectories will be segmented and
annotated then clustered, we do that by using the concept of stops and moves and the
algorithm IB-SMoT, Notice that the segmentation and annotation of trajectories in the
toolkit Weka-STPM are provided at the same time when we enrich the trajectories in
order to facilitate the procedure to users. To enrich our trajectories we need some
geographic data, so besides the trajectory data of citizens, there is also contextual data
of the city. Let us suppose that for this application, the interesting feature types
(candidate stops) include all types of Markets that exist in Marrakesh city. Merging raw
trajectories with contextual data lead to produce semantic trajectories in two relations
Stop and Move. Stops and moves can be computed on the spatial granularity of
instance or type depending of the application needs; in this experiment we tend to
compute stops on granularities of type since that what interested us is the type of the
store frequenting by citizens, not essentially its name. Table 3 shows a part of a stop
dataset with spatial granularities of type after applying the algorithm IB-SMoT which
merges between raw trajectories and candidate stops already existed in the dataset.
Once the stops and moves are generated, which is the phase when semantics are
added to trajectories and when time is most consumed between all steps of the
knowledge discovery process, the data are ready for multiple-level mining. Further-
more, we specify what should be considered in the mining step and manage the
aggregation in higher granularity levels (generalization) in order to apply mining
algorithms for generating several types of patterns. Notice that generating stops and
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moves from trajectories is normally realized for once, while data mining algorithms
may be applied to these data several times until extracting meaningful patterns.
According to the application domain and the user objectives, different data mining
algorithms can be applied to the dataset of stops and moves; the most important are
frequent patterns, association rules, and sequential patterns. For the rest of this
experimental study we lead to extract some frequent patterns to analyze citizens’
behavior regarding to different types of markets that exist in the city of Marrakesh.
After adding semantics to trajectories with the method CBSMoT, we transformed the
data into different space and time granularities and then applied the algorithm for
generating frequent patterns; at this level we can use the semantic trajectory data
mining query language (ST-DMQL) to specify semantic enrichment of trajectories with
contextual domain information. Figure 3 shows the result of frequent pattern mining
process on semantic trajectories considering two different granularities for the time
dimension: weekdays and weekends [18].

Fig. 3. Patterns extracted from semantic trajectories using IB-SMoT

6 Discussions and Comparisons

In Fig. 3 we have three results: (A) represent all stops computed by IB-SMoT,
(B) shows stops computed in weekdays, these stops are located essentially near to small
and medium types of Market. And (C) shows stops computed in weekends which report
generally, besides than super Markets to hyper Markets and Malls. The information
extracted by this pattern show that Marrakesh citizens frequent the small stores more
than big surfaces, besides those who frequent big surfaces spend more time than those
visiting super markets or small department stores, otherwise there is a relationship
between the size of the building, and how long people attending it and spend time in it.

We can say that Behaviors extracted from semantic trajectories cannot be obtained
from raw data only. According to the kind of knowledge the user is interested in, different
data mining algorithms can be applied to the dataset of stops and moves. And without
using such kind of conceptualization it would be hard to understand moving behavior in
trajectories. In comparison with geometrical methods which are the traditional approa-
ches, it is more significant to say that the object O has gone from cinema to the hotel
passing by the supermarket, than saying that the object O has gone from Point C to point
H stopping at an unknown point S. An example which expresses such necessity could be
the following: (Begin, home, 8:00) — (move, road, 8:00-9:00, on-taxi) — (stop, office,
9:00-12:00, work) — (move, road, 12:00-12:30, walking) — (stop, restaurant, 12:30—
13:30, lunching) — (move, road, 13:30-14:00, walking) — (stop, office, 14-18,
work) — (move, road, 18-18:30, on-taxi) — (End, home, 18:30).
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7 Conclusion

In this paper we have shown that trajectory knowledge discovery depends directly on
the application domain, and therefore there is a need to integrate geographic infor-
mation into trajectories in order to create semantic trajectories before extracting
meaningful patterns. We have presented for that an overview for spatial data mining in
GIS; afterwards we have presented a multi-layer system for trajectory enrichment to
explain the semantic trajectory knowledge process, in which we present the main
phases that ensure complete acquisition of semantic trajectories in order to extract
realistic behaviors according the application point of view. The proposed multi-layer
system process is general enough to cover different application domains. The future
ongoing work is the study and the exploitation of the clustering techniques to find
unknown stops that can reveal more important knowledge.
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Abstract. In this paper, we will present the system that we designed to track
The Alzheimer disease’s evolution throughout time using Magnetic Resonance
Imaging (MRI) images. The AD makes visible changes in brain structures. We
aim to identify the patient category as AD or Normal Control (NC) subject. The
paper’s contribution relies on realizing a method for longitudinal monitoring of
a subject. Our method contains two parts: the first step allows the analysis of two
MRI of the same patient in two different times to determine changes in the
hippocampus texture descriptors, which are used to move to the second step
which is the classification using the SVM method (Support Vector machine)
based on a preliminary phase i.e. the learning phase.

Keywords: Alzheimer Diseases (AD) - Magnetic Resonance Imaging (MRI) -
Normal Control (NC) + Support Vector machine (SVM)

1 Introduction

The Alzheimer disease is a neurodegenerative disease. It is the leading cause of heavy
dependence of the elderly;lt starts before the stage of dementia by the appearance of
cognitive disorders which are variously associated, and by possible behavioral or
personality troubles. The disease progresses over several years with the emergence of a
progressive dependence impact on activities of daily living (dressing, feeding,
movement) [1-6].

Alzheimer’s disease (AD) is a major common health problem, charachterized by
the lateness of the clinical diagnosis and the absence of treatment. Early diagnosis of
this disease would be a major benefit medically, socially and economically. Further-
more, the development of new therapeutics requires a better understanding of the
pathophysiological mechanisms underlying this disease. To better understand these
mechanisms, we must have an integrated view of the different manifestations of AD
(biological and cognitive) by combining complementary techniques, and studying their
hierarchy of appearance through a longitudinal approach [7, §].

AD is associated with cognitive changes mainly characterized by deficits in epi-
sodic memory tests, verbal fluency and executive functions, a major atropie of the
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hippocampal region and hypometabolism measured FDGTEP (or activation defect
measured fMRI) of the posterior cingulate and temporoparietal regions. Potential
biomarkers, tissue plasminogen activator (tPA), involved in synaptic plasticity phe-
nomena, are a promising path. In terms of early diagnosis, if the 18 FDG-PET seems to
be the most effective marker, its limited access compared to other techniques (MRI,
neuropsychological, biological) justifies further research in this area, using new
approaches (biomarkers, original neuropsychological testing, fMRI resting, activation
fMRI), or original analysis techniques (furrows analyzes using data from IRMa) but
also by combining different markers [9].

In the field of medicine, medical imaging may be defined as the process used to
view inside the human body in vivo. It is a crucial tool for the physician to understand
and diagnose the disease. Indeed, thanks to a preoperative knowledge of the patient’s
internal anatomy, the physician is able to establish a better diagnosis and better plan the
therapeutic and surgical procedures.

However, Though the acquisition techniques are evolving daily, objective and
quantitative interpretation of medical images is still a difficult task and a topic of strong
current research, particularly, the segmentation step which is essential in the processing
chain and analysis of medical images. It is a low-level treatment that aims to locate, in
an image, the pixel sets (voxels) belonging to the same anatomical structures. This is
what makes explicit the different regions of interest as well as the pathological aspects
of the structures in the image. In addition, the result of segmentation can be the starting
point for other medical imaging applications such as registration, reconstruction,
visualization or analysis of movement [10—-12].

Compared to other areas, this segmentation step is particularly difficult because of
the artifacts associated with different acquisition systems as well as the nature of
medical images: the low contrast and low resolution, lack of visible contours, the
intensity and the similarity of anatomical structures, the heterogeneity of intensity
within the same tissue, etc. To these properties, we add variability and complexity of
the structures to be segmented. All these constraints make the segmentation difficult if
based only on “low-level” features of the image, since the intensity of a pixel does not
judge with certainty, belonging to a structure [13, 14]. In this context is our work, we
will present a longitudinal tracking system. The paper is organized in this way, in the
second part we will talk about our Computer Assisted Diagnosis. In the third part, we
will present some results and the discussion section.

2 Proposed Application

Our proposed method contains two parts: Segmentation and classification. For the step
of segmentation, we extract the ROI Region of Interest of the Hippocampus. We
calculate the texture features of the hippocampus from the first IRM and the second
MRI. We determine the variation of these Features.

After that we pass to the classification step. For the classification, we used the SVM
(Support vector Machine) method. The step of classification is based on a training step,
the figure in below presents the detail of the training step (Fig. 1).
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Fig. 1. Figure present the Training step

Training: For the training, we have 400 subjects: 200 Normal Subjects and 200 Alz-
heimer Subjects, for some subject there are two MRI along time (6 months) for the
same patient. We analyze the two MRI and we extract the hippocampus after that we
determine the variation of the vector of texture features.

The figure in below presents the principal model for our method (Fig. 2):
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Fig. 2. Proposed Method

2.1 Segmentation

Our approach is applied to reference MRI based OASIS (Open Access Series of
Imaging Studies) DATABASE. The images are a grayscale and size of 500 * 500
pixels. These images are made by experts. We extract the ROI (Region Of Interet) of
the Hippocampus in the step of segmentation.

2.2 Extraction of Texture Features

The texture is a characteristic for the description of the visual content. It provides a
description of the local structure as well as information on the random field that
controls the small-scale details. Although several techniques have been proposed to
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characterize any texture spring as a universal descriptor: each has advantages and
disadvantages. We implemented the method of co-occurrence matrix grayscale to
extract textures indexes because it is widely used in image search, and generally gives
good results.

The co-occurrence matrix grayscale (GLCM) was proposed by Haralick et al. [15]
In 1973.

This approach is based on the joint probability distribution of pixels in the image
[L6, 17].

2.3 Classification Using SVM (Support Vector Machine)

The support vector machine (Support Vector Machine, SVM) also called separators
wide margin are supervised learning techniques to solve classification problems. The
support vector machines uses the concepts of the theory of statistical learning and
terminals theory Vapnik and Chervonenkis [18].

This technique is a method of classification to two classes which attempts to separate
the positive examples from negative examples in all examples. The method then uses the
hyperplane that separates the positive examples of negative examples, ensuring that the
margin between the nearest positive and negative is maximum. This ensures a gener-
alization of the principle as new examples will not be too similar to those used to find the
hyperplane but be located on one side or the other of the border. The advantage of this
method is the selection of support vectors that represent the discriminant vectors by
which is determined the hyperplane. The examples used during the search of the
hyperplane are no longer useful and only these support vectors are used to assign a new
case, which can be considered an advantage for this method [19, 20].

SVM techniques (non-linear) use an implicit function @ transforming the input
space XC Rd in a Hilbert space (H, <.,.> of larger size. Learning is then made from the
model (®(X),Y) in the space H, larger dimension certainly, but where it is hoped that
the data is “more linearly separable.” from a practical standpoint, it should be noted that
the calculation of projections ®(X) is not used in the method, only the scalar products
<®(x)D(x) >, (x,x') € X2 are required. However, these are given by a kernel K via
the relation (“kernel trick™)

K(x,x') = <®(x),d(x') > (1)
The method therefore requires to select a core (as well as other parameters). Pos-

sible choices include in particular: [21, 22]
Radial Gaussian kernel (Gaussian RBF):

K(x,x") = exp( - o||x - X/Hz) (2)
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A SVM classifier is of the form:
C(X) = sign(<w,D(x) > +b)

where w ¢ H and R ¢ b are parameters adjusted during the learning phase to
From a sample of examples {(xi, yi): | <=1i <= n}.

C

USRI S
Mlnlmlze§||w|| + D i

E;

Under the constraints: V i € {i,....,n},
Ei > = Oetyi(<w,d)(x) > +b)> =1-E

We can show that the solution w can be expressed as follows:

n
w= Zi:l a;yi®(x;)

3 Result and Discussion
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The goal of our method is to analyze both MRI of the same patient, taken at two
different times to detect that the patient is normal or Alzheimer’s disease. We pass by
the segmentation step of the two MRI to extract the both hippocampus after that we
extract the texture descriptors. We search the variation vector of descriptors from the
two MRI. To make the final decision, we pass by the classification stage using the
classification method supervised SVM (Support Vector Machine). At the end, we get
the patient is classified normal or Alzheimer’s disease. It is sure that the classification
phase, based on a learning phase to collect more samples, and this phase is based on a

labeling step to secure the two ROIs: Hippocampus left and Hippocampus right.

We test our method with 50 subjects: 25 Normal Control, 25 Alzheimer diseases.
We present two Subjects: subject] Normal Subject and Subject 2 Alzheimer Patient.

Normal Subject (Fig. 3):

Fig. 3. Segmentation of two IRM in different times of the Normal Subject



224 A.B. Rabeh et al.

Alzheimer Subject (Fig. 4):

’

Fig. 4. Segmentation of two IRM in different times of the Alzheimer Subject

Normal

Analyzing the accuracy curve, we obtained 80% accuracy using a single descriptor
same precision for 5 descriptors, 90% to 10 descriptors, 85% to 15 descriptors and
finally 90% to 22 descriptors.

Alzheimer
The figure below shows the precision of curve in terms of texture descriptors for
subjects suffering from Alzheimer (Fig. 5).

Accuracy baed on features
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Fig. 5. Curve present the Accuracy based on features of the Normal Subjects

Analyzing the accuracy curve, 55% accuracy is achieved using a single descriptor,
65% for 5 descriptors, 80% to 10 descriptors, 85% to 15 descriptors and finally 85% to

Accuracy based on features
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Fig. 6. Curve present the Accuracy based on features of the Alzheimer Subjects
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22 descriptors. For both curves, we notice that the more one accumulates descriptors,
the better the accuracy is. Also the choice of descriptors presents a good result in a
diagnostic computer system (Fig. 6).

4 Conclusion

Alzheimer Disease is a progressive neurodegenerative disease and the most common
cause of dementia in the elderly. Dementia refers to a state of progressive cognitive
decline beyond the normal consequence of the expected aging. Since it is a progressive
disease, the symptoms gradually worsen over time. This paper presented a new diag-
nostic method that can control two MRI of the same patient in two different periods.
The change in the hippocampus is a good symptom to monitor patients. And our choice
of the classification method using SVM (Support Vector Machine) provided us with the
best results. We offer perspectives as adding other descriptors with the variation of the
hippocampus to enhance our longitudinal tracking method.
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Abstract. In wireless sensor networks, the most commonly used model for data
aggregation is client-server; where each node send its collected data to the sink.
With the growing size of the network this model become inefficient, because of
the huge amount of the data that should be processed to the sink, therefore
mobile agent model present a good alternative to the traditional client-server
model. In this model a mobile code migrate to the source nodes to collect data. It
has been proven that planning itinerary for the mobile agent is a NP-Hard
problem. In this paper, we present a hybrid scheme of client-server and mobile
agent. At first we organize nodes in clusters, then select a node at the center as
cluster head that will be responsible of clusters’ data collection, after that we
plan the itinerary among those cluster heads using minimum spanning tree, then
dispatch the mobile agent to collect data from cluster heads. Simulations results
show that our novel proposed scheme perform better in comparison to the
existing schemes.

Keywords: Wireless sensor networks - Client-Server - Mobile agent - Itinerary
planning - Minimum spanning tree + Data aggregation

1 Introduction

Wireless sensor networks have become one of the most recent topic of research [1]. Its
use spread more and more in many fields and its applications have become divers such
as flood detection, smart transportation, habitat monitoring, fire detection, air pollution
monitoring, water quality monitoring, industrial monitoring, etc. Wireless sensor net-
works is composed of sensor nodes spatially distributed in monitoring area to collect the
data and send it back to the processing element, where the data processing take place.

The most used model for data aggregation in wireless sensor networks (WSNs) [1]
is client-server; where each node sends its collected data to the sink. But recently
mobile agent model has been adopted by researchers, in this model instead of each
node sends its collected data to the sink, the mobile code migrate to the source nodes to
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collect data. Mobile agent is a special kind of software entity that migrates among
source nodes to collect data. This model has many features [2], which make it more
suitable than the traditional model.

The most challenging issue with this model is itinerary planning; it has been proven
that it’s an NP-hard problem [3]. By planning mobile agent itinerary in an efficient way,
the mobile agent can migrate among source nodes and collect data efficiently. Herein,
we propose a novel hybrid scheme by combining the strengths of client-server and
mobile agent models. With small number of source nodes client-server performs better
than the mobile agent [4, 5]. But when the number of source nodes increase
client-server model become inefficient because of the big amount of data that should be
processed to the sink. In the other side, mobile agent model start to perform better [4, 5]
because of its strategy to migrate from node to node to collect data instead of sending
all data to the sink as in client-server model.

Taking in consideration the aforementioned issues, the main contribution of this
paper are:

Group source nodes in clusters and assign a node as cluster head

Plan the itinerary among cluster heads using minimum spanning tree

Dispatch mobile agent to collect data from cluster heads

Compare and evaluate the proposed scheme with the existing schemes using
Castalia Simulator [6]

The rest of this paper is organized as follows: in Sect. 2, we briefly describe related
work. In Sect. 3, we describe the network model. In Sect. 4, we present our proposed
scheme. In Sect. 5, we describe the simulation setup and discuss the performance
analysis. Finally, we conclude this paper in Sect. 6.

2 Related Work

Recently several mobile agent based data aggregation approaches in wireless sensor
networks have been proposed. In this section, we survey the literature related to these
proposed approaches.

In [7] authors propose two heuristics algorithms; Local Closest First (LCF) and
Global Closest First (GCF) to plan the itinerary of MA among source nodes to perform
data fusion tasks. In LCF, the MA migration starts from the sink then the closest node
to its current location and so on, and in GCF, the MA migrate to the next node closest
to the sink. In LCF algorithm, the last source nodes in the MA are the nodes with long
distance from the sink. Because LCF choose the next destination node among the
source nodes based on its local location, not by looking at the global network distance
matrix. Repetitive MA oscillations produced by GCF around the sink, result long
itinerary and poor performance [7].

In [8], the authors propose the mobile agent based directed diffusion (MADD),
although quite similar to LCF, MADD selects the farthest source node from the sink as
the first source.

The authors in [9] propose a better scheme named itinerary energy minimum for
first-source-selection (IEMF) algorithm, as well as the itinerary energy minimum
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algorithm (IEMA), the iterative version of IEMF. IMEF denotes the importance of
choosing the first visiting node. Based on this conclusion, it estimates energy costs of
different alternatives of the first node and selects the solution with the minimum energy
cost. In each iteration IEMA choose from the rest of source nodes, the source node with
the optimal energy cost as the next node to visit.

In [3] authors proposed a Genetic Algorithm (GA). This algorithm provides superior
performance than the LCF and GCF algorithms, but it implies a time-expensive optimal
itinerary calculation, which is unacceptable for time-critical applications.

As it’s obvious from the previous proposed algorithms, the mobile agent should
visit all source nodes in the network to collect data which is not efficient; because when
the mobile agent visit each source node, the size of mobile agent become bigger and
bigger which affect the overall execution time and consume more energy. This why we
propose a hybrid scheme of client server and mobile agent models, where the mobile
agent visit only the cluster heads and not all source nodes in the network to collect data.

3 Network Model

We use the network model as shown in the Fig. 1; the sink is at the center of the
monitoring area. The monitoring field is 500 x 500. Sensor nodes are distributed
randomly in the monitoring area.

Fig. 1. Network model
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4 Proposed Scheme

In this section, we present our novel energy aware hybrid scheme of client-server and
mobile agent models for data aggregation in wireless sensor networks. The basic idea
of our proposed scheme is to group source nodes in clusters and plan the itinerary
among cluster heads, then dispatch the mobile agent to gather data from cluster heads.

At first, we group source nodes in clusters based on nodes density. In fact, at first
we select a node as cluster head then include all nodes in its range in the cluster, we
repeat this process until there is no node out of a cluster. At the end of this phase the
network is organized in clusters.

After selecting cluster heads and constructing clusters, we use Minimum Spanning
Tree (MST) algorithm to plan itinerary among cluster heads. To choose the best itin-
erary between two cluster heads, we calculate all possible paths and choose the path
with the minimumm weight till the last node in the itinerary.

As shown in the algorithm, we start from the sink then choose the first cluster head
with minimum weight from the sink as the next node and so on, till all cluster heads are
included in the itinerary.

Itinerary planning among cluster heads based minimum spanning tree algorithm

Ter « Sink
\% — Vcu
WHILE 3 (u € Te, v € V) DO
Find min weight (u, v)
Tea « Ten + v
V<~V —-v
END WHILE
Finally, After organizing the network in clusters and plan the itinerary among those
cluster heads, we dispatch the mobile agent to gather data from the cluster heads, at first
the mobile agent send a notification to the source nodes in the same cluster notifying
them to send the collected data to the cluster heads, and in its way back to the sink, the
mobile agent start to collect data previously sent by source nodes from cluster heads.

5 Simulation Setup and Discuss the Performance Analysis

We use Castalia simulator [6] to implement our proposed scheme and compare it to the
other existing schemes. Sensor nodes were randomly deployed in square monitoring
area of 500 x 500 m, and varied from 200 to 800 nodes, also had the same trans-
mission range and battery power, except for the sink, which is more powerful in terms
of computation and battery power.

The rest of the simulation parameters are shown in Table 1.

We use energy consumption metric to evaluate our novel proposed scheme.

Figure 2 illustrate the comparison results of energy consumption per round of GCF,
IEMF, MAAD, with our proposed scheme Energy aware hybrid scheme of
client-server and mobile agent models (HCSMA), and with the increase of the network
size from 200 to 600 nodes. As shown in Fig. 2, the energy consumption average per
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Table 1. Simulation parameters

Heading level Font size and style
Network transfer rate 250 Kbps
Monitoring field size 500 x 500 m
Number of nodes [200, 800]

Node energy 18720 ]

Energy consumed by MA execution | 5nJ

MA processing delay 50 ms

MA instantiation delay 10 ms

Collected data size at each node 200 Bytes

MA code size 1024 Bytes
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Fig. 2. Energy consumption per round

round is lower than all other protocols in the same scenarios. This is due to the strategy
of visiting only the cluster head nodes to collect data that already sent by source nodes.
GCF algorithm consume the biggest amount of energy in comparison to other algo-
rithms, this is because of its poor method of visiting nodes that are far away from each
other and the heavy weight of the mobile agent.

In the other side, with the network of 200,300,400 nodes IEMF and MADD and
HCSMA consume almost the same amount of energy. But with the growing size of the
network (500, 600, 700, 800) HCSMA consume less energy than IEMF and MADD,
this is due to HCSMA strategy of visiting only cluster heads instead of visiting each
node. By visiting each node as IEMF and MADD algorithms, the size of the mobile
agent become bigger and consequently consumes more nodes energy. Also by visiting
all the source nodes in the network, the length of the mobile agent itinerary became
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longer, and as result the mobile agent heavy size affect the node energy’ and network
energy of IEMF and MADD dramatically as shown in the figure.

6 Conclusion

Client-server model for data aggregation in wireless sensor network is more efficient
with network of small size, but with the growing size of the network this model become
inefficient, because of the big amount of data that should be processed to the sink. In
mobile agent model, the mobile agent migrates from node to node to collect data
instead of sending the data to the sink at the same time. In our proposed scheme we
combine the strengths of client-server and mobile agent models by grouping source
nodes in clusters as client—server model and plan the itinerary among those clusters
then send a mobile agent to collect data, this way the mobile agent collect data just
from cluster heads not all source nodes.

Simulation result show that our novel proposed scheme consume less energy than
the previous proposed schemes, this is due to the use of client—server model at first then
select a nodes as cluster head that will be responsible of the collection of clusters’ data,
and at the end the sink dispatch the mobile agent to collect data from the cluster heads,
when the mobile agent visit the cluster heads for the first time, it notify the cluster heads
to send a message to the nodes in the same cluster to send the data to the cluster head,
and in its way back to the sink, the mobile agent start to gather data from cluster heads.

References

1. Akyildiz, LF., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor networks: a
survey. Comput. Netw. 38(4), 393—422 (2002)

2. Lange, D.B., Oshima, M.: Seven good reasons for mobile agents. Commun. ACM 42(3), 88—
89 (1999). http://doi.acm.org/10.1145/295685.298136

3. Wu, Q., Rao, N.S.V., Barhen, J., Iyengar, S.S., Vaishnavi, V.K., Qi, H., Chakrabarty, K.,
Member, S., Member, S.: On computing mobile agent routes for data fusion in distributed
sensor networks. IEEE Trans. Knowl. Data Eng. 16, 740-753 (2004)

4. Qi, H., Xu, Y., Wang, X.: Mobile agent based collaborative signal and information processing
in sensor networks. Proc. IEEE 91, 1172-1183 (2003). Foster, I., Kesselman, C., Nick, J.,
Tuecke, S.: The physiology of the grid: an open grid services architecture for distributed
systems integration. Technical report, Global Grid Forum (2002)

5. Boulis, A.: Castalia: simulator for wireless sensor networks and body area network (2012)

6. Qi, H., Wang, F.: Optimal itinerary analysis for mobile agents in and hoc wireless sensor
networks (2001)

7. Chen, M., Kwon, T., Yuan, Y., Choi, Y., Leung, V.C.M.: Mobile agent-based directed
diffusion in wireless sensor networks. Eurasip J. Appl. Signal Process. 2007(1), 219-242
(2007)

8. Chen, M., Yang, L.T., Kwon, T., Zhou, L., Li, M.: Itinerary planning for energy efficient
agent communications in wireless sensor networks. IEEE Trans. Veh. Technol. 60, 3290-
3299 (2011)

9. Wu, Q., Rao, N.S.V., Barhen, J., Iyengar, S.S., Vaishnavi, V.K., Qi, H., Chakrabarty, K.,
Member, S., Member, S.: On computing mobile agent routes for data fusion in distributed
sensor networks. IEEE Trans. Knowl. Data Eng. 16, 740-753 (2004)


http://doi.acm.org/10.1145/295685.298136

3D CT Denoising by New Combination
Between NI-Mean Filter and Diffusion Tensor

Feriel Romdhane(g), Faouzi Benzarti, and Hamid Amiri

Signal, Image and Information Technology Laboratory (SITI),
National Engineering School of Tunis, El Manar University, Tunis, Tunisia
ferielromdhane@yahoo. fr, benzartif@yahoo. fr,
hamidlamri@gmail. com

Abstract. The images acquired from different techniques of medical equipment
are generally noisy data. The noise distribution in the CT image is modeled as a
Gaussian distribution which appears in the images as a random fluctuation
allowing to a misdiagnosis. So the denoising of the CT images is a challenge
task in medical area. In this paper we propose a new denoised method based on
combination between the Non local mean filter and the Diffusion Tensor for 3D
Computed tomography scan data with a MAD estimator for gaussian noise.
A quantitative measures was calculated and compared to other common
denoising methods, improving the efficiently of our algorithm in term of
removing noise and preserving significant details.

Keywords: Gaussian noise + CT-scan data - Non local mean filter - Diffusion
tensor + MAD estimator

1 Introduction

The Computed Tomography (CT) is one of the commonly techniques in medicine which
defines the normal and the abnormal structures in the body. It consists in measuring the
X-ray absorption by the tissues and by the computer processing, scanning and finally
reconstructing 2-dimensional (2D) images or 3-dimensional (3D) anatomical structures.
The noise level in the CT images is related to the dose quantity, so further decreasing the
dose more the images obtained are noisy, but otherwise large radiation increase the risk
of cancer. In literature, several denoised methods for CT data have been proposed. We
notice the traditional linear filters such as the median filter [1], statistical linear filtering
in spatial domain made by Lee [2], the wavelet transform [3, 4], the filters based on the
use of Partial Differential Equations (PDE) [5—11], the Non local mean (NL-mean) filter
introduced by Buades [12—15]. In our previous paper we proposed a new method for
denoising 3D Magnetic Resonance Images (MRI) where we combined between the
NL-mean filter and the anisotropic diffusion tensor [16] with a Rician nose estimator. In
this paper we apply our proposed algorithm [16] in CT scan data in order to generalize
the algorithm on different types of medical images. And since the distribution of the
noise on CT images assume to Gaussian distribution, we modify the estimator noise
present in our previous paper by a median absolute deviation estimator for gaussian
noise. Our paper is organized as follows: Sect. 2, we introduce the median absolute

© Springer International Publishing AG 2017

A. Abraham et al. (eds.), Proceedings of the 16th International Conference on Hybrid
Intelligent Systems (HIS 2016), Advances in Intelligent Systems and Computing 552,
DOI 10.1007/978-3-319-52941-7_24



234 F. Romdhane et al.

deviation estimator for Gaussian noise. Section 3 defines our proposed algorithms with
new estimator. Section 4 presents results of denoising 3D CT images; and Sect. 5
concludes the work.

2 Median Absolute Deviation Estimator for Gaussian Noise

The Median Absolute Deviation (MAD) is a robust, simple and easy tool for noise
estimation. For a batch of numbers {x;,...x,}, the MAD is defined as follows [17]:

MAD = bmedi(|xi — medj(xj)|) (1)

Where med,(.) is the median of all the numbers by arranging all the observations
from lowest value to highest value and picking the middle one; when n is an odd
number, the median is a simple middle value and in case of a even number the median
is then defined as the average of numbers with ranks (n/2) and ((n/2) +I), x; the n
original observations and b is a constant to make the estimator consistent for the
parameter of interest, so in order to estimate the standard deviation ¢ for a Gaussian
distribution, b is usually set to be equal to 1.4826.

3 Our Previous Work

In our previous paper [16], we have proposed a new method based on combination
between two filters such as the NL-mean filter and the anisotropic diffusion tensor with
an estimator noise Rician for denoising 3D MRI Magnetic resonance images. In this
section we present at first a stat of art about the two combined filters then we identify
our proposed algorithm based on the Gaussian noise estimator detailed in Sect. 2.

3.1 State of the Art

On the one hand, The NL-mean filter was introduced by Buades [12], it compute a
weighted average of all pixels in the image, taking into account the similarity of the
local neighborhoods. The restored intensity NL(I)(x;) of the voxel x; is the weighted
average of the intensities of all voxels in the image I:

NI(T) =y~ wl, )1 () 2)

xeQ?

Where w(x;x;) is the weight assigned to the restoration of voxel x; which evaluate
the similarity between the intensity of patches N; and N; registered to voxels x; and x;
based on the square Euclidean distance between patches intensity, and defined as:

w(xi, ) = exp(—d; (xi, %) /h?*) | Z (x;) 3)
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Where

& (xi,x7) = [N () = I(N())||° (4)

And

Z(x) =Y exp([I(N) — 1(N)||* /) (5)

Xj603

Z is a normalization constant ensuring that wx,x;) = 1, W= ,82 o’ is a
smoothing parameter to cont