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Foreword

Scientific progress, more and more, makes it possible to relate disease to irreg-
ularities on a molecular basis. Both, diagnosis and cure can be targeted to a well
defined biological structure. Modern medical research aims at the investigation of
the interaction of molecules and bio-macro-molecules, formerly the area of chemis-
try, biochemistry and pharmacology.

This series was founded to provide a vehicle for the dissemination of results in a
multidisciplinary area of contemporary research. It will publish extensive review
articles at a high level, that will relate a particular subject to the scopes of medical
chemistry. Thus, information and useful references will be spread among the schol-
ars.
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The major toxic effects of selected metals and their compounds have been considered, along with
discussions of their essentiality, distribution and environmental exposure. The carcinogenic and
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Introduction

The major toxic effects of selected metals and their compounds have been consid-
ered, along with discussions of their essentiality, distribution and environmental
exposure. The carcinogenic and mutagenic properties of these metals are discussed
in detail with critical consideration of epidemiological and ir vitro studies conducted
with these metals and their compounds. Extensive individual consideration has been
given to Al, As, Be, Cd, Cr, Pb, Hg, and Ni. Other metals such as Co, Cu, Fe, Mn,
Ag and V have been grouped together. It is hoped that the discussion of these metals
will provide a useful general reference for understanding their toxicity and a more
complete reference for consideration of their carcinogenic properties.

1 Aluminum

Although aluminum metabolism has been the object of study for many years, the
role of aluminum in the function of mammalian systems is not clear. The nonessen-
tial nature of Al is suggested by the net loss of administered Al in man”. An attempt
to induce an Al-deficiency disease in rats via an Al-deficient prepared diet led to the
conclusion that if Al was an essential element, the dietary requirement could be met
by as little as 1 pg Al/day?.

Parenteral and oral administration of large experimental doses of Al in animals
as the chloride, sulfate, or hydroxide salts results in lethargy and death in rats®. Skin
lesions, gastrointestinal disturbance, growth retardation, perihepatic granulomas
and fibrous peritonitis are other toxic effects caused by AI". Many of the effects of
dietary Al intoxication are thought to be the result of perturbation of phosphate
metabolism in the affected organism" “©.

At high levels of Al, a net loss of phosphorus occurs as a result of the formation
of insoluble AIPO, in the gut which is then excreted. This loss of inorganic phos-
phate may shift the equilibrium of phosphorylated compounds in the organism
toward inorganic phosphate causing a decrease in the amount of phosphorylated
intermediates necessary in nucleic acid and energy metabolism.

The neurotoxicity of Al in man is evident from studies of occupational exposure
to Al dust”. Inhalation of Al particles, less than 2 um in diameter leads to
encephalopathy as well as pulmonary fibrosis. Patients undergoing renal dialysis are
subject to dementia as a result of elevated Al levels in the dialysate®. The whole
tissue Al levels in dialysis encephalopathy patients are about 10 times the level of Al
in control brain tissue?).

Further implication of Al in neurotoxicity is offered by studies which show the
presence of Al in neurofibrillary filament tangles in Alzheimer’s disease!®.
Neurofibrillary tangles in the brain cells of Alzheimer’s disease patients are one
feature characteristic of the disease. The brain cells containing the degenerated
neurofibrillary structures also contain Al in the nuclear region of the cell.
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The two major sources of environmental exposure to Al are occupational contact
and dietary ingestion®®. As mentioned earlier, pulmonary fibrosis is one result of
prolonged inhalation of Al dust. Aluminum-containing food and food additives,
non-prescription drugs containing Al, and Al cookware have been cited as major
dietary sources of Al contact®.

The distribution of Al upon ingestion or inhalation is dependent on the solubility
of its salts; most Al salts are relatively water insoluble. Most inhaled insoluble Al
compounds remain in the lung over longer times”. The absorption of Al in the
gastrointestinal tract is poor (vide supra) and is thus mainly excreted. That Al which
is absorbed, presumably by phagocytosis carried out by macrophages, is distributed
in liver, kidneys, testis, brain and skeleton. As with most metals, the turnover of Al
in most soft tissues is greater than that of the metal in bone. However, the persistent
high levels of Al in the brain in dialysis induced encephalopathy and in Alzheimer’s
disease remain unexplained.

The absence of published data regarding the carcinogenic potential of Al sug-
gests that such activity has not been observed. The apparent effects of long-term Al
exposure in man do not extend to carcinogenesis. The use of cell transformation
assays as an indicator of the carcinogenicity of Al also lead to the conclusion that Al
is not carcinogenic. An in vitro assay involving the induction of transformation in
Syrian hamster embryo cells or the enhancement of viral transformation of SHE
cells’? demonstrates no transforming activity due to Al.

Aluminum is not a mutagenic metal when mutagenesis is taken as decreased
fidelity of proper base insertion into DNA synthesized in vitro using a viral DNA
polymerase which lacks a repair mechanism'. The use of a rec assay also failed to
show Al possesses mutagenic activity in the bacterial system employed for the
assay'®.

Since no evidence for the carcinogenicity or mutagenicity of Al is available, the
lack of study of the effects of Al on DNA structure and function is not surprising.
Although perturbations in phosphate metabolism due to the binding of Al to inor-
ganic phosphate have been documented, the effect of phosphate depletion by Al on
DNA metabolism has not been investigated. Similarly, no data is available on the
interaction of Al with the structure of the DNA molecule; interaction of the posi-
tively charged Al with the phosphate may have an effect on the conformation of the
nucleic acid.

Chromosomal aberration as a result of treatment of 3 mammalian species with Al
has been reported' but doubts exist as to the interpretation of these findings as a
result of the experimental method. Aluminum hydroxide gel was injected i.p. into
animals after which non-characterized peritoneal cells were obtained by lavage. No
attempt to differentiate peritoneal cells from cells involved in an immune response
such as macrophages was reported, leaving the significance of the chromosomal
aberration open to question.
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2 Arsenic

There is substantial evidence that arsenic is an essential trace element for normal
growth and development of experimental animals. For example, arsenic deficient
goats had a 77% incidence of mortality whereas only 13% of the control goats died
during the same time interval'®. After weaning, 60% of As-deficient lambs died
within 140 days while no mortality was evident in the control group'®. A number of
physiological parameters are effected by arsenic deficiency in goats including
decreased conception rate, increased abortion rate, and decreased hematocrit'®.

The toxicity of arsenic is highly dependent upon the chemical form of the metal.
The trivalent form is generally considered to be more toxic than the pentavalent
form although this is probably due to its less rapid excretion from the body'”. The
trivalent form is thought to be approximately 4 fold more toxic than the pentavalent
form (oral LDs, values of trivalent form in rats are 10-293 mg/kg). Organic arseni-
cals are cleared more rapidly than the inorganic forms and are considered less
toxic'”. The most toxic compound containing arsenic is arsine gas (AsH,), and it is
relatively persistent in the body while most of the other arsenic compounds are
completely eliminated in vivo within 48 hrs. The cellular mechanism of toxicity of
the pentavalent arsenic form differs from that of the trivalent form. Arsenate (As*®)
uncouples mitochondrial oxidative phosphorylation by its ability to substitute for
inorganic phosphate, forming unstable arsenate esters that spontaneously decom-
pose? (arsenolysis). Trivalent arsenicals on the other hand react with sulfhydryl
groups and inhibit the tricarboxylic acid cycle. The pyruvate dehydrogenase system
is especially sensitive to the trivalent arsenicals since this form of arsenic interacts
with the sulfhydryl groups present in lipoic acid. The ability of arsenic to inhibit the
production of ATP suggests that it will effect virtually any organ in the body,
dependent only upon its distribution. In both the chronic and acute exposure situa-
tion, the liver and kidney become degenerated since arsenic distributes well to these
organs. Chronic exposure to arsenic also has effects upon the skin, producing hyper-
keratosis and cancer at that site. CNS encephalopathy and peripheral nerve degen-
eration have also been reported following chronic exposure to arsenic. Arsenic is
also highly teratogenic. Arsine gas produces severe hemolysis of red blood cells,
leading to anoxic tissue damage. Environmental exposure to arsenic comes about
primarily as a result of metal smelting operations, its use as a pesticide and herbi-
cide, and the burning of fossil fuels such as coal. Since arsenic containing pesticides
and herbicides have been used extensively in agriculture, arsenic taken up by plants
is a significant source of As. Arsenic is also concentrated in marine organisms such
as crustaceans; therefore water pollution is also a significant problem.

The carcinogenic activity of arsenic is an extremely controversial issue. Several
authors have stated that there is a lack of good experimental evidence to establish
arsenic as a carcinogen. They felt that the issue of arsenic being a carcinogen has
been oversimplified and unjustifiably plagued with a hazardous symbol. For exam-
ple, Frost'™ has indicated in a review of arsenic carcinogenesis that arsenic has been
swept into a common pattern of our time as stated by a prediction made a century
ago, “our time would be the age of the great simplifiers and that the essence of
tyranny would be the denial of complexity”. The point being made here is while
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extensive exposure to arsenic is certainly hazardous there is probably a safe and
perhaps even beneficial level of exposure.

Numerous epidemiological studies support a role for arsenic in the induction of
human lung and skin cancer. In a number of these studies exposure to arsenic was
monitored and a dose-response relationship exists in the induction of malignancies
as shown in the accompanying tables and figures.
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Table 1. Respiratory cancer deaths and SMRs by cumulative arsenic exposure lagged 0 and 10 years,
Tacoma smelter workers

Lag
Cumulative Exposure 0 Lag 10 Year Lag
(ug/As/)
(urine-years) Observed SMR Observed SMR
Deaths Deaths
600 (302) 8 202.0 10 155.4
5001500 (866) 18 158.4 22 176.6
1300-3000 (2173) 21 203.2° 26 226.4°
3000-5000 (4543) 26 184.1° 22 177.6*
1000+ (13457) 31 243.4° 24 246.2°
*p<.05
® p<.01

( ) Mean of class interval
Source: Enterline and Marsh (1982)?"

The reported skin cancers with arsenic exposure appear to be of two histological
types: squamous carcinomas in the keratotic areas, and basal cell carcinomas. The
amount of data on the histological classification of lung tumors associated with
exposure to arsenic is limited. Since arsenic was once used in a medication (Fowler’s
solution) to treat syphilis, accurate human exposure data is available. Some of the
epidemiological studies of arsenic carcinogenesis have also been corrected for smok-
ing histories??. Therefore the epidemiological evidence for arsenic being a carcino-
gen to humans is excellent’”. However, numerous attempts to induce cancer in
experimental animals with arsenic have been unsucessful®®. In eighteen separate
studies, rats and mice have received salts of As,O; by oral, i.v., skin painting,
intramuscular, and intratrachael administration but only two of these reported any
statistically significant excess of tumors over controls®. However, most of these
studies were conducted in the 1950’s and 1960’s and there is clearly a need to further
investigate the carcinogenic role of arsenic in experimental animals®.

Arsenic has clearly been shown to produce chromosomal aberrations in vivo?
and in vitro®. Tt also increases the frequency of sister chromatid exchanges in
humans that had taken Fowler’s solution for psoriasis®). These results suggest that
arsenic is genotoxic. One study has shown that arsenic produces point mutations?®
while two other studies have demonstrated no such induction of mutations in bac-
teria by arsenic?”>?®. Arsenic has been shown to induce transformation in Syrian
hamster embryo cells in a dose dependent fashion®. This effect is more closely
linked to a carcinogenic response than the genotoxic-mutagenic effects described
above. Thus at the present time, it seems reasonable to consider arsenic as a poten-
tial carcinogen since many good epidemiological studies support this claim. The fact
that arsenic is not highly mutagenic despite its having carcinogenic activity is not
inconsistent with the results obtained with other carcinogenic metals®®. For exam-
ple, nickel compounds are clearly implicated as carcinogenic yet they are not
mutagenic in many systems®?.

3)
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3 Beryllium

Beryllium has been industrially manipulated in quantity only since the 1930’s so
concern about its interaction with organisms has developed only relatively recently.
Beryllium is not an essential element and is found in non-exposed tissue at very low
(<20 pg/kg dry pulmonary tissue) to undetectable levels®?.

Exposure of humans to Be dust in a chronic fashion results in pulmonary
granulomatosis, pneumonitis, cardiac enlargement, and granulomatous lesions of
skin, liver and lymph nodes® . This exposure is a consequence of occupational
contact as well as the combustion of Be-containing fossil fuel*?,

Beryllium is extensively used in a copper alloy for electrical switching devices, in
nuclear weapons production and nuclear reactor structures, and was formerly used
as a fluorescent tube phosphor®”. Workers employed in industries utilizing Be have
in the past been exposed to Be resulting in the dermal and pulmonary responses
noted above®®. The general population has also been exposed to low levels of Be
since coal contains Be and the combustion products of coal are widely dispersed in
the environment.

The distribution and excretion of Be once absorbed has been the subject of a
number of studies®> . The inhalation of BeSO, in rats results in a concentration
dependent retention of Be in the lungs under conditions of continuous exposure.
After exposure has ceased, the level of pulmonary Be falls with a half life of about
2 weeks. Subsequent migration of Be from lungs is much less rapid with smaller
amounts of Be remaining for several months®. Injection of carrier-free BeCl, i.p.,
i.v. or i.m. in rats resulted in deposition of about 50% of Be in the skeleton®. The
absorption of ingested Be is limited by the poor solubility of Be;(PO,), formed in the
bulk of the gastrointestinal tract at alkaline pH. Of BeSO, ingested by rats, only
20% of metal was absorbed, probably in the stomach where the low pH increases the
solubility of the metal*”. Beryllium circulates as a colloidal phosphate adsorbed on
plasma a-globulin. The half life of carrier free BeCl, in blood is 3 hours*". Since Be
is tightly bound to plasma protein it is not filtered by the glomerulas but appears in
the urine by active secretion into the tubules.

The carcinogenicity of Be compounds has been the subject of study in a number
of systems. Experimental studies done on rats, rabbits, guinea pigs, hamsters and
monkeys and epidemiological analysis of data from industrially exposed workers
lead to differing conclusions regarding Be carcinogenicity. More workers exposed to
Be than statistically expected died as a result of lung cancer (47/3055 observed, 34/
3055 expected) based on records maintained over a 20 year period®®. In a study
comparing lung cancer mortality between Be-exposed workers and employees in
another manufacturing industry, the incidence of lung cancer was also greater (80
observed, 57 expected) in the Be-exposed individuals®. In the face of the data
indicating a greater occurrence of cancer in Be exposed humans, one IARC group
has concluded Be is a potential but not a confirmed carcinogen®). This classification
was based primarily on questions regarding the methodology of the epidemiological
studies. This conclusion stands in contrast to that of another committee that con-

cluded Be is the cause of increased cancer mortality in Be exposed groups™).
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Studies in animals demonstrate an apparent species specificity in the response to
Be exposure. Intravenous zinc beryllium silicate induced osteosarcoma in the long
bones of rabbits®. These experiments were followed by hosts of others in which Be
was studied in a number of species, utilizing different salts, administered at varied
concentrations by different routes. Guinea pigs and hamsters of the species studied
failed to develop tumors under conditions that induced tumors in rabbits, pigs, rats,
and monkeys**39.

Cell transformation assays have confirmed the carcinogenic properties of Be in
mammalian systems. The morphological transformation of Syrian hamster embryo
(SHE) cells was increased in a dose dependent manner by BeSO,*»*®). Further, the
viral transformation of SHE cells was also increased by the presence of BeSO,*).

In contrast to the demonstrated ability of Be to transform mammalian cells in cell
culture assay systems stands the effects of Be in some mutagenicity assays. A
number of bacterial systems have been utilized to determine the mutagenic potential
of Be. Beryllium did not cause the development of mutant Salmonella colonies™
nor did Be show an effect on an E. coli induct test®. The failure of the induct test
may be the result of defects in the design of the assay. Another B. subtilis test
system which measured the growth differences of recombination repair-deficient
strains treated with metals did demonstrate a mutagenic effect of Be*?.

A Chinese hamster cell line was used to determine the mutagenicity of Be in a
mammalian systems®>. Mutants resistant to 8-azaguanine were induced from a cell
line sensitive to 8-azaguanine by the action of BeCl, but the extent of induction was
less than that of the control agent N-methyl-N’-nitro-N-nitrosoguanidine under
equivalent levels of exposure.

Since Be has been shown to be carcinogenic and mutagenic in a number of
systems, its effects on DNA structure and metabolism have been studied. Deoxy-
thymidine kinase has been shown to be inhibited by millimolar concentrations of Be
in vitro®”. However, the physiological significance of this inhibition is open to ques-
tion because of the relatively high levels of Be necessary to produce this effect.

The fidelity of DNA synthesis has been used to measure the effect of Be on the
enzymes of DNA metabolism®™ *). In an assay employing a purified viral DNA
polymerase and a synthetic homopolymer DNA template, Be was found to increase
the number of incorrect bases inserted into the newly synthesized strand of DNA.
The decreased fidelity has been attributed to effects of Be on the DNA polymerase
at a site removed from the catalytic site of the enzyme since preincubation of only
the polymerase with Be caused the misincorporation of bases” .

In addition to decreasing the fidelity of DNA replication, Be also has been
shown to cause sister chromatid exchange (SCE) to a small extent in a P 388 cell line
but did not cause SCE in human lymphocytes®).

In view of the demonstrated effects of Be in the mutagenesis of cells, in car-
cinogenesis in a number of species, and on the nucleic acid metabolism of cells, Be is
correctly considered a metal with potent carcinogenic and toxicological activity.
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4 Cadmium

Cadmium has been associated with metal toxicity since at least 1858 when a report
was recorded of inhalation of CdCOj; dust and subsequent pulmonary effects®”. In
the intervening period, Cd has been the object of numerous assessments of its effects
on organisms which are exposed to it.

Major toxic effects in man follow two primary routes of exposure pulmonary and
gastrointestinal absorbtion. Inhalation of large quantities of Cd as CdO fumes
results in bronchial and pulmonary irritation followed by dizziness, weakness, chills,
fever, chest pain and dyspena. Pulmonary edema is the primary cause of death
resulting from acute exposure. Acute renal failure and cardiopulmonary depression
brought about by Cd exposure may also result in death® ®). Chronic inhalation of
Cd causes emphysema, liver damage, anemia, proteinuria, and renal tubular dam-
age®. Cadmium causes atrophy of proximal tubules resulting in increased excretion
of low molecular weight proteins. Glomerular damage may also follow Cd intoxica-
tion leading to aminoaciduria, glucosuria and phosphaturia®.

Ingestion or systemic adsorption of large amounts of Cd (>3 mg in an adult)
causes nausea, vomiting, abdominal cramps and headache which may be followed by
acute renal failure and cardiopulmonary collapse. Chronic ingestion, particularly
well studied in Japan as a result of widespread environmental contamination, leads
to renal tubular defects and a painful degenerative bone disease called “itai-itai”
(literally, “ouch-ouch”). Cadmium-induced renal tubular damage perturbs calcium
metabolism, resulting in osteoporosis and osteomalacia. Pressure on the bones cause
pain, hence the name of the disease®" .

The testis is perhaps the organ most sensitive to damage produced by Cd. Injec-
tion of Cd?* caused rapid atrophy of the testes with resulting sterility in experimen-
tal animals®.

Environmental exposure to Cd occurs via the diet and by atmospheric contami-
nation. Various dietary components contain Cd in the range of 0.01-0.2 ug/kg wet
weight in areas not contaminated by this metal. Rice grown in some of the many Cd-
contaminated areas of Japan contains an average of about 1 mg Cd/kg®. Soil con-
tamination can result from airborne particulate matter arising from metal refining
processes and fossil fuel combustion or from the application of Cd containing fer-
tilizer or sewage sludge® ® %, Cigarette smoke also contains Cd and is a source of
human exposure®.

Occupational exposure is another avenue of Cd intoxication. Cadmium is used as
a coating for iron and steel since Cd-plated items are highly rust-resistant. Alloys
containing Cd are employed in solders, welding rods and automobile radiators.
Some pigments and plastics also contain Cd. Cadmium is a by-product of Zn smelt-
ing as well. Workers employed in industries utilizing Cd are at risk of Cd exposure if
adequate measures are not taken to reduce contact with the metal®- 6% .67,

Differences exist in the absorption of Cd depending upon the route of exposure.
Approximately 35% of inhaled Cd is absorbed based on calculations from exposure
studies in animals®® ). The size of the particulate matter and the solubility of the
particle influence the absorption with smaller, more soluble particles resulting in
greater absorption. The uptake of Cd from the gut extends to only about 6% of the
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ingested amount’™. After absorption, approximately one third of the total body
burden of Cd is found in the kidneys with half that amount in the liver after long
times.

Once absorbed, Cd remains in the body for extended periods and accumulates in
tissues over time with continued exposure. The half life in humans is greater than
10 years® ™). The finding that most of the Cd present in liver and kidney was bound
to a protein called metallothionein led to the focus of work on the role of this protein
as a natural protective chelator against toxic exposure to this metal’’®. Cadmium
has been found to induce the synthesis of metallothionein mRNA”"#). Once syn-
thesized, the biodegradation of Cd-metallothionein has been found to occur with a
half time of between 3 and 4 days; the Cd released from the biodegraded protein
then causes the induction of new metallothionein synthesis which results in Cd
continually bound to metallothionein in the steady state®”. This mechanism may
explain the long term retention of Cd in tissue since the association constant of Cd
bound to the protein is relatively high®.

Since Zn and smaller amounts of Cu are bound to metallothionein in unper-
turbed systems and since metallothionein is present even in the absence of induc-
tion, a physiological role of metallothionein may be to serve as a donor of Zn to Zn-
requiring sites in cells®*®. The perturbation of this function of metallothionein in
Zn homeostasis may be in part responsible for the expression of the toxic effects of
Cd. The effects of Cd on the proximal tubules and its relationship to metallothionein
may serve as an illustrative example of the expression of Cd effects in the kidney.
The proteinuria resulting from Cd exposure has been correlated histologically to
degeneration of the tubular epithelium®. Metallothionein is found in the proximal
convoluted tubular cells of rats after Cd treatment but more interestingly, also prior
to Cd administration®. If the physiological role of metallothionein is disrupted by
the binding of Cd to metallothionein causing the proximal tubular cells to degener-
ate, the subsequent proteinuria is not surprising. The competition of Cd and Zn for
the same metabolic pathways may also explain the amelioration of the toxic effects
of Cd by administration of Zn®.

In addition to renal toxicity as a result of Cd exposure, the carcinogenic potential
of Cd is a factor in its interaction with organisms. A number of epidemiological
studies have been carried out following cancer morbidity and mortality resulting
from Cd exposure. An early tabulation of cancer cases in workers exposed to CdO
dust showed four observed instances of prostatic cancer in a cohort of workers in
which 0.58 cases were statistically expected® ?. Another study of workers in a Cd
smelting plant found 27 deaths from cancer in a population where only 17.5 were
expected. Furthermore, 4 of the deaths resulted from prostatic cancer when 1.2 were
expected®. Still another study found no significant difference in cancer mortality
between Cd-exposed and non-exposed workers®. An interpretation of these studies
suggests that overall, Cd tends to increase the incidence of prostatic cancer among
workers exposed to Cd® but that this association is tenuous®®.

The carcinogenicity of Cd has also been studied in rodents but evaluation of the
result must be tempered by noticing the differences in the prostate gland between
rodents and humans®. When rats were given subcutaneous injections of CdSO, for
2 years, 4 animals (of 25 original) receiving the highest dose of Cd developed sar-
comas at the injection site. No signs of prostate tumors were evident”. Administra-
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tion of Cd by stomach tube in rats and mice over a 2 year period also failed to
produce postatic tumors or tumors in other organs in excess of controls®® *.

Cadmium has been studied in mammalian cell transformation assays which have
been used as one measure of the carcinogenicity of these compounds'®. Syrian
hamster embryo (SHE) cells were transformed by cadmium acetate'®”; both CdCl,
and Cd(CH,COO), increased the viral transformation of SHE cells as well'*®.

In view of the equivocal carcinogenicity of Cd based on epidemiological and
experimental studies, the evaluation of the mutagenic properties of the metal may
contribute to understanding the interaction of Cd with organisms'™. Cadmium
caused a difference in the growth patterns of recombinant repair-deficient strains of
B. subtilis, indicating mutagenic potential'®. However, in two other bacterial assay
systems, Cd was not shown to be mutagenic'® ). Cadmium also gave mixed results
in two different mammalian cell lines used to detect mutagenicity. Mutants were
induced by Cd in L 5178 Y/TK*"~ cells*® but not in a C3 H mouse cell HGPRT assay
system'%). It should be borne in mind, however, that metal compounds as a class are
not reliably detected in many mutagenesis assays'®.

The effects of Cd on nucleic acid structure and function are varied and have been
the object of a recent study'®. The enzymes of nucleic acid metabolism responsible
for the catalysis of the reactions necessary for nucleic acid replication are adversely
affected by treatment with Cd in vivo and in vitro. The incorporation of *H thy-
midine into the DNA of Erlich ascites tumor cells maintained in mice treated with
CdCl, was decreased over the level of incorporation of non-treated cells®”. The
misincorporation of CMP into a poly(rA-rU) product directed by poly(aD-dT) using
E. coli RNA polymerase was increased in a dose dependent manner by the presence
of CdCL). The incidence of incorrect bases incorporated into DNA synthesized
from poly(dA-dT) using a viral DNA polymerase also was greater when CdCl, or
Cd(CH;COO0), was present!!D.

In addition to affecting the enzymes of nucleic acid metabolism, Cd also has
effects on DNA structure itself. Single strand breaks of DNA as a result of Cd
exposure in intact rat hepatocytes have been reported’’? and cadmium disrupts the
structure of isolated helical double-stranded DNA as shown by a decrease in the
melting temperature of the DNA'.

Since Cd affects the structure of DNA, effects of Cd on chromosomal structure
might also be expected. Sister chromatid exchange in a P388 D carcinoma cell line
was increased by Cd but the results obtained using human lymphocytes were
equivocal. The conclusion was drawn that Cd has weak chromosome-breaking
ability'?.

In spite of the lack of clear evidence of the absolute carcinogenicity of Cd, the
sum of studies thus far completed shows Cd interacts with organisms in a deleterious
fashion and as a result its toxic potential alone is sufficient reason for caution in
dealing with Cd in the environment.
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5 Chromium

Chromium possesses both essential and toxic characteristics in its interactions with
organisms; furthermore, the toxic effects occur at levels of the metal which may
resonably be encountered in the environment. Deficiency of Cr leads to impaired
growth and disturbances in glucose, lipid, and protein metabolism!!> ', The car-
bohydrate metabolism disturbances in rats fed Cr-deficient diets were eliminated by
administration of Cr** 17, Subsequent studies identified a Cr’* complex of nicotinic
acid, glycine, glutamic acid, and cysteine as the so-called glucose tolerance factor
(GTF) responsible for effective metabolism of glucose due to the postulated role of
GTF as a cofactor to insulin necessary for initiation of peripheral insulin
effects'® "), Administration of Cr®* or complexes of Cr®* showed no activity in
alleviating these symptoms of Cr deficiency.

As is suggested above, the oxidation state of Cr determines the effects of Cr on
the organism with which it interacts. Chromium exists in a number of oxidation
states of which Cr®* and Cr’** are most commonly encountered in biological systems.
The most stable state of Cr is Cr**, with Cr®* becoming reduced to Cr’* by NADH
or NAHPH upon interaction with cells'” 2V, Cell membranes are impermeable to
Cr** but are permeable to Cr®* as CrO3~ which is transported by the sulfate trans-
port system'?! 122,

The major toxic effects of Cr compounds are related to the presence of Cr®*;
trivalent Cr is not toxic in humans'?. Since Cr®* is the toxicologically active agent,
consideration of the toxic effects of Cr will deal primarily with this ion. Chronic
ulcers of the skin may result from contact with Cr®* persisting for months after
exposure'. Acute irritative dermatitis and allergic eczematous dermatitis also may
result from contact with Cr®* containing compounds'®'®. Corrosion of the nasal
septum has been reported in individuals occupationally exposed to Cr. Chromate
becomes deposited on the septum, perforating the mucosa and causing necrosis of
the underlying cartilage. Pneumoconiosis has been observed in occupationally
exposed individuals as well'™. Bronchial asthma resulting from the inhalation of
chromate dust is another of the toxic effects of Cr'?”. Ingestion of large amounts of
Cr%* (> 1.5 g) leads to hemorrage in the gastrointestinal tract and death?* %),

Exposure to Cr compounds results from contact in the general environment for
the majority of the populace and, to a more significant extent, from contact in the
workplace for a far smaller number of individuals. Chromium is used in the metal-
lurgical industry, in paint pigments and dyes, in leather tanning, in fungicides, and in
wood perservatives'?Y. Workers in occupations utilizing Cr are at higher risk for
suffering the toxic effects of Cr'?.

Particulate Cr in the air results from combustion of fossil fuels’?®'?”, metal
refineries and cement plants'®, and from particles generated by automobile brake
linings which also contain asbestos'?®. Waterways may become contaminated by the
discharge of Cr-containing waste from metal plating plants with subsequent effects
on the organisms which populate the waterways'?”. The mean daily uptake of Cr
from food (primarily Cr’*) has been estimated as approximately 100-200 ug Cr/day
with that ingested from water as 4 pg/day and that Cr inhaled as 0.28 pg/day'* 2%
The oxidation state of Cr must be considered when assessing the relative amount of
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metal taken up since the primary species in air is Cr%* ), and not the relatively
innocous Cr** present in most foodstuffs.

The distribution of Cr once absorbed follows some organ specificity. In organs
from individuals known to have been exposed to Cr, lungs, spleen, liver and adrenal
glands contained significant levels of Cr. The concentration of Cr in organs from
workers in the chromate industry was as much as 4 orders of magnitude greater than

that of non-exposed individuals'®.

The time course of Cr uptake, distribution, and excretion has been reviewed by a
number of investigators'®?%1%), In animals, the marginally soluble Cr’* ion is
absorbed to the extent of only 1% of ingested dose as opposed to 3-6% of the dose
for Cr®*. Similarly, Cr%* is absorbed relatively rapidly from the lungs while Cr** is
not. Once taken up into the bloodstream, Cr®* can enter cells where it becomes
reduced to Cr’* (vide supra). Once Cr has been reduced intracellularly, excretion
occurs only slowly. In the instance of red blood cells, this behavior is responsible for
the relatively high levels of Cr found in the spleen since the degradation products of
erythrocytes are localized to some extent in that organ'®”. The whole body kinetics
of Cr excretion in rats were measured by utilizing 3'CrCl,'*). The elimination of *'Cr
was found to occur in 3 phases with half lives of 0.5 days, 5.9 days and 83.4 days
corresponding to 3 different compartments containing Cr.

Evaluation of the carcinogenic properties of Cr compounds has fruitfully
occupied many investigators over the course of quite a number of years.
Epidemiological assessment of the incidence of cancer primarily in occupationally
exposed individuals has clearly shown the effects of Cr exposure on the cancer
mortality rates of these workers. Beginning with early studies'®'*? and extending
to recent reports™®, the incidence of lung cancer in Cr®*-exposed workers was
found to be S to 40 times that statistically expected.

Experimental studies of the incidence of cancer in animals as a result of Cr
exposure using different salts and different routes of administration in a variety of
species have been summarized?”. Inhalation studies in mice have given positive
results for the induction of lung adenomas by CaCrO,*. However, with the excep-
tion of CaCrO,, few other Cr compounds were found to induce pulmonary tumors in

experimental animals'?! 139,
Use of mammalian cell transformation assays have shown that Cr compounds

possess carcinogenic potential. Calcium chromate was found to cause morphological
changes in a line of baby hamster kidney cells’*®. Sodium chromate induced a dose
dependent morphological transformation in SHE cells as well'®”. The viral transfor-
mation of SHE cells by a simian adenovirus was enhanced to a significant extent by
the presence of either CaCrO, or K,CrO, in the assay medium'®. The transforma-
tion of SHE cells by benzo(a)pyrene was also increased by Cr®* . The in vitro
transformation of mammalian cells by Cr has been summarized with the conclusion
that Cr®* is a far more potent transforming agent in vitro than Cr>* 140,

Because the mutagenicity of a compound may be used as an indication of possi-
ble carcinogenesis, Cr-containing compounds have been screened in a number of
assays'*). The B. subtilis rec-assay has been used to determine the mutagenicity of
many metal compounds'*> . A DNA repair deficient strain of bacteria is treated
with the potenial mutagen and its growth is compared to that of a strain possessing
an intact repair mechanism. Slower growth in the repair deficient strain may be
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considered a result of unrepaired DNA damage. Three different Cr®* compounds
gave a significant rec effect. The same studies also demonstrated the mutagenicity of
Cr% in a reverse mutation assay in one E. coli strain; however, no reversions were
induced in another strain.

The Salmonella mutagenesis system, which follows the induction of histidine
prototrophy in histidine auxotrophic mutants, has been successfully employed in the
detection of mutagenic properties of Cr. A number of Cr®* compounds induced
mutations in several strains of Salmonella, while trivalent Cr compounds exerted no
effect on the cultures tested'* 4%,

The reduction of Cr®* by Na,SO;, ascorbic acid, or the biological reduction
systems of the S-9 rat liver microsomal metabolic activation system decreased the
mutagenicity of this ion*?; conversely, oxidation of Cr** by KMnO, increased the
mutations caused by the otherwise inactive trivalent chromium!”. These results
reinforce the explanation of the activity of Cr in mutagenesis and carcinogenesis as
being dependent upon the oxidation state of the metal?!1?"14%:.14)  Hexavalent
chromium (as CrO%") is the primary form of Cr transported through the cellular
membrane. Once inside the cell, the ion becomes reduced to Cr** and essentially
trapped in the cell; the Cr** is the active mutagenic species.

Mammalin cell mutagenesis has also been used to evaluate effects of Cr com-
pounds. Chromate and dichromate caused the induction of 8-azaguanine resistence
in a Chinese hamster cell line™®”. A mouse lymphoma cell line contain heterozygous
for thymidine kinase activity underwent forward mutation when treated with CrO%"
and Cr,0%~ 19,

Since the carcinogenic and mutagenic effects of Cr are without question, the
interaction of Cr with DNA and its impact on DNA metabolism ought to illuminate
to some degree the chemical and molecular mechanism of carcinogenesis. The syn-
thesis of DNA measured by thymidine incorporation is reduced in baby hamster
kidney cells treated with K,Cr,0, even though the uptake of thymidine is stimulated
by Cr®* 59, Another effect of this metal on the enzymes of DNA metabolism
involves the misincorporation of bases into DNA. The fidelity of base incorporation
in DNA synthesized by a viral DNA polymerase using a synthetic [d(A-T)] template
was decreased by both Cr** and Cré* 159,

Since the carcinogenic effects of Cr in organisms may be the result of Cr-DNA
interactions, lesions in DNA as a function of Cr treatment have been studied.
Treatment of baby hamster kidney cell DNA in vitro with Cr’* resulted in changes in
the thermal stability of DNA as well as the UV spectral characteristics. However, no
change in the absorption spectrum of the DNA was detected after in vitro treatment
with Cr®" 19, Breaks in DNA strands and DNA-protein crosslinks are two lesions
found in DNA exposed to Cr'*). The molecular weight of DNA from CHO cells
treated with CaCrO, was decreased over controls following 24 hr treatment of the
cells®®. The DNA from liver and kidney of Na,Cr,0, treated rats was found to be
crosslinked to protein in addition to suffering strand breaks'>.

Another measure of Cr effects on DNA structure is determination of
chromosomal aberrations and sister chromatid exchange in treated cells, with DNA
damage serving as another potential indicator of gentoxicity'®). Hexavalent Cr has
been shown to cause gaps, breaks, and exchanges in chromosomes from a variety of
species both in vitro and in vivo>*1%).
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Induction of DNA repair is still another means used to identify effects of poten-
tial carcinogens or mutagens upon cells. Unscheduled DNA synthesis or incorpora-
tion of nucleotides into DNA at portions of the cell cycle not corresponding to DNA
synthes)is which normally occurs has been detected in human fibroblasts treated with
Cr+ 161

In view of the wealth of data which indicates Cr compounds are carcinogenic and
mutagenic, Cr has been correctly characterized as a carcinogen'?17-162,

6 Lead

Although some studies have suggested a possible nutritional role for lead, the evi-
dence that lead is essential for life is not convincing. Lead toxicity must be consid-
ered in terms of two chemical forms of lead, the organic and inorganic forms, and in
terms of two exposure populations, children and adults. These differences are illus-
trated in Table 2 below. In the case of inorganic lead the major toxicologically
significant route of exposure is ingestion, and adults only absorb 7% of the ingested
lead while children may absorb as much as 40% of the ingested lead from the GI
tract. Organic lead compounds are very lipid soluble and absorption may occur by a
variety of routes as shown in Table 2. Lead effects primarily three organ systems, 1)
the bone marrow, 2) the kidney and 3) the nervous system. Since adults have a well
developed blood brain barrier, inorganic lead does not penetrate into the CNS as
readily as in children. Therefore children tend to have more CNS problems when
exposed to inorganic lead. With lead or with other metal compounds, distribution of
the metal to a particular organ appears to be the key feature that will ultimately
determine its toxicological effects. Lead blocks the synthesis of heme primarily by
inhibiting the enzyme aminolevulinic acid (ALA) dehydratase but coprooxidase and
ferrochelatase are also inhibited. This depression of heme biosynthesis results in
lead affecting the maturation of red blood cells (rbc), although heme is synthesized
in many other cells as well. In some cases of severe lead poisoning, stippling of
erythrocytes is seen, indicating the presence of poorly differentiated red blood cells.
Lead also effects the kidney as shown in Table 2. The inhibition of heme synthesis
results in the accumulation of by-products of the heme pathway in the blood and
urine. Thus measurement of ALA concentration in urine is a good indicator of Pb
exposure. Although lead has toxic effects on maturation of rbc and on the kidney, in
children lead has a predominant effect on the CNS as indicated in Table 2. Although
lead does not penetrate into the CNS as readily in adults as it does in children, the
peripheral nervous system of adults is affected by lead exposure in a manner which
decreases the conductance velocities of motor nerves.

A number of studies have suggested that lead bears a striking similarity to
calcium in the way it is handled by biological systems. In fact, the reason children
absorb more lead from the GI tract may be because they are absorbing more Ca than
adults and lead interacts with a Ca-binding protein, facilitating its intestinal absorp-
tion. Additionally, lead is distributed and stored in the bones and is there regulated
in its desposition and mobilization in a manner analogous to that of calcium.
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Human exposure to lead in the non-occupational setting arises primarily as the
result of combustion of leaded gasoline which in recent years has been reduced by
substitution of other antiknock reagents in gasoline. The burning of fossil fuels such
as coal also contributes to lead pollution. The use of lead in paint has caused
numerous cases of toxicity in children who have ingested paint chips. Eating utensils
painted with lead containing paint pigments has also contributed to lead toxicity.

6.1 Human Epidemiological Studies of Lead Carcinogenesis

Epidemiological studies of industrial workers whose potential for lead exposure
could have been greater than that of a normal population have been carried out in an
attempt to understand the role of lead in the induction of human neoplasia'®'"V. In
general, these studies made no attempt to consider the type of lead compounds to
which workers were exposed or to determine the probable route of exposure. Some
information on the specific lead compounds encountered in the various occupational
settings, along with probable exposure routes, would have made the studies more
interpretable and useful. If exposure occurred by ingestion, the ability of water-
insoluble lead salts such as lead oxide and lead sulfide to dissolve in the gastrointesti-
nal tract may greatly facilitate an understanding of their ultimate systemic effects in
comparison to their local actions in the gastrointestinal tract. Factors such as particle
size are also important in the dissolution of relatively water insoluble compounds in
the gastrointestinal system'’””. When considering other routes of exposure, such as
inhalation, the water solubility of the lead compound in question as well as the
particle size are extremely important, both in terms of systemic absorption and
contained injury in the immediate locus of the retained particle.

The studies of Cooper's>*Y and Cooper and Gaffey'® examined the incidence
of cancer in a large population of indutrial workers exposed to lead. Two groups of
individuals were identified as the lead-exposed population under consideration:
smelter workers from six lead production facilities and battery plant workers's¥. The
investigators reported (see Table 3) that total mortality from cancer was higher in
lead smelter workers than in a control population in two ways:

1. the difference between observed and expected values for the types of malignan-
cies reported, and
2. the standardized mortality ratios, which indicates a greater than “normal”
response if it is in excess of 100%.
These studies report not only an excess of all forms of cancer in smelter workers but
also a greater level of cancer in the respiratory and digestive systems in both battery
and smelter workers. The incidence of cancer of the urinary organs was also elevated
in the smelter workers (but not in the battery plant workers), although the number
of individuals who died from these neoplasms was very small. As the table indicates,
death from neoplasia at other sites was also elevated compared with a normal
population, but these results were not discussed in the report. Kang et al.'™
examined the report of Cooper and Gaffey'®™ and noted an error in the statistical
equation they had used to assess the significance of excess cancer mortality. Table 4
is taken from Kang et al., who used a corrected form of the statistical equation
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Table 3. Expected and observed deaths for malignant neoplasms Jan. 1, 1947-Dec. 31, 1979 for lead
smelter and battery plant workers

Causes of Death Smelters Battery plant
(ICD? Code) Obs Exp SMR® Obs Exp SMR®
All malignant neoplasms (140-205) 69 54.95 133 186 180.34 111
Buccal cavity & pharynx (140-248) 0 1.89 - 6 6.02 107
Digestive organs peritoneum (150-159) 25 17.63 150 70 61.48 123
Respiratory system (160-164) 22 15.76 148 61 4951 132
Genital organs (170-179) 4 4.15 101 8 18.57 46
Urinary organs (180-181) 5 2.95 179 5 10.33 52
Leukemia (204) 2 2.40 88 6 7.30 88

Lymphosarcoma, lymphatic and
hematopoietic (200-203, 205) 3.46 92 7 9.74 77
Other sites 8 6.71 126 23 17.39 142

w

2 International Classification of Diseases

® Correction of + 5.55% applied for 18 missing death certificates
¢ Correction of + 7.52% applied for 71 missing death certificates
Source: Cooper and Gaffey (1975)!)

employed by Cooper and Gaffey and also utilized another statistical test claimed to
be more appropriate. Statistical significance was observed in every category listed in
the table with the exception of battery plant workers, whose deaths from all forms of
neoplasia were not different from those of a control population.

Although Cooper and Gaffey'®® did not discuss the types of lead compounds to
which these workers may have been exposed in smelting operations, workers thus
employed may have ingested or inhaled oxides and sulfides of lead. Since these and
other lead compounds produced in the industrial setting are not readily soluble in
water, the cancers arising in respiratory or gastrointestinal systems may have been
caused by exposure to water-insoluble particulates. Although Cooper and Gaf-
fey’s'® study had a large sample (7032), only 2275 of the workers (32.4%) were
employed when plants monitored urinary lead. Urinary lead values were only avail-
able for 9.7% of the 1356 deceased employees on whom the cancer mortality data
were based. Only 23 (2%) of the 1356 decedents had blood lead levels measured.
Cooper and Gaffey'® did report some average urinary and blood lead levels, where
10 or more urine or at least three blood samples were taken (viz., battery plant
workers: urine lead = 129 pug/l, blood lead = 67 ug/dl; smelter workers; urine lead =
73 ug/l, blood lead = 79.7 pg/dl). Cooper noted that these workers were potentially
exposed to other materials, including arsenic, cadmium, and sulfur dioxide,
although no data on exposure to these agents were reported. In these and other
epidemiological studies in which selection of subjects for monitoring exposure to an
agent such as lead is left to company discretion, it is possible that individual subjects
are selected primarily on the basis of frank indications of lead exposure, while other
individuals who show no symptoms of such intoxication would not be monitored'®,
It is also not clear from these studies when the lead levels were measured, although
the timing of the lead measurement would make little difference since no attempt
was made to match an individual’s lead exposure to any disease process.
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Table 4. Expected and observed deaths resulting from specified malignant neoplasms for lead
smelter and battery plant workers and levels of significance by type of statistical analysis according
to one-tailed tests

Causes of death Number of deaths " Probability
(ICD? code)
Ob-  Ex- SMR®  Poisson® This Cooper
served pected analysis® and
Gaffey®
Lead smelter workers
All malignant neoplasms 69 54.95 133 <0.02 <0.01 <0.02
(140-205)
Cancer of the digestive organs 25 17.63 150 <0.03 <0.02 <0.05
peritoneum (250-159)
Cancer of the respiratory system 22 15.76 148 <0.05 <0.03 >0.05
(160-164)
Battery plant workers
All malignant neoplasms 186 180.34 11 >0.05 >005 >0.05
(140-205)
Cancer of the digestive organs, 70 61.48 123 <0.05 <0.04 >0.05
peritoneum (150-159)
Cancer of the respiratory system 61 49.51 132 <0.03 <0.02 <0.03
(160-164)

* International Classification of Diseases

® SMR values were corrected by Cooper and Gaffey for missing death certificates under the
assumption that distribution of causes of death was the same in missing certificates as in those that
were obtained

¢ Observed deaths were recalculated as follows: adjusted observed deaths — (given SMR/100) X
expected deaths

4 Given z = (SMR — 100) Vexpected/100

¢ Given z = (SMR — 100/1/100 x SMR/expected

Source: Kang et al. (1980)

In a follow-up study of the same population of lead smelter and battery plant
workers, Cooper'® claimed that lead had no significant role in the induction of
neoplasia. However, an examination of several of his tables reveals standardized
mortality ratios (SMRs) of 149% and 125% for all types of malignant neoplasms in
lead battery plant workers with less than and greater than 10 years of employment,
respectively. SMR is a percentage value that is based upon a comparison of an
experimental population relative to a control population. If the value exceeds 100%,
the incidence of death is greater than normal. In battery workers employed for
10 years or more there was an unusually high incidence of cancer listed as “other
site” tumors (SMR = 229%; expected = 4.85, observed = 16). Respiratory cancers
were elevated in the battery plant workers employed for less than 10 years (SMR =
172%). Similarly, in workers involved with lead production facilities for more than
10 years the SMR was 151%. Again, in the absence of good lead exposure documen-
tation, it is difficult to assess the role of lead in the induction of the observed cancer.
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Cooper'® claimed that the excess of respiratory cancers may have been due to a
lack of correction for smoking histories, which unfortunately were not compiled in
the present study.

A recent study'® examined the historical incidence of cancers in a population of
smelter workers diagnosed as having lead poisoning. The incidence of cancer in a
relatively small group of 241 workers was compared with 695 deceased employees
from the same company. The control group had been employed during approxi-
mately the same period and was asserted to be free from lead exposure, although
there were no data to indicate lead levels in either the control or the experimental
group. Based upon diagnoses of lead poisoning made in the 1920s and 1930s for a
majority of the deaths, the authors concluded that there was a considerably lower
incidence of cancer in lead-poisoned workers. However, there is no indication of
how lead poisoning was diagnosed. It is difficult to draw any conclusion from this
study with regard to the role of lead in human neoplasia.

Evaluation of the ability of lead to induce human neoplasia must await further
epidemiological studies in which factors that may contribute to the observed effects
are well controlled and the disease process is assessed in individuals with well con-
trolled documented exposure to lead. There is little that can be reliably concluded
from the epidemiological studies available at the present time.

6.2 Induction of Tumors in Experimental Animals

Experiments testing the ability of lead to cause cancer in experimental animals are
an essential aspect of understanding its oncogenicity in humans'’. However, a
proper lifetime animal feeding study to assess the carcinogenic potential of lead
following National Cancer Institute guidelines'” has not been conducted. The costs
of such studies exceed $1 million and consequently they are limited only to those
agents in which sufficient evidence based upon in vitro or epidemiological studies
warrants such an undertaking. The literature on lead carcinogenesis contains a
number of smaller studies where only one or two doses were employed and where
toxicological monitoring of experimental animals exposed to lead was generally
absent. Some of these studies are summarized in Table 5. Most of them serve merely
to illustrate that a number of different laboratories can induce renal tumors in rats
by feeding them diets containing 0.1% or 1.0% lead acetate. In some cases other
lead formulations were tested, but the dosage selection was not based upon lethal
dose values and in most cases only one dosage was used. An additional problem with
many of these studies was that the actual concentration of lead administered to the
animal was not measured. These studies will be discussed very briefly and some have
even been omitted from consideration because they add little knowledge to our
understanding of lead carcinogenesis.

Other lead compounds have also been tested in experimental animals, but in
these studies only one or two dosages, generally quite high were employed, making
it difficult, again, to assess the important question of the carcinogenic activity of lead
compounds at relatively nontoxic concentrations. Moreover, it is difficult to assess
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Table 5. Examples of the incidence of cancer in experimental animals exposed to lead compounds

Species  Pb compound Dose and mode Incidence (and type) of Reference
neoplasms

Rat Pb phosphate 120-680 mg (total ~ 19/29 (renal tumors) Zollinger'™

dose s.c.)

Rat Pb acetate 1% (in diet) 15/16 (kidney tumors) Boyland et al.'””
14/16 (renal carcinomas)

Rat Pb subacetate 0.1% and 11/32 (renal tumors) Van Esch et al."™®

1.0% (in diet) 13/24 (renal tumors)
Mouse Pb 20% in benzene 5/59 (renal neoplasms) Baldwin et al.!™
naphthenate (dermal 1-2times  (no control with benzene)
weekly)
Rat Pb phosphate 1.3 g (total dosage  29/80 (renal tumors) Balo et al.'®®
s.c.)
Rat Pb subacetate 0.5-1% (in diet) 14/24 (renal tumors) Hass et al.’8D
Rat Pb subacetate 1% (in diet) 31/40 (renal tumors) Mao and
Molnar'®?
Mouse  Tetraethyl 0.6 mg (s.c.) 5/41 (lymphomas) Epstein and
lead in 4 doses between in females, 1/26 in males, and Mantel'®
tricaprylin ~ birth and 21 days ~ 1/39 in controls

Rat Pb acetate 3 mg/day for 72/126 (renal tumors) Zawirska and

2 months; Medras'®)
4 mg/day for 23/94 males (testicular [Leydig
16 months (p.o.) cell] tumors)

Hamster Pb subacetate 1.0% (in 0.5% diet) No significant incidence renal ~ Van Esch and
neoplasms Kroes™

Mouse  Pb subacetate 0.1% and 7125 (renal carcinomas) at 0.1% Van Esch et al.’®9

1.0% (in diet) Substantial death at 1.0%

Rat Pb nitrate 25 g/lin drinking No significant incidence of Schroeder et

water tumors al.’®»

Rat Pb acetate 3 mg/day (p.o.) 89/94 (renal, pituitary, cerebral Zawirska and
gliomas, adrenal, thyroid, Medras'®
prostatic, mammary tumors)

Rat Pb acetate 0, 10, 50, 100, 1000, No tumors 0~100 ppm; 5/50 Azar et al.’®”

2000 ppm (in diet) (renal tumors) at 500 ppm; 10/20
for 2 yr at 1000 ppm; 16/20 males, 7/20
females at 2000 ppm

Hamster Pb oxide 10 intratracheal 0/30 without benzopyrene, Kobayashi and

administrations 12/30 with benzopyrene Okamoto™”
(1 mg) (lung cancers)
Rat Pb powder 10 mgorally2 times 5/47 (1 lymphoma, Furst et al.!"V

each month

10 mg/monthly for
9 months; then 3
monthly injections
of 5 mg

4 leukemias)
1/50 (fibrosarcoma)
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the true toxicity caused by these agents, since in many cases properly designed
toxicity studies were not performed in parallel with these cancer studies.

As shown in Table 5, lead nitrate produced no tumors in rats when given at very
low concentrations, but lead phosphate administered subcutaneously at relatively
high levels induced a high incidence of renal tumors in two studies. Lead powder
administered orally resulted in lymphomas and leukemia; when given intramuscu-
larly only one fibrosarcoma was produced in 50 animals. Lead naphthenate applied
as a 20% solution in benzene two times each week for 12 months resulted in the
development of four adenomas and one renal carcinoma in a group of 50 mice'™.
However, in this study control mice were not painted with benzene. Tetraethyl lead
at 0.6 mg given in four divided doses between birth and 21 days to female mice
resulted in 5/36 surviving animals developing lymphomas while 1/26 males treated
similarly and 1/39 controls developed lymphomas'®®.

Lead subacetate has also been tested in the mouse lung adenoma bioassay
This assay measures the incidence of nodules forming in the lung of strain A/Strong
mice following parenteral administration of various test agents. Nodule formation in
the lung does not actually represent the induction of lung cancer but merely serves as
a general measure of carcinogenic potency independent of lung tissue'”. Lead
subacetate was administered to mice at 150, 74 and 30 mg (total dose), which repre-
sented the maximum tolerated dose (MTD), 1/2 MTD, and 1/5 MTD, respectively,
over a 30-week period using 15 separate i.p. injections'®?. Survivals at the three
doses were 15/20 (MTD), 12/20 (1/2 MTD), and 17/20 (1/5 MTD), respectively, with
11/15, 5/12, and 6/17 survivors having lung nodules. Only at the highest doses was the
incidence of nodules greater than in the untreated 1 or 2 highest groups. However,
these authors concluded that on a molar-dose basis lead subacetate was the most
potent of all the metallic compounds examined. Injection of 0.13 mmol/kg lead
subacetate was required to produce one lung tumor per mouse, indicating that this
compound was about three times more potent than urethane (at 0.5 mmol/kg) and
approximately 10 times more potent than nickelous acetate (at 1.15 mmol/kg). The
mouse lung adenoma bioassay has been one of the most utilized systems for examin-
ing carcinogenic activity in experimental animals and is well recognized as a highly
accurate test system for assessing potential carcinogenic hazard'®?. Lead oxide com-
bined with benzopyrene administered intratracheally resulted in 11 adenomas and
1 adenocarcinoma in a group of 15 hamsters, while no lung neoplasias were
observed in groups receiving benzopyrene or lead oxide alone'.

Administration of lead acetate to rats has been reported to produce other types
of tumors, e.g. testicular, adrenal, thyroid, pituitary, prostate, lung'® and cerebral
gliomas!®. However, in other animal species, such as dogs'® and hamsters'®”, lead
acetate induced either no tumors or only kidney tumors.

The above studies seem to implicate some lead compounds as carcinogens in
experimental animals, but these studies were not designed to address the question of
lead carcinogenesis in a definitive manner. In contrast, the study of Azar et al.'®
examined the oncogenic potential of lead acetate at a number of doses and in
addition monitored a number of toxicological parameters in the experimental ani-
mals. Azar et al."® gave 0, 10, 50, 100, 1000 and 2000 ppm dose levels of lead (as
lead acetate) to rats during a two-year feeding study. Fifty rats of each sex were
utilized doses up to 500 ppm, while 100 animals of each sex were used as controls.

192)
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During this study, the clinical appearance and behavior of the animals was observed.
Food consumption, growth, and mortality were recorded. Blood, urine, fecal, and
tissue lead analyses were done periodically using atomic absorption spec-
trophotometry. A complete analysis was done periodically on the blood specimens.
This analysis included blood count, hemoglobin, hematocrit, stippled cell count,
prothrombin time, alkaline phosphatase, urea nitrogen, glutamic-pyruvate trans-
aminase, and albumin-to-globulin ration. The activity of the enzyme alpha-
aminolevulinic acid dehydrase (ALA-D) in the blood and the excretion of its sub-
strate, delta-aminolevulinic acid (8-ALA) in the urine were also determined. A
thorough necropsy, including both gross and histologic examination, was performed
on all animals. Reproduction was also assessed.

At 550 ppm (0.05%) and above, male rats developed a significant number of
renal tumors. Female rats did not develop tumors except when fed 2000 ppm lead
acetate. The number of stippled red blood cells increased at the 10 ppm dose in the
rats utilized in the study, and ALA-D was decreased at 50 ppm. Hemoglobin and
hematocrit, however, were not depressed in the rats until they received a dose of
1000 ppm lead. These results illustrate that the induction of kidney tumors coincides
with moderate to severe toxicological doses of lead acetate, for it was at
500-1000 ppm lead in the diet that a significant increase in mortality occurred
(see Table 6). At 1000 and 2000 ppm lead, 21-day-old weanling rats showed no

Table 6. Mortality and kidney tumors in rats fed lead acetate for two years

Nominal (actual)* con- No. of rats of % Mortality® % Kidney tumors
centration in ppm of each sex
Pb in diet Male Female Male Female
05 100 37 34 0 0
10 (18) 50 36 30 0 } 0
50 (62) 50 36 28 0 0
100 (141) 50 36 28 0 0
500 (548) 50 52 36 10 0
03 20 50 35 0 0
1000 (1130) 20 50 50 50 0
2000 (2102) 20 80 35 80 35

2 Measured concentration of lead in diet
b TIncludes rats that either died or were sacrificed in extremis
Source: Azar et al.’®

tumors but did show histological changes in the kidney comparable to those seen in
adults receiving 500 ppm or more lead in their diet. This study showed that the
induction of renal tumors by lead acetate was linearly proportional to the dietary
levels of lead fed to male rats. It may be concluded therefore, that chronic exposure
of rats to lead at levels where clinical signs of toxicity would be evident in human
results in a significant elevation in the incidence of kidney tumors.
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6.3 Cell Transformation

Although strictly speaking cell transformation is an in vitro experimental system, its
end point is a neoplastic change. There are two types of cell transformation assays:
(A) those employing continuous cell lines, and (b) those employing cell cultures
prepared from embryonic tissue. Use of continuous cell lines has the advantage of
ease in preparation of the cell cultures, but these cells generally have some proper-
ties of cancer cells. The absence of a few characteristics of a cancer cell in these
continuous cell lines allows for an assay of cell transforming activity. End points
include morphological transformation (ordered cell growth to disorder cell growth),
ability to form colonies in soft agar-containing medium (a property characteristic of
cancer cells), and ability of cells to form tumors when inoculated into experimental
animals. Assays that utilize freshly isolated embryonic cells are generally perferred
to those that use cell lines, because embryonic cells have not yet acquired any of the
characteristics of a transformed cell. The cell transformation assay system has been
utilized to examine the potential carcinogenic activity of a number of chemical
agents; the results seem to agree generally with the results of carcinogenesis tests
using experimental animals. Cell transformation assays can be made quantitative by
assessing the percentage of surviving colonies exhibiting morphological transforma-
tion. Verification of a neoplastic change can be accomplished by cloning these cells
and testing their ability to form tumors in animals.

Lead acetate has been shown to induce morphological transformation in Syrian
hamster embryo cells following a continuous exposure to 1 or 2.5 pg/ml of culture
medium for nine days'*. The incidence of transformation increased from 0 percent
in untreated cells to 2.0 and 6.0% of the surviving cells following lead treatment,
these transformants being capable of forming fibrosarcomas when cloned and
administered to “nude” mice and Syrian hamsters; no tumors growth resulted from
similar inoculation of untreated cells'*”. In another study lead acetate was shown to
enhance the incidence of simian adenovirus (SA-7) induction of Syrian hamster
embryo cell transformation. Lead acetate also caused significant enhancement of
viral transformation (2-3 fold) at 100 and 200 pg/ml following three hours of expo-
sure'®. Lead oxide also enhanced SA-7 transformation of Syrian hamster embryo
cells almost 4 fold at 50 uM following three hours of exposure!®. The significance
of enhanced virally-induced carcinogenesis in relationship to the carcinogenic poten-
tial of an agent is not known.

Morphological transformation induced by lead acetate was correlated with the
ability of the transformed cells to form tumors in appropriate hosts (see above),
indicating that a truly neoplastic change occurred in cell culture. The induction of
neoplastic transformation by lead acetate suggests that this agent is potentially car-
cinogenic at the cellular level. However, with in vitro systems such as the cell
transformation assay it is essential to compare the effects of other, similar types of
carcinogenic agents in order to evaluate the response and determine the reliability of
the assay. The incidence of transformation obtained with lead acetate was greater
than the incidence following similar exposure to NiCl,, but less than that produced
by CaCrO,*®. Both nickel and chromium have been implicated in the etiology of
human cancer!’. Results from this assay thus suggest that lead acetate has effects



26 M. Costa et al.

that are similar to those caused by other metal carcinogens. In particular, the ability
of lead acetate to induce neoplastic transformation in cells in a concentration-depen-
dent manner is highly suggestive of potential carcinogenic activity. It should also be
noted that lead acetate induced these transformations at concentrations that
decreased cell survival by only 27%'. Further studies from other laboratories
utilizing the cell transformation assay and other lead compounds are needed.

6.4 Chromosomal Aberrations

Two approaches may be taken in the analysis of the effect of an agent such as lead on
chromosomal structure. The first approach involves culturing lymphocytes either
from humans exposed to lead or from experimental animals given a certain dosage
of lead. The second approach involves exposing cultured lymphocytes directly to
lead. Both approaches have been employed in assessing whether lead is capable of
inducing chromosomal aberrations. For present purposes emphasis will not be
placed on the type of chromosomal aberration induced, since most of the available
studies do not appear to associate any specific type of chromosomal aberration with
lead exposure. It should be noted, however, that moderate aberrations include gaps
and fragments, whereas severe aberrations include dicentric rings, translocations,
and exchanges.

Contradictory reports exist on the effect of lead in inducing chromosomal aberra-
tions (Tables 7 and 8). These studies have been grouped in two separate tables
based upon their conclusions. Those studies reporting a positive effect of lead on
chromosomal aberrations are indexed in Table 7, whereas studies reporting no
association between lead exposure and chromosomal aberrations are indexed in
Table 8. Unfortunately, these studies are difficult to fully evaluate because of a
number of unknown variables (e.g., absence of sufficient evidence of lead intoxica-
tion, no dose-response relationship, and absence of information regarding lympho-
cyte culture time). To illustrate, in a number of the studies where lead exposure
correlated with an increased incidence of chromosomal aberrations (Table 7), lym-
phocytes were cultured for 72 hours. Most cytogenetic studies have been conducted
with a maximum culture time of 48 hours to avoid high background levels of
chromosomal aberrations due to multiple cell divisions during culture. Therefore, it
is possible that the positive effects of lead in inducing chromosomal aberrations may
have been due to the longer culture period. Nonetheless, it is evident that in the
negative studies the blood lead concentration was generally lower than in the studies
reporting a positive effect of lead on chromosomal aberrations, although in many of
the latter instances, blood lead levels indicated severe exposure. In some of these
positive studies there was a correlation in the incidence of gaps, fragments,
chromatid exchanges, and other chromosomal aberrations with blood lead levels?™.
However, as indicated in Table 6 in other studies there were no direct correlations
between indices of lead exposure (i.e., 0-ALA excretion) and numbers of
chromosomal aberrations. Nutritional factors such as Ca?* levels in vivo or in vitro
are also important since it is possible that the effects of lead on cells may be
antagonized by Ca?"%®. As is usually the case in studies of human populations



27

Toxicity and Carcinogenicity of Metals

SUOTIBOIIPOW YA ‘((86T) 190UE)) U0 Y2Ieasay 10J Aoualfy [eUONBUIAIU] :92IN0G

SUOT}e1I19qe UIOSOWOIYD s1oxIom A19)3eq
(o0 T8 39 TUI0 pue pnewolyy a3e101s [eooorg  (Poolq) 64— L8y 81 (4t
(e1nsodxo
P B ) S[9AJ] PEI[ POO[q SUOT)BIISQE SWIOSOWIOIYD (poolq) 431y 9 ‘winipaw
UOSUIPION I UOTIR[AIIOD SADISOJ pue pnewoxyd ‘sden SIONIOM I9)[oUS '69—6'72 7L U9AIZ J0U 9T ‘MO[ ) 97
S[9A9] P9 Poo[q SIoyI0oMm (poolq)
(voz 1€ 32 OMIBS {}IM UONB[1I00 SATISO] sjuowdery ‘syealg AIaljeq 29 peo[ ‘OIWIRII) *001—"€S St—ov 0z 02
SUOTIBIIAQE QIDAIS 0]
paxmbai aq Aews arnsodxa sjuowey SIONIOM UN) ‘SId)oW (uoa1d
(e TE 39 IPNUND(  PBI[ URY) 1910 SI10108,] ‘sgunr ‘sommuadIg A19130Q PO®R-pRI] 10U) “G6—"ti Sy 0z €z
fo LR E) arnsodxa jo y13uQ] suonelrraqe AWOSOWOIYd £10108] 9pIXO (pooiq)
edey)-eZIRD [IIM UOTJB[IIIOD JATHISO] pue pnewoIy) P9 © Ul S[enpIAIpuf GL-'0€ L ST vy
S[[e2 K1punoj
pal1ut A1AnOe Q- IV pe9] & pue jue[d A19118q (a1nsodxo 193y
(102 T8 10 TUIO] U3m uonje[a110d oN sjuswer; ‘syeaiq ‘sdery  proe-pes| e ursiayiop (poo[q) "y9—p¢ 0L-89 -  pue210Jaq) IT
S[9AJ] pe9| AprojdiadAy ‘syea1q s1assaooxd [ejowr  (poojq) £°LE
(0oz T8 POO[Q 10 UOTRIOXD VTV ‘sdeg ¢ soniewrouqe deios ‘s1opunid [elow ‘ugoul
19 ZJIUBMUDS  -Q UIIM UOTIB[21I00 ON [eInlonng,,  ‘SI9YIOom 20BUINJ-ISB[g VL6911 L - S01
oulZ 10 s3uw pesy 29 ouIZ ‘WINTWPED JO
WNIWped JoU ‘pea] Aq  “SOIIUAJIP ‘sofuryoxa jsnp 2y sownj o} pasodxa (ourm)
e T8 32 1IpNUWY2Q  pasned 3q 03 1ySnoy[, ‘sjuowifer) ‘sdey ‘yuerd ourz e ur sToNIOA 02L-SST 8y S al
S[2AJ] ped] poolq K10308] (pooiq)
(@rSSMUL % Y1BD UlIm UONE[aII0d ON sYealq ‘sdef prewoIry)  [edTWayod B Ul SISYIOM ‘00T-"09 [ 01 01
UOI}9I0Xd
VTV-Q pasealout
wer' TB 39 UMM PIJR[a1100 dFewiep UWOSOWOIYD £10108] (poo1q)
Z}IUBMUDS [BIOSOWOIYD Ul ISBIIOU] pue PIIEWOIY) 9PIXO PEI[ B Ul SIONIOM ‘6879 A 4t 8
1949 ("s1y) awmy sjon sj09[qgns
(1/81) sum 30 2IMNd  -u0od JO pasodxa
‘1Y syIeway afewrep Jo odAJ, spoa[qns pasodxg  (p/8v) poorg D Iaqunyn JO IoquInN

satpnys 2an1sod ¢ :pes] 01 pasodxa S[ENPIAIPUI WOIJ S[[30 Jo suonesdnsaAul onauafolf) *£ qel,



28 M. Costa et al.

Table 8. Cytogenetic investigations of cells from individuals exposed to lead: 6 negative studies

Number Number Cell culture Bloodleadlevel  Exposed subjects References

of of time (hrs.) (ug/dl)

exposed controls

subjects

29 20 46-48 Not given, stated to Policemen “permanentlyin Bauchinger
be 20-30% higher contact with high levelsof et al.*™”
than controls automotive exhaust”

32 20 4648 Range not given; Workers in lead Schmid
highest level was  manufacturing industry; 3 et al.2®
590 mg/l [sic] had acute lead intoxication

35 35 45-48 Control, <4.; Shipyard workers employed O’Riordan

exposed, 4—>12. as “burners” cuttingmetal and Evans®®

structures on ships

24 15 48 19.3 (lead) Mixed exposure to zinc, Bauchinger
0.4 (cadmium) lead, and cadmium in a zinc- et al.2l%
smelting plant; significant
increase in chromatid breaks
and exchanges. Authors
suggest that cadmium was the
major cause of this damage

9 9 72 40.0 = 5.0, Volunteers ingested capsules Bulsma &
7 weeks containing lead acetate De France?V
30 20 48 Control, 11.8-13.2; Children living near alead  Bauchinger
exposed, 29-33  smelter et al.??

Source: International Agency for Research on Cancer (1980)

exposed to lead, exposure to other metals (zinc, cadmium, and copper) that may
produce chromosomal aberrations was also prevalent. No study has been done to
determine the specific lead compound to which the individuals were exposed.

In a more recent study by Forni et al.2%, 18 healthy females with occupational
exposure to lead were evaluated for chromosomal aberrations in their lymphocytes
cultured for 48 or 72 hours. More aberrations at the 72-hour culture time were
present when compared with 48-hour culture period in both control and lead-
exposed groups; however, this difference was not statistically significant. Statisti-
cally significant differences from the 72-hour controls were noted in the 72-hour
culture obtained from the lead exposed group. These results demonstrate the
extended 72-hour culture time results in increased chromosomal aberrations in the
control lymphocytes and that the longer culture time was apparently necessary to
detect the effects of lead on chromosomal structure. However, the blood lead levels
in the exposed females ranged from 24 to 59 pg/dl, while control females had blood
lead levels ranging from 22 to 37 pg/dl. Thus there was a marginal effect of lead on
chromosomal aberration but the two groups may not have been sufficiently different
in their exposure to lead to show clear differences in frequency of chromosomal
aberrations.

Some studies have also been conducted on the direct effect of soluble lead salts
on cultured human lymphocytes. In a study by Beek®', a longer (72-hr) culture time
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was used with the result that lead acetate was found to induce chromosomal aberra-
tions at 100 uM. Lead acetate had no effect on chromatid aberrations induced with
X-rays or alkylating agents®”. In another study®'®, lead acetate at 1 and 0.1 mM
caused minimal chromosomal aberrations.

Chromosomal aberrations have been demonstrated in lymphocytes from
cynomolgus monkeys treated chronically with lead acetate (6 mg/day, 6 days/week
for 16 months), particularly when they were kept on a low calcium diet?®. These
aberrations accompanying a low Ca’* diet were characterized by the authors as
severe. The effect of low calcium on chromosomal aberrations induced by lead is
most likely due to interaction of Ca?* and Pb** at the level of the chromosome.

Sister chromatid exchange represents the normal movement of DNA in the
genome. The sister chromatid exchange assay offers a very sensitive probe for the
effects of genotoxic compounds on DNA rearrangement as a number of chemicals
with carcinogenic activity are capable of increasing these exchanges. The effect of
lead on such movement has been examined in cultured lymphocytes®” with no
increase in exchanges observed at a lead acetate concentration of 0.01 mM. How-
ever, one study with lead at one dose on one system is probably not sufficient to rule
our whether lead increases the incidence of these exchanges.

6.5 Effect of Lead on Bacterial and Mammalian Mutagenesis
Systems

Bacterial and mammalian mutagenesis test systems examine the ability of chemical
agents to induce changes in DNA sequences of a specific gene product that is
monitored by selection procedures. They measure the potential of a chemical agent
to produce a change in the DNA, although this change is not likely to be the same
alteration in gene expression that occurs during oncogenesis. However, if an agent is
capable of affecting the expression of a particular gene product that is being moni-
tored, it could potentially affect other sequences which may result in cancer. Since
many carcinogens are also mutagens, it is appropriate to use such systems in evaluat-
ing the genotoxic effects of lead. Use of bacterial systems for assaying metal
genotoxicity must await further development of bacterial strains that are appropri-
ately responsive to known mutagenic metals?'®,

6.6 Effect of Lead on Parameters of DNA Structure and Function

There are a number of very sensitive techniques for examining the effect of metals
on DNA structure and function in intact cells. Although these techniques have not
been extensively utilized with respect to metal compounds, future research will
probably be devoted to this area. Considerable work has been done to understand
the effects of metals on enzymes involved in DNA transcription.

Sirover and Loeb?? examined the effect of lead and other metal compounds
upon the fidelity of transcription of DNA by a viral DNA polymerase. Relatively
high concentrations of metal ions (in some cases in the millimolar range) were
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required to decrease the fidelity of transcription, but there was a good correlation
between metal ions that are carcinogenic or mutagenic and their activity in decreas-
ing the fidelity of transcription. This assay system measures the ability of a metal ion
to cause the incorporation of incorrect (non-homologous) bases by a polymerase
using a defined polynucleotide template. In an intact cell, this would result in the
induction of a mutation if the insertion of an incorrect base is phenotypically ex-
pressed. Since the interaction of metal ions with cellular macromolecules is rela-
tively unstable, misincorporation of a base during synthesis could alter the base
sequence of DNA in an intact cell. Lead at 4 mM was among the metals listed as
mutagenic or carcinogenic that caused a decrease in the fidelity of transcription??.
Other metals active in decreasing fidelity in addition to Pb included Ag*, Be?*,
Cd**, Co**, Cr**, Cu**, Mn**, and Ni**. No change in fidelity was produced by
AP*, Ba**, Ca’*, Fe**, K*, Rb*, Mg**, Mg*, Se?*, Sr’*, and Zn**. Metals that
decreased fidelity were, generally, also those metals implicated as carcinogenic or
mutagenic®).

In a similar study, Hoffman and Niyogi*” demonstrated that lead chloride was
the most potent of 10 metals tested in inhibiting RNA synthesis (i.e., Pb** > Cd**
> Co** > Mn** > Li* > Na* > K*) for both types of templates tested, i.e. calf
thymus DNA and T, phage DNA. These results were explained in terms of the
binding of these metal ions more to the bases than to the phosphate groups of the
DNA (i.e., Pb** > Cd** > Zn** > Mn** > Mg?* > Li* = Na* = K*). Addition-
ally, metal compounds such as lead chloride with carcinogenic or mutagenic activity
were found to stimulate mRNA chain initiation at 0.1 mM concentrations.

These well-conducted mechanistic studies provide evidence that lead can affect a
molecular process associated with the normal regulation of gene expression.
Although far removed from the intact cell situation, these effects of lead suggest that
it can alter the genetic system and thus must be considered potentially genotoxic.

7 Mercury

There is no evidence that Hg is essential for living organisms and in fact of the
toxicologically important metals only Cd and Hg have even no suggestive essential-
ity for life. As with most metals, the toxicity of Hg must be considered in terms of its
chemical form. Table 9 is a summary of the toxicity of inorganic, elemental and
organic mercury. Inorganic mercury is absorbed only in the GI tract and since it is so
polar its effects are primarily upon the kidney. In contrast, elemental mercury is
very lipid soluble and is readily volatile under normal atmospheric conditions; there-
fore, absorption by inhalation is the primary avenue of toxicological exposure.
Metallic mercury is not well absorbed from the GI tract since it forms water insolu-
ble globules there; however, some absorption through the skin may occur due to its
high lipid solubility. As shown in Table 9 metallic mercury owing to its high lipid
solubility can penetrate into the CNS and may become trapped there due to intracel-
lular oxidation by the catalase/peroxidase system*". Hg*" is an extremely soft metal
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Table 9.
Route of Absorption Type of Toxicity Organs Affected Diagnostic Sign
Inorganic Hg?*, GI (10%) Acute Kidney Oliguria
Hg* Oral & GI Foul Breath
Salivation ()
Diarrhea
Chronic Kidney Proteinuria
Elemental Hg  GI (not Absorbed) Acute Lung Pneumonitis,
Emphysema
CNS Tremors, Lethargy
Kidney Tubular Epithelium
Inhalation (well Chronic CNS Neurological &
Absorbed) Psychiatric
Organic Hg GI (90% Absorbed) Acute CNS (Sensory) Lethargy Excitement
Inhalation Chronic CNS (Sensory)  Ataxia
Paresthesia
Deafness

ion having a high degree of chemical reactivity toward sulfhydryl groups found in
proteins™?. Its reactions with these molecules are probably responsible for its reten-
tion in the CNS*Y. CNS toxicity is also a feature of organic mercury toxicity.
Organic mercury (i.e. methyl mercury) is extremely lipid soluble and is readily
absorbed at any site of exposure. The CNS toxicity of organic Hg appears to involve
sensory inputs into the CNS (i.e. constriction of visual fields) whereas the toxicity of
elemental Hg appears to have psychiatric components.

The predominant form of mercury in the earth’s crust is as the sulfide, which is
found in relatively low concentrations. Environmental exposure to Hg comes about
primarily as a result of combustion of fossil fuels. Organic-mercurials have been
widely used as fungicides in the wood pulp and paper industries and exposure to
these agents is extremely hazardous. Mercury can be methylated by microbial
action, resulting in the generation of organic mercury. This process is extremely
important in the aquatic environment where fish accumulate the methylated mer-
cury.

No evidence exists based upon epidemiological studies or experimental animal
studies that mercury is carcinogenic. In one study, metallic mercury injected
intraperitioneally in 39 rats caused 5 of 12 survivors to develop peritoneal sar-
comas?™. However, this effect was ascribed to smooth surface or “solid state”
carcinogenesis. Mercuric chloride was shown to enhance viral transformation of
Syrian hamster embryo cells** at 50 uM and was judged to be of similar potency in
such enhancement as cobalt, lead and manganese. Mercury has been shown to
induce chromosomal aberrations both in vitro and in vivo™). Humans ingesting
methyl mercury-contaminated fish had a dose related increase in chromosomal aber-
rations in their lymphocytes. At blood methyl-mercury concentrations > 100 pg/L, a
significant increase in chromosomal aberrations was observed”®. Mercuric ion has
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been found to possess weak mutagenic activity in bacterial and mammalian sys-
temsm’ 228) .

The DNA lesions induced by HgCl, have been studied in considerable detail.
Mercuric chloride produces a concentration dependent induction of DNA single
strand breaks and, with time, DNA-DNA crosslinks?®?*"). Mercuric chloride also
causes the production of oxygen radicals in cells; some similarity is apparent in the
way X-rays and HgCl, cause these DNA lesions™). However, the X-ray induced
DNA damage is rapidly repaired by the cell in contrast to the damage induced by
HgCl, which is not readily repaired since Hg?* inhibits repair systems®?.

8 Nickel

Among the trace elements currently being considered for essentiality, nickel is one
of the most ubiquitous in the environment and is readily available for human expo-
sure. With the exception of nickel carbonyl, nickel is considered relatively non-
toxic; however, certain compounds of nickel carry the distinction of possessing
extremely potent carcinogenic activity. Thus, this apparent anomaly concerning the
essentiality and carcinogenicity of nickel merits further consideration.

Naturally occurring nickel, as a major component of the lithosphere, is for the
most part stationary, i.e. complexed with other metallic ores in igneous rock.
Human exposure to nickel occurs primarily as a result of industrialization via pro-
cessing of nickel ores into nickel alloys used in numerous products. Mobilization into
the atmospheric, aquatic, and terrestrial ecosystems occurs via the processes of
mining, smelting and refining with minor contributions from melting, casting of
alloys, grinding, electroplating and combustion of petroleum products such as diesel
fuel (for reviews see>27). The latter is of particular importance since respiratory
cancers are the major toxicity associated with nickel exposure and nickel accounts
for a large percentage of the total trace metal particulate content of urban air (for
review see””). Approximately one-half of the atmospheric nickel is associated with
fine particles (ca. 1 um diameter) of fly ash as nickel sulfides and oxides and it is
estimated that urban residents may inhale up to 2-14 pg of nickel per day depending
on conditions®?. Cigarette smokers significantly enhance nickel intake by inhala-
tion since this metal is present in mainstream smoke; the average individual who
smokes two packs a day would inhale 3-15 pg of nickel daily®*® %%, The majority of
human intake of nickel occurs via food consumption though, since total dietary
intact averages 300 to 500 pg daily in the United States?®”. Dermal contact with
nickel occurs via handling of hard goods such as stainless steel kitchen knives and
nickel-plated jewelry®?.

The essentiality of nickel to human metabolism has been the object of specula-
tion for some time and has been the subject of numerous reviews™>%2#)_ Nickel is
known to be necessary for the activity of plant and microbial urease, microbial
carbon monoxide dehydrogenase, and coenzyme F430 (a microbial analog to vita-
min B 12). Nutritional essentially has been demonstrated in rats, swine, goats and
chicks. Changes in nickel distribution in humans have been observed to be associ-
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ated with several pathological states. It appears that nickel partially fulfills Mentz’s
requirements for essentiality?*).

Pharmacokinetic parameters of nickel absorption and distribution are deter-
mined by the whole absorption, quantities inhaled or ingested and by the chemical
and physical forms of the compound. Nickel carbonyl, for example, is a volatile,
highly toxic compound that is absorbed readily by the pulmonary route*?; it is
known that humans and experimental animals exposed to nickel carbonyl vapor
have highest levels of nickel in lung, kidney, liver and brain®*?*". Parenteral
administration of nickel results in highest accumulation in kidney, endocrine glands,
lung and liver®® . Low doses of nickel salts given orally have little effect on tissue
levels and distribution; however, high doses apparently overwhelm homeostatic
regulatory mechanisms resulting in accumulation of nickel in kidneys, liver, heart,
testes, pancreas and bone™” Y, Gastrointestinal absorption is about 1-10% of the
ingested dose??. Inhaled particulate nickel deposition is primarily determined by
particle size, i.e. deepest penetration is achieved by particles 1-2 pm mass median
diameter®™» 2%, Deposited nickel oxide and sulfide particles are long-lived
(>45 days) and little if any systemic absorption occurs®; however, nickel absorbed
after treatment with a nickel chloride aerosol was 75% cleared by 4 days®®. Nickel
can be absorbed percutaneously to a small extent and absorption can be enhanced
by hydration®" %%,

Absorbed nickel is carried by the blood stream, primarily bound to serum albu-
min and o;-macroglobulin®. Injected nickel chloride undergoes 2-compartment
metabolism, has a body half-life of several days and is primarily excreted through
the urine®. Nickel is also excreted in sweat and can be deposited to a significant
extent in the hair®" %2,

As previously alluded to, nickel chloride is relatively non-toxic when ingested
orally; in some studies, rats, cats and dogs were fed up to 12 mg/kg daily for up to
200 days without adverse effects?®®. However, large acute doses of nickel chloride
may be nephrotoxic®® and human exposure has resulted in renal edema and paren-
chymatous degeneration?* . Also, while overt toxicity is often not apparent,
nickel adversely affects spermatogenesis® and decreases litter size of females.
Nickel also crosses the placental barrier causing both teratogenic and embryotoxic
effects in experimental animals?”?®. Parenteral administration seems to affect
endocrine physiology, especially pancreatic function and insulin action” 2. It also
inhibits release of prolactin from the pituitary and decreases iodine uptake by the
thyroid”’": 2. Inhalation of the soluble nickel chloride salt and insoluble nickel
oxide results in bronchial epithelial hyperplasia, focal proliferative pleuritis and
adenomatosis”>. The phagocytic ability of a alveolar marcophages is inhibited by
exposure to nickel?™2™),

An exception to the generally low toxicity of nickel is the compound nickel
carbonyl which is a byproduct of the nickel purification process (known as the Mond
process). Nickel carbonyl has been causally associated with a severe respiratory
affliction resembling viral pneumonia. Pathological damage ranges from pulmonary
hemorrhage to fibrosis. Interestingly, the lung is the target organ for nickel carbonyl
toxicity regardless of the route of administration?™®.

The spectrum of nickel toxicity also includes a unique allergic response, appa-
rently the result of complexation of nickel with other biomacromolecules in hapten-
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like fashion®. The response takes the form of atopic dermatitis, leaving recurrent,
itchy, pustular vesicles?”. This toxicity has been a special problem with stainless
steel prosthetic devices which contain up to 35% nickel®?.

Little doubt presently exists that certain forms of nickel, especially the subsulfide
and sulfide particles, are human carcinogens. The status of nickel in occupational
and experimental carcinogenesis has been reviewed??6. 2820 Ip these reviews,
the epidemiological data from studies of nickel refinery workers is summarized and
conclusively demonstrates that these workers are at high risk for cancer of lungs,
nasal cavity and stomach. Compounds implicated are particulate nickel subsulfide
and nickel oxides, nickel carbonyl, and aerosols of nickel sulfate, nitrate and
chloride.

In experimental animal carcinogenesis studies, nickel has been frequently impli-
cated as a carcinogen. However, qualitative and quantitative aspects vary depending
upon chemical and physical form, dose, route of exposure and animal species and
strain. This literature has been extensively reviewed by others?>2%, 278-280)

The insoluble forms of nickel, such as the crystalline sulfide, oxide and subsul-
fide, induce malignant sarcomas at the site of injection; however, adenocarcinomas
are also commonly observed®! %2 Amorphous nickel sulfide, however, appears to
lack carcinogenicity when administered in a similar manner®> %%, More soluble
forms of nickel yield less well defined results. Nickel acetate given intraperitoneally
causes pulmonary carcinoma; inhalation or intravenous exposure to nickel carbonyl
causes pulmonary carcinoma or carcinomas and sarcomas of liver and kidney. While
no strong statistical correlation exists, there is a trend towards the most insoluble
compounds being the most potent carcinogens®?. Since the activity of soluble com-
pounds implicates nickel ion as the ultimate carcinogen, it is likely that factors which
govern longevity of the insoluble nickel particles, such as size, solubility, charge and
other factors, which may influence the particles’ ability to be internalized by target
cells, affect the carcinogenic potential of the compound.

In vitro mammalian cell transformation experimentation has provided fairly con-
clusive support for the experimental animal carcinogenesis and human epidemiolog-
ical studies of nickel. Several investigators using various cell lines have shown that
nickel compounds can induce transformation in a dose-dependent manner with
nickel subsulfide having potency equivalent to benzo(a)pyrene®: 2. Nickel also
enhanced viral transformation?®® and potentiated benzo(a)pyrene induced transfor-
mation®”, Interestingly, DiPaolo and Casto® and Costa and Mollenhauer®® have
shown that amorphous nickel sulfide, a compound that is chemically similar to nickel
subsulfide but which possesses different physical structure, does not induce transfor-
mation. Subsequent studies attributed this difference to the inability of the amor-
phous compound to be internalized by nonphagocytic cells, a property which seems
to be influenced by a combination of surface charge and solubility?*%?,

In contrast to nickel being a documented human carcinogen and a potent trans-
forming agent in mammalian transformation assays, this compound is relatively
inactive in mutagenesis assays. Nickel compounds were not mutagenic in four differ-
ent bacterial mutagenesis assays: T4 bacteriaphage assay, B. subtilis rec assay,
E. coli WP2 fluctuation test and the Ames Salmonella test® . Mammalian
mutagenesis assays i.e. C;H HGPRT, L5178 YTK™*/~ or V79 cell HGPRT assay,
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have at best identified nickel as a weak mutagen; however, there is little consistency
in the mutagenic response of nickel?**3%)

Substantial evidence exists to suggest that alterations in the DNA are a necessary
step in transforming a normal cell to a tumorigenic cell®®. Thus nickel, as a potent
inducer of several types of DNA lesions, may be carcinogenic via this mechanism.
Treatment of embryonic muscle cells with nickel subsulfide decreased *H-thymidine
incorporation, indicating inhibited DNA synthesis**. Chinese hamster ovary cells
were blocked in S-phase after treatment with nickel chloride and crystalline nickel
sulfide®®. Nickel seems to have a weak affect in several purified systems such as
DNA polymerase catalyzed synthesis of poly[d(A-T)] and poly[d(C)], used to deter-
mine whether metal ions can interfere with the fidelity of nucleic acid synthesis*®.
Misincorporation of CMP during synthesis of poly[(rA-rU)] by RNA polymerase (a
measure of fidelity of transcription) was increased only 1.5 times over control by
nickel whereas cadmium produced 50-fold increases in misincorporation®”.

It has been shown that nickel ions can exert profound effects on RNA and DNA.
Nickel ions bind to the phosphate groups and the heterocyclic bases of DNA and
RNA¥®), Heating a nickel-bound RNA results in depolymerization of the RNA
molecule®® . Interestingly, in vitro studies demonstrated that the presence of protein
decreased the equilibrium binding of nickel to DNA but increased the affinity of
nickel for DNA, suggesting that a ternary nickel-protein-DNA complex may be
formed®!?.

DNA damage in the form of DNA-protein crosslinks and single-strand breaks
was detected using alkaline sucrose gradients and alkaline elution in CHO cells
treated with nickel chloride and in kidney tissue of rats treated with nickel carbo-
nate®"312, DNA repair synthesis has also been shown to be stimulated in CHO and
SHE cells following treatment with NiCl, or crystalline NiS®®. Finally,
chromosomal aberrations were induced in C;H mouse mammary cells by various
nickel compounds including nickel chloride and nickel sulfide®* "), Weak sister
chromatid exchange was noted in human lymphocytes treated with nickel; SCE was
not detected in lymphocytes from nickel refinery workers®®317).

9 Other Metals

9.1 Cobalt

Cobalt is clearly established as an essential nutrient to humans since it is a compo-
nent of vitamin B,,. Cobalt is a relatively rare element but its usage is increasing,
particularly as a component of steel alloys. Cobalt has effects on a number of organs
including the pancreas, kidney, thyroid and erythropoietic system. One of its most
serious toxic effects is on the heart. Cobalt was at one time used as a defoaming
additive in beer, and a number of cardiac failures were reported among beer drink-
ers. Similar effects on the myocardium have been described in experimental animals
following dietary cobalt administration.
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There is no evidence from epidemiological studies thus far to suggest that cobalt
is a human carcinogen, although a number of experimental studies have indicated
that this metal does possess oncogenic potential. Subcutaneous administration of
cobalt powder produced sarcomas in rats at the site of injection®?, as did intramus-
cular administration of CoO to rats*®). Cobalt acetate and crystalline CoS produced
a weak to moderate incidence of transformation in Syrian hamster embryo
cells®" ¥V, Cobalt was found to be a weak or ineffective inducer of DNA damage in
the bacterial rec assay and did not induce mutations in E. coli, Salmonella or T,
phage assays*>**3%) It did produce a small incidence of 8-azaguanine resistant
mutants in Chinese hamster V 79 cells but was far less potent than was Be*”. Cobalt
also produced stable thymidine kinase mutants in L5178 Y/TK*'~ cells*®. CoCl,
was effective in decreasing the fidelity of DNA replication®”” and treatment of
cultured CHO cells with crystalline CoS resulted in the induction of DNA single
strand breaks*®. Cobalt did not induce chromosomal aberrations in cultured human
lymphocytes®® but its ability to induce chromosomal aberrations in vivo has not
been tested.

These results indicate some concern about the carcinogenic activity of cobalt,
although clearly it is not well established as a carcinogen.

9.2 Copper

Copper is clearly established as an essential nutrient since it is an obligatory compo-
nent of several enzymes (i.e. tyrosinase, cytochrome oxidase, uricase, superoxide
dismutase, and amine oxidase). Damage to the liver, kidney and the hematopoietic
systems are the major toxic effects of water soluble copper salts. Inhalation of
copper has also been associated with metal fume fever.

Epidemiological studies of copper miners and smelter workers have demon-
strated a higher incidence of lung cancer than in control populations™”. However,
copper metal does not induce tumors in experimental animals®). In contrast, cop-
per acetate and crystalline copper sulfide induced a moderate amount of morpholog-
ical transformation®*2). Copper acetate also caused a decrease in fidelity of DNA
synthesis®?”. Crystalline Cu$ also caused an induction of DNA single strand breaks
in culgured cells based upon analysis with alkaline sucrose gradient sedimenta-
tion®®,

9.3 Manganese

The essential nature of Mn is well established; Mn functions as a cofactor in a
number of enzyme reactions. Mn is used in a number of metallurgical processes and
its major toxic effects in humans is in the CNS where a Parkisonian like state
develops. Inhalation of dust containing Mn is severely irritating to the respiratory
system.

There is no evidence that excessive manganese exposure causes cancer in
humans; however, in rats intramuscular administration of an organic manganese
compound produced a statistically significant increase in fibrosarcomas at the site of
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injection®. Manganese powder or manganese oxide did not produce injection-site
sarcomas>?. In the mouse lung adenoma bioassay, manganese sulfate produced a
significant increase in pulmonary adenomas compared to untreated animals®.
Metallic manganese did not induce transformation of Syrian hamster embryo cells
‘while MnCl, produced a weak-moderate response in this bioassay system? 3.
Mixed results were obtained when determining the mutagenicity of Mn in mamma-
lian and bacterial systems?> 3?3639 However, MnCl, did decrease the fidelity of
DNA synthesis in vitro®*). MnCl, at 10 and 100 uM concentration did not produce
single strand breaks in the DNA of cultured mammalian cells*®.

9.4 Silver

Silver is not considered an essential element for life. The major toxic effect of silver
is an agyriosis or an ashen-grey discoloration of the skin. Silver foils implanted into
rats induced sarcomas at the implantation site™ however administration of silver
powder did not induce tumors in rats*?. The ability of the foil to induce tumors has
been described as a smooth surface carcinogenesis phenomena since implantation of
plastics and ivory produce similar results. Silver nitrate has been shown to induce a
weak to moderate incidence of transformation in Syrian hamster embryo cells*®.
Silver nitrate has been shown to decrease the fidelity of DNA synthesis in vitro®?),

9.5 Vanadium

Vanadium is well established as an essential nutrient in chickens and rats but its
requirement by humans has not been tested. Deficiency of vanadium results in
disturbances of lipid metabolism. Environmental exposure to vanadium comes
about as a result of its use in the production of steel and non-ferrous alloys. Expo-
sure and accumulation of vanadium in humans result primarily from inhalation of
the metal which has irritant effects on the respiratory system; systemic effects on the
liver, kidney, nervous-system, blood and cardiovascular system has also been noted.
These varied effects may be related to the ability of vanadium to interfere with lipid
metabolism in these target cells.

No evidence is apparent which demonstrates vanadium compounds are car-
cinogenic to humans and experimental animals. Vanadium has not been tested in
mutagenesis and cell transformation systems.



38

M. Costa et al.

10 References

Aluminum: 1-15

1.

Venugopal, B., Luckey, T. D.: Metal Toxicity in Mammals, Vol. 2, p. 104, New York,
Plenum 1978

2. Hove, E., Elvehejm, C. A., Hart, E. B.: Am. J. Physiol. 123, 160 (1938)
3.

Berlgene, G. M., Yagil, R., Ben-Air, J., Weinberger, G., Knopf, E., Danovitch, G. M.:
Lancet 1, 564 (1972)

. Underwood, E. J.: Trace Element in Human and Animal Nutrition, 4th ed., p. 430, New

York, Academic Press 1977

. Norseth, T.: in Handbook on the Toxicology of Metals, Friberg, L., Nordberg, G. F., Vouk,

V. B. (eds.), p. 275, Amsterdam, Elsevier 1979

. Lione, A.: Food Chem. Toxicol., 21, 103 (1983)
. McLaughlin, A. I., Nagantzie, G., King, E., Tease, D., Porter, R. J., Owen, R.: Br. J. Inds.

Med. 19, 253 (1962)

. Berman, E.: Toxic Metals and Their Analysis, p. 677, London, Heyden 1980
. Crapper, D. R., Quittkat, S., Krishman, S. S., Dalton, A. J., DeBoni, H.: Acta Neuro-

pathologica 50, 19 (1980)

. Crapper, D. R., Krishnan, S. S., Dalton, A. J.: Science 108, 511 (1973)
. Perl, D. P., Brody, A. R.: Science 208, 297 (1980)

. Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

. Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

. Kanematsu, N., Hara, M., Kada, T.: Mutat. Res. 77, 109 (1980)

. Nashed, N.: Mutat. Res. 30, 407 (1976)

Arsenic: 16-30

16.

17.

18.

Anke, M., Groppel, B., Grun, M., Hennig, A., Meissner, D.: Arsenic 3 Spurene Lement-
Symposium, p. 25, 1980

Fowler, B. A.: Toxicology of Environmental Arsenic in Toxicology Trace Elements (Goyer,
R. A., Mehlman, M. A. ed.) Hemisphere Publishing Corp. Washington, D. C. pp. 79-122
1977

Frost, D. V.: The Arsenic Problems, in: Inorganic and Nutritional Aspects of Cancer (ed.
Schrauzer, G. M.) p. 254, Plenum Press, N.Y. 1978

. Fierz, U.: Dermatologica 131, 41 (1965)
. Tseng, W. P., Chu, H. M., How, S. W., Fong, J. M., Lin, C. S., Yeh, S. J.: J. Natl. Cancer

Inst. 40, 453 (1968)

. Enterline, P. E., Marsh, G. M.: Am. J. Ep. 116, 895 (1982)

. EPA Health Assessment Document for Inorganic Arsenic

. Petres, J., Baron, D., Hagedorn, M.: Env. Health Perspective 19, 223 (1977)
. Nakamuro, M., Sajato, Y.: Mut. Res. 88, 7380 (1981)

. Burgddorf, W. F., Kurvink, K., Cerrenka, J.: Hum. Genet. 36, 69 (1977)

. Mishioka, H.: Mut. Res. 31, 185 (1975)

. Fiscor, G., Piccolo, G.: EMS Newsl. 6, 6 (1972)

. Rossman, J. G., Stone, J. D., Molina, M., Troll, W.: Env. Mut. 2, 371 (1980)
. DiPaolo, J. A., Casto, B. C.: Cancer Res. 39, 1008 (1979)

. Heck, J. D., Costa, M.: Biol. Trace Element Res. 4, 319 (1982)

Beryllium: 31-59

31.

32.
33.

34.

Reeves, A. L.: in: Handbook on the Toxicology of Metals, Friberg, L., Nordberg, G. F.,
Vouk, V. B. (eds.); Elsevier, p. 329, Amsterdam 1979

Berman, E.: Toxic Metals and Their Analysis, p. 48-53, Heyden, London 1980

Venugopal, B., Luckey, T. D.: Metal Toxicity in Mammals, Vol. 2, p. 43-50, Plenum Press,
New York 1978

Andersen, O.: Environ. Health Perspectives, 47, 239 (1983)



Toxicity and Carcinogenicity of Metals 39

59.

. Kuschner, M.: Environ. Health Perspectives, 40, 101 (1981)

. Fishbein, L.: Environ. Health Perspectives, 40, 43 (1981)

. Vouk, V. B., Piver, W. T.: Environ. Health Perspectives, 47, 201 (1983)

. Wagoner, J. K., Infante, P. F., Bayliss, D. L.: Environmental Res. 21, 15 (1980)

. IARC Monographs on the Evaluation of the Carcinogenic Risk of Chemicals to Humans,

Vol. 23, p. 143, International Agency for Research on Cancer, Lyon 1980

. Reeves, A. L.: Arch. Environ. Health 11, 209 (1965)

. Vacher, J., Stoner, H. B.: Brit. J. Exp. Pathol. 49, 315 (1968)

. Van Cleave, C. D., Kaylor, C. T.: Arch. Ind. Health 11, 375 (1955)

. Mancuso, T. F.: Environ. Res. 21, 48 (1980)

. Doll, R., 10 others: Environ. Health Perspectives 40, 11 (1981)

. Gardner, L. U., Heslington, H. F.: Fed. Proceedings 5, 221 (1946)

. Reeves, A. L.: in: Inorganic and Nutritional Aspects of Cancer, Schrauzer, G. N. (ed.), p. 13,

Plenum Press, New York 1978

. DiPaolo, J. A., Casto, B. C.: Cancer Res. 39, 1008 (1979)

. Pienta, R. J., Poiley, J. A., Lebherz, W. B.: Int. J. Cancer 19, 642 (1977)

. Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

. Simmon, V. F.: J. Natl. Cancer Inst. 62, 893 (1979)

. Speck, W. T., Santella, R. M., Rosenkranz, H. S.: Mut. Res. 77, 109 (1980)
. Kanematsu, N., Hara, M., Kada, T.: Mut. Res. 77, 109 (1980)

. Miyaki, M., Akamatsu, M., Ono, J., Koyama, H.: Mut. Res. 68, 259 (1979)
. Mainigi, K. D., Bresnick, E.: Biochem. Pharmacol. 18, 2003 (1969)

. Sirover, M. A., Loeb, L. A.: Proc. Natl. Acad. Sci. USA 73, 2331 (1976)

. Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

. Zakour, R. A., Tkeshelashvili, L. K., Shearman, C. W., Koplitz, R. M., Loeb, L. A.: J.

Cancer Res. Clin. Oncol. 99, 187 (1981)

. Loeb, L. A., Zakour, R. A.: in: Nucleic Acid-Metal Ion Interactions, Spiro, T. (ed.), Wiley,

p. 115, New York 1980
Loeb, L. A., Mildvan, A. S.: in: Metal Ions in Genetic Information Transfer, Eichhorn, G. L.,
Marzilli, L. G. (eds.), p. 126, Elsevier/North Holland, Amsterdam 1981

Cadmium: 60-114

60.
61.

62.
63.

64.
65.
66.

67.
68.

69.

70.

Singhal, R. L., Merali, F.: in: Cadmium Toxicity, Mennear, J. H. (ed.), Dekker, p. 61, New
York 1979

Winter, H.: J. Appl. Toxicol. 2, 61 (1982)

Berman, E.: Toxic Metals and Their Analysis, Heyden, p. 65, London 1980

Friberg, L., Kjellstrom, T., Nordberg, G., Piscator, M.: Handbook on the Toxicology of
Metals, Friberg, L., Nordberg, G. F., Vouk, V. B. (eds.), p. 355, Elsevier/North Holland,
Amsterdam 1979

Vouk, V. B., Piver, W. T.: Environ. Health Perspectives 47, 201 (1983)

Lewis, G. P., Coughlin, L., Jusko, W., Hartz, S.: Lancet I, 291 (1972)

Chang, C. C., Lauwerys, R. L., Bernard, A., Roels, H., Buchet, J. P., Garvey, J. S.: Environ.
Res. 23, 422 (1980)

Suzuki, Y., Toda, K., Koike, S., Yoshikawa, H.: Indust. Health 19, 223 (1981)

Gunn, S. A., Gould, T. C.: in: The Testis, Vol. 3, Johnson, A. D., Games, W. R., van
Denmark, N. L., Academic Press, New York 1970

Friberg, L., Piscator, M., Nordberg, G. F., Kjellstrom, T.: Cadmium in the Environment, 2nd
ed. CRC Press, Cleveland 1974

Rahola, T., Aaron, R.-K., Miettinen, J. K.: in: Assessment of Radioactive Contaminants in
Man, AEM-SM-150/13, Proceedings Series, International Atomic Energy Agency, Unipub-
lishers, p. 563, New York 1972

. Kjellstrom, T.: Nord. Hyg. Tidskr. 53, 111 (1971)

. Margoshes, M., Vallee, B.: J. Am. Chem. Soc. 79, 4813 (1957)
. Kagi, J. H. R., Vallee, B. L.: J. Biol. Chem. 235, 3460 (1960)
. Kagi, J. H. R, Vallee, B. L.: J. Biol. Chem. 236, 2435 (1961)
. Piscator, M.: Nord. Hyg. Tidskr. 45, 76 (1964)

. Webb, M.: Biochem. Pharm. 21, 2751 (1972)



M. Costa et al.

. Shaikh, Z. A., Smith, J. C.: Chem. Biol. Interact. 19, 161 (1977)

. Swerdel, M. R., Cousins, R. J.: J. Nutr. 112, 89 (1982)

. Gick, G. C., McCarty, K. S.: J. Biol. Chem. 257, 9049 (1982)

. Hildebrand, C. E., Enger, M. D.: Biochemistry 19, 5850 (1980)

. Onasaka, S., Cherian, G.: Toxicol. 23, 11 (1982)

. Chen, R. W., Whanger, P. D., Weswig, P. H.: Biochem. Med. 12, 95 (1975)

. Li, T. Y., Kraker, A. J., Shaw, C. F., Petering, D. H.: Proc. Natl. Acad. Sci. USA 77, 6334
. Koch, J., Wieglus, S., Shankara, B., Saryan, L. A., Shaw, C. F., Petering, D. H.: Biochem. J.

189, 95 (1980)

. Li, T. Y., Minkel, D. T., Shaw, C. F., Petering, D. H.: Biochem. J. 193, 441 (1981)

. Kraker, A. J., Petering, D. H.: Biol. Trace Elem. Res. 5, 363 (1983)

. Udom, A. O., Brady, F. O.: Biochem. J. 187, 329 (1980)

. Webb, M., Cain, K.: Biochem. Pharm. 31, 137 (1982)

. Castano, P.: Pathol. Microbiol. (Basel) 37, 280 (1971)

. Danielson, K. G., Ohi, S., Huang, P. C.: J. Histochem. Cytochem. 30, 1033 (1982)

. Potts, C. L.: Ann. Occup. Hyg. 8, 55 (1965)

. Kipling, M. D., Waterhouse, J. A. H.: Lancet 1, 730 (1967)

. Lemen, R. A., Lee, J. S., Wagnoer, J. K., Blejer, H. P.: Ann. N.Y. Acad. Sci. 271, 273 (1976)
. Kjellstrom, T., Friberg, L., Rahnster, B.: Environ. Health Perspec. 28, 199 (1972)

. Piscator, M.: Environ. Health Perspec. 40, 107 (1981)

. Malcom, D.: in: Cadmium Toxicity, John Mennear (eds.), Dekker, p. 173, New York 1979
. Levy, L. S., Roe, F. J. C., Malcom, D., Kazantzis, G., Clark, J., Platt, H. S.: Ann. Occup.

Hyg. 16, 111 (1973)

. Levy, L. S., Clack, J.: Ann. Occup. Hyg. 17, 205 (1975)

. Levy, L. S., Clack, J., Roe, F. J. C.: Ann. Occup. Hyg. 17, 213 (1975)
. Heck, J. D., Costa, M.: Biol. Trace Elem. Res. 4, 71 (1982)

. DiPaolo, J. A., Casto, B. C.: Cancer Res. 39, 1008 (1979)

. Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

. Heck, J. D., Costa, M.: Biol. Trace Elem. Res. 4, 319 (1982)

. Kanematsu, N., Hara, M., Kada, T.: Mut. Res. 77, 109 (1980)

. Tso, W.-W., Fund, W.-P.: Toxicol. Lett. 8, 195 (1981)

. Nishioka, H.: Mut. Res. 31, 185 (1975)

. Amacher, D. A., Paillet, S. C.: Mut. Res. 78, 279 (1980)

. Nishimura, M., Umeda, M.: Mut. Res. 54, 246 (1978)

. Christie, N. T., Costa, M.: Biol. Trace Elem. Res. 5, 55 (1983)

. Niyogi, S. K., Feldman, R. P.: Nucl. Acids Res. 9, 2615 (1981)

. Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

. Sina, J. F., Bean, C. L., Dysart, G. R., Taylor, V. L., Bradley, M. O.: Mut. Res. 113, 357

(1983)

. Eichhorn, G. L., Shin, Y. A.: J. Am. Chem. Soc. 90, 7323 (1968)
. Andersen, O.: Environ. Health Perspect. 47, 239 (1983)

Chromium: 115-162

115.
116.
117.
118.
119.

120.

121.

Underwood, E. J.: Trace Elements in Human and Animal Nutrition, Academic, p. 258, New
York 1977

Prasad, A. S.: Trace Elements and Iron in Human Metabolism, Plenum, p. 3, New York 1978
Schwartz, K., Mertz, W.: Arch. Biochem. Biophys. 72, 515 (1957)

Martz, W., Toepfer, E. W., Roginski, E. E., Polansky, M. M.: Fed. Proc. Fed. Am. Soc. Exp.
Biol. 33, 2275 (1974)

Langard, S., Norseth, T.: in: Handbook on the Toxicology of Metals, Friberg, L., Nordberg,
G. F., Vouk, V. B. (eds.), Elsevier/North Holland, p. 383, Amsterdam 1979

IARC (International Agency for Research on Cancer) Evaluation of the Carcinogenic Risk of
Chemicals to Humans: Some Metals and Metallic Compounds, Vol. 23, IARC, p. 205, Lyon
1980

Jennette, K. W.: Environ. Health Perspect. 40, 233 (1981)



Toxicity and Carcinogenicity of Metals 41

122.

123.

124.
125.

126.
127.
128.
129.
130.
131.
132.
133.
134.

135.

136.
137.
138.
139.
140.
141.
142.
143.
144.
145.
146.
147.
148.
149.
150.
151.
152.
153.
154.
155.
156.
157.
158.
159.
160.

161.
162.

National Academy of Sciences: Medical and Biological Effects of Environmental Pollutants:
Chromium, National Academy Press, Washington, D.C. 1974

Venugopal, B., Luckey, T. D.: Metal Toxicity in Mammals, Vol. 2, Plenum, p. 248, New
York 1978

Fishbein, L.: Environ. Health Perspect. 49, 43 (1981)

Sunderman, F. W. Jr.: in: Toxicology of Trace Elements, Goyer, R. A., Mehlman, M. A.
(eds.), Hemisphere Publishing Corp., p. 262, Washington, D. C. 1977

Vouk, V. B., Piver, W. T.: Environ. Health Perspect. 47, 201 (1983)

Andersen, O.: Environ. Health Perspect. 47, 239 (1983)

Fishbein, L.: J. Toxicol. Environ. Health 2, 77 (1976)

Mertz, W., Roginski, E. E., Reba, R. C.: Am. J. Physiol. 209, 489 (1965)

Machel, W., Gregorius, F.: Public Health Rep. 63, 1112 (1948)

Baetjer, A. M.: Arch. Ind. Hyg. Occup. Med. 2, 487 (1950)

Baetjer, A. M.: Arch. Ind. Hyg. Occup. Med. 2, 505 (1950)

Fentzel-Beyne, R. J.: Cancer Res. Clin. Oncol. 105, 183 (1983)

Nettesheim, P., Hanana, Jr., M. G., Doherty, D. G., Newell, R. F., Hellman, A.: J. Natl.
Cancer Inst. 47, 1129 (1971)

Kazantzis, G., Lilly, L. J.: in: Handbook on the Toxicology of Metals, Friberg, L., Nordberg,
G. F., Vouk, V. B. (eds.), Elsevier/North Holland, p. 237, Amsterdam 1979

Fradkin, A., Janoff, A., Lane, B. P., Kuscher, M.: Cancer Res. 35, 1058 (1975)

DiPaolo, J. A., Casto, B. C.: Cancer Res. 39, 1008 (1979)

Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

Rivedal, E., Sanner, T.: Cancer Res. 41, 2950 (1981)

Heck, J. D., Costa, M.: Biol. Trace Elem. Res. 4, 71 (1982)

Heck, J. D., Costa, M.: Biol. Trace Elem. Res. 4, 319 (1982)

Nishioka, H.: Mut. Res. 31, 185 (1975)

Kanematsu, N., Hara, M., Kada, T.: Mut. Res. 77; 109 (1980)

Petrilli, F. L., DeFlora, S.: Appl. Environ. Microbiol. 33, 805 (1977)

Tso, W.-W., Fung, W.-P.: Toxicol. Lett. 8, 195 (1981)

Petrilli, F. L., DeFlora, S.: Mut. Res. 54, 139 (1978)

DeFlora, S.: Nature 271, 455 (1978)

Nordberg, G. F., Andersen, O.: Environ. Health Perspect. 40, 65 (1981)

Norseth, T.: Environ. Health Perspect. 40, 121 (1981)

Newbold, R. F., Amos, J., Connell, J. R.: Mut. Res. 67, 55 (1979)

Oberly, T. J., Piper, C. E., McDonald, D. S.: J. Toxicol. Environ. Health 9, 367 (1982)
Levis, A. G., Bianchi, V., Tamino, G., Pegararo, B.: Brit. J. Cancer 38, 110 (1978)
Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

Tamino, G., Peretta, L., Levis, A. G.: Chem. Biol. Interact. 37, 309 (1981)

Christie, N. T., Costa, M.: Biol. Trace Elem. Res. 5, 55 (1983)

Robison, S. H., Cantoni, O., Costa, M.: Carcinogenesis 3, 657 (1982)

Tsapakos, M. J., Hampton, T. H., Jennette, K. W.: J. Biol. Chem. 256, 3623 (1981)
Umeda, M., Nishimura, M.: Mut. Res. 67, 221 (1979)

Majone, F., Levis, A. G.: Mut. Res. 67, 231 (1979)

Venier, P., Montaldi, A., Majone, F., Bianchi, V., Levis, A. G.: Carcinogenesis 3, 1331
(1982)

Whiting, R. F., Stich, H. F., Koropatrick, D. J.: Chem. Biol. Interact. 26, 267 (1979)
Nordberg, G. F., Andersen, O.: Environ. Health Perspect. 40, 65 (1981)

Lead: 163-220

163.
164.

165.
166.
167.
168.
169.

Cooper, W. C.: Ann. N.Y. Acad. Sci. 271, 250 (1976)

Cooper, W. C.: XIX International Congress on Occupational Health. Dubrovnik, Yugoslavia,
N.Y. 14p. 1978

Cooper, W. C., Gaffey, W. R.: J. Occup. Med. 17, 100 (1975)

Chrusciel, H.: Czas. Stomatol. 28, 103 (1975)

Dingwall-Fordyce, I., Lane, R. E.: Br. J. Ind. Med. 20, 313 (1963)

Lane, R. E.: Arch. Environ. Health 8, 243 (1964)

McMichael, A. J., Johnson, H. M.: J. Occup. Med. 24, 375 (1982)



42

170.

171.
172.

173.
174.

175.

176.
177.
178.
179.
180.
181.

182.
183.
184.
185.
186.
187.
188.
189.
190.
191.
192.

193.

194.
195.
196.
197.
198.
199.
200.

201.
202.

203.
204.
205.
206.
207.
208.
209.
210.
211.
212.
213.
214.
215.

M. Costa et al.

Neal, P. A., Dreessen, W.-C., Edwards, T. I., Reinhart, W. H., Webster, S. H., Castberg, H.
T., Fairhall, L. T.: Washington, D. C.: Government Printing Office; U.S. Public Health
Bulletin No. 267, 1941

Nelson, D. J., Kiremidgian-Schumacher, L., Stotzky, G.: Environ. Res. 28, 154 (1982)
Mabhaffey, K. R., Michaelson, I. A.: The interaction between lead and nutrition. In: Needle-
man, H. L. (ed.), Low level lead exposure: the clinical implications of current research. New
York NY: Raven Press, pp. 159-200, 1980

Kang, H. K., Infante, P. F., Carra, J. S.: Science 207, 935 (1980)

Costa, M.: Metal Carcinogenesis Testing Principles and In Vitro Methods, Humana Press,
Clifton, N.J. 1980

Sontag, J. M., Page, N. P., Saffiotti, U.: U.S. Department of Health, Education and Welfare,
National Cancer Institute; report No. NCI-CG-Tr-1. DHEW publication no. (NIH) 76, 1976
Zollinger, H. U.: Virchows Arch. Pathol. Anat. Physiol. 323, 694 (1953)

Boylund, E., Dukes, C. E., Grover, P. L., Mitchlev, B. C. V.: Br. J. Cancer 16, 283 (1962)
Van Esch, G. I., Kroes, R.: Br. I. Cancer 23, 765 (1969)

Baldwin, R. W., Cunningham, G. J., Pratt, D.: Br. J. Cancer 18, 503 (1964)

Balo, J., Batjai, A., Szende, B.: Magyar Onkol. 9, 144 (1965)

Haas, T., Wieck, A. G., Schaller, K. H., Mache, K., Valentin, H.: Zentralbl. Bakteriol.
Parasitenkd. Infektionskr. Hyg. Abt. 1: Orig. Reihe B 155, 341 (1972)

Mao, P., Molnar, J. J.: Am. J. Pathol. 50, 571 (1967)

Epstein, S. S., Mantel, N.: Experientia 24, 580 (1968)

Zawirska, B., Medras, J.: Zentralbl. Allg. Pathol. Pathol. Anat. 3, 1 (1968)

Van Esch, G. J., Kroes, R.: Br. J. Cancer 23, 765 (1969)

Van Esch, G. J., Van Gendeven, H., Vink, H. H.: Br. J. of Cancer 16, 289 (1962)
Schroeder, H. A., Mitchener, M., Nason, A. P.; J. Nutr. 199, 59 (1970)

Zawirska, B., Medras, K.: Arch. Immunol. Ther. Exp. 20, 257 (1972)

Azar, A., Trichiomowicz, H. J., Maxfield, M. E.: Env. Health Aspects of Lead, 199 (1973)
Kobayashi, N., Okamoto, T.: J. Natl. Cancer Inst. 53, 1605 (1974)

Furst, A., Schlauder, M., Sasmore, D. P.: Cancer Res. 36, 1779 (1976)

Stoner, G. D., Shimkin, M. B., Troxell, M. C., Thompson, T. L., Terry, L. S.: Cancer Res.
36, 1744 (1976)

Opyasu, R., Battifora, H. A., Clasen, R. A., McDonald, J. H., Hass, C. M.: Cancer Res. 30,
1248 (1970)

DiPaolo, J. A., Nelson, R. L., Casto, B. C.: Br. J. Cancer 38, 452 (1978)

Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

Heck, J. D., Costa, M.: Biol. Trace Elem. Res. 4, 71 (1982a)

Schwanitz, G., Lehnert, G., Gebhart, E.: Dtsch. Med. Wochenschr. 95, 1636 (1970)

Gath, J., Theiss, A. M.: Zentralbl. Arbeitsmed. 22, 357 (1972)

Deknudt, G., Leonard, A., Ivanov, B.: Environ. Physiol. Biochem. 3, 132 (1973)
Schwanitz, G., Gebhart, E., Rott, H.-D., Schaller, K.-H., Essing, H.-G., Lauer, O.: Dtsch.
Med. Wochenschr. 100, 1007 (1975)

Forni, A., Cambiaghi, G., Secchi, G. C.: Arch. Environ. Health 31, 73 (1976)
Garza-Chapa, R., Lead, L., Garza, C. H., Molina-Ballesteros: Arch. Invest. Med. &, 11
(1977)

Deknudt, G., Manuel, T., Gerber, G. B.: J. Toxicol. Environ. Health 3, 885 (1977b)
Sarto, F., Stella, M., Acqua, A.: Med. Lav. 69, 172 (1978)

Nordenson, I., Beckman, G., Beckman, L., Nordstrom, S.: Hereditas 88, 263 (1978)

Forni, A., Sciame, A., Bertazzi, P. A., Alessio, L.: Arch. Environ. Health 35, 139 (1980)
Bauchinger, M., Schmid, E., Schmidt, D.: Mut. Res. 16, 407 (1972)

Schmid, E., Bauchinger, M., Pietruck, S., Hall, G.: Mut. Res. 16, 401 (1972)

O’Riordan, M. L., Evans, H. J.: Nature (London) 247, 50 (1974)

Bauchinger, M., Schmid, E., Einbrodt, H. J., Dresp, J.: Mutat. Res. 40, 57 (1976)
Bulsma, J. B., De France, H. F.: Int. Arch. Occup. Env. Health 38, 145 (1976)
Bauchinger, M., Dresp, J., Schmid, E., Englert, M.: Mut. Res. 56, 75 (1977)

Mahaffey, K. R.: Fed. Proc. Fed. Am. Soc. Exp. Biol. 42, 1730 (1983)

Beek, B., Obe, G.: Experientia 30, 1006 (1974)

Deknudt, G., Deminatti, M.: Toxicology 10, 67 (1978)



Toxicity and Carcinogenicity of Metals 43

216.
217.
218.
219.
220.

Deknudt, G., Colle, A., Gerber, G. B.: Mutat. Res. 45, 77 (1977b)
Beek, B., Obe, G.: Humangenetik 29, 127 (1975)

Heck, J. D. Costa, M.: Biol. Trace Elem. Res. 4, 319 (1982b)
Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

Hoffman, D. J., Niyogi, S. K.: Science 198, 513 (1977)

Mercury: 221-231

221.

222.

223.
224.
225.
226.
227.
228.
229.

230.
231.

Clarkson, T. W.: Handbook of the Toxicology of Metals, Friberg, L., Nordberg, D., Vouk, V.
B. (eds.), Elsevier/North Holland, 99, 1979

Williams, M. W., Hoeschele, J. D., Turner, J. E., Jacobson, K. B., Christie, N. T., Paton, C.
L., Smith, L. H., Witschi, H. R., Lee, E. H.: Toxicol. Appl. Pharmacol. 63, 461 (1982)
Furst, A.: Biol. Trace Element Res. I, 169 (1979)

Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

Kato, R., Nakamura, A., Suwai, T.: Japan J. Human Genet. 29, 256 (1976)

Skervfing, S., Hanson, K., Lundsten, J.: Ar. Env. Health 21, 133 (1970)

Kanematsu, N., Hara, M., Kada, T.: Mutat. Res. 77, 109 (1980)

Oberly, J. J., Piper, C. E., McDonald, D. S.: J. Toxicol. Environ. Health 9, 367 (1982)
Cantoni, O., Robison, S. H., Evans, R. M., Christie, N. T., Drath, D. B., Costa, M.: Fed.
Proc. 42, 1135 (1983)

Cantoni, O., Evans, R. M., Costa, M.: Biochem. Biophys. Res. Commun. 108, 614 (1982)
Cantoni, O., Costa, M.: Molecul. Pharm. 24, 84 (1983)

Nickel: 232-317

232.
233.

234.

235.

236.

237.

238.
239.
240.
241.
242.
243.
244.
245.
246.
247.
248.
249.
250.
251.
252.
253.

NAS. Nickel, National Academy of Sciences, Washington, D.C. 1975

NIOSH. Ciriteria for a Recommended Standard. Occupational Exposure to Inorganic Nickel,
National Institute for Occupational Safety and Health, U.S. Govt. Printing Office, Washing-
ton, D.C. 1977

IARC. Some Inorganic and Organometallic Compounds, (Monographs on the Evaluation of
Carcinogenic Risk of Chemicals to Man, Vol. 2), International Agency for Research on
Cancer, Lyon, pp. 126, 1973

EPA. Scientific and Technical Assessment Report on Nickel. U.S. Environmental Protection
Agency, Washington, D.C. 1975

Norseth, T., Piscator, M.: Nickel In: Handbook on the Toxicology of Metals, Friberg, L.,
Nordberg, G. F., Vouk, V. B. (eds.), Elsevier/North Holland Biomedical Press, Amsterdam
1979

Fishbein, L.: Sources, transport and alterations of metal compounds: An Overview. 1.
Arsenic, Beryllium, Cadmium, Chromium and Nickel. Environ. Health Perspect. 40, 43
(1981)

Sunderman, F. W., Sunderman, Jr., F. W.: Am. Clin. Lab. Sci. 35, 203 (1961)

Sladkowski, D., Schultze, H., Schaller, K. H., Lehnert, G.: Arch. Hyg. 153, 1 (1969)
Schroeder, H. A., Balassa, J. J., Tipton, I. H.: J. Chron. Dis. 15, 15 (1962)

Spears, J. W., Hatfield, E. E.: Feedstuffs 49, 24 (1977)

Nielsen, F. H., Ollerich, D. A.: Fed. Proc. 33, 1767 (1974)

Nielsen, F. H.: Trace Elem. Human Health and Disease, 2, 379 (1976)

Nielsen, F. H., Sandstead, H. H.: Am. J. Clin. Nutr. 27, 515 (1974)

Mertz, W.: Fed. Proc. 29, 1482 (1970)

Sunderman, F. W., Jr., Selin, C. E.: Toxicol. Appl. Pharmacol. 12, 207 (1968)

Armit, H. W.: J. Hygiene 8, 565 (1908)

Wase, A. W., Goss, D. M., Boyd, M. J.: Arch. Biochem. Biophys. 51, 1 (1954)

Smith, J. C., Hackley, B.: J. Nutr. 95, 541 (1968)

Schroeder, H. A., Mitchener, M., Nason, A. P.: J. Nutr. 104, 239 (1974)

Whanzer, P. D.: Toxicol. Appl. Pharmacol. 25, 323 (1973)

Horak, E., Sunderman, Jr., F. W.: Toxicol. Appl. Pharmacol. 33, 388 (1973)

International Commissions on Radiological Protection. Recommendation of the International
Commission of Radiological Protection. Pub. No. 26 adopted Jan. 17, 1977. Pergammon
Press, Oxford, England 1977



44

254.
255.

256.

257.
258.
259.

260.
261.

262.
263.

264.

265.
266.
267.

268.
269.
270.

271.
272.
273.

274.
275.
276.

271.
278.
279.
280.
281.

282.
283.

284.
285.
286.
287.
288.
289.

290.
291.
292.
293.
294,
295.

M. Costa et al.

Natusch, D. F., Wallace, J. R., Evans, Jr., C. A.: Science 183, 202 (1974)

Leslie, A. C. D., Winchester, J. W., Leysieffer, F. W., Ahlberg, M. S.: In: Trace Substances
in Environmental Health-X. Hemphill, D.D. (ed.) U. of Missouri, Columbia, MO., 1976
Graham, J. A., Miller, F. J., Daniels, M. J., Payne, E. A., Gardner, D. E.: EnViron. Res. 16,
77-87 (1978)

Spruitt, D., Mali, J. W. H., de Groot, N.: J. Invest. Dermatol. 44, 103 (1965)

Samitz, M. H., Pomerantz, H.: Arch. Ind. Health 18, 473 (1958)

Sunderman, F. W., Jr.: In: Clinical Chemistry and Chemical Toxicology of Metals. Brown, S.
S. (ed.) Elsevier/Amsterdam, p. 231, 1977

Onkelin, G., Becker, J., Sunderman, Jr., F. W.: Res. Comm. Chem. Pathol. Pharmacol. 6,
663 (1973)

Hohnadel, D. C., Sunderman, Jr., F. W., Nechaj, M. W., McNeely, M. D.: Clin. Chem. 19,
1288 (1973)

Schroeder, H. A., Nason, A. P.: J. Invest. Dermatol. 53, 71 (1969)

Stokinger, H. E.: In: Industrial Hygiene and Toxicology. Vol. II. 2nd Rev. Fassett, D. W.,
Irish, D. D. (eds.) Interscience, New York, p. 987, 1963

Gitlitz, P. H., Sunderman, Jr., F. W., Goldblatt, P. J.: Toxicol. and Appl. Pharmacol. 34, 430
(1975)

Carmichael, J. L.: Arch. Ind. Hyg. Occup. Med. 8, 143 (1953)

Von Weltschewer, W., Slatewa, M., Michailow, I.: Exp. Pathol. 6, 116 (1972)

Sunderman, F. W., Jr., Shen, S. K., Reid, M. C., Allpass, P. R.: Teratogen., Carcinogen.,
Mutagen. 1, 223 (1980)

Lu, C. C., Matsumoto, M., lijima, S.: Teratology 19(2), 137 (1979)

Horak, E., Sunderman, Jr., F. W.: Toxicol. Appl. Pharmacol. 32, 316 (1975)

Dormer, R. L., Kerbey, A. L., McPherson, M., Manley, S., Ashcroft, S. J. H., Schofield, J.
G., Randle, P. J.: Biochem. J. 140, 135 (1973)

LaBella, F., Dular, R., Lemon, P., Vivian, S., Queen, G.: Nature 245, 331 (1973)
Lestrovoi, A. P., Itskova, A. L., Eliseev, I. N.: Gig. Sanit. 10, 105 (1974)

Port, C. D., Fenters, J. D., Ehrilich, R., Coffin, D. L., Gardner, D.: Environ. Health
Perspect. 10, 268 (1975)

Waters, M. D., Gardner, D. E., Coffin, D. L.: Environ. Health Perspect. 10, 267 (1975)
Graham, J. A., Gardner, D. E., Waters, M. D., Coffin, D. L.: Infect. Immun. 11, 1278 (1975)
Sunderman, F. W., Jr.: In: Laboratory Diagnosis of Diseases caused by Toxic Agents. Sunder-
man, F. W., Sunderman, F. W., Jr. (eds.), Warren H. Green, St. Louis, MO., p. 387, 1970
Cahan, C. D.: Brit. J. Dermatol. 76, 384 (1956)

Sunderman, F. W., Jr.: Ann. Clin. Lab. Sci. 3, 156 (1973)

Sunderman, F. W., Jr.: Perventive Med. 5, 279 (1976)

Sunderman, F. W., Jr.: Fed. Proc. 37, 40 (1978)

Sunderman, F. W., Jr., Maeza, R. M., Allpass, P. R., Mitchell, J. M., Danjanov, 1., Gold-
blatt, P. J.: In: Inorganic and Nutritional Aspects of Cancer. Schruzer, G. N. (ed.), Plenum
Publishing Corp., New York 1978

Gilman, G. P. W.: Cancer Res. 22, 158 (1962)

Sunderman, F. W., Jr., Maenza, R. M.: Res. Commun. Chem. Pathol. Pharmacol. 14, 319
(1976)

Pienta, R. J., Poiley, J. A., Lebhertz, W. N.: Int. J. Cancer 19, 642 (1977)

DiPaolo, J. A., Casto, B. C.: Cancer Res. 39, 1008 (1979)

Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

Rivedal, E., Sanner, T.: Cancer Lett. 8, 203 (1980)

Costa, M., Mollenhauer, H. H.: Science 209, 515 (1980)

Costa, M., Nye, J. S., Sunderman, Jr., F. W., Allpass, P. R., Gondos, B.: Cancer Res. 39,
3591 (1979)

Costa, M., Abbracchio, M. P., Simmons-Hansen, J.: Toxicol. Appl. Pharm. 60, 313 (1981)
Heck, J. D., Costa, M.: Cancer Lett. 15, 19 (1982)

Abbracchio, M. P., Heck, J. D., Costa, M.: Carcinogenesis 3, 2 (1982)

Heck, J. D., Costa, M.: Toxicol. Lett. 12, 243 (1982)

Corbett, T. H., Heidelberger, C., Dove, W. F.: Molec. Pharmacol. 6, 667 (1970)

Nishioka, H.: Mut. Res. 53, 207 (1972)



Toxicity and Carcinogenicity of Metals 45

296.
297.
298.
299.
300.
301.
302.
303.
304.
305.

306.
307.
308.
309.
310.
311.
312.
313.
314.
315.
316.
317.

Kanematsu, N., Hara, M., Kada, T.: Mut. Res. 77, 109 (1980)

Green, M., Muriel, W., Bridges, B.: Mut. Res. 38, 33 (1976)

Tso, W. W., Fung, W. P.: Toxicol. Lett. 8, 195 (1981)

Amacher, D. A., Paillet, S. C.: Mut. Res. 78, 279 (1980)

Miyaki, M., Akamatsu, M., Ono, J., Koyama, H.: Mut. Res. 68, 259 (1979)
Nishimura, M., Umeda, M.: Mut. Res. 54, 246 (1978)

Costa, M., Jones, M. K., Lindgerg, O.: Amer. Chem. Soc. Symp. 140, 45 (1980)
Krontiris, J. G., Cooper, G. N.: Proc. Natl. Acad. Sci. 78, 1181 (1981)

Pasrur, P. K., Gilman, J. P. W.: Cancer Res. 27, 1168 (1967)

Harnett, P. B., Robison, S. R., Swartzendruber, D. E., Costa, M.: Toxicol. Appl. Pharmacol.
64, 20 (1982)

Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

Niyogi, S. K., Feldman, R. P.: Nucleic Acids Res. 9, 2515 (1981)

Eichhorn, G. L., Shin, T. A.: J. Amer. Chem. Soc. 90, 7323 (1968)

Butzow, J. J., Eichhorn, G. L.: Biopolymers 3, 95 (1965)

Lee, J. E., Ciccarelli, R. B., Jennette, K. W.: Biochem. 21, 771 (1982)
Robison, S. H., Costa, M.: Cancer Lett. 15, 35 (1982)

Ciccarelli, R. B., Hampton, T. H., Jennette, K. W.: Cancer Lett. 12, 349 (1981)
Robison, S. H., Cantoni, O., Heck, J. D., Costa, M.: Cancer Lett. 17, 273 (1983)
Nishimura, M., Umeda, M.: Mut. Res. 68, 337 (1979)

Majone, F., Levis, A. G.: Mut. Res. 67, 55 (1979)

Newman, S. M., Summit, R. L., Nunez, A. H.: Mut. Res. 101, 151 (1982)
Waksvik, H., Boysen, M.: Mut. Res. 103, 185 (1982)

Other Metals

318.
319.
320.
321.
322.
323.
324.
325.
326.
327.
328.
329.
330.

331.
332.
333.

334,

335.
336.
337.
338.
339.

340.

Heath, J. L.: Br. J. Cancer 10, 668 (1956)

Gilman, J. P. A., Ruckerbauer, G. M.: Cancer Res. 22, 152 (1962)

Casto, B. C., Meyers, J., DiPaolo, J. A.: Cancer Res. 39, 193 (1979)

Costa, M., Heck, J. D., Robison, S. H.: Cancer Res. 42, 2757 (1983)

Kanematsu, N., Hara, M., Kada, T.: Mut. Res. 77, 109 (1980)

Tso, W. W., Fung, W. P.: Toxicol. Lett. 8, 195 (1981)

Corbett, T. H., Heidelberger, C., Dove, W. F.: Molec. Pharmacol. 6, 667 (1970)

Miyaki, M., Akamatsu, M., Ono, J., Koyama, H.: Mut. Res. 68, 259 (1979)

Amacher, D. A., Paillet, S. C.: Mut. Res. 78, 279 (1980)

Sirover, M. A., Loeb, L. A.: Science 194, 1434 (1976)

Robison, S. H., Cantoni, O., Costa, M.: Carcinogenesis 3, 657 (1982)

Paton, G. R., Allison, A. C.: Mut. Res. 16, 332 (1972)

Newman, J. A., Archer, V. E., Saciomanner, G., Kuschner, M., Auerbach, O.: Ann. N.Y.
Acad. Sci. 271, 260 (1976)

Sunderman, F. W., Jr., Lau, T. J., Cralley, J.: Cancer Res. 34, 92 (1974)

Furst, A.: J. Natl. Cancer Inst. 60, 1171 (1978)

Stoner, G. D., Shinker, M. B., Troxell, M. C., Thompson, T. L., Terry, L. S.: Cancer Res.
36, 1744 (1976)

Costa, M., Simmons-Hansen, J., Bedrossian, C. W. M., Bonura, J., Caprioli, R. M.: Cancer
Res. 41, 2868 (1981)

Oberly, T. J., Piper, C. E., McDonald, D. S.: J. Toxicol. Environ. Health 9, 367 (1982)
Nishimura, M., Umeda, M.: Mut. Res. 54, 246 (1978)

Demerec, M., Hanson, J.: Cold Spring Harbor Symp. Quant. Biol. 16, 215 (1977)

Orgel, A., Orgel, L. E.: J. Mol. Biol. 14, 453 (1965)

Oppenheimer, B. S., Oppenheimer, F. T., Danishefsky, F., Stout, A. P.: Cancer Res. 16, 439
(1956)

Furst, A., Schlauder, M. C.: J. Environ. Pathol. Toxicol. 1, 51 (1977)



Secondary Metabolites with Antibiotic Activity
From the Primary Metabolism of Aromatic
Amino Acids

Rolf G. Werner

Dr. Karl Thomae GmbH, Department of Biological Research, D-7950 Biberach an der Riss,
West-Germany

Secondary metabolites of microorganisms play an important commercial role as antibiotics and
immunostimulating or immunosuppressiv agents in human and veterinary medicine, as growth
promotors in animal farms and as insecticides and herbicides in plant protection. Although to the
present knowledge their importance for the producing organisms is not well understood.

For the antibiotics as an example of secondary metabolites the branching points from the precisely
regulated primary metabolism of aromatic aminoacids to the secondary metabolism are demon-
strated. Depending on the state of experiments, antibiotic synthesis from biosynthesis of shikimic
acid - 2,5-dihidrophenylalanine, bacilysin-, chorismic acid-chloramphenicol, candicidin-, L-phenyl-
alanine-necantimycin-, L-tyrosine-edeine, novobiocin-, L-tryptophan-indolmycin, pyrrolnitrin,
streptonigrin, tryptanthrin- and from the metabolism of L-tyrosine-lincomycin-, and kynurenine-
anthramycin, 11-demethyl-tomaymycin, antimycin A, actinomycin D-, and of antimicrobial active
peptides — tyrocidin, gramicidin — are reviewed. Various regulatory mechanisms of secondary
metabolites are outlined. The knowledge of such biosynthetic pathways gives advices for increase of
antibiotic production by feeding specific precursors, creation of deregulated or auxothrophic mu-
tants with higher antibiotic yields and for a directed biosynthesis of new antibiotic derivatives.

As necessary for the understanding of the antibiotic biosynthesis the intermediary metabolism of
aromatic amino acids and the regulation of their specific pathways in different microorganisms is
summarized.

Introduction . . . . . . .. . 50
1 Biosynthesis of Aromatic Amino Acids . . . . . ... .. ... .. L. 51
1.1 Common Biogenesis of Aromatic Amino Acids . . . . .............. 51

1.2 Biosynthesis of Aromatic Amino Acids from Chorismic Acid . . . ... .. ... 53
1.2.1 Route of Synthesis of L-Phenylalanine and L-Tyrosine . . ... ... ... 53

1.2.2 Route of Synthesis of L-Tryptophan . . . . . . ... ... ... ...... 54

2 Regulation of the Biosynthesis of Aromatic Amino Acids . . . ... .......... 55
2.1 Regulation of Biosynthesis of Aromatic Amino Acids . . . .. .......... 56

Progress in Clinical Biochemistry
and Medicine, Vol. 1
© Springer-Verlag Berlin Heidelberg 1984



48

R. G. Werner

2.2 Regulation of L-Phenylalanine and L-Tyrosine Pathway . . . . . ... ... ...
2.3 Regulation of the L-Tryptophan Pathway . . . . . . . ... ... ... .. ....

3 Metabolism of Aromatic Amino Acids . .

3.1 Metabolism of L-Phenylalanine . . .
3.1.1 Conversion of L-Phenylalanine

toL-Tyrosine . .. .............

3.1.2 Transamination of L-Phenylalanine . . . .. ... ... ....... ...

3.1.3 Precursors of Alkaloids . . .
3.2 Metabolism of L-Tyrosine . . . . . .

3.2.1 Ogxidative Breakdown of L-Tyrosine . . . . ... ... ..........
3.2.2 Biosynthesis of Catecholamines . . . . . ... ... ............

3.2.3 Phenol Formation . . . . . .

3.2.4 Melanogenesis fromL-Tyrosine . . . . ... ................

3.3 Metabolism of L-Tryptophan . . . .

3.3.1 Ogxidative Breakdown of L-Tryptophan . . . . . .. .. ... ... ....
3.3.1.1 AnthranilicAcidRoute . . ... .................
3.3.1.2 Nicotinamide-Nucleotide Route . . . . ... ... ........
3.3.1.3 Further Metabolites from Oxidative Breakdown . ... ... ..

332 SerotoninPathway . .. ... ... ... ... .. ... .. ... . ...

3.3.3 Tryptophanase Reaction . ... ......................

4 Metabolic Products with Antibiotic Activity

4.1 Antibiotics from Shikimic Acid . . .

4.1.1 Biosynthesis of 2,5-Dihydrophenylalanine . . . . . ... ... ... ...

4.1.2 Biosynthesis of Bacilysin . .
4.2 Antibiotics from Chorismic Acid . .

4.2.1 Biosynthesis of Chloramphenicol . . . . .. ... ... ... .......

4.2.2 Biosynthesis of Candicidin .
4.3 Antibiotics from L-Phenylalanine . .
4.3.1 Biosynthesis of Neoantimycin
4.4 Antibiotics from L-Tyrosine . . . . .
4.4.1 Biosynthesis of Edeine . . .
4.4.2 Biosynthesis of Novobiocin .
4.5 Antibiotics from L-Tryptophan . . .
4.5.1 Biosynthesis of Indolmycin .
4.5.2 Biosynthesis of Pyrrolnitrin .
4.5.3 Biosynthesis of Streptonigrin
4.5.4 Biosynthesis of Tryptanthrin

4.6 Antibiotics from the End Products of the Biosynthesis of Aromatic Amino Acids

4.6.1 Biosynthesis of Tyrocidin . .
4.6.2 Biosynthesis of Gramicidin .

4.7 Antibiotics from the Metabolismof Tyrosine . . . . . . ... .. ... ......

4.7.1 Biosynthesis of Lincomycin .

4.8 Antibiotics from Kynurenine Metabolism . . . . ... ... ... ........

4.8.1 Biosynthesis of Anthramycin

4.8.2 Biosynthesis of 11-Demethyltomaymycin . . . . . . .. .. ... ... ..

4.8.3 Biosynthesis of Antimycin A
4.8.4 Biosynthesis of Actinomycin D

5 Regulation of Secondary Metabolites with Antibiotic Activity . . . .. ... ... ...

5.1 [Initiation of Antibiotic Biosynthesis

56
57



Secondary Metabolites with Antibiotic Activity 49

5.1.1 Catabolite-Repression . . . . . . . . ... .. 97

5.1.2 Regulation of Nitrogen Metabolites . . . . . . .. ... ... ... .... 97

5.1.3 PhosphateControls . . . . . .. ... .. ... ... .. ... ... .. 98

5.1.4 Induction of Antibiotics Synthesis . . . . . . ... ... ... ... 98

5.2 Termination of Antibiotic Biosynthesis . . . . . . ... ... ........... 100
5.2.1 Irreversible Decomposition of Enzymes of Antibiotic Biosynthesis . . . . . 100

5.2.2 Feedback-Inhibition in Antibiotic Biosynthesis . . . . . ... ... . ... 100

6 Discussion . . . .. .. ... 101
Acknowledgements . . . . . .. ... 103

References . . . . . . . . . . e 103



50 R. G. Werner

Introduction

Antibiotics besides unusual types of linkage and rare chemical fundamental units,
are composed largely from primary metabolites. For this reason, as secondary
metabolites, they necessarily originate from the primary metabolism of the corre-
sponding producer organisms.

Primary metabolism can be defined as an economic, well regulated metabolism
with high specificity which is absolutely necessary for the maintenance of the essen-
tial functions of the corresponding organism. This restricts secondary metabolism so
that, in our present state of knowledge, the products arising from it have no immedi-
ate function for the producer. Therefore, an error in the synthesis of secondary
metabolites not necessarily has consequence for the corresponding microorganism.
On the other hand, because of the highly specialized synthesis of the antibiotic
producers one should look for selection advantages.

The characteristics of antibiotic producers are: spore-forming saprophytes,
occurring mainly in soil — and so in a variable milieu — in contrast to Enterobac-
teriaceae they are not subject to such strong regulation in primary metabolism and
display the ability to utilize unusual substrates. In summary, because of their abun-
dant enzyme system they possess high metabolic flexibility.

If evolution is seen as an alternation between increasing variation by mutation
and decreasing variation by selection, primary metabolism can hardly be viewed as
possible creativity. On the other hand, secondary metabolism plays a particularly
clear part in evolution®™.

If the biological system is divided into five important levels for the development
of the organism — intermediary metabolism, regulation, substrate transport, differ-
entiation, morphogenesis — diversification and lack of knowledge increase in the
same sequence®” 9, Metabolic products which enter into one of the five levels and
are absolutely necessary for metabolism, can be assigned to primary metabolism.

Compounds which are not obligatory for the minimum existence of the organ-
ism, can be assigned to secondary metabolism and permit evolutionary progress.
This means that if a potent enzyme or metabolic product is formed among the non-
essential metabolites, under a given selection pressure, it may be of advantage to the
producer.

Studies of individual secondary metabolites for their biogenesis, their origin in
intermediary metabolism, provide a rational starting point for the increase in yield
of the product. Knowledge of the biosynthesis of secondary metabolites offers the
possibility of directed biosynthesis through feeding the corresponding modified pre-
Ccursors.

Besides these more economical criteria, which justify such studies, examinations
of both, biogenesis and biosynthesis give knowledge on biogenetic origin, metabolic
pathways, regulation, amino acid sequence and genetic coding of enzymes involved,
which provide information about evolution and taxonomy of the microorganisms
investigated, as well as starting points for genetic engineering.

Because of the numerous antibiotics, the abundance of coupling steps between
primary and secondary metabolism can hardly be comprehended. Consequently, in
this review, the points of intersection for the resulting secondary metabolites with
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antibiotic activity are shown using the aromatic amino acids as an example. The
regulation of secondary metabolites is described with examples.

The antibiotics are selected according to adequate experimental data, which are
essential for such a study.

The intermediary metabolism of the aromatic amino acids is summarized below
to the extent that is necessary for the understanding of antibiotic biosynthesis. The
biosynthesis of the individual antibiotics is given according to their origin in inter-
mediary metabolism.

1 Biosynthesis of Aromatic Amino Acids

In order to elucidate the biogenesis of secondary metabolites from aromatic amino
acids, the more general primary metabolism leading to aromatic amino acids is dealt
with first. The three aromatic amino acids, L-phenylalanine, L-tyrosine and L-tryp-
tophan are all essential amino acids in animals and in man and cannot be synthesized
de novo. In plants and microorganisms they are synthesized via the shikimic acid
pathway.

1.1 Common Biogenesis of Aromatic Amino Acids

The biosynthesis of the aromatic amino acids has a common origin in the condensa-
tion of phosphoenolpyruvate and D-erythrose-4-phosphate to 3-desoxy-D-
arabinoheptulonic acid 7-phosphate!!" #7482 43 (Fig, 1).

This reaction is catalyzed by 3-desoxy-D-arabinoheptulonic acid-7-phosphate
synthetase (1)’***”), Phosphoenolpyruvate is first bound to a nucleophilic group of
the enzyme, which then reacts with the second substrate’. 3-Dehydroquinic acid,
the precursor of 3-dehydroshikimic acid’"?*%" is produced by cyclisation, cata-
lyzed by 3-dehydroquinic acid synthetase (2). This enzyme is present in all organisms
synthesizing aromatic amino acids*’>*’? and requires cobalt ions and NAD*> for
activity. 3-Dehydroquinic acid is rearranged to shikimic acid by 3-dehydroquinic
acid dehydratase (@ and 3-dehydroshikimic acid reductase @) %2 46457568
Shikimic acid-5-phosphate is produced by phosphorylation from adenosine triphos-
phate by means of shikimic acid kinase, and is turned into 3-enolpyruvylshikimic
acid-S-phosphate by condensation with phosphoenolpyruvate through 3-enolpy-
ruvylshikimic acid-5-phosphate-synthetase (5). The formation of 3-enolpyruvyl-
shikimic acid-5-phosphate is a relatively uncommon reaction in which the enolpy-
ruvyl moiety of phosphoenolpyruvate is transferred unchanged to the shikimic acid-
5-phosphate molecule. Presumably the 3-enolpyruvylshikimate-5-phosphate syn-
thetase reaction proceeds by a reversible addition-elimination mechanism?° %%,
Protonation of the C-3 of phosphoenolpyruvate facilitates electron release of the
enol-ester oxygen; it is associated with a synchronous nucleophilic attack on C-2 of
the substrate by the 3-hydroxyl group of shikimic acid-5-phosphate. In the second
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Fig. 1. Biosynthesis of aromatic amino acids. The enzymes are identified, as in the text, by the
following numbering: (1) 3-desoxy-D-arabinoheptulonic acid-7-phosphate synthetase, 2 3-dehydro-
quinic acid synthetase, 3) 3-dehydroquinic acid reductase, @ 3-dehydroshikimic acid reductase,
(® 3-enolpyruvyl-shikimic acid 5-phosphate-synthetase, & chorismate mutase, () prephenate dehy-
dratase, @ prephenatedehydrogenase, (9 tyrosine transaminase, @ prephenic acid transaminase,
@ pretyrosine dehydrogenase, @ anthranilate synthetase, @ 5-phosphoribosyl-pyrophosphate
transferase, @ N-5'-phosphoriboxylanthranilate isomerase, (9 indole-3-glycerophosphate-synthet-
ase, (@ tryptophan synthetase
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stage of the reaction, elimination of orthophosphate from the intermediate leads to
3-enolpyruvylshikimic acid-5-phosphate®®. 3-Enolpyruvylshikimic acid-5-phosphate
is converted by chorismatemutase (6) to chorismic acid by 1,4-conjugated elimina-
tion of phosphoric acid'! 7% (Fig. 1). Chorismic acid is the starting point for
several essential metabolites, e.g. p-aminobenzoic acid and the folic acid moiety of
coenzymes, the isoprenoid quinones and the three aromatic amino acids.

1.2 Biosynthesis of Aromatic Amino Acids from Chorismic Acid

Two biosynthetic routes branch out from chorismic acid: the synthesis of L-phenyl-
alanine and L-tyrosine via a common intermediate, and the synthesis of L-tryptophan
from anthranilic acid as the initial metabolite.

1.2.1 Route of Synthesis of L-Phenylalanine and L-Tyrosine

In Escherichia coli, Salmonella typhimurium, Bacillus subtilis and Aerobacter
aerogenes, two multifunctional enzyme complexes are involved in the conversion of
chorismic acid to L-phenylalanine and L-tyrosine®6277231447 The partially
purified enzyme complex contains chorismate mutase (6) — and prephenate dehydrat-
ase (7) — activity and catalyzes the conversion of chorismic acid to phenylpyruvate.
The two enzyme activities cannot be separated by chromatography on DEAE-
cellulose. Kinetic studies on the isolated enzymes show that no direct conversion of
chorismic acid to phenylpyruvate occurs. The prephenic acid formed first dissociates
from the enzyme complex, accumulates in the medium and is then converted into
phenylpyruvate after a lag phase. The basis for this lies in two functionally distinct
active centres in the enzyme complex for chorismate mutase and prephenate dehy-
drogenase*?. The enzyme complex can be dissociated into two subunits which are
inactive when separated. It is assumed that association of the subunits leads to a
steric configuration forming the active centres of the enzymes®®. In contrast to
Escherichia coli, Salmonella typhimurium and Aerobacter aerogenes, an indepen-
dent chorismate-mutase () is present in Neurospora crassa which is not complexed
with a prephenate dehydratase @' 7.

Two chorismate mutases () have been demonstrated in yeasts which are both
separate from prephenate-dehydratase 7)**. In the further biosynthetic routes, L-
phenylalanine is produced from phenylpyruvate by transamination. p-Hydroxy-
phenylpyruvate is formed by dehydration and simultaneous decarboxylation of pre-
phenic acid by prephenate dehydrogenase (8), and L-tyrosine is produced from it by
transamination with tyrosine transaminase (9.

As an alternative to this biosynthetic pathway, L-tyrosine is formed in Cory-
nebacterium glutamicum and Brevibacterium flavum via pretyrosine (1-carboxy-4-
hydroxy-2,5-cyclohexadien-1-yl-p-alanine)!®®. Both bacteria possess a transaminase
@0, which converts prephenic acid into pretyrosine, and a NADP-dependent prety-
rosine-dehydrogenase (), which catalyzes the synthesis of L-tyrosine. The 4-hy-
droxyphenylpyruvate route of L-tyrosine biosynthesis cannot be detected in either
organism.
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1.2.2 Route of Synthesis of L-Tryptophan

The first enzyme reaction in the biosynthesis of L-tryptophan is the formation of
anthranilic acid from chorismic acid by a glutamineaminotransferase: anthranilate
synthetase @ %5344 Isotope labelling experiments showed that the carbon
skeleton of anthranilic acid is identical with that of shikimic acid and that the amino
group of anthranilic acid is introduced at C-2 of chorismic acid®. The enolpyruvyl-
group of chorismic acid is eliminated after protonation of the enolmethylene
group®™.

Two types of anthranilate synthetase have been described for this enzyme reac-
tion. Type I was isolated as a single component enzyme from Bacillus subtilis™",
Pseudomonas sp."® and Serratia marcescens *®. Type II is always associated
with the second enzyme of L-tryptophan biosynthesis, anthranilate-5-phos-
phoribosylpyrophosphate transferase (PR-transferase) @-@), and has been isolated
from Escherichia coli'® 222 Salmonella typhimurium®-3¥"5™ and Aerobacter
aerogenes'®. The type II enzyme complex can use both L-glutamine and ammonium
as amino donor. However, if component I, anthranilate synthetase (2, is separated
from component II, PR-transferase (3, L-glutamine cannot function as an amino
donor. Since the PR-transferase stimulates the anthranilate synthetase, it can be
assumed that component II is responsible for the binding of L-glutamine. The
molecular weight of the multifunctional anthranilate synthetase-PR-transferase
aggregate of Salmonella typhimurium is 280,000. A molecular weight of about
62,000 was determined for the two non-identical subunits anthranilate synthetase
(component I) @ and PR-transferase (component II) @. It was concluded from
these studies that each component itself consists of two subunits.

Kinetic studies show that chorismic acid and L-tryptophan bind to component I
and that the end product inhibition of anthranilate synthetase depends on antagon-
ism with chorismic acid binding”™.

The individual enzyme, anthranilate synthetase from Serratia marcescens, pos-
sesses kinetic properties comparable to those of component I from Salmonella
typhimurium. The molecular weight of this enzyme is 141,000; it consists of a tet-
rameric complex of non-identical subunits with molecular weights of 60,000 and
21,000. The smaller subunit of this enzyme is responsible for binding of L-
glutamine!” 19%-42),

An enzyme complex, with a molecular weight of 240,000, has been isolated from
Neurospora crassa; it contains N-5'-phosphoribosyl-anthranilate-isomerase (4 and
indole-3-glycerophosphate-synthetase (® in addition to anthranilate synthetase @),
although the three reactions catalyzed by this complex are not sequential in the
biosynthesis!® 118:1%.335.373.513) A" gjmijlar threefold complex, consisting of
anthranilate synthetase (@, N-5'-phosphoribosylanthranilate isomerase (4 and
indole-3-glycerophosphate synthetase (8, was isolated from Claviceps spec., SD 58.
A molecular weight of 200,000 was determined for this enzyme complex in a sucrose
density gradient®?. If this complex is dissociated into a 35,000 dalton and a 165,000
dalton unit, the larger subunit no longer possesses anthranilate synthetase activity.
In Bacillus subtilis, anthranilate synthetase (2 is the enzymological basis for folic
acid synthesis®” and for histidine synthesis™". The glutamine-binding-protein X in
anthranilate synthetase @ is identical with that in p-aminobenzoic acid synthetase.
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Histidine stimulates L-tryptophan synthesis by increasing the activity of Mn?*-
dependent glutamine aminotransferase.

Anthranilic acid and 5-phosphoribosyl-pyrophosphate, is catalyzed by PR-trans-
ferase @ to yield N-(5'-phosphoribosyl)-anthranilic acid, which is further trans-
formed by phosphoribosyl-anthranilic acid isomerase @ into 1-o-carboxyphenyl-p-
ribosylamine-5-phosphate®® 334 The next step is an Amadori rearrangement to
the desoxyribulose-derivative. This intermediate undergoes cyclization to indole-
glycerophosphate with indole-3-glycerol-phosphate-synthetase (. The last step in
the synthesis of L-tryptophan consists in separating the glycerophosphate side chain
of indole-glycerophosphate and substituting by the alanine moiety of serine in a
multienzyme complex of tryptophan synthetase (@ !8:211:3256L57)  This of,a-
multienzyme complex consists of four non-covalently bound polypeptides: two a-
chains, which catalyze the aldolysis of indole-glycerophosphate by liberating gly-
ceraldehyde®™ 7% and a dimer of two B-chains which bind pyridoxal-5'-phos-
phate and permit the synthesis of L-tryptophan from indole and serine®".

Indole, which is both a product and a substrate, normally remains bound to the
enzyme in this reaction. However, under appropriate conditions, only one enzyme
activity is obtained in good yield, tryptophan aldolase (TS-A) or tryptophan-syn-
thetase (TS-B). Thus, L-tryptophan auxotrophic-mutants, lacking TS-A activity but
possessing TS-B activity, can grow in the presence of indole'® "), The reaction
proceeds more specifically in the complex than with the individual subunits. Thus,
the af,a-complex is 100 times more active in the aldolase reaction than the o-
subunit and 30 times more active in the synthesis reaction than the B,-subunit® 19,

Overall, excepting the pretyrosine pathway, the biosynthesis of the aromatic
amino acids is uniform in all organisms so far investigated. The evolution reveals
itself only in nuances: with anthranilate synthetase (@ the use of glutamine as donor
of an amino group at physiological pH or ammonium at higher pH***%, or conver-
sion of indole and indole-3-glycerophosphate by tryptophan synthetase (8 although
no free indole is recorded under physiological conditions.

2 Regulation of the Biosynthesis of Aromatic Amino Acids

Regulation of metabolic processes proceeds by two enzymatic mechanisms®?: by
control of enzyme synthesis or by regulation of enzyme activity. In branched
metabolic pathways, the end product is usually controlled by repression of enzyme
synthesis or by feedback inhibition of specific biosynthesis. In the common
metabolic pathway, the key enzymes often exist in different forms and the end
product only inhibits one of these proteins. Only a concerted inhibition by the end
products finishes the biosynthesis.

The biosynthesis of aromatic amino acids is economically, but variously reg-
ulated in the individual organisms. This is demonstrated by only a small pool of free
amino acids. In Saccharomyces cerevisiae, the tryptophan pool in the minimal
medium amounts to 0.07 uM per g dry weight'®Y. This is relatively low compared
with other amino acids in yeasts*’® “".
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2.1 Regulation of the Common Biosynthesis of Aromatic Amino
Acids

Studies on different microorganisms have shown that the 3-desoxy-D-arabinohep-
tulonic acid-7-phosphate synthetase (DAHP), catalyzing the condensation of D-
erythrose-4-phosphate with phosphoenolpyruvate, has the greatest significance in
the control of overall biosynthesis®- 8- 123203 413, 490)

In enterobacteriaceae, this enzyme occurs in three isoenzymes which are al-
ways inhibited by feedback with one specific end product®" % Thus in
Escherichia  coli**-8%216.217.59-53) " Salmonella  typhimurium'Y, Neurospora
crassa®> 87> 90 168, 311, 405) Claviceps  paspali®™ and Corynebacterium
glutamicum®%'®) | the formation and activity of DAHP-synthetase (Tyr) is con-
trolled by L-tyrosine, that of DAHP-synthetase (Phe) by L-phenylalanine and that of
DAHP-synthetase (Trp) by L-tryptophan. Nevertheless, there are some exceptions
to this scheme of regulation. In Brevibacterium flavum, DAHP-synthetase is inhi-
bited synergistically only by L-tyrosine and L-phenylalanine. L-tryptophan has no
effect™. The same two end products inhibit DAHP-synthetase in Saccharomyces
cerevisiae®> %339 In Bacillus subtilis”®*, Staphylococcus epidermidis and
Bacillus licheniformis®™, there is but a single DAHP-synthetase which is strongly
inhibited by chorismic acid or prephenic acid. This is because Bacillus subtilis pos-
sesses a tri-functional enzyme complex consisting of DAHP-synthetase, chorismate
mutase and shikimate kinase®*>*9. This shows that a scheme of regulation once
established cannot be directly transferred to another organism and that there is a
certain tolerance here in evolution.

2.2 Regulation of L-Phenylalanine and L-Tyrosine Pathway

The first reaction in Escherichia coli, Aerobacter aerogenes, Salmonella typhimurium
and Pseudomonas aeruginosa to synthesize L-phenyl alanine and L-tyrosine from
chorismic acid, is catalyzed by a bifunctional enzyme complex possessing both
chorismate mutase and prephenate dehydrogenase activity'®. In cell-free extracts
of these bacteria, both L-phenylalanine and L-tyrosine display a typical feedback
inhibition on this enzyme complex. The prephenate dehydrogenase is more strongly
affected by both amino acids than chorismate mutase. Thus, L-phenylalanine
inhibits the prephenate dehydrogenase of all strains, and, in addition, the
chorismate mutase of  Aerobacter aerogenes and Salmonella
typhimurium61’ 62,267,268, 447, 449, 494, 507).

With Salmonella typhimurium, the sedimentation constant of the bifunctional
enzyme complex increases from 5.6 S to 8.0 S on inhibition and the molecular
weight increases from 109,000 to 220,000. This apparent dimerisation is dependent
on the concentration of L-phenylalanine and that of the enzyme complex. At a low
enzyme concentration, no dimerisation occurs in the presence of L-phenylalanine
although the enzyme is inhibited. Presumably, L-phenylalanine binds and inactivates
the monomeric enzyme and at a suitable enzyme concentration it dimerises with a
further monomeric enzyme*®.
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With Corynebacterium glutamicum, the prephenate dehydrogenase is not inhib-
ited by the end product; only L-phenylalanine completely inhibits and even L-tryp-
tophan affects the reaction. On the other hand L-tyrosine stimulates the prephenate-
dehydrogenase activity and competitively overcomes the inhibition of L-phenyl-
alanine and L-tryptophan'”). The chorismate-mutase is inhibited by L-phenylalanine
by a feedback mechanism and L-tyrosine potentiates the activity. L-tryptophan
stimulates this reaction and abolishes the inhibition of the two other amino acids.

The chorismate-mutase is liable to repression by L-phenylalanine™®. This rela-
tively complicated scheme of regulation has been confirmed in vivo from the corre-
sponding auxotrophic mutants'®).

With Brevibacterium flavum, the prephenate dehydratase is inhibited by
L-phenylalanine and stimulated by L-tyrosine. The regulation of L-tyrosine biosyn-
thesis, therefore, lies primarily in the synergistic inhibition of DAHP-synthetase by
L-phenylalanine and L-tyrosine*™> 45 %),

Besides this feedback inhibition of key enzymes in the biosynthesis of L-phenyl-
alanine and L-tyrosine, the synthesis of these enzymes is additionally repressed in
some microorganisms. Repression of chorismate mutase by L-phenylalanine and
repression of prephenate dehydratase by L-tyrosine occurs in Aerobacter aerogenes
and Escherichia coli®®®. With Salmonella typhimurium, D AHP-synthetase (tyr) and
prephenate dehydratase are coupled genetically to aro F and tyr A. It has been
shown with constitutive mutants that the regulator gene tyr R is coupled genetically
with pyr F. The synthesis of DAHP-synthetase (phe), determined by aro G, is not
regulated by the aporepressor phe R but also by tyr R. Thus, in Salmonella
typhimurium, the same aporepressor, tyr R, represses the synthesis of both DAHP-
synthetases phe and tyr* 125130, 360, 478, 531)

Bacillus subtilis contains two chorismate mutases, neither of which are sensitive
to feedback inhibition but both are subject to repression in their enzyme synthesis.
In this organism, the enzymes which convert prephenic acid are liable to feedback
inhibitionZlé, 386, 390, 425).

By contrast, with Pseudomonas, repression mechanisms seem to play a subordi-
nate role in the regulation of amino acid synthesis. Thus the isoleucine and valine
synthesis is not repressed in Pseudomonas aeruginosa™” nor the tryptophan synthe-
sis in Pseudomonas putida®. With regard to the synthesis of L-phenylalanine and
L-tyrosine, the two end products have no effect on the synthesis of chorismate
mutase, prephenate dehydratase or phenylalanine transaminase™.

2.3 Regulation of the L-Tryptophan Pathway

Like many mechanisms, the regulation of L-tryptophan biosynthesis has been best
studied in Escherichia coli'®?" 8! 118:207,209,511,5%0) (Rjg ). The sequence of chemi-
cal reactions is the same in other microorganisms but differences exist in the enzyme
structure!18- 19633549513 " However, with a few exceptions such as Claviceps pas-
pali®®3 and Saccharomyces cerevisiae (Fig. 3), in all cases studied, the first
enzyme reaction in the synthesis of L-tryptophan from chorismic acid — anthranilate
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Fig, 2. Feedback inhibition in the biosynthesis of aromatic amino acids in Escherichia coli. =
Inhibition. (7) 3-Desoxy-D-arabinoheptulonic acid-7-phosphate synthetase, @) prephenate dehydrat-
ase, @ anthranilate synthetase

synthetase — is the point of attack of the feedback inhibition by L-tryp-
tophan!® 86, 122,304,389, 396, 471, 578) (Rijgg 4-6). This anthranilate synthetase consists
of two nonidentical subunits.

In Serratia marcescens, one subunit catalyzes the reaction of chorismic acid and
ammonium ions and possesses a binding site for L-tryptophan. The other subunit has
a binding site for L-glutamine and transfers the amino group. L-tryptophan inhibits
this enzyme by binding of the amino acid to the regulatory centre; a consequential

erythrosed.-P\
@—— DAHP —w= —e~ —w= shikimate —s — —m= chorismate —-——@—— —m —= —e= —e tryptophan

phosphoenol -
pyruvate

@

prephenaie—@—— —— —mphenylalanine

tyrosine

Fig. 3. Feedback inhibition in the biosynthesis of aromatic amino acids in Saccharomyces cerevisiae.
= Inhibition. () 3-Desoxy-D-arabinoheptulonic acid-7-phosphate synthetase
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Fig. 4. Regulation of the biosynthesis of aromatic amino acids in Brevibacterium flavum. => Inhibi-
tion, = activation. (1) 3-Desoxy-D-arabinoheptulonic acid-7-phosphate synthetase, (7) prephenate
dehydratase, @ anthranilate synthetase

Fig. 5. Control of the biosynthesis of aromatic amino acids in Corynebacterium glutamicum. =
Inhibition, = partial inhibition, = activation, = repression. (1) 3-Desoxy-D-arabinoheptulonic acid-
7-phosphate synthetase, (7) prephenate dehydratase, (8) prephenate dehydrogenase, @ anthranilate
synthetase
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Fig. 6. Regulation of the biosynthesis of aromatic amino acids in Neurospora crassa. = Inhibition,
= activation. () 3-Desoxy-D-arabinoheptulonic acid-7-phosphate synthetase, 7) prephenate dehy-
dratase, (8 prephenate dehydrogenase, @ anthranilate synthetase

conformational change has the effect that both substrates, chorismic acid and
glutamine, have a low affinity” . As far as is known, this has been maintained
throughout evolution.

The conversion of chorismic acid to L-tryptophan takes place by five enzymati-
cally controlled reactions. Again, in Escherichia coli, the enzymes are determined by
five structural genes within the tryptophan operon'#:204320.3%.57) The arrange-
ment of the structural genes and enzymes is summarized in the following Table.

Structural gene Enzyme

trp E Anthranilate synthetase component I

trp D Anthranilate synthetase component II
Phosphoribosylanthranilic acid transferase

trp C Phosphoribosylanthranilic acid isomerase
Indolylglycerophosphate synthetase

trp B Tryptophan synthetase

trp A Tryptophan synthetase o

A transcription leader region precedes this structural gene and is 160 base pairs
in length® *”. The promotor operator region is before the transcription leader
region® *?, Transcription of the operon is started by reaction of the operator with a
repressor protein-L-tryptophan complex®™ 42 433, 458,480,481, 584) ' A DNA segment of
30 base pairs, the attenuator, or the a-site of the leader region, which is distal to the
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trp promotor operator, codes for termination of the trp E-polypeptide” 2. In this
way, a new type of regulation was discovered in Escherichia coli in the trp operon. In
contrast to other regulation mechanisms, which are controlled by mRNA-polymer-
ase binding, this attenuator regulates the termination of transcription in a region of
the operon which precedes the structural gene?”. However, a “metabolic regula-
tion” is present only in the absence of the trp attenuator and of the trp repressor
depending on the conditions of growth; its mechanism has not been eluci-
dated** 435 These phenomena can be compared with the ribosomal synthesis.
Thus L-tryptophan can suppress, in a coordinated manner, the synthesis of all en-
zymes of the L-tryptophan specific synthetic pathway starting from chorismic acid.
Contrary to Escherichia coli?™, Salmonella typhimurium®>, Aeromonas formicus®>,
Bacillus subtilis'™, Serratia marcescens™ and Staphylococcus aureus*™, in Bre-
vibacterium flavum repression by L-tryptophan is not coordinated for all the en-
zymes*®.

3 Metabolism of Aromatic Amino Acids

In this section, particular consideration will be given to the catabolic reactions from
which metabolites arise, which in turn act as the starting points for biosynthesis of
antibiotics.

Since a series of diseases depend on an inborn error in the metabolism of these
amino acids, the catabolism of aromatic amino acids has often been studied more in
higher organisms than in microorganisms.

3.1 Metabolism of L-Phenylalanine

3.1.1 Conversion of L-Phenylalanine to L-Tyrosine

In higher animals, a large part of L-phenylalanine is converted into L-tyrosine in the
liver?2245:517.340)  §ome microorganisms possess a phenylalanine hydroxylase @) for
this reaction step'” *»3%), This phenylalanine hydroxylase system requires atmo-
spheric oxygen; the incorporation of 80 into the phenyl ring of tyrosine infers an
oxygenase mechanism*> ). An inducible phenylalanine hydroxylase was demon-
strated in Pseudomonas when the bacteria were grown in media containing phenyl-
alanine or tyrosine but no asparagine'*V. Usually, phenylalanine and tyrosine are
formed in microorganisms via separate biosynthetic pathways.

3.1.2 Transamination of L-Phenylalanine

The first step in the metabolism of L-phenylalanine is the transamination to phenyl-
pyruvate. Phenylacetyl-L-glutamine is produced from phenylacetic acid and
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glutamine via the intermediates phenylacetyl-coenzyme A and phenylacetyl-adeny-
lat e493, 562)‘

Phenylacetaldehyde is formed by decarboxylation of phenylpyruvate*. Benzoic
acid arises through a transamination of phenylpyruvate, followed by an oxidative
cleavage to oxalate and benzaldehyde, and oxidation of the latter. Above pH 8,
non-enzymatic cleavage of p-hydroxyphenylpyruvate and phenylpyruvate occurs to
yield the corresponding aldehyde and oxalate*'?.

3.1.3 Precursors of Alkaloids

Phenylalanine and tyrosine are precursors of a large number of alkaloids such as
pellotine'”, papaverine, morphine, codeine and thebaine®®”. It is assumed that
norlaudanosine is condensed from 3,4-dihydroxyphenylethylamine and 3,4-dihy-
droxyphenylacetaldehyde. Norlaudanosine is a precursor of papaverine and of mor-
phine alkaloids™®.

3.2 Metabolism of L-Tyrosine

3.2.1 Oxidative Breakdown of L-Tyrosine

L-tyrosine is transaminated into p-hydroxyphenylpyruvate by glutamate-L-tyrosine
transaminase (@), an obligatory step in tyrosine oxidation?® 272,382 45 Thjs trans-
aminase is induced by tyrosine?>>*. The copper-containing p-hydroxyphenylpyru-
vate oxidase requires ascorbic acid to activate and hydroxylate the phenyl ring; by
migration of the aliphatic side chain to the vicinal position in the ring and oxidative
decarboxylation of the pyruvate moiety homogentisic acid is synthe-
sized!sS 261, 285,287,296, 451, 515, 548-550) 1 Mole molecular oxygen is required for hydrox-
ylation of the aromatic ring. The mechanism of this monooxygenase”® probably
proceeds by reaction between the substrate and the oxygen-copper-ion-enzyme
complex giving a cyclic peroxide intermediate®™. This produces homogentisic acid
by decarboxylation and migration of the sidechain®”. Further conversion of
homogentisic acid, with fission of the aromatic ring, results in maleylacetoacetic
acid, which is transformed into the corresponding trans-isomer by maleylacetoacetic
acid isomerase (9.

This isomerase is activated by glutathione, y-glutamylcysteine, cysteinylglycine
and cysteine®!>26% 264,283, 284,500, 506) ' Fymaric acid and acetoacetic acid are produced
by cleavage of fumarylacetoacetic acid with an acylpyruvase @*.

3.2.2 Biosynthesis of the Catecholamines

Catecholamines enhance the reactivity or amount of specific enzymes which affect
the activity of a large number of human cells in the liver, heart, brain and smooth
muscles’ ¥,
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The biogenesis of the catecholamines begins with L-tyrosine, which is oxidized to
L-3,4-dihydroxyphenylalanine (L-dopa) by L-tyrosinase @), the rate limiting step in
catecholamine metabolism!% 2% 2%.38,518.519) " This enzyme is activated by tet-
rahydropteridine, iron ions and oxygen and possesses a high specificity for L-ty-
rosine® 149,

The mechanism is that of a mixed function oxidase. First, an oxidized form of the
enzyme is reduced with 2-amino-4-hydroxy-6,7-dimethyltetrahydropteridine; then
the oxidized pteridine is dissociated followed by aerobically oxidation of L-tyrosine
to L-dopa and the oxidized form of the enzyme?”. Formation of dopamine from L-
dopa is controlled by L-dopa decarboxylase @). This enzyme requires pyridoxal
phosphate and has broad substrate specificity although it has only slight specificity
with regard to functional groups.

Because of the broad profile of action with respect to decarboxylation of L-dopa,
L-5-hydroxytryptophan, L-phenylalanine, L-tyrosine, L-tryptophan and L-histidine,
this enzyme is generally known as decarboxylase of aromatic amino acids.

The further P-hydroxylation of dopamine to noradrenaline is catalyzed by
dopamine-B-hydroxylase @'"). This enzyme, also a mixed function oxidase, cata-
lyzes the B-hydroxylation of a few other phenylethylamines®® '+ #®_ The necessary
two moles of copper ions per mole enzyme undergo a cyclic reduction and oxidation
during the B-hydroxylation®>2%). As the last step in the biosynthesis of adrenaline,
phenylethanolamine-N-methyltransferase @4 catalyzes the transfer of the methyl
group from S-adenosyl-methionine to noradrenaline®®.

Because of the low specificity of some enzymes participating in this biosynthesis,
alternative biosynthetic pathways are known for catecholamines®.

3.2.3 Phenol Formation

L-Tyrosine can be broken down to phenol, by fission of the side chain; in microor-
ganisms the enzyme L-tyrosine-phenol lyase @ depends on pyridoxal phos-
phate®® 2™ to form pyruvate and ammonia. Tyrosine-phenol lyase is an enzyme with
broad substrate specificity and, besides this reaction, it catalyzes a series of a,f3-
elimination, B-replacement and racemisation reactions®”®#®. In fact, L-tyrosine can
be synthesized in the reverse reaction from ammonia, pyruvate and phenol*¥,

3.2.4 Melanogenesis from L-Tyrosine

The first step in the biosynthesis of melanin is the hydroxylation of L-tyrosine to L-
3,4-dihydroxyphenylalanine (L-dopa) by the copper-containing enzyme tyrosinase
@. L-Dopa is further oxidized to L-dopaquinone. In fungi, L-dopa does not seem to
be a free metabolite. L-Cyclodopa is formed by spontaneous cyclization of L-dopa-
quinone®® and is then rearranged to the intermediate 5,6-dihydroxyindole by oxida-
tion and decarboxylation. This dopamelanin polymerises to a polyquinone. 4,7-
linked structures?>?*%7 and 3,7-linked polymers® can arise in this way. No
uniform polymerisation has been demonstrated®®. The only enzyme known so far
in this biosynthesis is tyrosinase which triggers the starting reaction in melanin
formation®. The later, spontaneous reactions proceed in a relatively non-specific
manner.
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A suitable scheme of biosynthesis has been summarized by various au-
thors 55358, 420, 21)

Total or partial absence of tyrosinase is responsible for albinism in man and
animals.

The metabolism of phenylalanine and tyrosine is summarized in Fig. 7.

3.3 Metabolism of L-Tryptophan

Important metabolites for the organism are produced from L-tryptophan. These
include nicotinic acid and various nicotinamide coenzymes, serotonin — a potent
vasoconstrictor in nerve tissue — as well as ommochromes, eye pigments in certain
insects®®. The metabolism of L-tryptophan is comparable in various organisms. So
far, the oxidative breakdown of L-tryptophan to kynurenine and 5-hydroxytryp-
tophan, both central intermediates for essential metabolites in individual organisms
has been found without variations.

3.3.1 Oxidative Breakdown of L-Tryptophan

The first step in the oxidative breakdown of L-tryptophan is catalyzed by 1-tryp-
tophanpyrrolase @) and leads to N-formyl-kynurenine by introducing two oxygen
atoms into the pyrrole ring?® 2. Further hydrolysis of this intermediate
by kynurenine formylase @ leads to the key intermediate,
kynurenine®> 17} 214,274, 361,36 ' from which alternative metabolic pathways diverge.

3.3.1.1 Anthranilic Acid Route

The side chain of L-kynurenine is split off by the action of kynureninase @3 to
produce L-alanine and anthranilic acid. This reaction depends on pyridoxal phos-
phate. As well as in Escherichia coli and Bacillus subtilis, kynureninase @ is widely
distributed®” %2 5559 Besides kynurenine, kynureninase @ splits L-formylky-
nurenine to L-alanine and L-formylanthranilic acid, and 3-hydroxykynurenine to L-
alanine and 3-hydroxyanthranilic acid”’®. In Neurospora, tryptophan is preferably
converted to anthranilic acid via formylkynurenine?.

3.3.1.2 Nicotinamide-Nucleotide Route

Another important metabolic pathway starting from tryptophan also branches from
L-kynurenine. This is first hydroxylated by a mixed function enzyme, L-kynurenine-
3-hydroxylase @9"”. Atmospheric oxygen is employed for the oxidation®®. 3-Hy-
droxykynurenine is split into 3-hydroxyanthranilic acid and alanine by kynureninase

@.

The complete oxidation of the aromatic ring of 3-hydroxyanthranilic acid pro-
ceeds via a-amino-f-carboxy-cis-cis-muconic acid semialdehyde and glutaryl-coen-
zyme A.

The aldehyde of 3-hydroxyanthranilic acid is formed by ring fission next to the
hydroxyl group. The reaction is catalyzed by 3-hydroxyanthranilic acid oxidase €0, a
mixed function enzyme requiring iron for oxidation'™ ).
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o-Amino-f-carboxy-cis-cis-muconic acid semialdehyde is the starting material
for synthesis of the pyridine ring of nicotinamide nucleotides® 2% **. Quinolinic
acid is synthesized in this way by non-enzymatic decarboxylation and recyclisation,
and then picolinic acid by enzymatic reaction. Picolinic acid is also formed via a-
amino-f-carboxy-cis-cis-muconic acid semialdehyde. This means that the synthesis
of niacin is competitive with two other reactions®®. Quinolinic acid transphos-
phoribosylase @) cataylzes the synthesis of niacin ribonucleotide from quinolinic acid
and 5-phosphoribosyl-1-phosphate™ ®. The intermediate, quinolinic acid ribonuc-
leotide, seems to be enzyme-bound®?.

The biosynthesis of nicotinic acid is not entirely uniform. Thus, Escherichia coli
and Bacillus subtilis possess no kynureninase activity. Therefore, radioactive indole
or tryptophan is incorporated only very slowly into nicotinic acid in these bac-
teria® > In the corresponding auxotrophic mutants, neither kynurenine nor 5-
hydroxyanthranilic acid acts as a growth factor™®. Glycerol and succinic acid are
much more efficiently incorporated into nicotinic acid in these strains. The carboxyl
group of nicotinic acid is derived from succinic acid; the methylene carbon atom of

succinic acid and C-1 and C-3 of glycerol are incorporated into the pyridine ring*V.

3.3.1.3 Further Metabolites from Oxidative Breakdown

Besides catabolism of tryptophan via kynurenine and anthranilic acid to catechol,
cis-cis-muconic acid and fB-ketoadipic acid, from which succinic acid and acetyl-
coenzyme A are formed finally?® 2% 48,4975 ' the transamination of kynurenine
widely occurs. The corresponding ketoacid is formed by the action of kynurenine
transaminase, and cyclizes spontaneously to kynureninic acid. Analogous transfor-
mation of hydroxykynurenine yields the corresponding xanthurenic acid.
Pseudomonas strains are able to metabolize kynureninic acid via oxidative break-
down to a-ketoglutarate, oxalacetate and ammonia.

3.3.2 Serotonin Pathway

Hydroxylation of L-tryptophan to L-5'-hydroxytryptophan is the first and probably
rate determining step in serotonin biosynthesis. L-Tryptophan hydroxylase &) is
analogous to L-phenylalanine hydroxylase and requires pteridine and molecular
oxygen® ). L-5'-hydroxytryptophan is converted by L-5'-hydroxytryptophan
decarboxylase @ to 1,5'-hydroxytryptamine, serotonin®®. In Chromobacterium
violaceum, a characteristic pigment, violacein, is formed from L-5'-hydroxytryp-
tophan® 37,

3.3.3 Tryptophanase Reaction

In a few bacteria, L-tryptophan is broken down by the tryptophanase reaction 9 to
indole, pyruvate and ammonium ions?’-2%:31%:3%3%)  pyridoxal phosphate serves
as the coenzyme. This pyridoxal phosphate forms a pyridoxal phosphate-tryp-
tophan-metalloenzyme complex with the substrate®®, analogous to the tyrosine-
phenol lyase reaction.
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Indole and pyruvate are formed by o,p-elimination and fission of the pyridoxal
phosphate and ammonium ion. This enzyme has a low substrate specificity and
catalyzes a series of other o,B-eliminations and B-replacement reactions®'3?.
Indigo, indirubin, indoxyl and indican are further metabolites of indole*?.

The metabolism of tryptophan is summarized in Fig. 8.

Studies with different S-fluorotryptophan-resistant mutants of Brevibacterium
flavum have shown that the five enzymes, anthranilate-synthetase, anthranilate-
phosphoribosylpyrophosphate transferase, N-5-phosphoribosylanthranilate isomer-
ase, indole-3-glycerophosphate synthetase and tryptophan synthetase A, B can be
repressed independently®®.

The tryptophan enzymes of Acinetobacter calcoaceticus can be split into three
independently repressible groups®®.

Chromobacterium violaceum seems to have no effect on the synthesis of tryp-
tophan-specific enzymes™>.

In Streptomyces coelicolor, the synthesis of all L-tryptophan-specific enzymes is
regulated with the exception of indole-3-glycerophosphate synthetase*s®.

Corynebacterium glutamicum possesses an enzyme repression for anthranilate
synthetase'™.

Such regulation mechanisms, depending on repression, can be altered by muta-
tion, which can be inferred from the example of S. dysenteriae. Escherichia coli,
Salmonella typhimurium and Serratia marcescens are completely homologous with
respect to tryptophan synthetase enzyme, the RNA-polymerase and tryptophan
repressor are interchangeable®®. In the nucleotide sequence of the promoter
operator region of the tryptophan operon, S. dysenteriae displays a difference of
only two base pairs. This results in a 10-fold reduction in tryptophan promoter
function so that the remaining transcription proceeds practically constitutively*®.

The regulation of aromatic amino acids illustrates that, with few exceptions, the
sequential build-up of L-phenylalanine, L-tyrosine and L-tryptophan is common in
the organisms but, in complete contrast, the regulation of the synthetic pathways is
very heterogenous. This heterogeneity — with difficulty demonstrable in the poorly
studied actinomycetes — in producers of secondary metabolites may permit a partial
deregulation of primary metabolism, thus forming excess intermediates for secon-
dary metabolism.

4 Metabolic Products with Antibiotic Activity

Besides the aromatic amino acids and their breakdown products with their central
role for maintenance of bacterial metabolism, a series of metabolites with antibiotic
activity is known; their biogenesis originates from these amino acids, although their
function for the cell is not always obvious.

The biosynthesis of these antibiotics is considered below according to their origin
from the appropriate amino acid, the end product or their metabolites.



68 R. G. Werner

ot A0

5- hydroxytryptamme
(serotonin)

e o —CII-(J"

pyruvote

CHZ CH COOH N

violacein

mdole mdoxyl

OH H

HO__ / COOH
tryptophan HA0 CM
% COOH
@ 02 0 NH, Q

ala

II COOH

NP2
CH2-CH COOH Ho0 anthranilic acid
f NHy ————=
formate COOH

N —CHO kynurenine
6 kynurenlc acid
N- formylkynurenlne transamination N
0 NHy and spontaneous
ring closure COOH
C—CHy—CH—COCH
qulnoldnc acid
NH, aspartate
+
3 hydroxykynurenine COOH @\ triose phosphate
‘ COOH '
alanine xanthurenlc acid _ *COOH
o~ COoH (I
\_._ CH PRPP COOH
NH, o~ P NH, ® quinolinate
OH 0 0- PPy
-h thranilat
3-hydroxyanthranilate o o0,
7 {
Co2 N
< NZ nicotinic
. | (P-0—cHy O acid
07 Hooc”  NHp
PRPP
« - ketoadipate ATP .
OH OH PPi
glutaryl-CoA PPy glutamine glu

) U .
Fcoz deamido -NAD < NAD TTT‘—" NADP*
+
2acetyl-CoA ATP  AMP + PPi

Fig. 8. Metabolism of tryptophan. @ Tryptophan pyrrolase, @ kynurenineformylase, @) kynurenin-
ase, @ L-kynurenine-3-hydroxylase, €0 3-hydroxyanthranilic acid oxidase, @) quinolinic acid trans-
phosphoribosylase, @ L-tryptophan hydroxylase, @ L-5'-hydroxytryptophan decarboxylase, &
tryptophanase



Secondary Metabolites with Antibiotic Activity 69

4.1 Antibiotics from Shikimic Acid

4.1.1 Biosynthesis of 2,5-Dihydrophenylalanine

L-2,5-Dihydrophenylalanine (DHPA) is a relatively widely distributed metabolic
product in actinomycetes and has been isolated by different groups'® 14 43,566
DHPA acts as an antagonist to phenylalanine both in rats*® and in microorgan-
isms** %) and is also an inhibitor of tryptophan-hydroxylase. The antibacterial
activity of DHPA in Escherichia coli is the result of a false feedback inhibition of
prephenate dehydratase and the phenylalanine-sensitive DAHP synthetase!®. The
inhibition can be abolished competitively by tyrosine and non-competitively by phe-
nylalanine!® 1,

The poor incorporation of phenylalanine (0.02%) and the good incorporation of
(U-C)-shikimic acid (2.5%) signifies that biosynthesis does not proceed by reduc-
tion of phenylalanine but is a new variant of shikimic acid metabolism*?. Incorpora-
tion experiments in the biosynthesis of 2,5-dihydrophenylalanine in Streptomyces
arenae TU 109 show that shikimic acid only provides the ring carbon atoms of
DHPA, that the side-chain is substituted at C-1 of shikimic acid, and that the
asymmetry of the ring is maintained. Labelled chorismic acid and prephenic acid,
but not L-(3-"C)-serine, are incorporated into DHPA. 5,6-Dihydro-(4->H)-pre-
phenic acid is not an intermediate in DHPA biosynthesis. This indicates that DHPA
is biosynthesized from shikimic acid via chorismic acid and prephenic acid. The
reaction sequence for transforming prephenic acid to DHPA is assumed to be an
allyl rearrangement, 1,4-reduction of a conjugated dione and a combined decarbox-

ylation/dehydration. The biosynthesis can, therefore, be shown as follows!% 47,
0__COOH 0,__COOH
COOH COOH HoOC HoO
CH, HO
—_— /ﬂ\ —_— —_— —_—
HO OH (0] COOH
OH OH

COOH COOH COOH

0 CO0H H H
X0 NHp NH2
HOOC
HO

2,5-dihydrophenylalanine
Fig. 9. Biosynthesis of 2,5-dihydrophenylalanine

4.1.2 Biosynthesis of Bacilysin

Bacilysin is a dipeptide produced by Bacillus subtilis A 14 and decomposes on acid
hydrolysis to give an N-terminal L-alanine and tyrosine® **, This antibiotic acts by
lysis of staphylococci.
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Growth is biphasic in a chemically defined medium; after consumption of 50% of
the added glucose in the second phase, bacilysin is produced during reduced growth.
Although very little antibiotic is produced in the stationary phase, biosynthesis is not
coupled with protein synthesis. This can be proved by the fact that synthesis of
bacilysin is not affected by chloramphenicol.

Only if chloramphenicol is added before the start of bacilysin synthesis the
production of the necessary enzymes is inhibited. The statement that mechanisms
differing from those for protein synthesis are responsible for synthesis of peptide
antibiotics is true for most peptide antibiotics.

As expected, “C-alanine is incorporated into the N-terminus of the molecule.
However, under the same conditions, pL-(2-C)-tyrosine, 1-(U-"C)-tyrosine and
(1-*C)-acetate are not incorporated into the antibiotic although the labelled com-
pounds penetrate into the bacterial cells. This proves that neither acetate nor
tyrosine are direct precursors of the tyrosine moiety of bacilysin. However, since
(1,6 ring-'*C)-shikimic acid is significantly incorporated into the tyrosine fragment,
the branching of bacilysin biosynthesis from the metabolism of aromatic amino acids
seems to lie between shikimic acid and tyrosine®?. It is not yet known whether 3-
enolpyruvyl-shikimate-5-phosphate, chorismic acid and prephenic acid, intermedi-
ates in tyrosine biosynthesis, are also incorporated.

CHy sz
HyN— CH— CO~—NH—CH — COOH

- - Fig. 10. Bacilysin, a dipeptide antibiotic consisting of L-alanine and

bacilysin the active molecule anticapsin

4.2 Antibiotics from Chorismic Acid

4.2.1 Biosynthesis of Chloramphenicol

Chloramphenicol is produced by a series of actinomycetes, such as Streptomyces
venezuelae® ™), Streptomyces sp. 3022, Streptomyces phaeochromogenes var.
chloromyceticus, Streptomyces omiyaensis®™® and Streptosporangium viridogriseum
var. kofuense®™. Corynecines, antibiotics closely related to chloramphenicol, are
produced by Corynebacterium hydrocarboblastus™":**).

Chloramphenicol contains two asymmetric carbon atoms and therefore four
stereoisomers are possible. The D(-)threo form is the active component, L(+)threo-
chloramphenicol has only weak activity; the two erythro-isomers are inactive.

Chloramphenicol is a broad spectrum antibiotic with bacteriostatic activity, its
mode of action is based on inhibition of protein synthesis!®" 12, At a concentration
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of 50 ug/ml, it inhibits protein synthesis in Streptomyces griseus**”, but even at
higher concentrations, it has no effect on the growth of chloramphenicol producing
Streptomycetes during the production phase®®.

Chloramphenicol binds to the 50 S subunit of the ribosome, prevents the binding
of amino-acyl-tRNA by a conformational change of the protein and inhibits the
activity of peptidyltransferase® 4% 410,

The biosynthesis of chloramphenicol by Streptomyces venezuelae in a chemically
defined medium is stimulated by glucose as a good carbon source for growth and
antibiotic formation, as well as by glycerol and lactic acid, which promote a higher
yield in some media'*?, by nitrate and particularly by phenylalanine!3® 13464,

In complex nutrient media, chloramphenicol production is biphasic while it is
more associated with the growth phase in defined media®”. The basis for depression
of antibiotic production in a defined medium may be growth limitation or deficiency
of an antibiotic synthetase repressor at the start of fermentation.

Despite the structural similarity between phenylalanine and the p-nitro-
phenylserinol part of chloramphenicol, the stimulating effect of L-phenylalanine
does not depend on incorporation of phenylalanine into the p-nitrophenylserinol
moiety of the antibiotic’®®. Similarly, phenyllactic acid and p-hydroxyphenyllactic
acid are not incorporated into chloramphenicol. By contrast, p-aminophenyl-
alanine”*Y and threo-p-aminophenylserine®" are incorporated selectively into
chloramphenicol. p-Aminophenylalanine was also isolated from the culture filtrate
of Streptomyces sp. 3022, which points to its significance for chloramphenicol syn-
thesis®?.

Although labelled chorismic acid and prephenic acid are not accepted by the
producer strains for chloramphenicol synthesis, (U-'C)-shikimic acid, without pre-
vious breakdown, is incorporated into the aromatic ring of chloramphenicol’®).
Glycerol, the main carbon source in the medium, is incorporated into all parts of the
molecule. In fact, three neighboring C-atoms from glycerol can be demonstrated in
the serinol moiety*®.

Because of the disadvantage that chorismic acid and prephenic acid do not
penetrate into the mycelium, a statement about the branch point in aromatic
metabolism in vivo is difficult’™. After isolating the first enzyme in chloramphenicol
biosynthesis from Streptomyces sp. 3022 a, arylamine-synthetase @), which converts
chorismic acid into L-p-aminophenylalanine, chorismic acid can be defined as a
starting substrate for synthesis of chloramphenicol’”. Glutamine acts as an amino-
donor for this enzyme. NAD™ increases its activity.

Arylamine-synthetase @ probably includes two enzyme activities by which p-
aminophenylpyruvate is first produced as an intermediate; then further transforma-
tion is achieved by the aminotransferase activity &@). An enzyme for such a reaction
has been isolated from Streptomyces sp. 3022 a*> 3% This enzyme, however,
also possesses aminotransferase activity for tyrosine and phenylalanine; this indi-
cates that a single, non-specific aminotransferase can perform various transamina-
tions.

The following reaction steps convert p-aminophenylalanine into chloram-
phenicol: oxidation of the p-carbon, oxidation of the p-amino group, reduction of
the carboxyl group to the alcohol, acylation and dichlorination in the serinol
moiety*®.



72 R. G. Werner

The specific incorporation of pL-threo(carboxyl-*C)-p-aminophenylserine into
chloramphenicol proves the oxidation of the f-carbon of p-aminophenylalanine to p-
aminophenylserine. On the other hand, the lack of incorporation of p-nitrophenyl-
alanine into chloramphenicol excludes oxidation of the p-amino group from this
early stage in the synthesis. A metabolite of Streptomyces venezuelae, p-
aminophenylserinol, is incorporated into chloramphenicol* ¥35*); this suggests
that the p-amino group of p-aminophenylserine is substituted into N-malonyl-p-
aminophenylserine and that the two chlorine atoms are then introduced from
chloride ions in the nutrient medium*?.

The last step is oxidation of the p-amino group. If chlorine in the medium is
replaced by bromine, N-bromochloracetyl- and N-dibromoacetyl-chloramphenicol
are obtained*®®*®. While the biosynthesis of aromatic amino acids in different
microorganisms is well regulated many species of streptomyces and micromono-
spora possess no feedback regulation of DAHP-synthetase?V. This is also the case
with the chloramphenicol producer, Streptomyces sp. 30222°®.

The consequential enrichment of chorismic acid (enhanced by inhibition of
anthranilate-synthetase and prephenate-dehydratase by tryptophan and phenyl-
alanine respectively) results in a chorismic acid pool at the end of the growth phase;
then aromatic amino acids are no longer required to a full extent for protein synthe-
sis. This accumulation of chorismic acid may be the reason of the induction of
chloramphenicol synthesis via the arylamine-synthetase @. This first enzyme is
liabl::z)to feedback inhibition by p-aminophenylalanine and p-aminophenylpyru-
vate'!?,

Chloramphenicol itself represses its own biosynthesis**?. However, exogenous
chloramphenicol does not appear to affect the endogenous synthesis of the antibio-
tic, rather, a high extracellular concentration appears to hinder the excretion of
chloramphenicol. The resulting intracellular pool then represses the arylamine-
synthetase @. Since chloramphenicol is rapidly broken down to p-nitrophenyl-
serinol by the producer strain®Y, this compound seems to be the true repressor.

Under the action of curing agents, such as acriflavin, or at high incubation
temperatures, the ability of Streptomyces venezuelae to produce chloramphenicol
can be lost with a frequency of 2-55%> 9. Furthermore, plasmid participating in
chloramphenicol production can be proved by crossing auxothropic non-producers
and producer strains®. By contrast, absolute non-producers are obtained by UV-
irradiation or with nitrosoguanidine; their mutation is in the structural gene, coding
the enzyme which hydroxylates p-aminophenylalanine in 3-position. Plasmid-free
strains produce a small amount of the antibiotic. Thus, the structural gene for all, or
at least for most steps in the biosynthesis, seems to be located on the chromosome.
By contrast, the plasmid gene seems to be responsible for regulating the syn-
thesis* 9.

Gene mapping of the 18 megadalton size plasmid using 8 markers as well as
chloramphenicol production and melanin pigment formation demonstrated that
chloramphenicol production and melanin formation are controlled by a plasmid,
which does not, however, seem to be transferable by conjugation®).
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4.2.2 Biosynthesis of Candicidin

Candicidin, a heptaene macrolide antibiotic, is produced by Streptomyces griseus
IMRU 3570%%5%®_ Its antifungal action depends on binding to sterols in the mem-
brane of yeasts and fungi. Because of a change in permeability, essential cytoplasmic
constituents are lost'® 2> particularly potassium and magnesium ions; this
reduces the protein and RNA synthesis®® "), It is not clear whether the polyene
antibiotics form pores in the membrane by this way'®.

Although the structure of candicidin is still not completely known, the partial
structure reveals that the antibiotic molecule contains an amino sugar, mycosamine,
and an aromatic moiety, p-aminoacetophenone, in addition to a macrolide lactone
ring®. As in the case of nystatin®”, the aglycone seems to be constructed from
acetate and propionate units. Mycosamine arises from the metabolism of D-glucose
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Fig. 12. Biosynthesis of the aromatic starter molecule for candicidin and inhibition by tryptophan, —
complete, --> partial
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without an alteration in the carbon skeleton. It has been shown by feeding various,
potential, “C-labelled precursors, such as (UL-'*C)-shikimic acid, (1-'*C)-sodium
acetate, (2-“C)-sodium acetate, (**C-methyl)-methionine, (UL-"C)-D-glucose,
(UL-*C-ring)-p-aminobenzoic acid and (7-'*C)-p-aminobenzoic acid, that the
aromatic moiety does not originate from the aromatisation of the polyketide con-
densation product, as in tetracyclines, but from the shikimic acid pathway. Thus, p-
aminobenzoic acid (PABA) has been shown to be a precursor of the aromatic part of
candicidin. It has been proved with radioactive (ring UL-"*C) PABA and (7-“C)
PABA, labelled in the carboxyl group, that the intact ring and the carboxyl group of
PABA are incorporated into candicidin®”. PABA has also been incorporated into
phosphate limited resting cells of Streptomyces griseus®®).

Precursors in the biosynthesis of aromatic amino acids, such as shikimic acid, are
also incorporated into the aromatic moiety of candicidin but with a significantly
lower yield than with PABA. In comparison with other metabolic products investi-
gated, PABA seems to be the direct precursor of candicidin.

Thus chorismic acid is the branch in the metabolism of aromatic amino acids
which, in the presence of glutamine, is further converted into PABA'?,

Biosynthetic studies on aromatic polyketide metabolic products indicate that the
aromatic ring functions as a starter for polyketide formation. Rifamycin, a macrolac-
tam antibiotic is an example. In its biosynthesis, the aromatic C7-unit acts as the
starter and the polyketide chain is built up by linear condensation by eight methyl-
malonate and two malonate molecules™* 33 Studies on the biogenesis and ori-
gin of the C7-primer prove that it is formed by condensation from phosphoenolpy-
ruvate and erythrose-4-phosphate in the general biosynthetic pathway for aromatic
amino acids™*).

Cerulenine, a specific inhibitor of polyketide synthesis, inhibits the synthesis of
candicidin starting from PABA. This may be an indication that the aromatic moiety
of the polyene macrolide is the starter molecule for polyketide synthesis**®3%?.
Based on this assumption, the synthetic scheme shown in Fig. 13 is postulated for
the construction of candicidin with the starter molecule p-aminobenzoyl-CoA.

Tryptophan inhibits the biosynthesis of candicidin. Because feedback inhibition
of DAHP-synthetase is lacking in streptomycetes and micromonospora®”, but some
protein subunits of anthranilate-synthetase and PABA-synthetase are identical, the
first of which is controlled by feedback in streptomycetes, it can be assumed that the
inhibition of candicidin biosynthesis by tryptophan depends on inhibition of PABA-
synthetase.

The biosynthesis of many antibiotics is inhibited by nitrogen® or by inorganic
phosphate®!:39, The latter is also true for candicidin®?. In a resting cell system of
Streptomyces griseus, addition of more than 1 mM phosphate leads to a concentra-
tion-dependent inhibition of candicidin synthesis**"). Phosphate inhibits candicidin
synthesis within 15 minutes of its addition without any inhibitory effect on protein or
RNA synthesis. Addition of phosphate causes an immediate increase in the intracel-
lular ATP pool. It is therefore assumed that the intracellular ATP concentration is
the only phosphate effect**" which causes repression and inhibition of candicidin-
synthetase®™ *¥, On this basis, fermentation of many antibiotics must be performed
under limitation of phosphate®?*%, Mutants which have no phosphate-controlled
candicidin biosynthesis are therefore better candicidin producers than the wild type.

123)
b
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Fig. 13. Biosynthesis of the aliphatic portion of candicidin. Beginning with aromatic starter
molecule, p-aminoenzoyl-CoA, malonyl-CoA- and methylmalonyl-CoA-elongation units are added
by condensation

The high yield of candicidin from these mutants is the result of a higher rate of
synthesis and a longer production phase®®.

4.3 Antibiotics from L-Phenylalanine

4.3.1 Biosynthesis of Neoantimycin

The cyclic polyester antibiotic, neoantimycin, is produced by Streptoverticillium
orinoci®”. 3,4-Dihydroxy-2,2-dimethyl-5-phenylvaleric acid is a constituent unit in
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Fig. 14. Biosynthesis of 3,4-dihydroxy-2,2-dimethyl-5-phenyl-valeric acid, a constituent unit of
neoantimycin, and its chemical breakdown with LiAlH,

this antibiotic, and is synthesized from phenylalanine, propionic acid and methyla-
tion with L-methionine®®. Its structure is thus the first natural product resulting from
condensation of a C¢C;- with a C;-unit.

4.4 Antibiotics from L-Tyrosine

4.4.1 Biosynthesis of Edeine

The linear oligopeptide antibiotic, edeine, is produced by Bacillus subtilis. B-L-
Tyrosine is a component in this antibiotic and is formed from a-L-tyrosine by L-
tyrosine o,f-aminomutase®". This enzyme catalyzes the direct transfer of the amino
group from the a- to the f-position at a pH optimum of 8.5 in the presence of ATP.

In requiring ATP, this aminomutase differs from enzymes which require
pyridoxal phosphate to carry out the same reaction® . The constituent units in the
antibiotic are shown in the structural formula.

1 lguanyl) i
i spermidine | gly |
| ' !
iH H ‘9
1N N H;
: 0 4 NH
: ! / 2
LR G o
! i NHy
io N
Y Y
HoN N N DAHAA
! OH | [
: ' 107 "OH
e e . . ' H '
Fig. 15. Structural constitution of edeine A and B. iser gtyr | iser |DAPA !
= Isoserine, DAPA = a,f-diaminopropionic acid,
DAHAA = 2,6-diamino-7-hydroxyazelaic acid, $-tyr = edeine (A} R=H

B-tyrosine, gly = glycine {B) R=C (-NHy) NH,



78 R. G. Werner
4.4.2 Biosynthesis of Novobiocin

Novobiocin is produced by Streptomyces niveus and Streptomyces spheroides. The
sugar components are synthesized from glucose? *»?™, The aminocoumarin unit
and the substituted benzoic acid originate from tyrosine®*?. The heterocyclic
oxygen of the aminocoumarin arises from the carboxyl oxygen of tyrosine*®. Incor-
poration experiments with *N-labelled tyrosine demonstrate that the amino group
of the aminocoumarin arises similarly from the a-amino group of this amino acid*®.
Therefore, the aminocoumarin unit presumably leads via a new biosynthetic path-
way to 7-hydroxycoumarin by oxidative cyclization from tyrosine with retention of
the amino group®® *®. By contrast, “C-phenylalanine is a major precursor of 7-
hydroxycoumarin in plants but not for the biosynthesis of novobiocin. The reason
for this is a difference in the biosynthesis of 7-hydroxycoumarin. In plants, the first
reaction is deamination of L-phenylalanine to cinnamic acid and then via p-coumaric
acid to 7-hydroxycoumarin®®. This enzyme is not present in novobiocin-producing
strains of Streptomyces niveus.

In microorganisms two main reactions are possible for conversion of tyrosine
into 4-hydroxybenzoic acid.

1. Tyrosine — 4'-hydroxycinnamic acid — B-oxidation — 4-hydroxybenzoic acid*™.

2. Tyrosine — 4'-hydroxyphenylpyruvate — 3-(4’-hydroxyphenyl)-3-hydroxy-
propionic acid — 4'-hydroxycinnamic acid — f-oxidation 4-hydroxybenzoic
acid®®.

Since no non-oxidative deamination has been demonstrated in Streptomyces
niveus, and because *C-4'-hydroxyphenylpyruvate is an efficient precursor of hy-
droxybenzoic acid, the 2nd reaction is assumed to apply to the biosynthesis of the
benzoic acid unit in novobiocin.

COOH
| Fig. 16. Biosynthesis of the benzoic acid
HO unit in novobiocin, starting from ty-

CH3 “CcH N
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4.5 Antibiotics from L-Tryptophan

4.5.1 Biosynthesis of Indolmycin

Indolmycin is produced by Streptomyces griseus** *® and is highly active against
resistant Staphylococci.

Besides weak activity against gram-negative bacteria, grampositive bacteria and
Mycobacterium tuberculosis are particularly inhibited™.

In addition to indolmycin, N-demethyl-D-demethylindolmycin can be iso-
lated'””. 5-Hydroxy- and 5-methoxyindolmycin derivatives obtained by biotransfor-
mation possess enhanced activity against both gram-positive and gram-negative
organisms*?. Such derivatives should be obtained in higher yields if the correspond-
ing mutants, which are blocked in antibiotic biosynthesis or possess a tryptophan
auxothrophy, are used®”. Among the chemically synthesized derivatives, the thio-
analogue of indolmycin'®” has a good antiviral and antibacterial activity.

The mode of action of indolmycin depends on bacterio-specific inhibition of
tryptophanyl-tRNA-ligase in prokaryotes but not in eukaryotic cells*>. The pene-
tration of the antibiotic into gram-positive bacteria is catalyzed by tryptophan-per-
mease™. Indolmycin has no significant effect on the metabolism of tryptophan in
rat liver™?,

Since the chemical structure of indolmycin contains the tryptophan nucleus,
radiolabelled precursors were incorporated into Streptomyces griseus ATCC 12648
to support this theory of biogenesis'®). The studies revealed good incorporation of
ring-labelled anthranilic acid, (*C-guanido)-arginine, indole, (**C-methyl)-
methionine and ring- or sidechain-labelled tryptophan, but not of acetate, alanine,
formic acid, glucose, L-threonine and urea. Further breakdown experiments with
the labelled indolmycin compounds showed that the radioactivity of the guanido
group is quantitatively incorporated into the CO, produced by alkaline hydrolysis;
furthermore (*C-3-alanine)-tryptophan preferably labels C-6 of the molecule,
whereas the methyl group of methionine is distributed by 31% in the C-methyl
group and by 55% in the N-methyl group. The building units of indolmycin can be
summarized from these labelling experiments (Fig. 17).

Since a-indolmycinic acid is a precursor in the fermentation and the radiola-
belled analogue with the natural configuration (2S, 3R)"* 18 is incorporated with
good yield (17%) into the antibiotic, C-methylation must occur before the
oxazolinone ring is closed'. This methylation occurs at the indolepyruvate stage
since the C-methylase only reacts with indolepyruvate and not with tryptophan. The
synthesis of indolmycinic acid and initiation of indolmycin biosynthesis must, there-
fore, proceed by transamination of tryptophan to indolepyruvate, its C-methylation
to p-methylpyruvate and reduction of this to indolmycinic acid”?. A comparable C-
methylation has been described for indole-isopropionic acid'®?.

In the formation of the oxazolinone ring, the intact amidino group of arginine is
transferred®V. This is proved by significant incorporation of labelled L-arginine with
C-amidino-carbon and with N in both amidino nitrogens. Whether the amidino
group is first bound to the free hydroxyl group or to the free carboxyl group, or
whether direct coupling to both functional groups is catalyzed, remains an open
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question. Assumably the stereospecific N-methylation leads to indolmycin as the
final reaction.
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Fig. 18. Indolmycin biosynthesis, starting from tryptophan

In indolmycin biosynthesis, only glucose at a concentration of 0.5% inhibits the
production of indolmycin whereas, at lower concentrations, 0.005 and 0.01%, it
stimulates the synthesis. This effect is smaller with mannose while sucrose, galactose
and to some degree fructose are stimulating. This indicates that the biosynthesis of
indolmycin is regulated by catabolite inhibition or repression’®.

4.5.2 Biosynthesis of Pyrrolnitrin

Pyrrolnitrin is produced by various strains of Pseudomonas'® % and possesses
antifungal activity particularly against dermatophytes, such as Trichophyton
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species™™ *?. In addition, naturally occurring analogues of the antibiotic, such as
isopyrrolnitrin'®, oxypyrrolnitrin'®®, 2-chloropyrrolnitrin'®?, deschloropyrrolnit-
rin'® and aminopyrrolnitrin'® have been isolated. The bromo-analogue of pyrrol-
nitrin is obtained by addition of ammonium bromide to synthetic fermentation
media?.

The action of the antibiotic depends on damage to the cell wall by an exchange
reaction with phospholipids®®. Besides this mechanism of action, inhibition of the
respiratory electron transport system can be observed?? 51155 560)

The biogenesis of pyrrolnitrin originates from tryptophan since both C-p- and
¥C.L-tryptophan are incorporated into the antibiotic'*® ' 32 although only D-tryp-
tophan enhances the production of pyrrolnitrin” '®). A possible explanation of this
effect may be as follows.

Apart from biosynthesis of pyrrolnitrin, two main pathways for degradation of
tryptophan are known in Pseudomonas.

One is the quantitatively less important indole-acetic acid route by which p- and
L-tryptophan are converted. The other is the kynurenine-anthranilic acid route
which is initiated by tryptophan-2,3-dioxygenase. This enzyme is only induced by L-
tryptophan and not by the D-isomer. The product of this metabolic route is
anthranilic acid, a potent inhibitor of pyrrolnitrin synthesis.

This may be the explanation why L-tryptophan is unable to stimulate pyrrolnitrin
synthesis in contrast to D-tryptophan. The D-isomer is only slowly converted into L-
tryptophan so that no L-tryptophan is formed at a level to induce the dioxygen-
ase®™. Mutants which are resistant to 5- and 6-fluoro-tryptophan do not need an
addition of D-tryptophan to produce high antibiotic titers in the fermentation®®.

Since aminopyrrolnitrin, a naturally occuring metabolite increases the pyrrolnit-
rin formation when added to the medium and is incorporated into the molecule,
aminopyrrolnitrin is assumed to be the last intermediate step to pyrrolnitrin, the
amino group being oxidized to the nitro group.

The following synthetic pathway is suggested for the transformation of tryp-
tophan into pyrrolnitrin® ® (Fig. 19).
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Fig. 19. Biosynthesis of pyrrolnitrin
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Pyrrolnitrin is a good example of the possibilities of directed biosynthesis in
which, by addition of tryptophan analogues such as 6-fluorotryptophan and 7-
methyltryptophan, the corresponding pyrrolnitrin analogue is obtained”®. The
fluoro-derivative has a somewhat greater antifungal activity than pyrrolnitrin. By
addition of 4-, 5-, 6- and 7-substituted tryptophan derivatives, three different types
of derivative are obtained, ring-substituted 3-chloroindole from 4-halogenated tryp-
tophan, benzene ring-substituted pyrrolnitrin analogues and benzene ring-substi-
tuted aminopyrrolnitrin analogues'®®.

4.5.3 Biosynthesis of Streptonigrin
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Fig. 20. Streptonigrin biosynthesis and synthesis of the precursors

Streptonigrin is an antibiotic produced by Streptomyces  flocculus
ATCC 13257384749 and possesses antitumor activity’'® "2 The 4-phenyl-
picolinic acid moiety is derived from the metabolism of tryptophan'*?. This indicates
a new metabolic formation of the pyridine ring*’**% and so a new metabolism for
tryptophan. The biosynthesis starts by cleaving the intact indole ring at the C-N
bond. In the biosynthesis of pyrrolnitrin, the N,-C, bond is cleaved; the obtained
aromatic amine finally is oxidized to the nitro group'®. The incorporation of (2-
BCBN,)-DL-tryptophan into the antibiotic helps to investigate the cleavage from
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tryptophan to streptonigrin**). Since both isotopes are present in streptonigrin and
the C-5'-signal is a doublet because of *N-coupling, this C-N bond must remain
intact during biosynthesis'*?. Therefore, the Ny-C;, bond is broken, quite unusual
for metabolism of tryptophan. The four methyl groups in streptonigrin originate
from methionine®>.

Tryptophan first is methylated to f-methyltryptophan'®: *® and condensed with
a quinolinic-carboxylic acid. The pyridine ring then is formed by intramolecular
attack from the nucleophilic a-position of the indole on the amide carbonyl function,
followed by aromatisation of the resulting dihydropyridine and fission of the indole
ring. This is a new metabolic formation of the pyridine ring and so a new metabolism
for tryptophan.

Radiolabelling experiments exclude the incorporation of the intact tryptophan
molecule into the quinoline ring system. Thereby two of three known routes for
synthesis of the quinoline ring are excluded'®® *'”. Experiments on the biosynthesis
of the quinoline ring are not yet concluded.

4.5.4 Biosynthesis of Tryptanthrin

Tryptanthrin is synthesized in Candida lipolytica from 1 mole tryptophan and
1 mole anthranilic acid“®. In the biosynthesis, tryptophan first is broken down
alternately to anthranilic acid and indole-pyruvic acid and then the two molecules
are coupled together.

Although many yeasts excrete anthranilic acid and p-3-H-indolylpyruvic acid on
feeding tryptophan, the production of tryptanthrin is limited to Candida lipolytica.

Because of the relatively non-specific reaction of the enzyme concerned, feeding
derivatives of the starting compounds yields analogues of the antibiotic. The haloge-
nated compounds are particularly active!®. The spectrum of action lies particularly
in the gram-positive area, probably because the compound is lipophilic.
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Fig. 21. Biosynthetic units and structural formula of tryptanthrin

4.6 Antibiotics from End Products of the Biosynthesis of Aromatic
Amino Acids

4.6.1 Biosynthesis of Tyrocidin

Besides the metabolic origin of antibiotics from amino acid metabolism, there is a
series of peptide antibiotics which are synthesized by coupling of non-metabolized
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amino acids®*>. The synthesis of these antibiotics differs from ribosomal protein
synthesis in the following points.

Inhibitors of ribosomal protein synthesis such as chloramphenicol, puromy-
cin*®, erythromycin, terramycin and lincomycin® do not inhibit the biosynthesis of
the decapeptide tyrocidin®*). Contrary to protein synthesis, tyrocidin synthesis is
not dependent on continuous synthesis of RNA*, Assumably such small polypep-
tides are synthesized by stepwise coupling of the individual amino acids with specific
enzymes or possibly with a multi-enzyme complex. Some of these basic differences
in the biosynthesis of proteins and small polypeptides have been confirmed, apart
from tyrocidin, for some other antibacterial peptides, such as polymycin®?, gramici-
din $°**°, mycobacillin'® and edeine®. The three forms of tyrocidin A, B and C
differ in the substitution of a single amino acid such as phenylalanine or tryp-
tophan??,

By analogy with ribosomal protein synthesis, the substitution of amino acids in
tyrocidin is under direct genetic control. Since a single culture of Bacillus brevis can
produce all three derivatives, direct genetic control implies genetic heterogeneity
with respect to the synthesis of tyrocidin A, B and C. Another explanation is pro-
vided by the presence of different templates which differ from each other in substitu-
tion of a single nucleotide sequence and which cause simultaneous production of
several tyrocidins. In fact, the synthesis of different tyrocidin derivatives is not
dependent on such genetic consequences, but is determined by the concentration of
the amino acids necessary for the synthesis of the antibiotic. This phenomenon can
be explained by the poor specificity of the enzyme systems responsible for the
incorporation of structurally similar amino acids.

Thus, an excess of L-phenylalanine in a culture of a minimal medium leads to
almost exclusive synthesis of tyrocidin A (3 Phe). If L-tryptophan is added, the
phenylalanine-containing tyrocidins are not synthesized, only tyrocidin D contain-
ing three molecules of tryptophan®”. On addition of both amino acids, L-phenyl-
alanine and L-tryptophan, all 4 derivatives are formed. Feeding of the corresponding
D-amino acids has the same effect.

Such flexibility, and particularly the possibility of changing the primary structure
of polypeptide chains by changing external factors, can lead to biologically impor-
tant polypeptides. Other peptides, which may be also synthesized by flexible control
of the amino acid sequence, can be specifically taken up by macromolecules. Such
polypeptides may play an important role in regulation of different cellular ac-
tivities*?¥.

L-Pro—> L-Phe —» L-Trp — L-Trp — L-;'I‘rp

# Y v 3
D-Phe D-Phe D-the D-Trp D-Trp
¥ v
L-Leu L-Asn L-Asn L-Asn L-Asn
A y V / ¥
L-Orn L-Gln L-Gln L-Gln L-Gln
Y ¥ ¥ ¥

L-Val «— L-Tyr «— L-Tyr <— L-Tyr <— L-Tyr

A B C D
Fig. 22. Structures of tyrocidin A, B, C, D
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4.6.2 Biosynthesis of Gramicidin

Gramicidin S, a cyclic peptide produced by Bacillus brevis, consists of two pentapep-
tide units having the sequence D-phenylalanine-L-proline-L-valine-L-ornithine-L-
leucine. Synthesis of this antibiotic takes place through gramicidin S synthetase after
the exponential growth phase.

In a cell-free system, there is a different pH optimum for incorporation of each
individual amino acid: leucine 7.5-7.7, proline 7.5-7.7, phenylalanine 7.7-7.9,
ornithine 7.7-7.9, valine 8.0-8.2!%). The pH optimum for valine at 8.0-8.2 reduces
the incorporation of leucine by about 25%, whether this has a regulatory effect in
vivo as well, is not known.

10-18 pg/ml actinomycin D causes 80-90% inhibition of the incorporation of 1-
(**C)-phenylalanine and 5-(**C)-ornithine in protein synthesis, while incorporation
into the gramicidin S fraction is unaffected®.

The effect of some amino acids on the biosynthesis of gramicidin S has been
studied®> %%, Leucine, valine, proline, ornithine, phenylalanine®?, glycine,
tyrosine, methionine and aspartic acid stimulate formation of gramicidin $*?,
Phenylalanine, a component of gramicidin S has the greatest stimulating effect. The
observation that fluorophenylalanine and B-phenyl-f-alanine inhibit formation of
gramicidin S but not growth®””>*% confirms the significance of phenylalanine. In
principle, the significance of this amino acid may lie in the phenylalanine depend-
ence of gramicidin S synthetase formation, in the stabilization of the enzyme or in
the antibiotic formation.

Two enzymes, gramicidin S synthetase I and II, are responsible for the synthesis
of the antibiotic®®. If the amino acids present in the antibiotic are added to a
fermentation in a defined minimal medium, only L-phenylalanine effects a signifi-
cant increase in antibiotic production; 1% of the amino acid increases the yield of
the antibiotic in the medium 3 fold. This effect causes no induction of gramicidin S
synthetase I and II, no stabilization of the enzyme, and no increased growth. L-
Phenylalanine apparently stimulates production of the antibiotic through its role as a
precursor of the D-phenylalanine in the gramicidin S molecule™.

However, addition of p-phenylalanine, which also stimulates the production of
gramicidin S, inhibits growth and so requires a longer fermentation time.

Consequently, L-phenylalanine overproducer mutants of Bacillus brevis should
produce increased amounts of gramicidin. Such mutants were of industrial interest
for large-scale production.

L-Pro —» L-Val

D-Phe L-Orn
4
L-Leu L-Leu
X ¥
L-Orn D-Phe

\
Fig. 23. Structure of gramicidin S L-Val <— L=-Pro’
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4.7 Antibiotics from Metabolism of Tyrosine

4.7.1 Biosynthesis of Lincomycin

Lincomycin is produced by Streptomyces lincolnensis. Biosynthetic studies prove
that the pyrrolidone structure in lincomycin originates from tyrosine. These data
show that propylproline and ethylproline are formed respectively from L-dopa-
quinone and 2-carboxy-2,3-dihydro-5,6-dihydroxyindole. These last two compounds
are also intermediates in melanin synthesis. This means that monophenol mono-
oxygenase effects the biosynthesis of both melanin and lincomycin starting from L-
tyrosine®®®.

The importance of monophenol mono-oxygenase for the formation of the anti-
biotic was studied in mel* and mel~ spontaneous mutants of Streptomyces lincolnen-
sis NCIB 9413. Lincomycin is produced at the end of the logarithmic phase. In mel*
strains, the maximum activity of the oxygenase is reached in the middle of the
logarithmic phase, correlating with melanin formation and just before antibiotic
formation. In lincomycin high producer mel™ mutants, monophenol mono-oxidase
activity remains below 5% of that in mel” strains. In the stationary growth phase, in
which lincomycin is produced, oxidase activity in the mycelium is 4-5 times higher
than in the mel® strain. The yield of antibiotic in these mel~ strains is twice of that in
mel* strains. Non-producer mutants possess no monophenol mono-oxygenase.
Further evidence for monophenol mono-oxygenase dependence of lincomycin pro-
duction is the action of inhibitors on this enzyme. Thiourea at a concentration of
10 mM has no effect on inhibition of growth but reduces oxidase activity by half in
the logarithmic phase of mel* linco* strains and by a factor of 15 in the stationary
phase. The yield of the antibiotic is thereby reduced by 90%. Formation of the
antibiotic is also inhibited by tryptophan, anthranilic acid, 3-hydroxyanthranilic
acid, indolyl pyruvate and indole. Indole, with 70% inhibition, is the most potent.
The other compounds only inhibit synthesis by 30-40%.

The tyrosine pool in mel~ linco* mutants is about 20% while in the mel* linco*
parent strain it does not exceed 3%. This fact, the lack of melanogenesis, and the
higher oxidase activity increase the yields of lincomycin®%®.

Propylproline and ethylproline are enriched in the fermentation medium of
Streptomyces lincolnensis under sulphur limitation, and can be considered as precur-
sors of lincomycin and 4'-depropyl-4'-ethyllincomycin respectively. The production
of propylproline and ethylproline is stimulated by adding L-tyrosine and L-dopa; this
implies that lincomycin originates in part from the intermediary metabolism of
melanin. 1-C-Tyrosine and N-tyrosine are incorporated adequately into the prop-
ylproline moiety of lincomycin and into the ethylproline moiety of 4'-depropyl-4'-
ethyl-lincomycin. Seven C-atoms of tyrosine are incorporated into the propylproline
moiety of lincomycin which indicates that tyrosine is first cyclized and partially
degraded before it is incorporated as propylproline into lincomycin®™®. The
methylhydroxyl-anthranilic acid part originates from tryptophan via 3-hydroxyan-
thranilic acid on which the methyl group of methionine is substituted*?.
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4.8 Antibiotics from Kynurenine Metabolism

A group of antibiotics, which are synthesized from the metabolism of tryptophan via
kynurenine, belong to the pyrrolo-(1,4)-benzodiazepine class and include anthramy-
cin, tomaymycin, sibiromycin and neoanthramycin A, B, structurally related anti-
tumor antibiotics* 4% 52,

This class of substances is biosynthesized on one hand from tryptophan via
kynurenine to anthranilic acid; on the other hand, tyrosine provides the C, and C,
proline units in the antibiotics via dopa. The yield of antibiotic in a defined medium
increases 3-fold when the precursors tryptophan, tyrosine and methionine are added
in the range 0.1-0.5 mM. If only tryptophan is given, about the same effect is
obtained as with all three amino acids at a concentration of 0.5 mM. The time course
of antibiotic synthesis is unaffected. Addition of tyrosine and methionine at concen-
trations exceeding 0.5 mM, reduces the stimulating effect of tryptophan.
Methionine at 0.5 mM produces a 67% inhibition of antibiotic synthesis, and 74% at
2.5 mM. Tyrosine has no inhibitory effect at 0.5 mM, at 2.5 mM it inhibits biosyn-
thesis by 43%. Addition of tryptophan during antibiotic formation is less stimulating
on biosynthesis than at the start of fermentation. This may indicate that tryptophan
causes enzyme induction of antibiotic biosynthesis, as is known for alkaloids?””, or
that it only causes a substrate effect which permits enzyme saturation in a rate
limiting step. In particular, the key enzyme in the biosynthesis of pyrrolo-(1,4)-
benzodiazepines, tryptophan oxygenase, is a possible candidate for antibiotic regu-
lation (Speedie, personal communication).

The compelling evidence for participation of tryptophan, tyrosine and
methionine in the biosynthesis of anthramycin, tomaymycin and sibiromycin has
been obtained by experiments with radioisotopes and stable isotopes!®> 190192, 193),
The relatively rapid incorporation of the three amino acids in anthramycin com-
pared with tomaymycin and sibiromycin correlates with the more rapid production
of anthramycin.

CH H oH H  ocH
N CH30:©QKN
ZNF 00— CH-CHy
0 2 0
anthramycin tomaymycin
OH N
OH
H4C N
CH 0
CH3HN 3 —
HO 0 N
HAC T a
3 0 CH3
OH
sibiromycin

Fig. 25. Pyrrole(1,4)benzodiazepines: anthramycin, tomaymycin, sibiromycin
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4.8.1 Biosynthesis of Anthramycin

Anthramycin is produced by Streptomyces refuineus var. thermotolerans
NRRL 3143%4 2558 Anthramycin possesses antitumor, antibiotic, amoebicidal
and chemosterilant properties'®. All these biological parameters indicate that
anthramycin affects the biosynthesis of nucleic acids'® 2, Anthramycin inhibits
RNA synthesis besides DNA synthesis in bacterial and human cells®?. In the
biosynthesis of anthramycin, tryptophan is metabolized with tryptophanpyrrolase
and then converted to anthranilic acid, and tyrosine is degraded via L-dopa with
subsequent meta-cleavage. The metabolites are condensed and methylated'*.

The methyl-hydroxyl-anthranilic acid moiety (MHAA) of anthramycin is also an
essential structural element of tomaymycin'>??, sibiromycin®* and lincomycin®?.
This structural similarity suggests a common biosynthetic origin. Tyrosine is the
biogenetic source of the propylproline group of lincomycin A, the two C, units
deriving from methionine**®. In the case of tomaymycin, the antibiotic is formed by
a synthesis analogous to that of anthramycin'*"%9.

The significance of tryptophan, methionine and tyrosine as precursors in the
synthesis of anthramycin was shown by chemical degradation of the antibiotic
radiolabelled with the amino acids. Acid hydrolysis yielded 4-methyl-3-hydroxyan-
thranilic acid (MHAA). The entire radioactivity of tryptophan was demonstrated in
MHAA. 42% of the activity of methionine, which is localized in the methyl group,
was found in the degradation product but none in that of tyrosine!'*. The origin of
MHAA in tryptophan and methionine is analogous to that in the biosynthesis of
actinomycin'”“Y and probably represents a version of the known metabolism of
tryptophan to 3-hydroxyanthranilic acid'*”. By analogy with the biosynthesis of the

OH COOH
NH3 N, NH2
- —-—
COH N
OH OH
H3C N—¢ H
HOOC ~
/CH——CHz—CHz - S—HaC
NHZ CO-NH
0// 2
anthramycin
HOOC
HOOC
CHO —=—— NH,
HN_
OH

Fig. 26. Building units in the biosynthesis of anthramycin
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propylproline moiety of lincomycin A%®, the following scheme can be drawn up for
the biosynthesis of anthramycin:

The MHAA unit is synthesized from tryptophan via 3-hydroxyanthranilic acid
and the methyl group of methionine. In addition, 7 of the 8 C-atoms in the acryl-
amide-proline unit originate from L-tyrosine, the 8th C-atom is another C-1 from
methionine'®. Also by analogy with the propylproline synthesis of lincomycin A,
the amide carbon atom of the acrylamide side chain originates from methionine.
Feeding experiments with doubly-labelled (Me-*C, Me-*H)-methionine confirm
this theory and the incorporation of an intact CHj;-group into 3-hydroxyanthranilic
acid.

Studies of ring cleavage of doubly-labelled (1-*C, 3- or 5-°H)-tyrosine reveal an
extradiol (meta) ring cleavage with both antibiotics, anthramycin and tomaymycin.
Similar studies with lincomycin A also resulted in the finding of extradiol cleavage of
the aromatic ring. It is assumed, therefore, that extradiol cleavage of 5,6-dihydroxy-
cyclo-dopa and 6,7-dihydroxycyclo-dopa (Fig. 27) lead to lincomycin A and
sibiromycin respectively.

The unanswered question in the biosynthesis of anthramycin is, whether tyrosine
or dopa condense with the anthranilic acid moiety before or after conversion into the

H
COOH
H \\
H
H HO
COOH COOH
Deps 0N
OH
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x
OHC COOH COOH
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H
OH *
OH H  on
H3C\©g\l:ga\)\ ‘
N
A ~7>co- NH2
0

HaC N
N Fig. 27. Alternative cleavage of tyrosine
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H thramycin
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C;-proline unit. From labelling experiments and by analogy with cyclopenin, it is
concluded that tyrosine condenses with MHAA before it is converted.

Regulation of the biosynthesis of tyrosine in the anthramycin producing Strep-
tomyces refuineus var. thermotolerans was investigated in the wild type and the
corresponding tyrosine auxotrophic strain. The auxotrophic mutant grows in a mini-
mal medium with 50 pg/ml phenylalanine; obviously phenylalanine increases the
tyrosine pool.

In fact, the tyrosine content increases proportionally to the added phenylalanine.
However, no radioactive tyrosine could be detected when “C-phenylalanine was
added to the medium. This indicates that no phenylalanine hydroxylase is present in
the cells; rather, there is feedback inhibition of prephenate dehydratase by phenyl-
alanine, causing an increase in NAD-dependent prephenate dehydrogenase activity,
which initiates the conversion of prephenic acid to tyrosine®”.

Another explanation for the increase in tyrosine in the presence of phenylalanine
may be the induction of an alternative synthetic pathway in the auxotrophic mutant
from prephenate via pretyrosine to tyrosine as has been described for some microor-
ganisms'®.

4.8.2 Biosynthesis of 11-Demethyltomaymycin

11-Demethyltomaymycin is an antiviral antibiotic produced by Streptomyces
achromogenes var. tomaymyceticus'> *. It is built from tryptophan, tyrosine, and
by methylation via methionine. The biosynthesis follows the diagram in Fig. 28.

The metabolism of tyrosine proceeds via dopa. As in the biosynthesis of
anthramycin'®, the ring of dopa is cleaved in the meta-position. Tryptophan is
degraded by the tryptophan-pyrrolase reaction to hydroxymethylanthranilic acid.
Both metabolites are condensed and methylated with methionine!™® 9.

COOH
o — — Crf e
R ——— |
COOH NN
methionine (CH3)

H o oH
HO N

] CHCHy

11 - demethyltomaymycin

HOOC / HOOC

HoN

- -

HN
CHCH4

Fig. 28. Building units of the biosynthesis of 11-demethyltomaymycin OH
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Fig. 29. Alternative routes of cleavage of L-dopa for the biosynthesis of the proline part of 11-
demethyltomaymycin. The synthetic pathway shown in the upper section of the Figure has been
confirmed by labelling experiments

4.8.3 Biosynthesis of Antimycin A

Antimycin A, an antifungal non-polyene antibiotic, is produced by Streptomyces
antibioticus NRRL 2838'%%:5%), In the biosynthesis of this antibiotic, tryptophan
should be considered as a precursor of the aromatic part of the molecule®, pL-
(ring 2-*C)-tryptophan is incorporated to a significant extent into antimycin C. A
precursor of antimycin, 3-(N-formylamino)-salicyclic acid (FAS), which can be iso-
lated from the culture medium during fermentation, is comparably labelled by the
radioactive amino acid. Thus, FAS represents a new intermediate in the metabolism
of kynurenine, within the biosynthesis of antimycin. Practically no pool of free,
intracellular tryptophan is present in Streptomyces antibioticus, whereas the FAS
content depends on the different growth phases. The maximum FAS concentration
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correlates with that of kynurenine and tryptophan synthetase after an incubation
time of 40 hours. Displaced in time, antimycin A production persists up to 88 hours.
At this time, no tryptophan synthetase activity and no free kynurenine can be
detected; the FAS content has fallen by a factor of 6“7, This indicates that tryp-
tophan is no longer consumed in the primary metabolism at the end of the growth
phase; it is then degraded via formylkynurenine to FAS and to antimycin A. This is
explained in the biosynthetic scheme of Fig. 30.

4.8.4 Biosynthesis of Actinomycin D

Actinomycin D, a member of the family of chromopeptide antibiotics, is synthesized
by Streptomyces antibioticus®> %4227 The actinomycins consist of the
chromophore, actinocin (2-amino-4,6-dimethyl-3-phenoxazinone-1,9-dicarboxylic
acid) and two cyclic pentapeptides. The phenoxazinone ring of actinomycin D is
formed by condensation of two units of 3-hydroxy-4-methylanthranilic
acid!47> 240, 408, 441,461, 538) - 3_Hydroxy-4-methylanthranilic acid is synthesized via the
normal metabolism of tryptophan to 3-hydroxyanthranilic acid'¥>*” with subse-
quent methylation of the aromatic ring. However, alternatively the biosynthesis
starts from 3-hydroxykynurenine with subsequent trans-methylation. Feeding exper-
iments demonstrate that 3-hydroxy-4-methylkynurenine increases the yield of
actinomycin. This indicates that 3-hydroxy-4-methylkynurenine is an intermediate in
the conversion of L-tryptophan; so the latter biosynthetic pathway can be as-
sumed*®,

The synthesis of actinomycin is most probably regulated by the rate-limiting
reaction: conversion of L-tryptophan to 3-hydroxymethylanthranilic acid.

The presence of D-amino acids is a characteristic of many peptide antibiotics.
However, the synthesis of the antibiotic is usually inhibited specifically by addition
of the corresponding D-amino acids to the producer organism. Since the correspond-
ing L-amino acid is able to overcome this antagonism, the L-isomer is assumed to be
the precursor of the D-isomer in the peptide molecule. This hypothesis has been
confirmed for D-valine in valinomycin®?, actinomycin®"*? and penicillin'®, for p-
leucine in polymyxin D®, for D-ornithine in bacitracin® and for D-allo-isoleucine in
actinomycin®.

Feeding experiments with D-amino acids which are present in the actinomycin
molecule, or act as precursors: D-valine, D-allo-isoleucine, D-isoleucine, D-
threonine, D-tryptophan inhibit the actinomycin synthesis by ca. 40% at a concentra-
tion of 100 pg/ml, while p-amino acids which probably have no relation to the
biosynthesis, stimulate the synthesis by ca. 35% at the same concentration.

L-Tryptophan at a concentration of 100 pgml™ stimulates the synthesis of
actinomycin D by 46%. If D-(benzene ring-**C) tryptophan is added to the culture
medium at concentrations which do not inhibit antibiotic production, the pD-amino
acid is incorporated about 10% less than the L-isomer (D-form 39.1%, L-form
50.1%). Since the incorporation of both isomers is about the same after 72 hours,
this may be because of the slower and later uptake of the D-form into the bacterial
cells. The L-form is incorporated at an earlier stage.

An alternative hypothesis is that D-tryptophan is first oxidized to indolepyruvate
or anthranilic acid and that 4-methyl-3-hydroxyanthranilic acid is then synthesized
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from this intermediate and acts as a precursor for the chromophore of actinomy-
cin®™?). This route of synthesis may be comparable with that assumed for the ergot

alkaloids'?.
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5 Regulation of Secondary Metabolites with Antibiotic Activity

Obvious secondary metabolism is more differentiated than primary, yet a regulation
mechanism underlies the biosynthesis of secondary metabolites by which their pro-
duction is controlled. Thus secondary metabolism is controlled both by general
regulatory mechanisms such as a nutrient-dependent growth rate, and by specific
regulatory mechanisms of the appropriate individual biosynthetic pathway, such as
induction, catabolite repression and feedback inhibition®*).

5.1 Initiation of Antibiotic Biosynthesis

Secondary metabolites with antibiotic activity are mostly formed after the growth
phase (trophophase) in the production phase (idiophase). In many fermentations —
chloramphenicol, amphenicol, colistin, penicillin and bacitracin — the typical transi-
tion from trophophase to idiophase is only observed in complex media and not in a
chemically defined medium!* > 172206, 330.41L.467) " [pitiation of antibiotic synthesis
can therefore be explained by the deficiency of one or more growth-limiting sub-
stances but is not completely understood. The study of antibiotic synthetases, which
are significant in the special synthetic pathway for secondary metabolites, casts more
light on induction.

The actinocin moiety of actinomycin is formed by phenoxazinone synthetase
from two molecules of 4-methyl-3-hydroxyanthranilic acid®®. This enzyme is a typi-
cal idiophase enzyme in actinocin producing organisms.

While only a low level of enzyme activity is present in the first 20 h of fermenta-
tion, in the idiophase it is enriched 12-fold").

Gramicidin S synthetase®® %% and tyrocidin synthetase!'”, synthesizing the
corresponding peptide antibiotics, are also first synthesized towards the end of the
logarithmic growth phase, shortly before formation of the antibiotic.

Transcription of candicidin synthetase, which is comparable with fatty acid
synthetase®?, does not occur in the first 10 h of fermentation®®. The beginning of
enzyme synthesis remains repressed until phosphate is exhausted in the medium.
Phosphate also inhibits candicidin synthetase when it is formed. Since secondary
metabolites have no independent de novo synthesis but arise fom primary metabol-
ism, they often also are subject to the regulatory mechanisms of primary metabol-
ism. Thus, phenylalanine, tyrosine and tryptophan cumulatively inhibit candicidin
biosynthesis by 74% while the individual amino acids only inhibit it by 28, 10 and
50% respectively*'*3%®.

Although these regulatory mechanisms starting the antibiotic synthesis are very
heterogeneous, they can still be presented in a simple model: a low molecular weight
molecule acts as corepressor or inhibitor by blocking the formation or activity of an
antibiotic synthetase. To initiate an antibiotic synthesis, this corepressor or inhibitor
must attain an intracellular minimum concentration which permits transcription or
enzyme activity. Such a model would explain the effects of catabolite-repression,
regulation of nitrogen metabolism and phosphate control.

117)
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In another model, an inducer is proposed which is formed at a particular time
during the fermentation and induces the biosynthesis of the antibiotic.

5.1.1 Catabolite-Repression

Glucose normally is a good carbon source for growth but it affects the biosynthesis
of many antibiotics. Poly- or oligosaccharides often are better for antibiotic produc-
tion”®. Combined carbon sources, glucose with a poorly utilized carbon source,
have the advantage that a larger cell mass is produced and after the glucose has been
consumed, antibiotic production commences with the second carbon source!® 7 119,
This repression of antibiotic biosynthesis is not limited to glucose. The novobiocin-
producing organism, Streptomyces niveus, grows better with citrate than with glu-
cose. However, novobiocin production is suppressed by citrate??.

The molecular mechanism of carbon catabolite regulation may be related to
growth rate* 3. Thus growth-limiting, slow addition of glucose stimulates candi-
din and candihexin biosynthesis but high doses effect inhibition*V. The reduction in
biosynthesis of actinomycin by glucose depends on repression of phenoxazinone
synthetase catalyzing the formation of the phenoxazinone ring!'. Kynurenine for-
midase I remains unchanged while the synthesis of kynurenine formidase II is com-
pletely suppressed®. In some microorganisms, adenosine 3,5-monophosphate
(cAMP) is a positive effector for synthesis of inducible, catabolic enzymes*®. High
doses of glucose also inhibit adenylate cyclase activity and so reduce the intracellular
level of cAMP. Then cAMP cannot react with the corresponding receptor protein
and this cannot react with the promotor of the operon which activates gene trans-
cription for inducible antibiotic synthetase. This mechanism can be envisaged in
particular when the genes are organized within an operon*® 9 as in the case of
actinorhodin®®. The extent to which this is a generally valid mechanism requires
confirmation by the appropriate experiments.

The following Table gives some of the antibiotics described in this review
together with their corresponding carbon-catabolite repressor molecule as well as
the carbon source which is suitable for antibiotic synthesis.

Antibiotic Catabolite-repressor Carbon-source/
antibiotic synthesis

Actinomycin Glucose Galactose
Indolmycin Glucose Fructose
Chloramphenicol Glucose Glycerol
Novobiocin Citrate Glucose

Candidin Glucose low level of glucose

5.1.2 Regulation of Nitrogen Metabolites

Many microorganisms possess regulation mechanisms which control the use of the
corresponding nitrogen source®®**9, Thus ammonium ions repress enzymes such as
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nitrite-, nitrate reductase, glutamate dehydrogenase, arginase, ornithine transamin-
ase, extracellular proteases, acetamidase, threonine dehydratase and allantoinase,
which have nitrogen available by other reactions than uptake in ionic form.

Although such a regulatory mechanism has not been described for antibiotics
from the biosynthesis of aromatic amino acids, it has some relevance for a series of
other antibiotics.

The addition of ammonium chloride to erythromycin fermentations drastically
suppresses the biosynthesis of the antibiotic® *®). In Streptomyces noursei, the pro-
ducer of nourseothricin, an antibiotic in the streptothricin group, glutamine synthet-
ase is inhibited by high concentrations of ammonium ions'*> 9. To what extent this
is directly connected with simultaneous inhibition of the synthesis of the antibiotic is
not completely clear.

Nitrogen metabolite regulation is also involved in cephalosporin synthesis in
Streptomycetes® 1 where glutamate synthetase and alanine synthetase are con-
cerned in the control mechanism?.

5.1.3 Phosphate Control

Phosphate is a critical, growth-limiting nutrient and at the same time an inhibitor of
antibiotic synthesis in many fermentations. When fermenting Streptomyces griseus
for candicidin, phosphate has been completely exhausted two h before the start of
synthesis®® and, if added, inhibits the production of candicidin which has already
started®'> 3. If 10 mM phosphate is added to candicidin-producing bacteria, the
intracellular level of ATP doubles within 10 min and inhibition of candicidin produc-
tion commences after 15 min®*®. This indicates that ATP is the active intracellular
molecule for the control of antibiotic synthesis. It is still not yet known whether the
ATP-concentration or the energy bound by it in the cells is the regulatory para-
meter.

Besides this ATP regulation mechanism, phosphatase regulation is also signifi-
cant in control of antibiotic biosynthesis.

In the biosynthesis of streptomycin®”, viomycin*® and neomycin®?”, some of
the intermediates, but not the end product, are phosphorylated. Phosphatases which
cleave these phosphorylated intermediates are often regulated by feedback-inhibi-
tion or repression with inorganic phosphate. Thus the alkaline phosphatase in
Proactinomyces fructiferi var. ristomyceticus is completely repressed in concentra-
tions of inorganic phosphate which inhibit production of ristomycin®'?).

5.1.4 Induction of Antibiotic Synthesis

Enzyme induction is a recognized regulation mechanism in primary metabolism.
Although this phenomenon has been less well studied in secondary metabolism, it
seems to be significant for the synthesis of some antibiotics.

Since it is often difficult to differentiate between an inducer and a precursor of
antibiotic synthesis, only those molecules should be designated inducers which
stimulate antibiotic synthesis if they are added to the fermentation during the growth
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phase and before the idiophase. Precursors can increase the biosynthesis of antibio-
tics both during the trophophase and during the idiophase.

An interesting induction phenomenon is known in the biosynthesis of streptomy-
cin, in which 2-S-isocapryloyl-3-R-hydroxymethyl-butyrolactone (A-factor) stimu-
lates synthesis®®. This A-factor can be isolated from the streptomycin producers
Streptomyces griseus and Streptomyces bikiniensis and, if added at the beginning of
fermentation of streptomycin “blocked mutants”, induces synthesis of this antibiotic
by a factor of 10° 0. However, it cannot be detected in other species which also
synthesize streptomycin® 2,

Besides induction of streptomycin, the A-factor has a role in the differentiation
of bacterial cells. It stimulates both spore formation and intracellular membrane
formation. Its mode of action seems to depend on induction of another compound,
possibly ADP, which inhibits glucose-6-phosphate dehydrogenase®.

glucose
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Fig. 32. Inhibition of primary metabolism by the A-factor and consequent promotion of streptomy-
cin biosynthesis

Similar induction properties — although possibly not so spectacular as those of a
new metabolite — are shown by methionine and norleucine in stimulating cephalo-
sporin C biosynthesis in Cephalosporium acremonium™ .
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The stimulating effect of 5,5-diethylbarbiturate on the biosynthesis of rifamycin
and anthracyclines may also depend on induction of the particular enzyme which
hydroxylates aclavin®®.

Biosynthesis of tetracyclines is induced by the following compounds: benzyl
thiocyanate, o-naphthylacetic acid, P-indolylacetic acid, phenylacetic acid and
chlorophenoxyacetic acid*??.

No inducers have been described for antibiotics from the biosynthesis of aromat-
ic amino acids. However, the examples given suggest that such compounds would be
found here too by appropriate screening.

5.2 Termination of Antibiotic Biosynthesis

Various mechanisms can be envisaged for the termination of antibiotic biosyn-
thesis*9,

5.2.1 Irreversible Decomposition of Enzymes of Antibiotic Biosynthesis

In the biosynthesis of peptide antibiotics, the activity of the corresponding antibiotic
synthetase declines only a few hours after the start of synthesis.

Tyrocidin synthetase activity disappears from the cytoplasma of Bacillus brevis
and is still detectable for a few hours bound to the membrane®?.

The same holds for bacitracin synthetase in Bacillus licheniformis which is mem-
brane-bound shortly after the start of antibiotic production. This membrane binding
of antibiotic synthetases may represent a natural form of immobilized enzyme which
is then protected against proteolytic enzymes at the end of the growth phase!!® 44,

Gramicidin S synthetase seems to be subject to oxygen-dependent oxidation?”
and inactivation of some sulphydryl groups within the enzyme®®. If oxygen is
replaced by nitrogen, the inactivation of gramicidin S synthetase can be pre-
vented!'> ¥, This indicates that a lower oxygen transfer in the idiophase of fermen-
tation should increase the production of gramicidin S in vivo.

5.2.2 Feedback-Inhibition in Antibiotic Biosynthesis

Studies on feedback regulation assume precise knowledge about the enzyme con-
cerned in the reaction. This assumption is correct in the case of primary metabolism
but our knowledge is not always complete for secondary metabolism.

For antibiotics from the primary metabolism of aromatic amino acids, such a
regulation mechanism has only been described for chloramphenicol. In its biosyn-
thesis, the first enzyme — arylamine synthetase, which converts chorismic acid into p-
aminophenylalanine — is subject to feedback inhibition by the end product of the
synthesis, chloramphenicol?> %% 315:316:32) This enzyme only occurs in chloram-
phenicol producers and is completely repressed at a concentration of 100 ug ml™
chloramphenicol. This concentration also corresponds approximately to the produc-
tion maximum in Streptomyces sp. 3022 a.
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Other examples of feedback regulation are mentioned briefly below. Puromycin
inhibits the last enzyme step, O-methyltransferase, in its synthesis*?. Aurodox at a
concentration of 400 ug ml~!, which is the maximum amount reached in the fermen-
tation, completely inhibits antibiotic synthesis®®. Penicillin at a concentration of
200 ug ml™' completely inhibits penicillin synthesis in the producer organism,
Penicillium chrysogenum NRRL 1951, in which the production maximum is 125 pg
ml~' %9, Feedback regulation has also been observed in the biosynthesis of cyclo-
heximide?”>?”, staphylomycin®®”, ristomycin®?, fungicidin*”® and candihexin®".

6 Discussion

Analysis of the origin of secondary from primary metabolism, taking the example of
the aromatic amino acids leads to the result that the individual metabolism is
favoured by branching within primary metabolism; this is the case with chorismic
acid or kynurenine or with the transfer from anabolism to catabolism. Consequently
evolution is always possible at points at which the reaction leads to an end product
which is not derived from a linear course. Catabolism seems to be favoured for
production of secondary metabolites, as with anthranilic aicd. This intermediary
metabolite enters into antibiotic biosynthesis from catabolism and not anabolism in
the biosynthesis of actinomycin and tryptanthrin.

These branch points in anabolism, as in catabolism, also permit divergent synthe-
tic routes in primary metabolism, whose reaction products are not uniform in their
biological activity.

The transition from primary to secondary metabolism is particularly favoured if,
as in these antibiotic producers, primary metabolism is not so strongly regulated as
in the Enterobacteriaceae. Metabolites then accumulate, like chorismic aicd, at the
end of the trophophase when metabolic conversion declines, and are transformed by
individual antibiotic synthetases into antibiotic metabolites. On the other hand, if
primary metabolism proceeds intact in the trophophase, no antibiotic synthesis is
possible because of the inadequate pool of free metabolites from primary metabol-
ism. This theory can confirm that precursors of antibiotic synthesis stimulate the
yield if they are added at a given excess to the fermentation medium.

Further, in most cases, antibiotic synthetases are first formed at the end of the
trophophase in antibiotic-producing microorganisms. So, in one and the same
organism, as in the case of actinomycin synthesis by Streptomyces parvulus, one
antibiotic synthetase, kynurenine formamidase I, is produced constitutively and the
other, kynurenine formamidase II inductively shortly before synthesis of actinomy-
cin*» 2%, While the function of the constitutive enzyme is not known precisely, the
derepressible enzyme seems to be important in the actinomycin synthesizing system.

Addition of appropriate inhibitors of mRNA or protein synthesis demonstrates
that many of these antibiotic synthetases represent a de novo synthesis®®. Such a
synthesis, which is initiated by derepession or induction and can lead to up to 60-fold
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increase in the original enzyme activity, seems to be directly connected with the
enrichment of metabolites from primary metabolism or a reduction of essential
constituents of the nutrient medium.

At least for the commercial efficiency of metabolites with antibiotic activity, it is
an advantage that they are first formed after the trophophase since during this
phase, the producers are sensitive to their own antibiotics® ** 1”33 Resistance
develops in a coordinated manner with antibiotic production by enzymatic modifica-
tion of the antibiotic, by a change in site of action or reduction in uptake of the
antibiotic excreted’.

Since antibiotic synthetases, at least in complex nutrient media, are often either
induced or derepressed in coordination with enrichment of metabolites from pri-
mary metabolism, one attempts to see in antibiotics not only products created by
chance but to ascribe to them a function in differentiation of bacterial cells®”. This
remains speculation as to how far antibiotics cut off the macromolecular syntheses of
DNA, RNA, proteins, cell wall and respiratory chain and so initiate sporulation.

The structural diversification of idiolites arising from the idiophase is illustrated
by numerous classes of organic compounds including aminosugars, quinones,
coumarins, epoxides, ergot alkaloids, glutarimides, glycosides, indoles, lactones,
macrolides, naphthalenes, peptides, phenazines, polyacetylenes, polyenes, pyrroles,
quinolines, terpenoids and tetracyclines® **“*_ Mostly a secondary metabolite
base structure is synthesized in numerous modifications by one or more producers.
How far this variation in secondary metabolites should be attributed to their specific
function in the physiology of the cell or how far these numerous structural types,
often with similar modes of action, remain because of the lack of selection pressure,
cannot be answered here.

The knowledge of regulation mechanisms*® for initiation and termination is as
important for optimizing production as the consideration of resistance mechanisms.
Both may limit the yield. Glucose repression is mostly avoided by slow addition of a
carbon source which is fed by control of the dissolved oxygen. Nitrogen repression
can be controlled by a slow continuous nitrogen source by addition of proteins or
proline. Phosphate repression can be reduced by feeding poorly soluble phosphates.

Appropriate deregulated®® or highly resistant mutants of producer organisms or
consideration of particular constituents of the nutrient medium®* may have
economic significance which justifies studies of biosynthesis and regulation on these
grounds.

Although our overall knowledge on the genetic control of antibiotic synthesis in
actinomycetes is relatively sparse, there is abundant evidence that plasmids are
significant®®. This can be established either directly, as in the case of methylenomy-
cin A in Streptomyces coelicolor A 3, where the structural genes are localized on the
plasmid, or the plasmid genes can exert an indirect function. Thus, with chloram-
phenicol synthesis in Streptomyces venezuelae, expression of the chromosomal struc-
tural gene is controlled by the plasmid'®”. The methods of gene technology available
at present — cloning of DNA' fragments to plasmid — or bacteriophage vectors in
streptomycetes — offer hopeful means for physical and genetic analysis of structural
and regulatory genes for antibiotic synthetases'®". This opens up the possibility of
permitting antibiotic synthesis in bacteria with shorter generation times, which also
grow on simpler, more cost-effective nutrient media, in which the antibiotic can be
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obtained in high yield in a continuous process. This technology, through knowledge
of antibiotic biosynthesis, offers the possibility of creating new antibiotics by hybrid-
isation.
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Benzodiazepines are extensively used throughout the world. An increasing number of very similar
substances has emerged on the market. The continuing scientific interest in the clinical and phar-
macological properties of these drugs has greatly expanded our knowledge about them. The numer-
ous substances share a similar pharmacodynamic profile (anxiolytic, sedative/hypnotic, anticonvul-
sive, muscle relaxant properties), which is mediated by interacting with neuronally localized recep-
tors within the brain. Significant differences exist primarily in the pharmacokinetics of the ben-
zodiazepines. Thus, onset and duration of action can be explained by specific features of their
pharmacokinetic characteristics, which can be modified by many factors. Most of the side effects
(excessive depression of the central nervous system is predominant) are an individual exacerbation
of the desired therapeutic effect. The safety of the benzodiazepines is remarkable. However, abuse
and their potential of dependence should be kept in mind.
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1 Chemistry

In the development of psychoactive drugs, the discovery of chlordiazepoxide by the
chemist Sternbach and its pharmacological characterization by Randall in 1957
represents a milestone?. The new class of benzodiazepines (see Fig. 1) has become
almost synomymous with minor tranquilizers, although the large number of the
series all show to a similar degree other properties such as sleep-inducing, muscle-
relaxant and anticonvulsant activity.

Within a few years over 3000 compounds were synthesized and pharmacologi-
cally tested. It was soon realized that the substitution pattern played an important
role with the electro-negative substituent at the 7 position (ring A) being of para-
mount importance. The biological potency is increased by halogens (F, Cl) in posi-
tion 2’ (ring C) but strongly reduced by a substituent in 4'. Substituents larger thana
hydroxyl or methyl group in position 3 (ring B) result in the loss of activity. Many
different substituents have been tried in position 1 — while the methyl group seems
to enhance the biological activity the 1-tert-butyl homologue of diazepam is almost
completely inactive?.

As can be seen in Fig. 1, the original 5-phenyl-1,4-benzodiazepine ring can be
replaced by isosteric ring systems without loss of biological activity: e.g. ring A by a
thiophene, pyrazole or pyridine ring; the nitrogens of ring B can be shifted to the 1,5
or 2,4 position; ring C can be replaced by a 2-pyridyl or cyclohexenyl group. More
recently the fusion of additional rings especially on the diazepine ring has been
introduced, resulting in the oxazinobenzodiazepine ketazolam and the oxazoloben-
zodiazepines oxazolam and cloxazolam. Since the additional ring is rapidly removed
by metabolism without loss of pharmacological potency, the three compounds can
be considered as pro-drugs. A different type of annelated benzodiazepines represent
the triazolobenzodiazepines estazolam and triazolam (see Fig. 1). The additional
ring is not removed by biotransformation, and they bind strongly and directly to the
benzodiazepine receptors. The injectable imidazol-benzodiazepine midazolam dif-
fers from the classic benzodiazepines by its basicity, stability in aqueous solutions
and rapid metabolism”. Some parts of the molecule resemble the specific ben-
zodiazepine receptor antagonist Ro 15-1788 (see Fig. 1).

Surprisingly, an opioid benzodiazepine (tifluadom) was recently characterized
(Fig. 1), which has lost all affinity for benzodiazepine binding sites but which has
moderate to high affinity for opiate receptors®.

Although the safety of the benzodiazepines is remarkable, even in overdose, the
continuous proliferation of new compounds suggests that we have not yet found the
ideal drug and the question may arise of what might follow”.

2 Metabolism and Clearance

Before benzodiazepines can be excreted into the urine, they have to be metabolized.
Thus, hepatic biotransformation accounts for the elimination of all benzodiazepines
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in man. Two principal pathways are involved: hepatic microsomal oxidation (e.g.
N-dealkylation and hydroxylation), which is accomplished by the cytochrome P 450
dependent mixed function oxidase system (MFOS) and glucuronide conjugation
(phase II reaction), which sometimes has to be preceded by hydroxylation (phase I
reaction). In Fig. 2 some examples for newer benzodiazepines are given. Both types
of metabolic pathways are differently controlled and differently influenced by vari-
ous endogenous and exogenous factors (see Sect. 5.3). If a benzodiazepine possess-
es a nitro group in position 7 (e.g. clonazepam, nitrazepam, flunitrazepam), this
has to be reduced to an amino group before subsequent acetylation (see part of
Fig. 3). In Fig. 4 the major metabolic pathways of the two classical benzodiazepines
diazepam and chlordiazepoxide are outlined. From the simplified scheme of Fig. 5 it
is obvious that many benzodiazepines share common, still active metabolites (e.g.
oxazepam) and some compounds, e.g. prazepam, halazepam, chlorazepate (see also
Fig. 2), pinazepam, oxazolam, ketazolam have to be considered as precursors of
desmethyldiazepam (nordiazepam). These pro-drugs undergo nearly complete pre-
systemic (gastrointestinal, hepatic) metabolism and act predominantly just like
desmethyldiazepam. In Table 1 the most common benzodiazepines and their
metabolites are listed (reviews in®?).

Indirect conclusions about drug metabolism can be derived from pharmacokinet-
ic considerations applying the so-called clearance concept. The elimination of ben-
zodiazepines by the liver may depend on a number of factors. These include the total
blood flow to the organ, binding of the drug to blood constituents, uptake and
transport across the hepatocyte plasma membrane, the distribution of flow (shunt-
ing) within the organ, intracellular transport and the metabolism, excretion or secre-
tion of the drug. The rate-limiting step for a given compound may vary, and many
physiological and pathological factors may interfere with the process. In an attempt
to simplify these complex biological events, hepatic drug removal (i.e. clearance,
CLy) has been conceptualized as a function of both perfusion (blood flow, Qy), and
the capacity of the liver to remove the drug in the absence of flow limitations
(intrinsic clearance, CL;,, ). The mathematical model of this relationship is given by
the equation:

_ CLintr.
Clu = Qu 5= Crm

This model further relates the extraction ratio E (the fraction of drug removed in a
single pass through the liver) to intrinsic clearance and blood flow as:

CLiny.
E= Qy + CLin.

The elimination of drugs with a very high intrinsic clearance (and thus a large
E > 0.7) would be predominantly dependent on blood flow (flow-limited). In con-
trast, the elimination of most benzodiazepines with a low intrinsic clearance (small
E < 0.3) would be dependent on intrinsic clearance and be largely independent of
flow (capacity-limited). There are benzodiazepines with values of E intermediate
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Phase I reactions (Dealkylation, hydroxylation)
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Table 1. Benzodiazepines and their metabolites

123

drug major metabolic reactions/ ~ active minor pathways/ active
metabolites metabolites metabolites metabolites

alprazolam  hydroxylation +

bromazepam oxidation (+)

brotizolam  oxidation ++

camazepam oxidation +

chlordia- demethylation, ++ oxazepam ++

zepoxide hydroxylation

clazepam desmethyldiazepam, ++
hydroxylation

clobazam demethylation ++

clonazepam nitroreduction, conjugation ? glucuronidation, -

acetylation

clorazepate  desmethyldiazepam ++ oxazepam ++

clotiazepam demethylation, +
hydroxylation

diazepam demethylation ++ oxazepam, ++

temazepam

estazolam oxidation ?

flunitrazepam nitroreduction, ++ glucuronidation -
demethylation

flurazepam  dealkylation, hydroxylation ++

halazepam  desmethyldiazepam ++ oxazepam ++

ketazolam  diazepam, ++ oxazepam ++
desmethyldiazepam

lorazepam  glucuronidation -

lormetazepam glucuronidation - oxazepam ++

medazepam demethylation, ++ oxazepam ++
hydroxylation

midazolam  hydroxylation +

nitrazepam  nitroreduction, acetylation - 3-hydroxynitrazepam ++

oxazepam  glucuronidation -

oxazolam desmethyldiazepam ++ oxazepam ++

pinazepam  desmethyldiazepam ++ oxazepam ++

prazepam desmethyldiazepam ++ oxazepam ++

temazepam glucuronidation - oxazepam ++

tetrazepam  oxidation (+)

triazolam hydroxylation +

++ metabolites biologically active as parent compound
+ some biological activity of metabolites
(+) some biological activity likely

?  no data available
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between these extremes, where both flow and intrinsic clearance exert a separate
influence. The extraction ratio also determines the fraction of an orally administered
drug which reaches the systemic circulation (bioavailability, F) such that F = 1 — E.

3 Pharmacology

One reason for the popularity of benzodiazepines is their rather broad spectrum of
pharmacologic activity. Historically, the first benzodiazepine, chlordiazepoxide, was
found to have potent sedative, muscle-relaxant, taming and anticonvulsant activ-
ity”. Initial clinical trials indicated that it had antianxiety effects in human subjects'®
and that this effect might be separated from its sedative action, which induced
drowsiness and improvement of the sleep pattern'V. The anticonvulsant properties
could be demonstrated first by the increase in threshold to pentylenetetrazol convul-
sions in human epileptics'?. The next benzodiazepines that followed chlordiazepox-
ide (introduced in 1960), e.g. diazepam (1963), oxazepam (1965), medazepam
(1968), clorazepate (1969), lorazepam (1972), prazepam (1973), flurazepam (1974),
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nitrazepam (1974) and clonazepam (1976) exhibit an almost identical pharmacologi-
cal profile, which was characterized by various tests (e.g. electrical shocks, penty-
lenetetrazol, rotating rod, continuous avoidance, behaviour check) in different ani-
mal models (e.g. mice, rats, cats, monkeys). With these screening tests also the
biological activity of identified metabolites was evaluated (review in'®). The antian-
xiety, antiagression, anticonvulsant, muscle relaxation and hypnotic effects of the
“first generation” of benzodiazepines have been comprehensively reviewed in 1973
and 19741, From more recent overviews it is obvious that the newer ben-
zodiazepines share very similar pharmacological properties and that there are few
differences between the various benzodiazepine derivatives. The main distin-
guishing features are differences in pharmacokinetics and the presence or absence of
pharmacologically active metabolites®”'*??. All benzodiazepines are effective in
the management of anxiety and insomnia, and their classification into “anxiolytics”
and “hypnotics” does not appear to be justified.

4 Mode of Action

In the last years scientific interest was focused on the mechanism of action of
benzodiazepines. Electrophysiological studies indicated that the inhibitory neuro-
transmitter y-aminobutyric acid (GABA) was involved (review in®). In 1977,
specific benzodiazepine binding sites in the central nervous system were postulat-
ed®*?_ In vitro binding studies with tritium labelled diazepam and flunitrazepam
revealed highly specific, stereoselective, reversible and saturable binding sites
localized on the nerve cell membranes. The binding affinity of active benzodiazepine
derivatives correlate well with their relative potencies of anxiolytic, anticonvulsant
and muscle relaxant activity in animal models** %), An intriguing question is how the
primary event of binding at the recognition site of the proposed receptor initiates a
chain of events (see Fig. 6) leading finally to the pharmacological response, e.g.
tranquility, sedation and prevention of seizures. The bimolecular association of the
ligand with the receptor subsequently leads to conformational changes of the ligand-
receptor complex. Several structurally differing ligands with high affinity for ben-
zodiazepine receptors have been found to act as benzodiazepine antagonists. The
imidazobenzodiazepine Ro 15-1788 (see Fig. 1) selectively prevents or blocks the
actions of benzodiazepines without possessing intrinsic effects in most neurophar-
macological procedures®®?). In contrast, so-called B-carbolines antagonize the
effects of benzodiazepines at doses which produce behavioural and electrophy-
siological effects that are opposite to those of benzodiazepines®?”. The effects of p-
carbolines (and diazepam) also can be blocked by Ro 15-1788%V. It is suggested that
these three compounds interact with the benzodiazepine receptor to stabilize one of
two possible functional states™.

In the numerous binding studies certain correlations between the influence of
GABA on binding and the intrinsic activity of the benzodiazepines were noticed.
Thus, the benzodiazepine receptor has been rationalized as a heterotropic site on
the GABA -receptor-chloride-ionophore-complex. The complex nature of the bind-
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Fig. 6. Schematic diagram of the events following the binding of benzodiazepines to their recogni-
tion site

ing of structurally different compounds suggested the presence of two major classes
of benzodiazepine receptors with high (type I) and low (type II) affinity. The rela-
tive proportions of both benzodiazepine receptors vary in different regions of the
brain, e.g. the cerebellum contains predominantly type I (review in®*). The func-
tional significance of the subtypes is unknown. For the different pharmacological
effects only 25-70% of the heterogeneous benzodiazepine binding sites have to be
occupied®. Since tolerance can develop to the sedative and anticonvulsant effect of
benzodiazepines, it is discussed if prolonged administration of these drugs induce
changes in receptor number and/or affinity (review in*).

The idea that benzodiazepines interact with GABA is derived mainly from elec-
trophysiological studies. Benzodiazepines potentiate the inhibitory effects of GABA
in a variety of neuronal systems and GABA enhances the affinity of ben-
zodiazepines (review in®®). This strongly suggests a functional link between both
binding sites. In addition, this receptor complex is associated with chloride channels.
In the allosteric model for benzodiazepine receptor function, GABA exerts its
inhibitory effect by opening two-state (open/closed) channels that are permeable to
chloride ions. The flow of chloride ions into the cell moves the membrane’s electrical
potential away from the threshold for triggering an action potential, thus excitation
is inhibited. Benzodiazepines do not alter the elementary ionic conductance of the
chloride channels opened by GABA. Potentiation of GABA responses occurs by an
increase in opening frequency and open lifetime at which GABA molecules success-
fully open chloride ion channels (review in®”). The receptor model is further compli-
cated by a protein called GABA-modulin, which is present in brain and competi-
tively inhibits both GABA- and benzodiazepine binding’®. By analogy to the
enkephalins, attempts are made to identify endogenous ligands for benzodiazepine
receptors. Several substances have been proposed including hypoxanthine, inosine,
nicotinamide and B-carbolines. However, so far no definite answer on the existence
of such ligands can be given. Based on their pharmacological properties B-carbolines
could be characterized as anxiogenic benzodiazepine antagonists, since they can
induce severe anxiety in humans® and animals*” and reverse the hypnotic action of
flurazepam®V.

While the neuronal existence of the benzodiazepine-GABA-receptor-chloride
channel (ionophore)-complex is unquestionable*?, different models have been pro-
posed in terms of a three-state®? or allosteric®® model (Fig. 7). The intimate associa-
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tion of benzodiazepine and GABA receptor and chloride channel suggest that ben-
zodiazepine act physiologically as modulators of GABA. Therefore, the ben-
zodiazepine receptor might be viewed as a coupling or regulatory unit. Whether this
coupling function is modulated by endogenous ligands remains questionable. When
such an endogenous agonist actually exists, then benzodiazepines would antagonize
those effects®).

Based on the present evidence, ligands for the benzodiazepine receptor may
belong to either of the following four categories:

a) full agonists (e.g. benzodiazepine)

b) antagonists (e.g. Ro 15-1788)

c) antagonists with partial agonistic activity

d) antagonists with partial inverse agonistic activity (e.g. f-carbolines)

In first controlled clinical trials, Ro 15-1788 did not demonstrate central effects
following a single oral dose of up to 600 mg*» or 100 mg intravenously®). However,
the hypnogenic effect of flunitrazepam*® and the central effects of 3-methyl-
clonazepam*” and diazepam*® were antagonized.

In humans somewhat contraversial results have been reported with physostig-
mine. Reversal of diazepam-induced hypnosis was observed®V but it failed to
reverse clinical, psychomotor or EEG effects of lorazepam™ or diazepam®>. Simi-
larly surprising was the clinical observation that aminophylline antagonizes
diazepam sedation> . From these findings one could speculate whether additional
mechanisms might be involved in the central action of benzodiazepines.
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5 Clinical Pharmacokinetics

For practicing physicians decision-making is complicated by an increasing number of
marketed benzodiazepines. Since qualitative differences in the pharmacological
potency are at best subtle, only a very limited number of benzodiazepines are really
needed. Advances in understanding the pharmacokinetics of the benzodiazepines
can provide, at least partly, support in this decision process. Therefore, one should
be familiar with the absorption (following oral, intramuscular and rectal applica-
tion), distribution and hepatic elimination of these drugs and their determinants,
which might modify drug disposition. The time of onset, intensity and duration of
clinical action depends on the physico-chemical and pharmacokinetic properties of
the particular derivative. Thereby some differences exist whether the ben-
zodiazepine is used for short-term (single dosing) or long-term (sub/-chronic dosing)
indications. ‘

5.1 Single versus Multiple Dosing

Onset of benzodiazepine action depends on the rate of absorption and penetration
in specific brain regions. Both processes are accomplished by passive diffusion and
depend mainly on the lipid solubility at physiologic pH. Increasing lipophilicity is
associated with more rapid diffusion across plasma and/or cell membranes. Since
benzodiazepines are highly lipophilic molecules, they enter rapidly into brain tis-
sues. Following a single intravenous injection (excluding the slower and rate-deter-
mining absorption), the sedative/hypnotic effects can be observed within 20 to
30 seconds (one single blood circulation time) and no more than after a few minutes.
Highly lipophilic derivatives (e.g. diazepam, midazolam) act faster than less
lipophilic compounds (e.g. chlordiazepoxide, lorazepam). Thus, there appears to be
some association between the onset of drug effect and the rapidity of passage of
benzodiazepines into the central nervous system (review in*®). However, contrary
to studies with diazepam and flunitrazepam the rapid clinical effect of the highly
lipophilic midazolam cannot be explained by rapid passage into human cerebrospi-
nal fluid, where only in some cases very low concentrations (maximal 5 ng/ml) could
be detected™.

Following a single oral dose, the same principle holds true for the rate-limiting
process of absorption: e.g. the more polar oxazepam is absorbed slower than
diazepam. In addition, the characteristics of the pharmaceutical formulation (e.g.
particle size, soft or hard gelatine capsules) is important. Another variable has to be
taken into account when the precursors of the active moiety of desmethyldiazepam
are administered: while the pro-drug clorazepate is very rapidly hydrolyzed to
desmethyldiazepam, prazepam is slowly transformed into the active substance. A
rapid onset of action may be desirable if patients benefit therapeutically. However,
if patients experience an unwelcome feeling of drowsiness or excessive relaxation, a
slower rate of absorption with less pronounced peak concentrations might be prefer-
able.
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For intramuscular administration, the site of injection and the injecting person
(physician or nurse) are of critical importance®™ . More rapid and complete
absorption is achieved by injection into the area of the deltoid muscle. With chlor-
diazepoxide®™®? and diazepam®®® a slow, incomplete and erratic absorption has
been described, which is due to the likelihood of local precipitation. In contrast,
lorazepam is rapidly, completely and reliably absorbed®”. Diazepam is also avail-
able through a rectal tube for acute therapy (e.g. febrile convulsions in children).
Absorption is rapid (peak plasma levels after about 17 min) and complete®.

Following a single dose, the duration of action differs among benzodiazepines.
The major determinant seems to be the rate of redistribution from the brain to
peripheral tissue sites (e.g. adipose tissue). Apparently, lipophilicity and blood
perfusion are the driving forces for the shift of active drug from the central nervous
system to some storage sites. Thus, less lipophilic derivatives (e.g. lorazepam) may
persist longer in effective brain concentrations than more lipophilic agents (e.g.
diazepam). As illustrated in Fig. 8 the time- and concentration-dependent sedative
effect of a single intravenous dose of diazepam (0.1 mg/kg) persists for about two h.
During that time period, plasma levels decline rapidly, and this initial distribution
phase is responsible for the relatively short duration of action®®.

Systemic studies with eight benzodiazepines in anesthetized rats recently sug-
gested that benzodiazepine distribution in vivo is determined largely by lipid solubil-
ity and that duration of acute EEG effects are longest for the least lipophilic drugs
having the smallest apparent volume of distribution®”.

During multiple dosing, benzodiazepines, and in many cases also their biological
active metabolites, accumulate according to their pharmacokinetic properties.
Within 4 to 5 elimination half-lives (t,;,) the corresponding steady-state concentra-
tions (C*) are achieved. When t;;, is long, accumulation is slow (e.g. diazepam,
desmethyldiazepam). Conversely, benzodiazepines with a short t;, (e.g. midazolam)
rapidly attain the steady state, which is characterized by the balance of drug intake
and drug removal. The daily maintenance dose substitutes for the loss of drug from
the body, and as long as effective plasma levels are maintained, therapeutic/toxic
effects can be anticipated. According to the equation:

F-D 1 .
Cy =— X — T = dosing interval
av 1 CL g
input rate elimination rate

the average C* is proportional to the input rate of the bioavailable dose (F - D) and
reversibly proportional to the total body clearance (CL) of the drug/metabolite. In
the case of benzodiazepines, hepatic metabolism is the determinant for the CL.
Physiological or disease-induced changes in t;, and/or CL differently modify the
accumulation pattern.

The day-by-day buildup of active substances in the blood and brain during initia-
tion of (sub)-chronic therapy influences the clinical effects of benzodiazepines.
Depending on the extent of drug accumulation, drowsiness, mental confusion,
motor incoordination, and impairment of intellectual and psychomotor performance
will occur. These side effects are nothing else than a pronounced (exaggerated)
pharmacological action of the therapeutic agents, and they are more frequent with
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(bottom). In addition, the time-dependent pharmacodynamic response (sedation and choice reac-
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benzodiazepines possessing a long t;,%". There are some indications that adapta-
tion (“tolerance”) to the sedative effects might develop, especially during the early
course of therapy.

The duration of therapeutic effects (e.g. treatment of symptoms such as anxiety
or insomnia), unwanted side effects and the potential for drug interactions after
discontinuation of drug intake are dependent on the rate of drug disappearance from
the blood and the receptor site. Thus, recurrence of symptoms and waning of side
effects will correspond to the drug’s and/or active metabolite(s)’ elimination half-
life. Therefore, attempts were made to classify, similar to the barbiturates, the
numerous benzodiazepines according to their elimination half-life (see Table 2).

During multiple dosing, these characteristics should be kept in mind for any
particular benzodiazepine in considering the risks of day-time sedation (hang-over
drowsiness) and interactions with other central active drugs, especially alcohol.

Table 2. Elimination half-lives (t;,) of benzodiazepines and their biological active metabolites

tyn, h overall rate of
benzodiazepine active metabolite (s) elimination of active
substances
chlordiazepoxide: 10-18 20-80 slow
clobazam: 10-30 desmethylclobazam: 36-46 slow
clonazepam: 24-56 ? slow
clorazepate: 1.5- 25 desmethyldiazepam: 50-80 slow
clazepam: ? desmethyldiazepam: 50-80 slow
diazepam: 30-45 desmethyldiazepam: 50-80 slow
flurazepam: 2 47-100 slow
halazepam: 1-2 desmethyldiazepam: 50-80 slow
ketazolam: 1.5 diazepam: 30-45 slow
desmethyldiazepam: 50-80
medazepam: 2 20-80 slow
nitrazepam: 20-50 ? slow
oxazolam: - desmethyldiazepam: 50-80 slow
pinazepam: 16 desmethyldiazepam: 50-80 slow
prazepam: 1-3 desmethyldiazepam: 50-80 slow
alprazolam: 10-18 ? intermediate
bromazepam: 12-24 ? intermediate
camazepam: 20-24 ? intermediate
estazolam: 8-31 ? intermediate
flunitrazepam: 10-25 20-30 intermediate
tetrazepam: 12 ? intermediate
loprazolam: 7-9 ? intermediate
clotiazepam: 3-15 ? intermediate/rapid
oxazepam: 5-18 - intermediate/rapid
lorazepam: 10-18 - intermediate/rapid
lormetazepam: 9-15 - intermediate/rapid
temazepam: 6-16 - intermediate/rapid
brotizolam: 4- 8 9.5 rapid
triazolam: 2- 4 3-8 rapid

midazolam: 1- 3 ? very rapid
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5.2 Pharmacokinetic Properties of Specific Compounds

In this paragraph the basic pharmacokinetic parameters will be summarized. It
should be emphasized that so-called normal values sometimes vary widely in the
literature. This variability is due to differences in analytical measurements, phar-
macokinetic evaluation of the data and patient selection. In addition, the disposition
of benzodiazepines is affected by a variety of different physiological factors (see the
following sections).

Alprazolam is a new triazolo-benzodiazepine derivative with anxiolytic-antidepres-
sant properties. The major metabolic pathway in humans involves hydroxylation in
at least 2 positions’". Absorption appears to be rapid since peak plasma concentra-
tions are reached within 2 h. In young subjects t;;, and CL averaged 11 h and 1.3 mV/
min/kg, respectively. The free fraction in plasma (f,) is approximately 30%.

Bromazepam’s elimination can be characterized by a t;;, of 14.4 = 4.9 h and an oral
CL of 59 £ 19.6 ml/min. Its absorption rate seems to be somewhat variable since
maximal plasma concentrations were achieved within 1 to 6 h in 10 healthy volun-
teers”. The mean absolute bioavailability (F) of an oral solution, a conventional
tablet and an enteric-coated tablet is 52, 62 and 99%, respectively. These differences
can be explained by a pH-dependent ring opening’®. Predictable steady-state blood
levels are maintained at multiple daily-dosing™.

Brotizolam is a new triazolothieno-diazepine. It is extensively metabolized (hydrox-
ylation at the methyl group and at the diazepine ring). Both metabolites are phar-
macologically almost as active as the parent compound. Brotizolam is absorbed
quickly (t;», = 0.2 to 1.4 h), and oral bioavailability averaged 70%. The protein
unbound fraction varied from 5 to 10%. Its rapid elimination can be characterized
by a ty, of 4 to 8 h and a CL of 113 ml/min™.

Chlordiazepoxide was the first clinically available benzodiazepine. It is extensively
metabolized to active compounds (e.g. desmethylchlordiazepoxide, demoxepam,
desmethyldiazepam, oxazepam). Absorption appears to be relatively slow (peak
levels within 2 to 6 h; t;, of absorption 0.7 h) and complete (F 80-100%) following
oral administration. After intramuscular injection, lower peak concentrations are
reached later (7.6 h post-dosing; t;,, of absorption 3 to 5 h) and often a biphasic
(“erratic”) blood concentration profile can be observed caused by precipitation at
the injection site (F = 86%). Plasma protein binding is about 95%. In young heal-
thy v)olunteers ty, ranges between 10 and 18 h and CL averages 30 ml/min (reviews
in® 7).

Clazepam is rapidly biotransformed to a hydroxylated metabolite and to desmethyl-
diazepam. It is suggested that it acts mainly through the formation of desmethy!-
diazepam™.
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Clobazam represents a 1,5-benzodiazepine, which, like diazepam, is primarily
demethylated to the active desmethylclobazam. Both substances cumulate during
multiple dosage. It is reasonably rapidly absorbed (peak levels within 2 h) and
highly bound to plasma proteins (f, = 10~15%). Elimination of clobazam is charac-
terized by a t;;, between 10 and 30 h and a CL of about 40 ml/min in young subjects
(review in™).

Clonazepam is a drug of first choice in the treatment of status epilepticus. It is
extensively metabolized, including nitroreduction, hydroxylation, acetylation and
glucuronidation. Absorption is almost complete (F = 95%) but its rate is variable
(peak levels between 1-8 h). Plasma protein binding has been found to be about
82%. For t;, and CL ranges of 24 to 56 h and 60 to 80 ml/min, respectively, have
been reported (review in®).

Clorazepate can be regarded as a pro-drug of desmethyldiazepam. Following oral
intake the presystemic conversion already takes place in the acidic stomach as well
as during the first passage through the liver. Afteri.v. injection, unchanged drug can
be detected during the first two hours®®". The elimination of the highly bound
(f, = 2-4%) desmethyldiazepam is very slow (t, = 50-80 h, CL = 8-15 ml/min)
and seems to be faster in treated epileptics (review in®).

Clotiazepam, a thienodiazepine, is metabolized both by demethylation and by hy-
droxylation. Both metabolites appear to be pharmacologically active. Protein bind-
ing of clotiazepam is extensive (f, about 1%) and elimination with a t,,, between 3
and 15 h relatively rapid®®?,

Diazepam represents the most extensively studied benzodiazepine. Its major blood-
metabolite, desmethyldiazepam, contributes to its action, especially during multiple
dosing when plasma concentrations of the active metabolite exceed those of the
parent compound. After oral administration, absorption of diazepam is rapid (peak
levels within 90 min) and complete (F = 100%). Following intramuscular injection,
a poor (F = 60-80%) and irregular absorption, dependent on the site and depth of
injection, has been observed.

Single dose kinetics have revealed a t,;, between 30 and 45 h and a CL of about
20 to 35 ml/min. During multiple treatment elimination might be slightly slower (t,
= 30-60 h, CL = 20 ml/min). Normal protein binding ranges between 96 and 98%
(review in%).

Estazolam, a new triazolo-benzodiazepine hypnotic agent, is relatively slowly
absorbed (peak concentration attained within 6 h) and t,,, ranged from 8 to 31 h®¥.

Flunitrazepam is mainly used in anaesthesiology (premedicant, induction
agent).The complex metabolic pattern includes nitroreduction, demethylation, hy-
droxylation and conjugation. At least two metabolites are still biological active.
Following oral administration F averaged 80% and absorption is rapid (effective
plasma concentrations after 10 to 20 min). The plasma protein binding is about
80%. The normal range of t;, and CL is between 10-25 h and 210-465 ml/min,
respectively (review in®). A recent publication reports a mean CL-value of only

94 ml/min%,
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Flurazepam was mainly introduced as a hypnotic. Its major blood metabolite, desal-
kylflurazepam (still active), possesses a long t;, (47-100 h) and therefore cumulates
after repeated doses of flurazepam. Free and conjugated hydroxyethylflurazepam
are mainly found in urine. Flurazepam is absorbed rapidly from the gastrointestinal
tract; however, unchanged drug is only occasionally found in the blood shortly after
administration (review in®). This is due to first-pass metabolism of flurazepam in the
small bowel mucosa as well as in the liver®®.

Halazepam represents another pro-drug of desmethyldiazepam. The precursor is
rapidly converted (t,, = 1-2 h) to its active substance” .

Ketazolam is rapidly biotransformed (t;, = 1.5h) directly and indirectly via
diazepam to desmethyldiazepam. Both metabolites seem to be the active moieties®.

Lorazepam’s structure is very similar to oxazepam. The addition of only one CL
atom in the phenyl ring enforces the sedative-hypnotic properties. It is relatively
rapidly eliminated (t,, = 10-18 h, CL = 50-90 ml/min) in form of an inactive
glucuronide. This major metabolite exhibits a similar t;;, (12-21 h) and a renal CL of
about 37 ml/min. Following intramuscular injection, sublingual or oral ingestion
absorption of lorazepam is rapid (peak concentration within 1 to 4 h) and complete
(F = 95-100%). Normally, 85-94% of lorazepam and approximately 65% of the
conjugate are bound to plasma proteins (reviews in® %-%0).

Lormetazepam differs from lorazepam by an additional methyl group in N;-position.
It is mainly conjugated with glucuronic acid. A minor pathway includes demethyla-
tion to lorazepam with subsequent rapid glucuronidation. Usually t,, ranges from
9-15h v)vith a CL between 180 and 300 ml/min. Oral doses are 70 to 80% bioavail-
able’®?,

Medazepam is extensively metabolized to active substances, such as desmethyl-
medazepam, diazepam, desmethyldiazepam and oxazepam. After rapid oral absorp-
tion (peak levels within 1-2 h) F varies from 49 to 76%. Unchanged medazepam is
almost completely bound to plasma proteins (f, = 0.2%). The parent compound has
a short t;, (2 h); however, the cumulating active metabolites contribute to a pro-
longed action, especially during multiple dosing (review in®).

Midazolam is a new imidazo-benzodiazepine derivate mainly used as an induction
agent in anaesthetic practice. Metabolism involves hydroxylation at two different
positions on the molecule. At physiological pH it is extremely lipid-soluble and,
therefore, an oral dose is very rapidly absorbed (peak effects and concentrations
within 20 to 60 min). Protein binding of midazolam is extensive (f, = 2-6%). Since
its blood clearance is relatively high (500-1100 ml/min) in relation to liver blood flow
(approximately 1500 ml/min), the hepatic elimination of midazolam is partly perfu-
sion dependent and a considerable hepatic first pass effect occurs, which accounts
for a bioavailability of only 40 to 60%. Midazolam is the most rapidly eliminated
benzodiazepine with t,, of 1-3 h***,
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Nitrazepam’s metabolic pathways are similar to those of clonazepam. The major
metabolites, 7-aminonitrazepam and 7-acetamidonitrazepam, have no ben-
zodiazepine-like effects in clinically realistic concentrations. The acetylation reac-
tion is genetically polymorphic (e.g. slow/rapid acetylators). A variable oral
bioavailability was observed (range 54-93%) and 85 to 88% of nitrazepam are
bound to plasma proteins. Elimination is relatively slow (t;, = 20-50; oral CL =
50-120 ml/min). Free and conjugated 7-aminonitrazepam demonstrate a similar t;,
of about 45 h (reviews in®%).

Oxazepam, like diazepam, can be considered as a well-studied standard ben-
zodiazepine. It is predominantly metabolized by conjugation to form a glucuronide
that is pharmacologically inactive and which is subsequently excreted by the renal
route. Oral absorption is incomplete (F = 70-86%) and peak levels are achieved
within 2 to 4 h. Plasma protein binding ranges from 87 to 95%. Elimination is
relatively rapid (t,, = 5-18 h; CL = 76-136 ml/min) and there is almost no accumu-
lation during multiple dosing (review in®).

Oxazolam is another pro-drug of desmethyldiazepam. After oral administration,
unchanged drug was absent in plasma and urine, as it is metabolized prior to reach-
ing the systemic circulation. The appearance t;, of desmethyldiazepam was 1.5 h
and its elimination t,,, averaged 56 h%.

Pinazepam acts also as a pro-drug of desmethyldiazepam. Unchanged drug reaches
maximal plasma concentrations within 2 h and is eliminated with a t;,, of 16 h. Thirty
minutes after oral administration the plasma level of the active metabolite becomes
higher than that of the parent compound which is probably due to an extensive
hepatic first pass effect”.

Prazepam’s absorption is relatively slow. However, it is almost completely con-
verted to the active desmethyldiazepam during its first passage through the liver.
Thus, only the metabolite, reaching its maximal levels between 3 and 5 h, is avail-
able for systemic action®® %,

Temazepam can be regarded as Nj-methyloxazepam and it is also demethylated to
oxazepam in a minor metabolic pathway. However, temazepam is primarily conju-
gated to the major metabolite temazepam glucuronide!®. Absorption depends on
whether a soft gelatin (used in Europe) or a hard gelatin (used in the USA) capsule
is utilized'™. From the soft gelatin capsule, peak levels of temazepam are generated
more rapidly (0.8 h) than from the hard gelatin capsule (1.4 h). The unbound frac-
tion of temazepam is about 2.5 to 3%. Elimination proceeds with a t;, of 8 to 16 h
and a CL of approximately 90 ml/min'"-1%,

Tetrazepam’s structure (see Fig. 1) and metabolism (demethylation, hydroxylation)
both closely resemble diazepam. The manufacturer reports a t;, of 12 £ 2 h and
plasma protein binding of 70%.
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Triazolam’s metabolic pathways involve hydroxylation in two different positions.
The metabolites may have some pharmacological activity; however, they appear in
plasma in negligible amounts'®). Following oral administration, peak concentrations
are observed between 1 and 2 h. Elimination is rapid with a t,;, of 2 to 4 h and CL of
about 350 ml/min!® 1%

Camazepam'™, loprazolam'® and quazepam' are new effective benzodiazepines
whose clinical pharmacokinetics have not been yet fully investigated.

As already mentioned, benzodiazepines are lipophilic and highly protein-bound
drugs, which are widely distributed into the various tissues (apparent distribution
volume larger than actual body spaces) and extensively metabolized in the liver
before the metabolites are finally excreted into the urine. Thus, any physiological
and/or disease-induced change in body composition, protein content, liver and other
organ function can modify the pharmacokinetics of the benzodiazepines. Today, this
class of drugs can be already regarded as model compounds for evaluating the effects
of different factors and pathophysiological conditions on drug disposition.

5.3 Determinants of Clinical Pharmacokinetics

In this section some examples will be given which can explain the clinical variability
in the pharmacokinetics of benzodiazepines and their action.

5.3.1 Variability in Absorption

As a group the benzodiazepines are rapidly and nearly completely absorbed after
oral administration. There are some differences of the rate of absorption among the
drugs, with prazepam being the slowest''”. As has been demonstrated for
temazepam, the galenic formulation will be one major determinant for the rate of
absorption'®. Since medications are often taken at meal time, food intake may be
of some clinical importance!™"'". The rate of absorption was reduced but the
extent of absorption slightly increased when diazepam was given with food!?.
Meals had no effect on the extent of absorption of clobazam'*!" and
oxazepam''®, but lower peak levels of clobazam occurred later. Most phar-
macokinetic studies with oral application are performed after an overnight fast and
food is allowed at 2 to 3 h post-dosing. Thus, from the limited data one could
generalize that absorption of benzodiazepine might be somewhat delayed by food.

5.3.2 Plasma Protein Binding

One important determinant in drug disposition is the binding to plasma proteins,
and this is especially true for drugs where more than 90-95% are bound (reviews
in'">® Most of the benzodiazepines commonly used exhibit such an extensive
binding, and only the low plasma protein binding of flurazepam (15%) can be
ignored (96.5% active metabolite desalkylflurazepam is bound). Over a wide con-
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centration range (10-10000 ng/ml) binding of benzodiazepines is concentration-
independent!'”. Among the many derivatives, especially the pharmacokinetics and
plasma binding of diazepam has been thoroughly investigated. Diazepam can be
considered as a model drug of this group for the evaluation of a variety of factors
influencing protein binding. Even in a relatively homogenous population of 27
healthy and drug-free male volunteers an approximately five-fold variation in the
free fraction of diazepam or desmethyldiazepam was seen'?” 'V, In twin-studies the
genetic contribution to the observed variability in the plasma binding of diazepam
was examined. Since the within-pair variances were not greater in 11 dizygotic than
in 18 monozygotic twin pairs, a greater contribution of environmental than of genet-
ic factors will explain the intersubject variation'?”. However, no significant linear
relationships were observed between serum albumin or total protein and the binding
of chlordiazepoxide, diazepam'?V, lorazepam and oxazepam'®.

In pharmacokinetic studies a postprandial increase in plasma levels of diazepam
has sometimes been observed. Therefore, it was investigated whether food intake
might influence these plasma levels via changes in plasma binding. There was no
significant change in diazepam bound before and after meals, suggesting that normal
food intake does not alter plasma binding of diazepam'?'®). In addition, no influ-
ence in the binding of chlordiazepoxide, oxazepam and lorazepam between the fed
and fasting state has been reported'®”. Surprisingly, a diurnal variation of +20% in
the free fraction of diazepam was described'®®, which could not be confirmed with
midazolam'?".

5.3.3 Age

In view of the increased incidence of chronic illness and disability, the elderly
consume more than a proportionate share of benzodiazepines. In addition to the
increased exposure to drugs, the elderly incurs a number of physiological changes
that are likely to alter the response to drugs. As people grow older there is a wasting
of muscle tissue, accumulation of fat and a decrease in body water, liver mass and
brain weight. Progressive decreases with age are found for cardiac output (hepatic
perfusion), lung and kidney function. While there are many ways in which older
patients respond differently from younger people, it is difficult in many instances to
separate the overlapping effects of “normal” aging from the effects of degenerative
diseases. Age-related changes in benzodiazepine disposition and/or pharmacody-
namics are considered as causative factors for an altered drug response.

There is little definitive evidence that demonstrates an age-related decline in
intestinal absorption. Reduced intestinal perfusion secondary to the decreased car-
diac output might decrease the absorption of certain drugs. However, high-clear-
ance drugs (e.g. midazolam) that exhibit first pass elimination could be cleared more
slowly, resulting in a higher bioavailability. A number of factors influence the appa-
rent volume of distribution (V) of benzodiazepines, such as changes in body com-
position (accumulation of fat, loss of lean body mass and body water) and plasma
protein binding with age. The slight decrease in albumin, which might be larger in
poorly nourished, ill or severely debilitated elderly, causes a small increase in the



140 U. Klotz

free and biological active fraction of some drugs, which consequently will be subject
to more intensive distribution and a faster elimination.

It has been demonstrated by two independent studies that elderly eliminate
chlordiazepoxide more slowly than young subjects'?® ), With diazepam somewhat
different results have been reported: t,, exhibited a significant age dependency
(r = 0.83, p < 0.001) ranging from about 20 h (20 years) to about 100 h (80 years),
which was associated with a parallel increase in V (r = 0.74, p < 0.001). Plasma
binding was not affected by age. In the 33 healthy adults (of whom 27 were men) CL
did not significantly (r = 0.39, p = 0.09) decline with age’*”. Confirmatory results
have been published recently™: t;, of diazepam among males increased with age
(r = 0.53, p < 0.005) as did V (r = 0.67, p < 0.001). There was only a weak ten-
dency of a decrease in CL (r = 0.32) and an increase of the free fraction of diazepam
(r = 0.14). For desmethyldiazepam also an age-dependent elimination has been
found in men but not in women'*>*¥, The prolonged t,,, seen in the elderly was
mainly due to a decrease in CL.

Studies with other oxidized benzodiazepines yielded similar results. Desalkyl-
flurazepam, the principle and active metabolite of flurazepam, had a longer t;, in
elderly compared to young men. Steady-state plasma levels of this metabolite were
also significantly higher in elderly than in young men'*. Similarly, t,, of midazolam
was longer in elderly (mean 4.33 h) than in young patients (2.77 h), which was
caused, as in the case of diazepam, by a significant increase in V'*®. Clobazam’s t;,
is significantly longer in the elderly, which is mainly due to an increase in V. Addi-
tionally, CL declined with age in men™. With triazolam a reduced CL and an
unaffected t;,, has been found in old age'*®. Alprazolam’s CL also seems to be age-
dependent'™. The increase in t,, of brotizolam with age was attributable to a
decrease in CL'®Y.

No significant change with age in the disposition of oxazepam could be
observed® V. Similarly, the aging process was associated only with minor and
clinically irrelevant changes in the disposition of lorazepam!® '), temazepam',
nitrazepam'**) and flunitrazepam'*®.

These kinetic studies were carried out with single doses of the different ben-
zodiazepines. Thus, the question arises whether this represents the clinical situation,
where such drugs are administered for longer periods of time. Therefore, we per-
formed clinically more relevant steady-state cross-over studies in the elderly with
diazepam, bromazepam and oxazepam. Compared to healthy subjects between 20
to 34 years of age, hospitalized patients with a mean age of 81 years demonstrated
no change in the disposition of oxazepam (50 mg given daily for one week). How-
ever, the same six elderly patients showed a prolonged t,, of bromazepam (3 mg/day
for one week) and diazepam (5 mg/day for two weeks). In both cases the longer t;,
was associated with an increase in V, but oral CL was not significantly decreased™.
Since the results of the multiple-dose studies with diazepam and oxazepam are
similar to what has been found after single dosing of both drugs, one could assume
that comparative single-dose studies will give representative answers to the question
on whether the disposition of a particular drug will be affected by the age of the
patients.

If one summarizes and attempts to draw any conclusions from the numerous age
studies with the various benzodiazepines, one fact seems very obvious: drugs which
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are solely eliminated by glucuronidation (so-called phase II reaction), such as
oxazepam, lorazepam and temazepam, are not significantly affected by age. Simi-
larly, disposition of nitroreduced benzodiazepines (e.g. flunitrazepam, nitrazepam)
seems to be age-independent. The picture is not as simple for derivates where the
enzymatic mixed function oxidase system is involved, e.g. the so-called phase I
reactions dealkylation and hydroxylation. For some drugs CL, as a measure of
hepatic elimination and metabolism, is significantly decreased in the elderly, for
other derivatives CL is only marginally reduced or only affected in men. Since
benzodiazepines are very lipophilic drugs, their V increases with age. Thus, the
disposition of a particular benzodiazepine can be altered in several different ways in
the elderly.

5.3.4 Gender

Sex-related changes in drug disposition might alter the action of drugs"”, and

prescription/consumption of benzodiazepines in females is twice as high as in males.
Since body composition (e.g. percentage of adipose tissue) is different in both sexes,
changes in the distribution of the lipophilic benzodiazepines can be anticipated.
Thus, it is not too surprising that chlordiazepoxide™, diazepam'*'® and
midazolam™® show a significantly larger V among females as compared to age-
matched males, suggesting more extensive drug distribution. However, V of
alprazolam®, triazolam and temazepam®” seems to be gender-independent. Val-
ues of t;, and CL for chlordiazepoxide?, midazolam™* and alprazolam™ did not
differ between sexes. Only in elderly women t,;, of triazolam was shorter and t,,, of
temazepam longer than in elderly men™?. Correspondingly, CL for triazolam was
higher and for temazepam lower only in aged female subjects as compared to age-
matched male subjects. For diazepam, only in young females a longer t;;, and a
reduced CL compared to young males has been observed' %,

Currently, no clear picture has been derived from these complex data; this might
be due to confounding cofactors, such as obesity or intake of oral contraceptives in
young females.

5.3.5 Obesity

About 20% of our population is affected by obesity, and this can influence the
disposition of benzodiazepines, e.g. t;, of alprazolam™®, diazepam, desmethyl-
diazepam®” *® and midazolam™ in obese subjects were more than two-fold pro-
longed in comparison to controls, which was due entirely to a large increase in V. In
contrast, the prolonged t,, of triazolam seen in obese subjects was caused by a
decrease in CL™®. When V and CL of lorazepam and oxazepam were normalized to
body weight, both increased values in obese subjects approached control values.
Since V and CL increased with body weight, t,, being dependent on both parame-
ters was not significantly different in this population for both drugs™.



142 U. Klotz
5.3.6 Liver Function

All benzodiazepines are metabolized in the liver, and, therefore, the function of this
drug-eliminating organ plays a key role for their pharmacokinetics. Liver disease in
humans is not a single entity, but consists of an assortment of pathophysiological
disturbances, such as damage of hepatic cells, reduction or shunting of liver blood
perfusion and alteration in plasma protein synthesis. All these factors have separate
and potentially additive or competitive effects on the pharmacokinetics of ben-
zodiazepines. In addition, the degree of functional abnormality varies widely within
any diagnosed disease group, and the clinical and laboratory criteria for rating the
severity of the particular hepatic dysfunction are relatively crude. Difficulties also
occur in the selection of the right and comparable control individuals, which
becomes obvious, if one keeps in mind all the factors influencing the distribution and
elimination of drugs. Based on these criteria, diazepam is more slowly eliminated
(ty, increased, CL decreased) in patients with acute hepatitis and alcoholic cirrhosis.
In addition, an increased V also has been observed in such patients, which is due toa
decrease in plasma protein binding®" %V, Similar results in respect to a prolonged
tin, decreased CL and protein binding and a larger V in patients with hepatic
dysfunction have been found for chlordiazepoxide!® 9, desmethyldiazepam'®)
and brotizolam'®. With nitrazepam no significant differences in t;,, CL and V
between patients with alcoholic cirrhosis and age-matched controls have been
described; however, if the decrease in plasma protein binding is taken into consider-
ation, the CL of unbound nitrazepam was significantly lower?.

In contrast, oxazepam'® ) and lorazepam'*?, two benzodiazepines which are
eliminated by hepatic conjugation with glucuronic acid, did not show significant
changes in their elimination in patients with liver disease, compared to age-matched
controls. From these data it can be assumed that conjugation of drugs is less effected
by liver disease than hydroxylation and dealkylation.

5.3.7 Alcohol Withdrawal

Chronic alcoholics in moderate-severe withdrawal and with apparently normal liver
function exhibited no significant differences in the protein binding, distribution and
elimination of diazepam'®®).

5.3.8 Kidney Function

It is generally proposed that drugs (e.g. benzodiazepines) which are extensively
metabolized can be given in normal doses to patients with renal insufficiency. How-
ever, water soluble metabolites will accumulate. If they are still pharmacologically
active, they can contribute to clinical effects. In uremic patients the apparent termi-
nal t;, of oxazepam was 24-91 h, which was due to secondary plasma concentration
peaks about 24 h after the dose. In contrast, CL appeared to be normal'®®. Conju-
gated metabolites accumulated and their renal CL was significantly correlated to
creatinine CL!% 17 Plasma protein binding of oxazepam'®” and diazepam'?":'%®)
was reduced in patients with renal disease, which might be due to hypoproteinaemia
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or displacement by accumulated endogenous ligands. After a single oral dose of
lorazepam, t;, of unchanged drug was not different in patients with chronic renal
failure. High concentrations of the glucuronide accumulate in plasma in the pres-
ence of severe renal function impairment!®