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Foreword 

Scientific progress, more and more, makes it possible to relate disease to irreg­
ularities on a molecular basis. Both, diagnosis and cure can be targeted to a well 
defined biological structure. Modern medical research aims at the investigation of 
the interaction of molecules and bio-macro-molecules, formerly the area of chemis­
try, biochemistry and pharmacology. 
This series was founded to provide a vehicle for the dissemination of results in a 
multidisciplinary area of contemporary research. It will publish extensive review 
articles at a high level, that will relate a particular subject to the scopes of medical 
chemistry. Thus, information and useful references will be spread among the schol­
ars. 
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The major toxic effects of selected metals and their compounds have been considered, along with 
discussions of their essentiality, distribution and environmental exposure. The carcinogenic and 
mutagenic properties of these metals are discussed in detail with critical consideration of 
epidemiological and in vitro studies conducted with these metals and their compounds. Extensive 
individual consideration has been given AI, As, Be, Cd, Cr, Pb, Hg and Ni. Other metals such as 
Co, Cu, Mn, Ag and V have been discussed in less detail grouped together. It is hoped that the 
discussion of these metals will provide a useful general reference for understanding their toxicity and 
a more complete reference for consideration of their carcinogenic properties. 
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Introduction 

The major toxic effects of selected metals and their compounds have been consid­
ered, along with discussions of their essentiality, distribution and environmental 
exposure. The carcinogenic and mutagenic properties of these metals are discussed 
in detail with critical consideration of epidemiological and in vitro studies conducted 
with these metals and their compounds. Extensive individual consideration has been 
given to AI, As, Be, Cd, Cr, Pb, Hg, and Ni. Other metals such as Co, Cu, Fe, Mn, 
Ag and V have been grouped together. It is hoped that the discussion of these metals 
will provide a useful general reference for understanding their toxicity and a more 
complete reference for consideration of their carcinogenic properties. 

1 Aluminum 

Although aluminum metabolism has been the object of study for many years, the 
role of aluminum in the function of mammalian systems is not clear. The nonessen­
tial nature of Al is suggested by the net loss of administered Al in man!). An attempt 
to induce an AI-deficiency disease in rats via an AI-deficient prepared diet led to the 
conclusion that if Al was an essential element, the dietary requirement could be met 
by as little as 1 !lg Al/day2). 

Parenteral and oral administration of large experimental doses of Al in animals 
as the chloride, sulfate, or hydroxide salts results in lethargy and death in rats3). Skin 
lesions, gastrointestinal disturbance, growth retardation, perihepatic granulomas 
and fibrous peritonitis are other toxic effects caused by AI!). Many of the effects of 
dietary Al intoxication are thought to be the result of perturbation of phosphate 
metabolism in the affected organism 1,4-6). 

At high levels of AI, a net loss of phosphorus occurs as a result of the formation 
of insoluble AIP04 in the gut which is then excreted. This loss of inorganic phos­
phate may shift the equilibrium of phosphorylated compounds in the organism 
toward inorganic phosphate causing a decrease in the amount of phosphorylated 
intermediates necessary in nucleic acid and energy metabolism. 

The neurotoxicity of Al in man is evident from studies of occupational exposure 
to Al duse). Inhalation of Al particles, less than 2!lm in diameter leads to 
encephalopathy as well as pulmonary fibrosis. Patients undergoing renal dialysis are 
subject to dementia as a result of elevated Al levels in the dialysate8). The whole 
tissue Al levels in dialysis encephalopathy patients are about 10 times the level of Al 
in control brain tissue9). 

Further implication of Al in neurotoxicity is offered by studies which show the 
presence of Al in neurofibrillary filament tangles in Alzheimer's disease lO). 

Neurofibrillary tangles in the brain cells of Alzheimer's disease patients are one 
feature characteristic of the disease. The brain cells containing the degenerated 
neurofibrillary structures also contain Al in the nuclear region of the cell. 
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The two major sources of environmental exposure to Al are occupational contact 
and dietary ingestion6, 8). As mentioned earlier, pulmonary fibrosis is one result of 
prolonged inhalation· of Al dust. Aluminum-containing food and food additives, 
non-prescription drugs containing AI, and Al cookware have been cited as major 
dietary sources of Al contact6). 

The distribution of Al upon ingestion or inhalation is dependent on the solubility 
of its salts; most Al salts are relatively water insoluble. Most inhaled insoluble Al 
compounds remain in the lung over longer times1). The absorption of Al in the 
gastrointestinal tract is poor (vide supra) and is thus mainly excreted. That Al which 
is absorbed, presumably by phagocytosis carried out by macrophages, is distributed 
in liver, kidneys, testis, brain and skeleton. As with most metals, the turnover of Al 
in most soft tissues is greater than that of the metal in bone. However, the persistent 
high levels of Al in the brain in dialysis induced encephalopathy and in Alzheimer's 
disease remain unexplained. 

The absence of published data regarding the carcinogenic potential of Al sug­
gests that such activity has not been observed. The apparent effects of long-term Al 
exposure in man do not extend to carcinogenesis. The use of cell transformation 
assays as an indicator of the carcinogenicity of Al also lead to the conclusion that Al 
is not carcinogenic. An in vitro assay involving the induction of transformation in 
Syrian hamster embryo cells or the enhancement of viral transformation of SHE 
cells12) demonstrates no transforming activity due to AI. 

Aluminum is not a mutagenic metal when mutagenesis is taken as decreased 
fidelity of proper base insertion into DNA synthesized in vitro using a viral DNA 
polymerase which lacks a repair mechanism13). The use of a rec assay also failed to 
show Al possesses mutagenic activity in the bacterial system employed for the 
assay14). 

Since no evidence for the carcinogenicity or mutagenicity of Al is available, the 
lack of study of the effects of Al on DNA structure and function is not surprising. 
Although perturbations in phosphate metabolism due to the binding of Al to inor­
ganic phosphate have been documented, the effect of phosphate depletion by Al on 
DNA metabolism has not been investigated. Similarly, no data is available on the 
interaction of Al with the structure of the DNA molecule; interaction of the posi­
tively charged Al with the phosphate may have an effect on the conformation of the 
nucleic acid. 

Chromosomal aberration as a result of treatment of 3 mammalian species with Al 
has been reported15) but doubts exist as to the interpretation of these findings as a 
result of the experimental method. Aluminum hydroxide gel was injected i. p. into 
animals after which non-characterized peritoneal cells were obtained by lavage. No 
attempt to differentiate peritoneal cells from cells involved in an immune response 
such as macrophages was reported, leaving the significance of the chromosomal 
aberration open to question. 



Toxicity and Carcinogenicity of Metals 5 

2 Arsenic 

There is substantial evidence that arsenic is an essential trace element for normal 
growth and development of experimental animals. For example, arsenic deficient 
goats had a 77% incidence of mortality whereas only 13% of the control goats died 
during the same time interval!6). After weaning, 60% of As-deficient lambs died 
within 140 days while no mortality was evident in the control group!6). A number of 
physiological parameters are effected by arsenic deficiency in goats including 
decreased conception rate, increased abortion rate, and decreased hematocrit!6). 

The toxicity of arsenic is highly dependent upon the chemical form of the metal. 
The trivalent form is generally considered to be more toxic than the pentavalent 
form although this is probably due to its less rapid excretion from the body!?). The 
trivalent form is thought to be approximately 4 fold more toxic than the pentavalent 
form (oral LDso values of trivalent form in rats are 10--293 mg/kg). Organic arseni­
cals are cleared more rapidly than the inorganic forms and are considered less 
toxic17). The most toxic compound containing arsenic is arsine gas (AsH3), and it is 
relatively persistent in the body while most of the other arsenic compounds are 
completely eliminated in vivo within 48 hrs. The cellular mechanism of toxicity of 
the pentavalent arsenic form differs from that of the trivalent form. Arsenate (As+S) 
uncouples mitochondrial oxidative phosphorylation by its ability to substitute for 
inorganic phosphate, forming unstable arsenate esters that spontaneously decom­
pose2) (arsenolysis). Trivalent arsenicals on the other hand react with sulfhydryl 
groups and inhibit the tricarboxylic acid cycle. The pyruvate dehydrogenase system 
is especially sensitive to the trivalent arsenicals since this form of arsenic interacts 
with the sulfhydryl groups present in lipoic acid. The ability of arsenic to inhibit the 
production of ATP suggests that it will effect virtually any organ in the body, 
dependent only upon its distribution. In both the chronic and acute exposure situa­
tion, the liver and kidney become degenerated since arsenic distributes well to these 
organs. Chronic exposure to arsenic also has effects upon the skin, producing hyper­
keratosis and cancer at that site. eNS encephalopathy and peripheral nerve degen­
eration have also been reported following chronic exposure to arsenic. Arsenic is 
also highly teratogenic. Arsine gas produces severe hemolysis of red blood cells, 
leading to anoxic tissue damage. Environmental exposure to arsenic comes about 
primarily as a result of metal smelting operations, its use as a pesticide and herbi­
cide, and the burning of fossil fuels such as coal. Since arsenic containing pesticides 
and herbicides have been used extensively in agriculture, arsenic taken up by plants 
is a significant source of As. Arsenic is also concentrated in marine organisms such 
as crustaceans; therefore water pollution is also a significant problem. 

The carcinogenic activity of arsenic is an extremely controversial issue. Several 
authors have stated that there is a lack of good experimental evidence to establish 
arsenic as a carcinogen. They felt that the issue of arsenic being a carcinogen has 
been oversimplified and unjustifiably plagued with a hazardous symbol. For exam­
ple, Frost!8) has indicated in a review of arsenic carcinogenesis that arsenic has been 
swept into a common pattern of our time as stated by a prediction made a century 
ago, "our time would be the age of the great simplifiers and that the essence of 
tyranny would be the denial of complexity". The point being made here is while 
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extensive exposure to arsenic is certainly hazardous there is probably a safe and 
perhaps even beneficial level of exposure. 

Numerous epidemiological studies support a role for arsenic in the induction of 
human lung and skin cancer. In a number of these studies exposure to arsenic was 
monitored and a dose-response relationship exists in the induction of malignancies 
as shown in the accompanying tables and figures . 
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Table 1. Respiratory cancer deaths and SMRs by cumulative arsenic exposure lagged 0 and 10 years, 
Tacoma smelter workers 

Lag 

Cumulative Exposure o Lag 10 Year Lag 
(!!g/As/l) 
(urine-years) Observed SMR Observed SMR 

Deaths Deaths 

600 (302) 8 202.0 10 155.4 
500-1500 (866) 18 158.4 22 176.6" 
1300-3000 (2173) 21 203.2b 26 226.4b 
3000-5000 (4543) 26 184.1b 22 177.6" 
1000+ (13457) 31 243.4b 24 246.2b 

" P < .05 
b P < .01 
( ) Mean of class interval 
Source: Enterline and Marsh (1982)21) 

The reported skin cancers with arsenic exposure appear to be of two histological 
types: squamous carcinomas in the keratotic areas, and basal cell carcinomas. The 
amount of data on the histological classification of lung tumors associated with 
exposure to arsenic is limited. Since arsenic was once used in a medication (Fowler's 
solution) to treat syphilis, accurate human exposure data is available. Some of the 
epidemiological studies of arsenic carcinogenesis have also been corrected for smok­
ing histories22). Therefore the epidemiological evidence for arsenic being a carcino­
gen to humans is excellene2). However, numerous attempts to induce cancer in 
experimental animals with arsenic have been unsucessfuI22). In eighteen separate 
studies, rats and mice have received salts of As20 3 by oral, i.v., skin painting, 
intramuscular, and intratrachael administration but only two of these reported any 
statistically significant excess of tumors over controls22). However, most of these 
studies were conducted in the 1950's and 1960's and there is clearly a need to further 
investigate the carcinogenic role of arsenic in experimental animals22). 

Arsenic has clearly been shown to produce chromosomal aberrations in ViV023) 

and in vitro24). It also increases the frequency of sister chromatid exchanges in 
humans that had taken Fowler's solution for psoriasis25). These results suggest that 
arsenic is genotoxic. One study has shown that arsenic produces point mutations26) 

while two other studies have demonstrated no such induction of mutations in bac­
teria by arsenic27, 28). Arsenic has been shown to induce transformation in Syrian 
hamster embryo cells in a dose dependent fashion29). This effect is more closely 
linked to a carcinogenic response than the genotoxic-mutagenic effects described 
above. Thus at the present time, it seems reasonable to consider arsenic as a poten­
tial carcinogen since many good epidemiological studies support this claim. The fact 
that arsenic is not highly mutagenic despite its having carcinogenic activity is not 
inconsistent with the results obtained with other carcinogenic metals30). For exam­
ple, nickel compounds are clearly implicated as carcinogenic yet they are not 
mutagenic in many systems30). 
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3 Beryllium 

Beryllium has been industrially manipulated in quantity only since the 1930's so 
concern about its interaction with organisms has developed only relatively recently. 
Beryllium is not an essential element and is found in non-exposed tissue at very low 
( < 20 Ilg/kg dry pulmonary tissue) to undetectable levels31). 

Exposure of humans to Be dust in a chronic fashion results in pulmonary 
granulomatosis, pneumonitis, cardiac enlargement, and granulomatous lesions of 
skin, liver and lymph nodes31-33). This exposure is a consequence of occupational 
contact as well as the combustion of Be-containing fossil fuel31-37). 

Beryllium is extensively used in a copper alloy for electrical switching devices, in 
nuclear weapons production and nuclear reactor structures, and was formerly used 
as a fluorescent tube phosphor31). Workers employed in industries utilizing Be have 
in the past been exposed to Be resulting in the dermal and pulmonary responses 
noted above38). The general population has also been exposed to low levels of Be 
since coal contains Be and the combustion products of coal are widely dispersed in 
the environment. 

The distribution and excretion of Be once absorbed has been the subject of a 
number of studies31, 39). The inhalation of BeSO 4 in rats results in a concentration 
dependent retention of Be in the lungs under conditions of continuous exposure. 
After exposure has ceased, the level of pulmonary Be falls with a half life of about 
2 weeks. Subsequent migration of Be from lungs is much less rapid with smaller 
amounts of Be remaining for several months31). Injection of carrier-free BeCl2 i.p., 
Lv. or Lm. in rats resulted in deposition of about 50% of Be in the skeleton39). The 
absorption of ingested Be is limited by the poor solubility of Be3(P04h formed in the 
bulk of the gastrointestinal tract at alkaline pH. Of BeS04 ingested by rats, only 
20% of metal was absorbed, probably in the stomach where the low pH increases the 
solubility of the metal40). Beryllium circulates as a colloidal phosphate adsorbed on 
plasma a-globulin. The half life of carrier free BeCh in blood is 3 hours41). Since Be 
is tightly bound to plasma protein it is not filtered by the glomerulas but appears in 
the urine by active secretion into the tubules. 

The carcinogenicity of Be compounds has been the subject of study in a number 
of systems. Experimental studies done on rats, rabbits, guinea pigs, hamsters and 
monkeys and epidemiological analysis of data from industrially exposed workers 
lead to differing conclusions regarding Be carcinogenicity. More workers exposed to 
Be than statistically expected died as a result of lung cancer (47/3055 observed, 34/ 
3055 expected) based on records maintained over a 20 year period38). In a study 
comparing lung cancer mortality between Be-exposed workers and employees in 
another manufacturing industry, the incidence of lung cancer was also greater (80 
observed, 57 expected) in the Be-exposed individuals43). In the face of the data 
indicating a greater occurrence of cancer in Be exposed humans, one IARC group 
has concluded Be is a potential but not a confirmed carcinogen39). This classification 
was based primarily on questions regarding the methodology of the epidemiological 
studies. This conclusion stands in contrast to that of another committee that con­
cluded Be is the cause of increased cancer mortality in Be exposed groups35). 
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Studies in animals demonstrate an apparent species specificity in the response to 
Be exposure. Intravenous zinc beryllium silicate induced osteosarcoma in the long 
bones of rabbits35). These experiments were followed by hosts of others in which Be 
was studied in a number of species, utilizing different salts, administered at varied 
concentrations by different routes. Guinea pigs and hamsters of the species studied 
failed to develop tumors under conditions that induced tumors in rabbits, pigs, rats, 
and monkeys34, 36). 

Cell transformation assays have confirmed the carcinogenic properties of Be in 
mammalian systems. The morphological transformation of Syrian hamster embryo 
(SHE) cells was increased in a dose dependent manner by BeSO/7, 48). Further, the 
viral transformation of SHE cells was also increased by the presence of BeS0449). 

In contrast to the demonstrated ability of Be to transform mammalian cells in cell 
culture assay systems stands the effects of Be in some mutagenicity assays. A 
number of bacterial systems have been utilized to determine the mutagenic potential 
of Be. Beryllium did not cause the development of mutant Salmonella colonies50) 
nor did Be show an effect on an E. coli induct test5!). The failure of the induct test 
may be the result of defects in the design of the assay. Another B. subtilis test 
system which measured the growth differences of recombination repair-deficient 
strains treated with metals did demonstrate a mutagenic effect of Be52). 

A Chinese hamster cell line was used to determine the mutagenicity of Be in a 
mammalian systems53). Mutants resistant to 8-azaguanine were induced from a cell 
line sensitive to 8-azaguanine by the action of BeCl2 but the extent of induction was 
less than that of the control agent N-methyl-N'-nitro-N-nitrosoguanidine under 
equivalent levels of exposure. 

Since Be has been shown to be carcinogenic and mutagenic in a number of 
systems, its effects on DNA structure and metabolism have been studied. Deoxy­
thymidine kinase has been shown to be inhibited by millimolar concentrations of Be 
in vitro54). However, the physiological significance of this inhibition is open to ques­
tion because of the relatively high levels of Be necessary to produce this effect. 

The fidelity of DNA synthesis has been used to measure the effect of Be on the 
enzymes of DNA metabolismss, 56). In an assay employing a purified viral DNA 
polymerase and a synthetic homopolymer DNA template, Be was found to increase 
the number of incorrect bases inserted into the newly synthesized strand of DNA. 
The decreased fidelity has been attributed to effects of Be on the DNA polymerase 
at a site removed from the catalytic site of the enzyme since preincubation of only 
the polymerase with Be caused the misincorporation of bases 57-59) . 

In addition to decreasing the fidelity of DNA replication, Be also has been 
shown to cause sister chromatid exchange (SCE) to a small extent in a P 388 cell line 
but did not cause SCE in human lymphocytes3!). 

In view of the demonstrated effects of Be in the mutagenesis of cells, in car­
cinogenesis in a number of species, and on the nucleic acid metabolism of cells, Be is 
correctly considered a metal with potent carcinogenic and toxicological activity. 
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4 Cadmium 

Cadmium has been associated with metal toxicity since at least 1858 when a report 
was recorded of inhalation of CdC03 dust and subsequent pulmonary effects60). In 
the intervening period, Cd has been the object of numerous assessments of its effects 
on organisms which are exposed to it. 

Major toxic effects in man follow two primary routes of exposure pulmonary and 
gastrointestinal absorbtion. Inhalation of large quantities of Cd as CdO fumes 
results in bronchial and pulmonary irritation followed by dizziness, weakness, chills, 
fever, chest pain and dyspena. Pulmonary edema is the primary cause of death 
resulting from acute exposure. Acute renal failure and cardiopulmonary depression 
brought about by Cd exposure may also result in death60, 61). Chronic inhalation of 
Cd causes emphysema, liver damage, anemia, proteinuria, and renal tubular dam­
age63). Cadmium causes atrophy of proximal tubules resulting in increased excretion 
of low molecular weight proteins. Glomerular damage may also follow Cd intoxica­
tion leading to aminoaciduria, glucosuria and phosphaturia60). 

Ingestion or systemic adsorption of large amounts of Cd (> 3 mg in an adult) 
causes nausea, vomiting, abdominal cramps and headache which may be followed by 
acute renal failure and cardiopulmonary collapse. Chronic ingestion, particularly 
well studied in Japan as a result of widespread environmental contamination, leads 
to renal tubular defects and a painful degenerative bone disease called "itai-itai" 
(literally, "ouch-ouch"). Cadmium-induced renal tubular damage perturbs calcium 
metabolism, resulting in osteoporosis and osteomalacia. Pressure on the bones cause 
pain, hence the name of the disease61 , 63). 

The testis is perhaps the organ most sensitive to damage produced by Cd. Injec­
tion of Cd2+ caused rapid atrophy of the testes with resulting sterility in experimen­
tal animals68). 

Environmental exposure to Cd occurs via the diet and by atmospheric contami­
nation. Various dietary components contain Cd in the range of 0.01-0.2 /-tg/kg wet 
weight in areas not contaminated by this metal. Rice grown in some of the many Cd­
contaminated areas of Japan contains an average of about 1 mg Cd/kg60). Soil con­
tamination can result from airborne particulate matter arising from metal refining 
processes and fossil fuel combustion or from the application of Cd containing fer­
tilizer or sewage sludge61, 63, 64). Cigarette smoke also contains Cd and is a source of 
human exposure65). 

Occupational exposure is another avenue of Cd intoxication. Cadmium is used as 
a coating for iron and steel since Cd-plated items are highly rust-resistant. Alloys 
containing Cd are employed in solders, welding rods and automobile radiators. 
Some pigments and plastics also contain Cd. Cadmium is a by-product of Zn smelt­
ing as well. Workers employed in industries utilizing Cd are at risk of Cd exposure if 
adequate measures are not taken to reduce contact with the metal61, 62, 66, 67). 

Differences exist in the absorption of Cd depending upon the route of exposure. 
Approximately 35% of inhaled Cd is absorbed based on calculations from exposure 
studies in animals63, 69). The size of the particulate matter and the solubility of the 
particle influence the absorption with smaller, more soluble particles resulting in 
greater absorption. The uptake of Cd from the gut extends to only about 6% of the 
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ingested amouneO). After absorption, approximately one third of the total body 
burden of Cd is found in the kidneys with half that amount in the liver after long 
times. 

Once absorbed, Cd remains in the body for extended periods and accumulates in 
tissues over time with continued exposure. The half life in humans is greater than 
10 years69, 71). The finding that most of the Cd present in liver and kidney was bound 
to a protein called metallothionein led to the focus of work on the role of this protein 
as a natural protective chelator against toxic exposure to this metal72, 76). Cadmium 
has been found to induce the synthesis of metallothionein mRNA77, 81). Once syn­
thesized, the biodegradation of Cd-metallothionein has been found to occur with a 
half time of between 3 and 4 days; the Cd released from the biodegraded protein 
then causes the induction of new metallothionein synthesis which results in Cd 
continually bound to metallothionein in the steady state82). This mechanism may 
explain the long term retention of Cd in tissue since the association constant of Cd 
bound to the protein is relatively high83-85). 

Since Zn and smaller amounts of Cu are bound to metallothionein in unper­
turbed systems and since metallothionein is present even in the absence of induc­
tion, a physiological role of metallothionein may be to serve as a donor of Zn to Zn­
requiring sites in cells85-88). The perturbation of this function of metallothionein in 
Zn homeostasis may be in part responsible for the expression of the toxic effects of 
Cd. The effects of Cd on the proximal tubules and its relationship to metallothionein 
may serve as an illustrative example of the expression of Cd effects in the kidney. 
The proteinuria resulting from Cd exposure has been correlated histologically to 
degeneration of the tubular epithelium89). Metallothionein is found in the proximal 
convoluted tubular cells of rats after Cd treatment but more interestingly, also prior 
to Cd administration90). If the physiological role of metallothionein is disrupted by 
the binding of Cd to metallothionein causing the proximal tubular cells to degener­
ate, the subsequent proteinuria is not surprising. The competition of Cd and Zn for 
the same metabolic pathways may also explain the amelioration of the toxic effects 
of Cd by administration of Zn60). 

In addition to renal toxicity as a result of Cd exposure, the carcinogenic potential 
of Cd is a factor in its interaction with organisms. A number of epidemiological 
studies have been carried out following cancer morbidity and mortality resulting 
from Cd exposure. An early tabulation of cancer cases in workers exposed to CdO 
dust showed four observed instances of prostatic cancer in a cohort of workers in 
which 0.58 cases were statistically expected91,92). Another study of workers in a Cd 
smelting plant found 27 deaths from cancer in a population where only 17.5 were 
expected. Furthermore, 4 of the deaths resulted from prostatic cancer when 1.2 were 
expected93). Still another study found no significant difference in cancer mortality 
between Cd-exposed and non-exposed workers94). An interpretation of these studies 
suggests that overall, Cd tends to increase the incidence of prostatic cancer among 
workers exposed to Cd95) but that this association is tenuous96). 

The carcinogenicity of Cd has also been studied in rodents but evaluation of the 
result must be tempered by noticing the differences in the prostate gland between 
rodents and humans95). When rats were given subcutaneous injections of CdS04 for 
2 years, 4 animals (of 25 original) receiving the highest dose of Cd developed sar­
comas at the injection site. No signs of prostate tumors were evident97). Administra-
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tion of Cd by stomach tube in rats and mice over a 2 year period also failed to 
produce postatic tumors or tumors in other organs in excess of controls9S, 99). 

Cadmium has been studied in mammalian cell transformation assays which have 
been used as one measure of the carcinogenicity of these compounds1OO). Syrian 
hamster embryo (SHE) cells were transformed by cadmium acetate101); both CdCl2 
and Cd(CH3COO)2 increased the viral transformation of SHE cells as well102). 

In view of the equivocal carcinogenicity of Cd based on epidemiological and 
experimental studies, the evaluation of the mutagenic properties of the metal may 
contribute to understanding the interaction of Cd with organisms103). Cadmium 
caused a difference in the growth patterns of recombinant repair-deficient strains of 
B. subtilis, indicating mutagenic potential104). However, in two other bacterial assay 
systems, Cd was not shown to be mutagenic105, 106). Cadmium also gave mixed results 
in two different mammalian cell lines used to detect mutagenicity. Mutants were 
induced by Cd in L 5178 Y!TK+I- cells4S) but not in a C 3 H mouse cell HGPRT assay 
system10S). It should be borne in mind, however, that metal compounds as a class are 
not reliably detected in many mutagenesis assays103). 

The effects of Cd on nucleic acid structure and function are varied and have been 
the object of a recent study109). The enzymes of nucleic acid metabolism responsible 
for the catalysis of the reactions necessary for nucleic acid replication are adversely 
affected by treatment with Cd in vivo and in vitro. The incorporation of 3H thy­
midine into the DNA of Erlich ascites tumor cells maintained in mice treated with 
CdCl2 was decreased over the level of incorporation of non-treated cells84). The 
misincorporation of CMP into a poly(rA-rU) product directed by poly(aD-dT) using 
E. coli RNA polymerase was increased in a dose dependent manner by the presence 
of CdCll1). The incidence of incorrect bases incorporated into DNA synthesized 
from poly(dA-dT) using a viral DNA polymerase also was greater when CdCl2 or 
Cd(CH3COOh was present111). 

In addition to affecting the enzymes of nucleic acid metabolism, Cd also has 
effects on DNA structure itself. Single strand breaks of DNA as a result of Cd 
exposure in intact rat hepatocytes have been reported112) and cadmium disrupts the 
structure of isolated helical double-stranded DNA as shown by a decrease in the 
melting temperature of the DNA1l3). 

Since Cd affects the structure of DNA, effects of Cd on chromosomal structure 
might also be expected. Sister chromatid exchange in a P 388 D carcinoma cell line 
was increased by Cd but the results obtained using human lymphocytes were 
equivocal. The conclusion was drawn that Cd has weak chromosome-breaking 
ability114) . 

In spite of the lack of clear evidence of the absolute carcinogenicity of Cd, the 
sum of studies thus far completed shows Cd interacts with organisms in a deleterious 
fashion and as a result its toxic potential alone is sufficient reason for caution in 
dealing with Cd in the environment. 
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5 Chromium 

Chromium possesses both essential and toxic characteristics in its interactions with 
organisms; furthermore, the toxic effects occur at levels of the metal which may 
resonably be encountered in the environment. Deficiency of Cr leads to impaired 
growth and disturbances in glucose, lipid, and protein metabolism115, 116). The car­
bohydrate metabolism disturbances in rats fed Cr-deficient diets were eliminated by 
administration of Cil+ 117). Subsequent studies identified a Cr3+ complex of nicotinic 
acid, glycine, glutamic acid, and cysteine as the so-called glucose tolerance factor 
(GTF) responsible for effective metabolism of glucose due to the postulated role of 
GTF as a cofactor to insulin necessary for initiation of peripheral insulin 
effects118, 119). Administration of Cr6+ or complexes of Cr6+ showed no activity in 
alleviating these symptoms of Cr deficiency. 

As is suggested above, the oxidation state of Cr determines the effects of Cr on 
the organism with which it interacts. Chromium exists in a number of oxidation 
states of which Cr6+ and cil+ are most commonly encountered in biological systems. 
The most stable state of Cr is Cil+, with Cr6+ becoming reduced to Cr3+ by NADH 
or NAHPH upon interaction with cellsl20, 121). Cell membranes are impermeable to 
cil+ but are permeable to Cr6+ as CrO~- which is transported by the sulfate trans­
port systeml21, 122). 

The major toxic effects of Cr compounds are related to the presence of Cr6+; 
trivalent Cr is not toxic in humansI22). Since Cr6+ is the toxicologically active agent, 
consideration of the toxic effects of Cr will deal primarily with this ion. Chronic 
ulcers of the skin may result from contact with Cr6+ persisting for months after 
exposure119). Acute irritative dermatitis and allergic eczematous dermatitis also may 
result from contact with Cr6+ containing compounds119, 120). Corrosion of the nasal 
septum has been reported in individuals occupationally exposed to Cr. Chromate 
becomes deposited on the septum, perforating the mucosa and causing necrosis of 
the underlying cartilage119). Pneumoconiosis has been observed in occupationally 
exposed individuals as well1l9). Bronchial asthma resulting from the inhalation of 
chromate dust is another of the toxic effects of CrI20). Ingestion of large amounts of 
Cr6+ (> 1.5 g) leads to hemorrage in the gastrointestinal tract and deathl20, 123). 

Exposure to Cr compounds results from contact in the general environment for 
the majority of the populace and, to a more significant extent, from contact in the 
workplace for a far smaller number of individuals. Chromium is used in the metal­
lurgical industry, in paint pigments and dyes, in leather tanning, in fungicides, and in 
wood perservativesI24). Workers in occupations utilizing Cr are at higher risk for 
suffering the toxic effects of CrI25). 

Particulate Cr in the air results from combustion of fossil fuels l26, 127), metal 
refineries and cement plantsI20), and from particles generated by automobile brake 
linings which also contain asbestosI28). Waterways may become contaminated by the 
discharge of Cr-containing waste from metal plating plants with subsequent effects 
on the organisms which populate the waterwaysI24). The mean daily uptake of Cr 
from food (primarily Cr3+) has been estimated as approximately 100--200 f.lg Cr/day 
with that ingested from water as 4 f.lg/day and that Cr inhaled as 0.28 f.lglday119,124). 
The oxidation state of Cr must be considered when assessing the relative amount of 
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metal taken up since the primary species in air is Cr6+ 120), and not the relatively 
innocous c2+ present in most foodstuffs. 

The distribution of Cr once absorbed follows some organ specificity. In organs 
from individuals known to have been exposed to Cr, lungs, spleen, liver and adrenal 
glands contained significant levels of Cr. The concentration of Cr in organs from 
workers in the chromate industry was as much as 4 orders of magnitude greater than 
that of non-exposed individuals120). 

The time course of Cr uptake, distribution, and excretion has been reviewed by a 
number of investigators119, 120, 122). In animals, the marginally soluble c2+ ion is 
absorbed to the extent of only 1 % of ingested dose as opposed to 3-6% of the dose 
for Cr6+. Similarly, Cr6+ is absorbed relatively rapidly from the lungs while c2+ is 
not. Once taken up into the bloodstream, Cr6+ can enter cells where it becomes 
reduced to c2+ (vide supra). Once Cr has been reduced intracellularly, excretion 
occurs only slowly. In the instance of red blood cells, this behavior is responsible for 
the relatively high levels of Cr found in the spleen since the degradation products of 
erythrocytes are localized to some extent in that organ12O). The whole body kinetics 
of Cr excretion in rats were measured by utilizing 51CrCI3129). The elimination of 51Cr 
was found to occur in 3 phases with half lives of 0.5 days, 5.9 days and 83.4 days 
corresponding to 3 different compartments containing Cr. 

Evaluation of the carcinogenic properties of Cr compounds has fruitfully 
occupied many investigators over the course of quite a number of years. 
Epidemiological assessment of the incidence of cancer primarily in occupationally 
exposed individuals has clearly shown the effects of Cr exposure on the cancer 
mortality rates of these workers. Beginning with early studies130-132) and extending 
to recent reports133), the incidence of lung cancer in Cr6+ -exposed workers was 
found to be 5 to 40 times that statistically expected. 

Experimental studies of the incidence of cancer in animals as a result of Cr 
exposure using different salts and different routes of administration in a variety of 
species have been summarizedl20). Inhalation studies in mice have given positive 
results for the induction of lung adenomas by CaCrOp4). However, with the excep­
tion of CaCr04, few other Cr compounds were found to induce pulmonary tumors in 
experimental animals 121, 135) . 

Use of mammalian cell transformation assays have shown that Cr compounds 
possess carcinogenic potential. Calcium chromate was found to cause morphological 
changes in a line of baby hamster kidney cells136). Sodium chromate induced a dose 
dependent morphological transformation in SHE cells as well137). The viral transfor­
mation of SHE cells by a simian adenovirus was enhanced to a significant extent by 
the presence of either CaCr04 or K2Cr04 in the assay medium138). The transforma­
tion of SHE cells by benzo(a)pyrene was also increased by Cr6+139). The in vitro 
transformation of mammalian cells by Cr has been summarized with the conclusion 
that Cr6+ is a far more potent transforming agent in vitro than c2+ 140). 

Because the mutagenicity of a compound may be used as an indication of possi­
ble carcinogenesis, Cr-containing compounds have been screened in a number of 
assays141). The B. subtilis rec-assay has been used to determine the mutagenicity of 
many metal compounds142, 143). A DNA repair deficient strain of bacteria is treated 
with the potenial mutagen and its growth is compared to that of a strain possessing 
an intact repair mechanism. Slower growth in the repair deficient strain may be 
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considered a result of unrepaired DNA damage. Three different Cr6+ compounds 
gave a significant rec effect. The same studies also demonstrated the mutagenicity of 
Cr6+ in a reverse mutation assay in one E. coli strain; however, no reversions were 
induced in another strain. 

The Salmonella mutagenesis system, which follows the induction of histidine 
prototrophy in histidine auxotrophic mutants, has been successfully employed in the 
detection of mutagenic properties of Cr. A number of Cr6+ compounds induced 
mutations in several strains of Salmonella, while trivalent Cr compounds exerted no 
effect on the cultures testedl44• 145). 

The reduction of Cr6+ by Na2S03, ascorbic acid, or the biological reduction 
systems of the S-9 rat liver microsomal metabolic activation system decreased the 
mutagenicity of this ionl46); conversely, oxidation of CrH by KMn04 increased the 
mutations caused by the otherwise inactive trivalent chromiumI47). These results 
reinforce the explanation of the activity of Cr in mutagenesis and carcinogenesis as 
being dependent upon the oxidation state of the metal121, 127, 148, 149). Hexavalent 
chromium (as CrO~-) is the primary form of Cr transported through the cellular 
membrane. Once inside the cell, the ion becomes reduced to c2+ and essentially 
trapped in the cell; the CrH is the active mutagenic species. 

Mammalin cell mutagenesis has also been used to evaluate effects of Cr com­
pounds. Chromate and dichromate caused the induction of 8-azaguanine resistence 
in a Chinese hamster celllineI50). A mouse lymphoma cell line contain heterozygous 
for thymidine kinase activity underwent forward mutation when treated with CrO~­
and Cr20~-151). 

Since the carcinogenic and mutagenic effects of Cr are without question, the 
interaction of Cr with DNA and its impact on DNA metabolism ought to illuminate 
to some degree the chemical and molecular mechanism of carcinogenesis. The syn­
thesis of DNA measured by thymidine incorporation is reduced in baby hamster 
kidney cells treated with K2Cr207 even though the uptake of thymidine is stimulated 
by Cr6+ 152). Another effect of this metal on the enzymes of DNA metabolism 
involves the misincorporation of bases into DNA. The fidelity of base incorporation 
in DNA synthesized by a viral DNA polymerase using a synthetic [d(A-T)] template 
was decreased by both Cr3+ and Cr6+ 153). 

Since the carcinogenic effects of Cr in organisms may be the result of Cr-DNA 
interactions, lesions in DNA as a function of Cr treatment have been studied. 
Treatment of baby hamster kidney cell DNA in vitro with CrH resulted'in changes in 
the thermal stability of DNA as well as the UV spectral characteristics. However, no 
change in the absorption spectrum of the DNA was detected after in vitro treatment 
with Cr6+ 154). Breaks in DNA strands and DNA-protein crosslinks are two lesions 
found in DNA exposed to CrI55). The molecular weight of DNA from CHO cells 
treated with CaCr04 was decreased over controls following 24 hr treatment of the 
cellsI56). The DNA from liver and kidney of Na2Cr207 treated rats was found to be 
crosslinked to protein in addition to suffering strand breaksI57). 

Another measure of Cr effects on DNA structure is determination of 
chromosomal aberrations and sister chromatid exchange in treated cells, with DNA 
damage serving as another potential indicator of gentoxicity155). Hexavalent Cr has 
been shown to cause gaps, breaks, and exchanges in chromosomes from a variety of 
species both in vitro and in ViVOI5&-160). 
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Induction of DNA repair is still another means used to identify effects of poten­
tial carcinogens or mutagens upon cells. Unscheduled DNA synthesis or incorpora­
tion of nucleotides into DNA at portions of the cell cycle not corresponding to DNA 
synthesis which normally occurs has been detected in human fibroblasts treated with 
Cr6+ 161). 

In view of the wealth of data which indicates Cr compounds are carcinogenic and 
mutagenic, Cr has been correctly characterized as a carcinogen120, 127, 162). 

6 Lead 

Although some studies have suggested a possible nutritional role for lead, the evi­
dence that lead is essential for life is not convincing. Lead toxicity must be consid­
ered in terms of two chemical forms of lead, the organic and inorganic forms, and in 
terms of two exposure populations, children and adults. These differences are illus­
trated in Table 2 below. In the case of inorganic lead the major toxicologically 
significant route of exposure is ingestion, and adults only absorb 7% of the ingested 
lead while children may absorb as much as 40% of the ingested lead from the GI 
tract. Organic lead compounds are very lipid soluble and absorption may occur by a 
variety of routes as shown in Table 2. Lead effects primarily three organ systems, 1) 
the bone marrow, 2) the kidney and 3) the nervous system. Since adults have a well 
developed blood brain barrier, inorganic lead does not penetrate into the CNS as 
readily as in children. Therefore children tend to have more CNS problems when 
exposed to inorganic lead. With lead or with other metal compounds, distribution of 
the metal to a particular organ appears to be the key feature that will ultimately 
determine its toxicological effects. Lead blocks the synthesis of heme primarily by 
inhibiting the enzyme aminolevulinic acid (ALA) dehydratase but coprooxidase and 
ferrochelatase are also inhibited. This depression of heme biosynthesis results in 
lead affecting the maturation of red blood cells (rbc), although heme is synthesized 
in many other cells as well. In some cases of severe lead poisoning, stippling of 
erythrocytes is seen, indicating the presence of poorly differentiated red blood cells. 
Lead also effects the kidney as shown in Table 2. The inhibition of heme synthesis 
results in the accumulation of by-products of the heme pathway in the blood and 
urine. Thus measurement of ALA concentration in urine is a good indicator of Pb 
exposure. Although lead has toxic effects on maturation of rbc and on the kidney, in 
children lead has a predominant effect on the CNS as indicated in Table 2. Although 
lead does not penetrate into the CNS as readily in adults as it does in children, the 
peripheral nervous system of adults is affected by lead exposure in a manner which 
decreases the conductance velocities of motor nerves. 

A number of studies have suggested that lead bears a striking similarity to 
calcium in the way it is handled by biological systems. In fact, the reason children 
absorb more lead from the GI tract may be because they are absorbing more Ca than 
adults and lead interacts with a Ca-binding protein, facilitating its intestinal absorp­
tion. Additionally, lead is distributed and stored in the bones and is there regulated 
in its desposition and mobilization in a manner analogous to that of calcium. 
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Human exposure to lead in the non-occupational setting arises primarily as the 
result of combustion of leaded gasoline which in recent years has been reduced by 
substitution of other antiknock reagents in gasoline. The burning of fossil fuels such 
as coal also contributes to lead pollution. The use of lead in paint has caused 
numerous cases of toxicity in children who have ingested paint chips. Eating utensils 
painted with lead containing paint pigments has also contributed to lead toxicity. 

6.1 Human Epidemiological Studies of Lead Carcinogenesis 

Epidemiological studies of industrial workers whose potential for lead exposure 
could have been greater than that of a normal population have been carried out in an 
attempt to understand the role of lead in the induction of human neoplasia 163-171). In 
general, these studies made no attempt to consider the type of lead compounds to 
which workers were exposed or to determine the probable route of exposure. Some 
information on the specific lead compounds encountered in the various occupational 
settings, along with probable exposure routes, would have made the studies more 
interpretable and useful. If exposure occurred by ingestion, the ability of water­
insoluble lead salts such as lead oxide and lead sulfide to dissolve in the gastrointesti­
nal tract may greatly facilitate an understanding of their ultimate systemic effects in 
comparison to their local actions in the gastrointestinal tract. Factors such as particle 
size are also important in the dissolution of relatively water insoluble compounds in 
the gastrointestinal system172). When considering other routes of exposure, such as 
inhalation, the water solubility of the lead compound in question as well as the 
particle size are extremely important, both in terms of systemic absorption and 
contained injury in the immediate locus of the retained particle. 

The studies of Cooper163. 164) and Cooper and Gaffey165) examined the incidence 
of cancer in a large population of indutrial workers exposed to lead. Two groups of 
individuals were identified as the lead-exposed population under consideration: 
smelter workers from six lead production facilities' and battery plant workers165). The 
investigators reported (see Table 3) that total mortality from cancer was higher in 
lead smelter workers than in a control population in two ways: 
1. the difference between observed and expected values for the types of malignan­

cies reported, and 
2. the standardized mortality ratios, which indicates a greater than "normal" 

response if it is in excess of 100%. 
These studies report not only an excess of all forms of cancer in smelter workers but 
also a greater level of cancer in the respiratory and digestive systems in both battery 
and smelter workers. The incidence of cancer of the urinary organs was also elevated 
in the smelter workers (but not in the battery plant workers), although the number 
of individuals who died from these neoplasms was very small. As the table indicates, 
death from neoplasia at other sites was also elevated compared with a normal 
population, but these results were not discussed in the report. Kang et al. 173) 
examined the report of Cooper and Gaffey165) and noted an error in the statistical 
equation they had used to assess the significance of excess cancer mortality. Table 4 
is taken from Kang et al., who used a corrected form of the statistical equation 
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Table 3. Expected and observed deaths for malignant neoplasms Jan. 1, 1947-Dec. 31, 1979 for lead 
smelter and battery plant workers 

Causes of Death Smelters Battery plant 
(ICD" Code) Obs Exp SMRb Obs Exp SMRc 

All malignant neoplasms (140-205) 69 54.95 133 186 180.34 111 
Buccal cavity & pharynx (140-248) 0 1.89 6 6.02 107 
Digestive organs peritoneum (150-159) 25 17.63 150 70 61.48 123 
Respiratory system (160-164) 22 15.76 148 61 49.51 132 
Genital organs (170-179) 4 4.15 101 8 18.57 46 
Urinary organs (180-181) 5 2.95 179 5 10.33 52 
Leukemia (204) 2 2.40 88 6 7.30 88 
Lymphosarcoma, lymphatic and 

hematopoietic (200-203, 205) 3 3.46 92 7 9.74 77 
Other sites 8 6.71 126 23 17.39 142 

" International Classification of Diseases 
b Correction of + 5.55% applied for 18 missing death certificates 
C Correction of + 7.52% applied for 71 missing death certificates 
Source: Cooper and Gaffey (1975)165) 

employed by Cooper and Gaffey and also utilized another statistical test claimed to 
be more appropriate. Statistical significance was observed in every category listed in 
the table with the exception of battery plant workers, whose deaths from all forms of 
neoplasia were not different from those of a control population. 

Although Cooper and Gaffey165) did not discuss the types of lead compounds to 
which these workers may have been exposed in smelting operations, workers thus 
employed may have ingested or inhaled oxides and sulfides of lead. Since these and 
other lead compounds produced in the industrial setting are not readily soluble in 
water, the cancers arising in respiratory or gastrointestinal systems may have been 
caused by exposure to water-insoluble particulates. Although Cooper and Gaf­
fey'sl65) study had a large sample (7032), only 2275 of the workers (32.4%) were 
employed when plants monitored urinary lead. Urinary lead values were only avail­
able for 9.7% of the 1356 deceased employees on whom the cancer mortality data 
were based. Only 23 (2%) of the 1356 decedents had blood lead levels measured. 
Cooper and Gaffey165) did report some average urinary and blood lead levels, where 
10 or more urine or at least three blood samples were taken (viz., battery plant 
workers: urine lead = 129 Ilg/l, blood lead = 67 Ilgldl; smelter workers; urine lead = 
73 Ilg/l, blood lead = 79.7 Ilgldl). Cooper noted that these workers were potentially 
exposed to other materials, including arsenic, cadmium, and sulfur dioxide, 
although no data on exposure to these agents were reported. In these and other 
epidemiological studies in which selection of subjects for monitoring exposure to an 
agent such as lead is left to company discretion, it is possible that individual subjects 
are selected primarily on the basis of frank indications of lead exposure, while other 
individuals who show no symptoms of such intoxication would not be monitored165). 
It is also not clear from these studies when the lead levels were measured, although 
the timing of the lead measurement would make little difference since no attempt 
was made to match an individual's lead exposure to any disease process. 
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Table 4. Expected and observed deaths resulting from specified malignant neoplasms for lead 
smelter and battery plant workers and levels of significance by type of statistical analysis according 
to one-tailed tests 

Causes of death Number of deaths Probability 
(lCD' code) 

Ob- Ex- SMRb Poisson' This Cooper 
served pected analysisd and 

Gaffey" 

Lead smelter workers 

All malignant neoplasms 69 54.95 133 <0.02 <0.01 <0.02 
(140-205) 

Cancer of the digestive organs 25 17.63 150 <0.03 <0.02 <0.05 
peritoneum (250-159) 

Cancer of the respiratory system 22 15.76 148 <0.05 <0.Q3 >0.05 
(160-164) 

Battery plant workers 

All malignant neoplasms 186 180.34 111 >0.05 >0.05 >0.05 
(140-205) 

Cancer of the digestive organs, 70 61.48 123 <0.05 <0.04 >0.05 
peritoneum (150-159) 

Cancer of the respiratory system 61 49.51 132 <0.03 <0.02 <0.03 
(160-164) 

a International Classification of Diseases 
b SMR values were corrected by Cooper and Gaffey for missing death certificates under the 

assumption that distribution of causes of death was the same in missing certificates as in those that 
were obtained 

, Observed deaths were recalculated as follows: adjusted observed deaths - (given SMRllOO) x 
expected deaths 

d Given z = (SMR - 100) yexpected/100 
e Given z = (SMR - 100NlOO x SMRlexpected 
Source: Kang et al. (1980) 

In a follow-up study of the same population of lead smelter and battery plant 
workers, Cooper164) claimed that lead had no significant role in the induction of 
neoplasia. However, an examination of several of his tables reveals standardized 
mortality ratios (SMRs) of 149% and 125% for all types of malignant neoplasms in 
lead battery plant workers with less than and greater than 10 years of employment, 
respectively. SMR is a percentage value that is based upon a comparison of an 
experimental population relative to a control population. If the value exceeds 100%, 
the incidence of death is greater than normal. In battery workers employed for 
10 years or more there was an unusually high incidence of cancer listed as "other 
site" tumors (SMR = 229%; expected = 4.85, observed = 16). Respiratory cancers 
were elevated in the battery plant workers employed for less than 10 years (SMR = 
172 % ). Similarly, in workers involved with lead production facilities for more than 
10 years the SMR was 151 %. Again, in the absence of good lead exposure documen­
tation, it is difficult to assess the role of lead in the induction of the observed cancer. 
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Cooperl64) claimed that the excess of respiratory cancers may have been due to a 
lack of correction for smoking histories, which unfortunately were not compiled in 
the present study. 

A recent study169) examined the historical incidence of cancers in a population of 
smelter workers diagnosed as having lead poisoning. The incidence of cancer in a 
relatively small group of 241 workers was compared with 695 deceased employees 
from the same company. The control group had been employed during approxi­
mately the same period and was asserted to be free from lead exposure, although 
there were no data to indicate lead levels in either the control or the experimental 
group. Based upon diagnoses of lead poisoning made in the 1920s and 1930s for a 
majority of the deaths, the authors concluded that there was a considerably lower 
incidence of cancer in lead-poisoned workers. However, there is no indication of 
how lead poisoning was diagnosed. It is difficult to draw any conclusion from this 
study with regard to the role of lead in human neoplasia. 

Evaluation of the ability of lead to induce human neoplasia must await further 
epidemiological studies in which factors that may contribute to the observed effects 
are well controlled and the disease process is assessed in individuals with well con­
trolled documented exposure to lead. There is little that can be reliably concluded 
from the epidemiological studies available at the present time. 

6.2 Induction of Tumors in Experimental Animals 

Experiments testing the ability of lead to cause cancer in experimental animals are 
an essential aspect of understanding its oncogenicity in humans174). However, a 
proper lifetime animal feeding study to assess the carcinogenic potential of lead 
following National Cancer Institute guidelines17S) has not been conducted. The costs 
of such studies exceed $ 1 million and consequently they are limited only to those 
agents in which sufficient evidence based upon in vitro or epidemiological studies 
warrants such an undertaking. The literature on lead carcinogenesis contains a 
number of smaller studies where only one or two doses were employed and where 
toxicological monitoring of experimental animals exposed to lead was generally 
absent. Some of these studies are summarized in Table 5. Most of them serve merely 
to illustrate that a number of different laboratories can induce renal tumors in rats 
by feeding them diets containing 0.1 % or 1.0% lead acetate. In some cases other 
lead formulations were tested, but the dosage selection was not based upon lethal 
dose values and in most cases only one dosage was used. An additional problem with 
many of these studies was that the actual concentration of lead administered to the 
animal was not measured. These studies will be discussed very briefly and some have 
even been omitted from consideration because they add little knowledge to our 
understanding of lead carcinogenesis. 

Other lead compounds have also been tested in experimental animals, but in 
these studies only one or two dosages, generally quite high were employed, making 
it difficult, again, to assess the important question of the carcinogenic activity oflead 
compounds at relatively nontoxic concentrations. Moreover, it is difficult to assess 
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Table 5. Examples of the incidence of cancer in experimental animals exposed to lead compounds 

Species Pb compound Dose and mode 

Rat Pb phosphate 120-680 mg (total 
dose s.c.) 

Rat Pb acetate 1 % (in diet) 

Rat Pb subacetate 0.1 % and 
1.0% (in diet) 

Mouse Pb 20% in benzene 
naphthenate (dermal 1-2 times 

weekly) 

Rat Pb phosphate 1.3 g (total dosage 
s.c.) 

Rat Pb subacetate 0.5-1 % (in diet) 

Rat Pb subacetate 1 % (in diet) 

Mouse Tetraethyl 0.6 mg (s.c.) 
lead in 4 doses between 
tricaprylin birth and 21 days 

Rat Pb acetate 3mgldayfor 
2 months; 
4mgldayfor 
16 months (p.o.) 

Hamster Pb subacetate 1.0% (in 0.5% diet) 

Mouse Pb subacetate 0.1 % and 
1.0% (in diet) 

Rat Pb nitrate 25 gil in drinking 
water 

Rat Pb acetate 3 mglday (p.o.) 

Rat Pb acetate 0,10,50,100,1000, 
2000 ppm (in diet) 
for 2 yr 

Hamster Pb oxide 10 intratracheal 
administrations 
(1 mg) 

Rat Pb powder 10 mg orally 2 times 
each month 

10 mglmonthly for 
9 months; then 3 
monthly injections 
of 5 mg 

Incidence (and type) of 
neoplasms 

19/29 (renal tumors) 

15/16 (kidney tumors) 
14/16 (renal carcinomas) 

11/32 (renal tumors) 
13/24 (renal tumors) 

5/59 (renal neoplasms) 
(no control with benzene) 

29/80 (renal tumors) 

14124 (renal tumors) 

31140 (renal tumors) 

5/41 (lymphomas) 
in females, 1/26 in males, and 
1139 in controls 

721126 (renal tumors) 

23/94 males (testicular [Leydig 
cell] tumors) 

Reference 

Zollingerl76) 

Boyland et aI.177) 

Van Esch et a1.178) 

Baldwin et aI. I79) 

Balo et aI. ISO) 

Hass et aI. 181) 

Mao and 
Molnarl82) 

Epstein and 
Mantell83) 

Zawirska and 
Medrasl84) 

No significant incidence renal Van Esch and 
neoplasms Kroesl85) 

7/25 (renal carcinomas) at 0.1% Van Esch et aI. I86) 

Substantial death at 1.0% 

No significant incidence of 
tumors 

Schroeder et 
aI. 187) 

89/94 (renal, pituitary, cerebral Zawirska and 
gliomas, adrenal, thyroid, Medrasl88) 

prostatic, mammary tumors) 

No tumors 0-100 ppm; 5/50 Azar et aI. 189) 

(renal tumors) at 500 ppm; 10/20 
at 1000 ppm; 16/20 males, 7/20 
females at 2000 ppm 

0/30 without benzopyrene, 
12130 with benzopyrene 
(lung cancers) 

5/47 (1 lymphoma, 
4 leukemias) 

1/50 (fibrosarcoma) 

Kobayashi and 
Okamotol90) 

Furst et aI. 191) 
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the true toxicity caused by these agents, since in many cases properly designed 
toxicity studies were not performed in parallel with these cancer studies. 

As shown in Table 5, lead nitrate produced no tumors in rats when given at very 
low concentrations, but lead phosphate administered subcutaneously at relatively 
high levels induced a high incidence of renal tumors in two studies. Lead powder 
administered orally resulted in lymphomas and leukemia; when given intramuscu­
larly only one fibrosarcoma was produced in 50 animals. Lead naphthenate applied 
as a 20% solution in benzene two times each week for 12 months resulted in the 
development of four adenomas and one renal carcinoma in a group of 50 mice179). 

However, in this study control mice were not painted with benzene. Tetraethyllead 
at 0.6 mg given in four divided doses between birth and 21 days to female mice 
resulted in 5/36 surviving animals developing lymphomas while 1/26 males treated 
similarly and 1/39 controls developed lymphomas183). 

Lead sub acetate has also been tested in the mouse lung adenoma bioassayl92). 
This assay measures the incidence of nodules forming in the lung of strain AlStrong 
mice following parenteral administration of various test agents. Nodule formation in 
the lung does not actually represent the induction of lung cancer but merely serves as 
a general measure of carcinogenic potency independent of lung tissuel92). Lead 
subacetate was administered to mice at 150, 74 and 30 mg (total dose), which repre­
sented the maximum tolerated dose (MTD), 1/2 MTD, and 1/5 MTD, respectively, 
over a 30-week period using 15 separate i.p. injectionsl92). Survivals at the three 
doses were 15120 (MTD) , 12/20 (1/2 MID), and 17/20 (1/5 MTD) , respectively, with 
11/15, 5/12, and 6/17 survivors having lung nodules. Only at the highest doses was the 
incidence of nodules greater than in the untreated 1 or 2 highest groups. However, 
these authors concluded that on a molar-dose basis lead sub acetate was the most 
potent of all the metallic compounds examined. Injection of 0.13 mmollkg lead 
sub acetate was required to produce one lung tumor per mouse, indicating that this 
compound was about three times more potent than urethane (at 0.5 mmollkg) and 
approximately 10 times more potent than nickelous acetate (at 1.15 mmol/kg). The 
mouse lung adenoma bioassay has been one of the most utilized systems for examin­
ing carcinogenic activity in experimental animals and is well recognized as a highly 
accurate test system for assessing potential carcinogenic hazard192). Lead oxide com­
bined with benzopyrene administered intratracheally resulted in 11 adenomas and 
1 adenocarcinoma in a group of 15 hamsters, while no lung neoplasias were 
observed in groups receiving benzopyrene or lead oxide alonel90). 

Administration of lead acetate to rats has been reported to produce other types 
of tumors, e.g. testicular, adrenal, thyroid, pituitary, prostate, lung188) and cerebral 
gliomas188). However, in other animal species, such as dogs189) and hamsters185), lead 
acetate induced either no tumors or only kidney tumors. 

The above studies seem to implicate some lead compounds as carcinogens in 
experimental animals, but these studies were not designed to address the question of 
lead carcinogenesis in a definitive manner. In contrast, the study of Azar et al. 189) 

examined the oncogenic potential of lead acetate at a number of doses and in 
addition monitored a number of toxicological parameters in the experimental ani­
mals. Azar et al. 189) gave 0, 10, 50, 100, 1000 and 2000 ppm dose levels of lead (as 
lead acetate) to rats during a two-year feeding study. Fifty rats of each sex were 
utilized doses up to 500 ppm, while 100 animals of each sex were used as controls. 
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During this study, the clinical appearance and behavior of the animals was observed. 
Food consumption, growth, and mortality were recorded. Blood, urine, fecal, and 
tissue lead analyses were done periodically using atomic absorption spec­
trophotometry. A complete analysis was done periodically on the blood specimens. 
This analysis included blood count, hemoglobin, hematocrit, stippled cell count, 
prothrombin time, alkaline phosphatase, urea nitrogen, glutamic-pyruvate trans­
aminase, and albumin-to-globulin ration. The activity of the enzyme alpha­
aminolevulinic acid dehydrase (ALA-D) in the blood and the excretion of its sub­
strate, delta-aminolevulinic acid (6-ALA) in the urine were also determined. A 
thorough necropsy, including both gross and histologic examination, was performed 
on all animals. Reproduction was also assessed. 

At 550 ppm (0.05%) and above, male rats developed a significant number of 
renal tumors. Female rats did not develop tumors except when fed 2000 ppm lead 
acetate. The number of stippled red blood cells increased at the 10 ppm dose in the 
rats utilized in the study, and ALA-D was decreased at 50 ppm. Hemoglobin and 
hematocrit, however, were not depressed in the rats until they received a dose of 
1000 ppm lead. These results illustrate that the induction of kidney tumors coincides 
with moderate to severe toxicological doses of lead acetate, for it was at 
500-1000 ppm lead in the diet that a significant increase in mortality occurred 
(see Table 6). At 1000 and 2000 ppm lead, 21-day-old weanling rats showed no 

Table 6. Mortality and kidney tumors in rats fed lead acetate for two years 

Nominal (actual)" con- No. of rats of % Mortality" % Kidney tumors 
centration in ppm of each sex 
Pb in diet Male Female Male Female 

0(5) 100 37 34 0 0 
10 (18) 50 36 30 0 0 
50 (62) 50 36 28 0 0 

100 (141) 50 36 28 0 0 
500 (548) 50 52 36 10 0 

0(3) 20 50 35 0 0 
1000 (1130) 20 50 50 50 0 
2000 (2102) 20 80 35 80 35 

" Measured concentration of lead in diet 
b Includes rats that either died or were sacrificed in extremis 
Source: Azar et al. 189) 

tumors but did show histological changes in the kidney comparable to those seen in 
adults receiving 500 ppm or more lead in their diet. This study showed that the 
induction of renal tumors by lead acetate was linearly proportional to the dietary 
levels of lead fed to male rats. It may be concluded therefore, that chronic exposure 
of rats to lead at levels where clinical signs of toxicity would be evident in human 
results in a significant elevation in the incidence of kidney tumors. 
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6.3 Cell Transformation 

Although strictly speaking cell transformation is an in vitro experimental system, its 
end point is a neoplastic change. There are two types of cell transformation assays: 
(A) those employing continuous cell lines, and (b) those employing cell cultures 
prepared from embryonic tissue. Use of continuous cell lines has the advantage of 
ease in preparation of the cell cultures, but these cells generally have some proper­
ties of cancer cells. The absence of a few characteristics of a cancer cell in these 
continuous cell lines allows for an assay of cell transforming activity. End points 
include morphological transformation (ordered cell growth to disorder cell growth), 
ability to form colonies in soft agar-containing medium (a property characteristic of 
cancer cells), and ability of cells to form tumors when inoculated into experimental 
animals. Assays that utilize freshly isolated embryonic cells are generally perferred 
to those that use cell lines, because embryonic cells have not yet acquired any of the 
characteristics of a transformed cell. The cell transformation assay system has been 
utilized to examine the potential carcinogenic activity of a number of chemical 
agents; the results seem to agree generally with the results of carcinogenesis tests 
using experimental animals. Cell transformation assays can be made quantitative by 
assessing the percentage of surviving colonies exhibiting morphological transforma­
tion. Verification of a neoplastic change can be accomplished by cloning these cells 
and testing their ability to form tumors in animals. 

Lead acetate has been shown to induce morphological transformation in Syrian 
hamster embryo cells following a continuous exposure to 1 or 2.5 flg/ml of culture 
medium for nine days194). The incidence of transformation increased from 0 percent 
in untreated cells to 2.0 and 6.0% of the surviving cells following lead treatment, 
these transform ants being capable of forming fibrosarcomas when cloned and 
administered to "nude" mice and Syrian hamsters; no tumors growth resulted from 
similar inoculation of untreated cells194). In another study lead acetate was shown to 
enhance the incidence of simian adenovirus (SA-7) induction of Syrian hamster 
embryo cell transformation. Lead acetate also caused significant enhancement of 
viral transformation (2-3 fold) at 100 and 200 flg/ml following three hours of expo­
sure195). Lead oxide also enhanced SA-7 transformation of Syrian hamster embryo 
cells almost 4 fold at 50 flM following three hours of exposure195). The significance 
of enhanced virally-induced carcinogenesis in relationship to the carcinogenic poten­
tial of an agent is not known. 

Morphological transformation induced by lead acetate was correlated with the 
ability of the transformed cells to form tumors in appropriate hosts (see above), 
indicating that a truly neoplastic change occurred in cell culture. The induction of 
neoplastic transformation by lead acetate suggests that this agent is potentially car­
cinogenic at the cellular level. However, with in vitro systems such as the cell 
transformation assay it is essential to compare the effects of other, similar types of 
carcinogenic agents in order to evaluate the response and determine the reliability of 
the assay. The incidence of transformation obtained with lead acetate was greater 
than the incidence following similar exposure to NiCI2, but less than that produced 
by CaCrOi96). Both nickel and chromium have been implicated in the etiology of 
human cancer174). Results from this assay thus suggest that lead acetate has effects 
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that are similar to those caused by other metal carcinogens. In particular, the ability 
of lead acetate to induce neoplastic transformation in cells in a concentration-depen­
dent manner is highly suggestive of potential carcinogenic activity. It should also be 
noted that lead acetate induced these transformations at concentrations that 
decreased cell survival by only 27%195). Further studies from other laboratories 
utilizing the cell transformation assay and other lead compounds are needed. 

6.4 Chromosomal Aberrations 

Two approaches may be taken in the analysis of the effect of an agent such as lead on 
chromosomal structure. The first approach involves culturing lymphocytes either 
from humans exposed to lead or from experimental animals given a certain dosage 
of lead. The second approach involves exposing cultured lymphocytes directly to 
lead. Both approaches have been employed in assessing whether lead is capable of 
inducing chromosomal aberrations. For present purposes emphasis will not be 
placed on the type of chromosomal aberration induced, since most of the available 
studies do not appear to associate any specific type of chromosomal aberration with 
lead exposure. It should be noted, however, that moderate aberrations include gaps 
and fragments, whereas severe aberrations include dicentric rings, translocations, 
and exchanges. 

Contradictory reports exist on the effect of lead in inducing chromosomal aberra­
tions (Tables 7 and 8). These studies have been grouped in two separate tables 
based upon their conclusions. Those studies reporting a positive effect of lead on 
chromosomal aberrations are indexed in Table 7, whereas studies reporting no 
association between lead exposure and chromosomal aberrations are indexed in 
Table 8. Unfortunately, these studies are difficult to fully evaluate because of a 
number of unknown variables (e.g., absence of sufficient evidence of lead intoxica­
tion, no dose-response relationship, and absence of information regarding lympho­
cyte culture time). To illustrate, in a number of the studies where lead exposure 
correlated with an increased incidence of chromosomal aberrations (Table 7), lym­
phocytes were cultured for 72 hours. Most cytogenetic studies have been conducted 
with a maximum culture time of 48 hours to avoid high background levels of 
chromosomal aberrations due to multiple cell divisions during culture. Therefore, it 
is possible that the positive effects of lead in inducing chromosomal aberrations may 
have been due to the longer culture period. Nonetheless, it is evident that in the 
negative studies the blood lead concentration was generally lower than in the studies 
reporting a positive effect of lead on chromosomal aberrations, although in many of 
the latter instances, blood lead levels indicated severe exposure. In some of these 
positive studies there was a correlation in the incidence of gaps, fragments, 
chromatid exchanges, and other chromosomal aberrations with blood lead levels208). 

However, as indicated in Table 6 in other studies there were no direct correlations 
between indices of lead exposure (i.e., b-ALA excretion) and numbers of 
chromosomal aberrations. Nutritional factors such as Ca2+ levels in vivo or in vitro 
are also important since it is possible that the effects of lead on cells may be 
antagonized by Ca2+ 213). As is usually the case in studies of human populations 
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Table 8. Cytogenetic investigations of cells from individuals exposed to lead: 6 negative studies 

Number Number Cell culture Blood lead level Exposed subjects References 
of of time (hrs.) (ltg/dl) 
exposed controls 
subjects 

29 20 46-48 Not given, stated to Policemen "permanently in Bauchinger 
be 20--30% higher contact with high levels of et al.2(7) 
than controls automotive exhaust" 

32 20 46-48 Range not given; Workers in lead Schmid 
highest level was manufacturing industry; 3 et a1.2Il8) 
590 mgll [sic] had acute lead intoxication 

35 35 45-48 Control, < 4.; Shipyard workers employed O'Riordan 
exposed, 4.-> 12. as "burners" cutting metal and Evans2(9) 

structures on ships 

24 15 48 19.3 (lead) Mixed exposure to zinc, Bauchinger 
0.4 (cadmium) lead, and cadmium in a zinc- et al.21O) 

smelting plant; significant 
increase in chromatid breaks 
and exchanges. Authors 
suggest that cadmium was the 
major cause of this damage 

9 9 72 40.0 ± 5.0, Volunteers ingested capsules Bulsma & 
7 weeks containing lead acetate De France211) 

30 20 48 Control, 11.8--13.2; Children living near a lead Bauchinger 
exposed, 29--33 smelter et a1.212) 

Source: International Agency for Research on Cancer (1980) 

exposed to lead, exposure to other metals (zinc, cadmium, and copper) that may 
produce chromosomal aberrations was also prevalent. No study has been done to 
determine the specific lead compound to which the individuals were exposed. 

In a more recent study by Forni et al. 206), 18 healthy females with occupational 
exposure to lead were evaluated for chromosomal aberrations in their lymphocytes 
cultured for 48 or 72 hours. More aberrations at the 72-hour culture time were 
present when compared with 48-hour culture period in both control and lead­
exposed groups; however, this difference was not statistically significant. Statisti­
cally significant differences from the 72-hour controls were noted in the 72-hour 
culture obtained from the lead exposed group. These results demonstrate the 
extended 72-hour culture time results in increased chromosomal aberrations in the 
control lymphocytes and that the longer culture time was apparently necessary to 
detect the effects of lead on chromosomal structure. However, the blood lead levels 
in the exposed females ranged from 24 to 59 flgldl, while control females had blood 
lead levels ranging from 22 to 37 flgldl. Thus there was a marginal effect of lead on 
chromosomal aberration but the two groups may not have been sufficiently different 
in their exposure to lead to show clear differences in frequency of chromosomal 
aberrations. 

Some studies have also been conducted on the direct effect of soluble lead salts 
on cultured human lymphocytes. In a study by Beek214), a longer (72-hr) culture time 
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was used with the result that lead acetate was found to induce chromosomal aberra­
tions at 100 !J.M. Lead acetate had no effect on chromatid aberrations induced with 
X-rays or alkylating agents217l. In another study215l, lead acetate at 1 and 0.1 mM 
caused minimal chromosomal aberrations. 

Chromosomal aberrations have been demonstrated in lymphocyIes from 
cynomolgus monkeys treated chronically with lead acetate (6 mg/day, 6 days/week 
for 16 months), particularly when they were kept on a low calcium diet216l . These 
aberrations accompanying a low Ca2+ diet were characterized by the authors as 
severe. The effect of low calcium on chromosomal aberrations induced by lead is 
most likely due to interaction of Ca2+ and Pb2+ at the level of the chromosome. 

Sister chromatid exchange represents the normal movement of DNA in the 
genome. The sister chromatid exchange assay offers a very sensitive probe for the 
effects of genotoxic compounds on DNA rearrangement as a number of chemicals 
with carcinogenic activity are capable of increasing these exchanges. The effect of 
lead on such movement has been examined in cultured lymphocytes217l with no 
increase in exchanges observed at a lead acetate concentration of 0.01 mM. How­
ever, one study with lead at one dose on one system is probably not sufficient to rule 
our whether lead increases the incidence of these exchanges. 

6.5 Effect of Lead on Bacterial and Mammalian Mutagenesis 
Systems 

Bacterial and mammalian mutagenesis test systems examine the ability of chemical 
agents to induce changes in DNA sequences of a specific gene product that is 
monitored by selection procedures. They measure the potential of a chemical agent 
to produce a change in the DNA, although this change is not likely to be the same 
alteration in gene expression that occurs during oncogenesis. However, if an agent is 
capable of affecting the expression of a particular gene product that is being moni­
tored, it could potentially affect other sequences which may result in cancer. Since 
many carcinogens are also mutagens, it is appropriate to use such systems in evaluat­
ing the genotoxic effects of lead. Use of bacterial systems for assaying metal 
genotoxicity must await further development of bacterial strains that are appropri­
ately responsive to known mutagenic metals218l . 

6.6 Effect of Lead on Parameters of DNA Structure and Function 

There are a number of very sensitive techniques for examining the effect of metals 
on DNA structure and function in intact cells. Although these techniques have not 
been extensively utilized with respect to metal compounds, future research will 
probably be devoted to this area. Considerable work has been done to understand 
the effects of metals on enzymes involved in DNA transcription. 

Sirover and Loeb219) examined the effect of lead and other metal compounds 
upon the fidelity of transcription of DNA by a viral DNA polymerase. Relatively 
high concentrations of metal ions (in some cases in the millimolar range) were 
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required to decrease the fidelity of transcription, but there was a good correlation 
between metal ions that are carcinogenic or mutagenic and their activity in decreas­
ing the fidelity of transcription. This assay system measures the ability of a metal ion 
to cause the incorporation of incorrect (non-homologous) bases by a polymerase 
using a defined polynucleotide template. In an intact cell, this would result in the 
induction of a mutation if the insertion of an incorrect base is phenotypically ex­
pressed. Since the interaction of metal ions with cellular macromolecules is rela­
tively unstable, misincorporation of a base during synthesis could alter the base 
sequence of DNA in an intact cell. Lead at 4 mM was among the metals listed as 
mutagenic or carcinogenic that caused a decrease in the fidelity of transcriptionZ19). 
Other metals active in decreasing fidelity in addition to Pb included Ag+, Bez+, 
Cdz+, Coz+, CrH , Cu2+, Mn2+, and Ni2+. No change in fidelity was produced by 
AIH , Baz+, Caz+, FeH , K+, Rb+, Mg2+, Mg+, Se2+, Sr2+, and Zn2+. Metals that 
decreased fidelity were, generally, also those metals implicated as carcinogenic or 
mutagenicZ19) . 

In a similar study, Hoffman and NiyogiZ20) demonstrated that lead chloride was 
the most potent of 10 metals tested in inhibiting RNA synthesis (i.e., Pb2+ > Cd2+ 
> Co2+ > Mn2+ > Li+ > Na+ > K+) for both types of templates tested, i.e. calf 
thymus DNA and T4 phage DNA. These results were explained in terms of the 
binding of these metal ions more to the bases than to the phosphate groups of the 
DNA (i.e., Pb2+ > Cd2+ > Zn2+ > Mn2+ > Mg2+ > Li+ = Na+ = K+). Addition­
ally, metal compounds such as lead chloride with carcinogenic or mutagenic activity 
were found to stimulate mRNA chain initiation at 0.1 mM concentrations. 

These well-conducted mechanistic studies provide evidence that lead can affect a 
molecular process associated with the normal regulation of gene expression. 
Although far removed from the intact cell situation, these effects of lead suggest that 
it can alter the genetic system and thus must be considered potentially genotoxic. 

7 Mercury 

There is no evidence that Hg is essential for living organisms and in fact of the 
toxicologically important metals only Cd and Hg have even no suggestive essential­
ity for life. As with most metals, the toxicity of Hg must be considered in terms of its 
chemical form. Table 9 is a summary of the toxicity of inorganic, elemental and 
organic mercury. Inorganic mercury is absorbed only in the GI tract and since it is so 
polar its effects are primarily upon the kidney. In contrast, elemental mercury is 
very lipid soluble and is readily volatile under normal atmospheric conditions; there­
fore, absorption by inhalation is the primary avenue of toxicological exposure. 
Metallic mercury is not well absorbed from the GI tract since it forms water insolu­
ble globules there; however, some absorption through the skin may occur due to its 
high lipid solubility. As shown in Table 9 metallic mercury owing to its high lipid 
solubility can penetrate into the CNS and may become trapped there due to intracel­
lular oxidation by the catalase/peroxidase system221). Hg2+ is an extremely soft metal 
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Table 9. 

Route of Absorption Type of Toxicity Organs Affected Diagnostic Sign 

Inorganic Hg2+ , GI (10%) Acute Kidney Oliguria 
Hg+ Oral & GI Foul Breath 

Salivation (j) 
Diarrhea 

Chronic Kidney Proteinuria 

Elemental Hg GI (not Absorbed) Acute Lung Pneumonitis, 
Emphysema 

CNS Tremors, Lethargy 
Kidney Tubular Epithelium 

Inhalation (well Chronic CNS Neurological & 
Absorbed) Psychiatric 

Organic Hg GI (90% Absorbed) Acute CNS (Sensory) Lethargy Excitement 

Inhalation Chronic CNS (Sensory) Ataxia 
Paresthesia 
Deafness 

ion having a high degree of chemical reactivity toward sulfhydryl groups found in 
proteins222). Its reactions with these molecules are probably responsible for its reten­
tion in the CNS221). CNS toxicity is also a feature of organic mercury toxicity. 
Organic mercury (i.e. methyl mercury) is extremely lipid soluble and is readily 
absorbed at any site of exposure. The CNS toxicity of organic Hg appears to involve 
sensory inputs into the CNS (i.e. constriction of visual fields) whereas the toxicity of 
elemental Hg appears to have psychiatric components. 

The predominant form of mercury in the earth's crust is as the sulfide, which is 
found in relatively low concentrations. Environmental exposure to Hg comes about 
primarily as a result of combustion of fossil fuels. Organic-mercurials have been 
widely used as fungicides in the wood pulp and paper industries and exposure to 
these agents is extremely hazardous. Mercury can be methylated by microbial 
action, resulting in the generation of organic mercury. This process is extremely 
important in the aquatic environment where fish accumulate the methylated mer­
cury. 

No evidence exists based upon epidemiological studies or experimental animal 
studies that mercury is carcinogenic. In one study, metallic mercury injected 
intraperitioneally in 39 rats caused 5 of 12 survivors to develop peritoneal sar­
comas223). However, this effect was ascribed to smooth surface or "solid state" 
carcinogenesis. Mercuric chloride was shown to enhance viral transformation of 
Syrian hamster embryo cells224) at 50 !!M and was judged to be of similar potency in 
such enhancement as cobalt, lead and manganese. Mercury has been shown to 
induce chromosomal aberrations both in vitro and in vivo225). Humans ingesting 
methyl mercury-contaminated fish had a dose related increase in chromosomal aber­
rations in their lymphocytes. At blood methyl-mercury concentrations> 100 !!g/L, a 
significant increase in chromosomal aberrations was observed226). Mercuric ion has 
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been found to possess weak mutagenic activity in bacterial and mammalian sys­
tems227, 228) . 

The DNA lesions induced by HgCl2 have been studied in considerable detail. 
Mercuric chloride produces a concentration dependent induction of DNA single 
strand breaks and, with time, DNA-DNA crosslinks229-231). Mercuric chloride also 
causes the production of oxygen radicals in cells; some similarity is apparent in the 
way X-rays and HgCl2 cause these DNA lesions229). However, the X-ray induced 
DNA damage is rapidly repaired by the cell in contrast to the damage induced by 
HgCl2 which is not readily repaired since Hg2+ inhibits repair systems231). 

8 Nickel 

Among the trace elements currently being considered for essentiality, nickel is one 
of the most ubiquitous in the environment and is readily available for human expo­
sure. With the exception of nickel carbonyl, nickel is considered relatively non­
toxic; however, certain compounds of nickel carry the distinction of possessing 
extremely potent carcinogenic activity. Thus, this apparent anomaly concerning the 
essentiality and carcinogenicity of nickel merits further consideration. 

Naturally occurring nickel, as a major component of the lithosphere, is for the 
most part stationary, i.e. complexed with other metallic ores in igneous rock. 
Human exposure to nickel occurs primarily as a result of industrialization via pro­
cessing of nickel ores into nickel alloys used in numerous products. Mobilization into 
the atmospheric, aquatic, and terrestrial ecosystems occurs via the processes of 
mining, smelting and refining with minor contributions from melting, casting of 
alloys, grinding, electroplating and combustion of petroleum products such as diesel 
fuel (for reviews see232-237»). The latter is of particular importance since respiratory 
cancers are the major toxicity associated with nickel exposure and nickel accounts 
for a large percentage of the total trace metal particulate content of urban air (for 
review see237»). Approximately one-half of the atmospheric nickel is associated with 
fine particles (ca. 1 [tm diameter) of fly ash as nickel sulfides and oxides and it is 
estimated that urban residents may inhale up to 2-14 [tg of nickel per day depending 
on conditions232). Cigarette smokers significantly enhance nickel intake by inhala­
tion since this metal is present in mainstream smoke; the average individual who 
smokes two packs a day would inhale 3-15 [tg of nickel daily238,239). The majority of 
human intake of nickel occurs via food consumption though, since total dietary 
intact averages 300 to 500 [tg daily in the United States240). Dermal contact with 
nickel occurs via handling of hard goods such as stainless steel kitchen knives and 
nickel-plated jewelry232). 

The essentiality of nickel to human metabolism has been the object of specula­
tion for some time and has been the subject of numerous reviews232, 241-244). Nickel is 
known to be necessary for the activity of plant and microbial urease, microbial 
carbon monoxide dehydrogenase, and coenzyme F 430 (a microbial analog to vita­
min B 12). Nutritional essentially has been demonstrated in rats, swine, goats and 
chicks. Changes in nickel distribution in humans have been observed to be associ-
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ated with several pathological states. It appears that nickel partially fulfills Mentz's 
requirements for essentialitf45). 

Pharmacokinetic parameters of nickel absorption and distribution are deter­
mined by the whole absorption, quantities inhaled or ingested and by the chemical 
and physical forms of the compound. Nickel carbonyl, for example, is a volatile, 
highly toxic compound that is absorbed readily by the pulmonary route246); it is 
known that humans and experimental animals exposed to nickel carbonyl vapor 
have highest levels of nickel in lung, kidney, liver and brain232, 247). Parenteral 
administration of nickel results in highest accumulation in kidney, endocrine glands, 
lung and liver24B' 249). Low doses of nickel salts given orally have little effect on tissue 
levels and distribution; however, high doses apparently overwhelm homeostatic 
regulatory mechanisms resulting in accumulation of nickel in kidneys, liver, heart, 
testes, pancreas and bone25o, 251). Gastrointestinal absorption is about 1-10% of the 
ingested dose252). Inhaled particulate nickel deposition is primarily determined by 
particle size, i.e. deepest penetration is achieved by particles 1-2 !IDl mass median 
diameter53, 254). Deposited nickel oxide and sulfide particles are long-lived 
(> 45 days) and little if any systemic absorption occurs255); however, nickel absorbed 
after treatment with a nickel chloride aerosol was 75% cleared by 4 days256). Nickel 
can be absorbed percutaneously to a small extent and absorption can be enhanced 
by hydration257, 258). 

Absorbed nickel is carried by the blood stream, primarily bound to serum albu­
min and urmacroglobulin259). Injected nickel chloride undergoes 2-compartment 
metabolism, has a body half-life of several days and is primarily excreted through 
the urine260). Nickel is also excreted in sweat and can be deposited to a significant 
extent in the hai~l, 262). 

As previously alluded to, nickel chloride is relatively non-toxic when ingested 
orally; in some studies, rats, cats and dogs were fed up to 12 mg/kg daily for up to 
200 days without adverse effects263). However, large acute doses of nickel chloride 
may be nephrotoxic263) and human exposure has resulted in renal edema and paren­
chymatous degeneration264, 265). Also, while overt toxicity is often not apparent, 
nickel adversely affects spermatogenesis266) and decreases litter size of females. 
Nickel also crosses the placental barrier causing both teratogenic and embryotoxic 
effects in experimental animals267,268). Parenteral administration seems to affect 
endocrine physiology, especially pancreatic function and insulin action269, 270). It also 
inhibits release of prolactin from the pituitary and decreases iodine uptake by the 
thyroid271 , 272). Inhalation of the soluble nickel chloride salt and insoluble nickel 
oxide results in bronchial epithelial hyperplasia, focal proliferative pleuritis and 
adenomatosis273). The phagocytic ability of a alveolar marcophages is inhibited by 
exposure to nicket274, 275) . 

An exception to the generally low toxicity of nickel is the compound nickel 
carbonyl which is a byproduct of the nickel purification process (known as the Mond 
process). Nickel carbonyl has been causally associated with a severe respiratory 
affliction resembling viral pneumonia. Pathological damage ranges from pulmonary 
hemorrhage to fibrosis. Interestingly, the lung is the target organ for nickel carbonyl 
toxicity regardless of the route of administration276). 

The spectrum of nickel toxicity also includes a unique allergic response, appa­
rently the result of complexation of nickel with other biomacromolecules in hapten-
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like fashion232). The response takes the form of atopic dermatitis, leaving recurrent, 
itchy, pustular vesicles277). This toxicity has been a special problem with stainless 
steel prosthetic devices which contain up to 35% nickel232). 

Little doubt presently exists that certain forms of nickel, especially the subsulfide 
and sulfide particles, are human carcinogens. The status of nickel in occupational 
and experimental carcinogenesis has been reviewed232-236, 27&-280). In these reviews, 
the epidemiological data from studies of nickel refinery workers is summarized and 
conclusively demonstrates that these workers are at high risk for cancer of lungs, 
nasal cavity and stomach. Compounds implicated are particulate nickel subsulfide 
and nickel oxides, nickel carbonyl, and aerosols of nickel sulfate, nitrate and 
chloride. 

In experimental animal carcinogenesis studies, nickel has been frequently impli­
cated as a carcinogen. However, qualitative and quantitative aspects vary depending 
upon chemical and physical form, dose, route of exposure and animal species and 
strain. This literature has been extensively reviewed by others232-236, 27&-280). 

The insoluble forms of nickel, such as the crystalline sulfide, oxide and subsul­
fide, induce malignant sarcomas at the site of injection; however, adenocarcinomas 
are also commonly observed281, 282). Amorphous nickel sulfide, however, appears to 
lack carcinogenicity when administered in a similar manner2B2, 283). More soluble 
forms of nickel yield less well defined results. Nickel acetate given intraperitoneally 
causes pulmonary carcinoma; inhalation or intravenous exposure to nickel carbonyl 
causes pulmonary carcinoma or carcinomas and sarcomas of liver and kidney. While 
no strong statistical correlation exists, there is a trend towards the most insoluble 
compounds being the most potent carcinogens283). Since the activity of soluble com­
pounds implicates nickel ion as the ultimate carcinogen, it is likely that factors which 
govern longevity of the insoluble nickel particles, such as size, solubility, charge and 
other factors, which may influence the particles' ability to be internalized by target 
cells, affect the carcinogenic potential of the compound. 

In vitro mammalian cell transformation experimentation has provided fairly con­
clusive support for the experimental animal carcinogenesis and human epidemiolog­
ical studies of nickel. Several investigators using various cell lines have shown that 
nickel compounds can induce transformation in a dose-dependent manner with 
nickel subsulfide having potency equivalent to benzo( a )pyrene284, 285). Nickel also 
enhanced viral transformation286) and potentiated benzo(a)pyrene induced transfor­
mation287). Interestingly, DiPaolo and Casto285) and Costa and Mollenhauer88) have 
shown that amorphous nickel sulfide, a compound that is chemically similar to nickel 
subsulfide but which possesses different physical structure, does not induce transfor­
mation. Subsequent studies attributed this difference to the inability of the amor­
phous compound to be internalized by nonphagocytic cells, a property which seems 
to be influenced by a combination of surface charge and solubility2B9-293). 

In contrast to nickel being a documented human carcinogen and a potent trans­
forming agent in mammalian transformation assays, this compound is relatively 
inactive in mutagenesis assays. Nickel compounds were not mutagenic in four differ­
ent bacterial mutagenesis assays: T4 bacteriaphage assay, B. subtilis rec assay, 
E. coli WP 2 fluctuation test and the Ames Salmonella test294-303). Mammalian 
mutagenesis assays i.e. C3H HGPRT, L5178YTK+/- or V79 cell HGPRT assay, 
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have at best identified nickel as a weak mutagen; however, there is little consistency 
in the mutagenic response of nickelz99-30Z). 

Substantial evidence exists to suggest that alterations in the DNA are a necessary 
step in transforming a normal cell to a tumorigenic ce1l303). Thus nickel, as a potent 
inducer of several types of DNA lesions, may be carcinogenic via this mechanism. 
Treatment of embryonic muscle cells with nickel subsulfide decreased 3H-thymidine 
incorporation, indicating inhibited DNA synthesis304). Chinese hamster ovary cells 
were blocked in S-phase after treatment with nickel chloride and crystalline nickel 
sulfide305). Nickel seems to have a weak affect in several purified systems such as 
DNA polymerase catalyzed synthesis of poly[ d(A-T)] and poly[ d( C)], used to deter­
mine whether metal ions can interfere with the fidelity of nucleic acid synthesis306). 
Misincorporation of CMP during synthesis of poly[(rA-rU)] by RNA polymerase (a 
measure of fidelity of transcription) was increased only 1.5 times over control by 
nickel whereas cadmium produced 50-fold increases in misincorporation307). 

It has been shown that nickel ions can exert profound effects on RNA and DNA. 
Nickel ions bind to the phosphate groups and the heterocyclic bases of DNA and 
RNA308). Heating a nickel-bound RNA results in depolymerization of the RNA 
molecule309). Interestingly, in vitro studies demonstrated that the presence of protein 
decreased the equilibrium binding of nickel to DNA but increased the affinity of 
nickel for DNA, suggesting that a ternary nickel-protein-DNA complex may be 
formed31O) . 

DNA damage in the form of DNA-protein crosslinks and single-strand breaks 
was detected using alkaline sucrose gradients and alkaline elution in CHO cells 
treated with nickel chloride and in kidney tissue of rats treated with nickel carbo­
nate311, 31Z). DNA repair synthesis has also been shown to be stimulated in CHO and 
SHE cells following treatment with NiClz or crystalline NiS313). Finally, 
chromosomal aberrations were induced in C3H mouse mammary cells by various 
nickel compounds including nickel chloride and nickel sulfide314, 315). Weak sister 
chromatid exchange was noted in human lymphocytes treated with nickel; SCE was 
not detected in lymphocytes from nickel refinery workers316, 317). 

9 Other Metals 

9.1 Cobalt 

Cobalt is clearly established as an essential nutrient to humans since it is a compo­
nent of vitamin B12 • Cobalt is a relatively rare element but its usage is increasing, 
particularly as a component of steel alloys. Cobalt has effects on a number of organs 
including the pancreas, kidney, thyroid and erythropoietic system. One of its most 
serious toxic effects is on the heart. Cobalt was at one time used as a defoaming 
additive in beer, and a number of cardiac failures were reported among beer drink­
ers. Similar effects on the myocardium have been described in experimental animals 
following dietary cobalt administration. 
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There is no evidence from epidemiological studies thus far to suggest that cobalt 
is a human carcinogen, although a number of experimental studies have indicated 
that this metal does possess oncogenic potential. Subcutaneous administration of 
cobalt powder produced sarcomas in rats at the site of injection318), as did intramus­
cular administration of CoO to rats319). Cobalt acetate and crystalline CoS produced 
a weak to moderate incidence of transformation in Syrian hamster embryo 
cells320,321). Cobalt was found to be a weak or ineffective inducer of DNA damage in 
the bacterial rec assay and did not induce mutations in E. coli, Salmonella or T4 
phage assays322, 324, 325). It did produce a small incidence of 8-azaguanine resistant 
mutants in Chinese hamster V 79 cells but was far less potent than was Be325). Cobalt 
also produced stable thymidine kinase mutants in L 5178 Y rrK+1- cells326). CoCl2 
was effective in decreasing the fidelity of DNA replication327) and treatment of 
cultured CHO cells with crystalline CoS resulted in the induction of DNA single 
strand breaks328). Cobalt did not induce chromosomal aberrations in cultured human 
lymphocytes329) but its ability to induce chromosomal aberrations in vivo has not 
been tested. 

These results indicate some concern about the carcinogenic activity of cobalt, 
although clearly it is not well established as a carcinogen. 

9.2 Copper 

Copper is clearly established as an essential nutrient since it is an obligatory compo­
nent of several enzymes (i.e. tyrosinase, cytochrome oxidase, uricase, superoxide 
dismutase, and amine oxidase). Damage to the liver, kidney and the hematopoietic 
systems are the major toxic effects of water soluble copper salts. Inhalation of 
copper has also been associated with metal fume fever. 

Epidemiological studies of copper miners and smelter workers have demon­
strated a higher incidence of lung cancer than in control populations330). However, 
copper metal does not induce tumors in experimental animals331). In contrast, cop­
per acetate and crystalline copper sulfide induced a moderate amount of morpholog­
ical transformation320, 321). Copper acetate also caused a decrease in fidelity of DNA 
synthesis327). Crystalline CuS also caused an induction of DNA single strand breaks 
in cultured cells based upon analysis with alkaline sucrose gradient sedimenta­
tion328). 

I 9.3 Manganese 

The essential nature of Mn is well established; Mn functions as a cofactor in a 
number of enzyme reactions. Mn is used in a number of metallurgical processes and 
its major toxic effects in humans is in the CNS where a Parkisonian like state 
develops. Inhalation of dust containing Mn is severely irritating to the respiratory 
system. 

There is no evidence that excessive manganese exposure causes cancer in 
humans; however, in rats intramuscular administration of an organic manganese 
compound produced a statistically significant increase in fibrosarcomas at the site of 
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injection332). Manganese powder or manganese oxide did not produce injection-site 
sarcomas332). In the mouse lung adenoma bioassay, manganese sulfate produced a 
significant increase in pulmonary adenomas compared to untreated animals333). 

Metallic manganese did not induce transformation of Syrian hamster embryo cells 
while MnCl2 produced a weak-moderate response in this bioassay system320, 334). 

Mixed results were obtained when determining the mutagenicity of Mn in mamma­
lian and bacterial systems235, 323, 326, 335). However, MnCl2 did decrease the fidelity of 
DNA synthesis in vitro327). MnCl2 at 10 and 100 f,lM concentration did not produce 
single strand breaks in the DNA of cultured mammalian cells328). 

9.4 Silver 

Silver is not considered an essential element for life. The major toxic effect of silver 
is an agyriosis or an ashen-grey discoloration of the skin. Silver foils implanted into 
rats induced sarcomas at the implantation site339) however administration of silver 
powder did not induce tumors in rats340). The ability of the foil to induce tumors has 
been described as a smooth surface carcinogenesis phenomena since implantation of 
plastics and ivory produce similar results. Silver nitrate has been shown to induce a 
weak to moderate incidence of transformation in Syrian hamster embryo cells320). 

Silver nitrate has been shown to decrease the fidelity of DNA synthesis in vitro327). 

9.5 Vanadium 

Vanadium is well established as an essential nutrient in chickens and rats but its 
requirement by humans has not been tested. Deficiency of vanadium results in 
disturbances of lipid metabolism. Environmental exposure to vanadium comes 
about as a result of its use in the production of steel and non-ferrous alloys. Expo­
sure and accumulation of vanadium in humans result primarily from inhalation of 
the metal which has irritant effects on the respiratory system; systemic effects on the 
liver, kidney, nervous· system, blood and cardiovascular system has also been noted. 
These varied effects may be related to the ability of vanadium to interfere with lipid 
metabolism in these target cells. 

No evidence is apparent which demonstrates vanadium compounds are car­
cinogenic to humans and experimental animals. Vanadium has not been tested in 
mutagenesis and cell transformation systems. 
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Secondary metabolites of microorganisms play an important commercial role as antibiotics and 
immunostimulating or immunosuppressiv agents in human and veterinary medicine, as growth 
promotors in animal farms and as insecticides and herbicides in plant protection. Although to the 
present knowledge their importance for the producing organisms is not well understood. 

For the antibiotics as an example of secondary metabolites the branching points from the precisely 
regulated primary metabolism of aromatic amino acids to the secondary metabolism are demon­
strated. Depending on the state of experiments, antibiotic synthesis from biosynthesis of shikimic 
acid - 2,5-dihidrophenylalanine, bacilysin-, chorismic acid-chloramphenicol, candicidin-, L-phenyl­
alanine-neoantimycin-, L-tyrosine-edeine, novobiocin-, L-tryptophan-indolmycin, pyrrolnitrin, 
streptonigrin, tryptanthrin- and from the metabolism of L-tyrosine-lincomycin-, and kynurenine­
anthramycin, ll-demethyl-tomaymycin, antimycin A, actinomycin D-, and of antimicrobial active 
peptides - tyrocidin, gramicidin - are reviewed. Various regulatory mechanisms of secondary 
metabolites are outlined. The knowledge of such biosynthetic pathways gives advices for increase of 
antibiotic production by feeding specific precursors, creation of deregulated or auxothrophic mu­
tants with higher antibiotic yields and for a directed biosynthesis of new antibiotic derivatives. 

As necessary for the understanding of the antibiotic biosynthesis the intermediary metabolism of 
aromatic amino acids and the regulation of their specific pathways in different microorganisms is 
summarized. 

Introduction ............... . 

1 Biosynthesis of Aromatic Amino Acids . 

1.1 Common Biogenesis of Aromatic Amino Acids 
1.2 Biosynthesis of Aromatic Amino Acids from Chorismic Acid 

1.2.1 Route of Synthesis of L-Phenylalanine and L-Tyrosine 
1.2.2 Route of Synthesis of L-Tryptophan . . . . . . . . . . 

2 Regulation of the Biosynthesis of Aromatic Amino Acids . 

2.1 Regulation of Biosynthesis of Aromatic Amino Acids 

Progress in Clinical Biochemistry 
and Medicine, Vol. 1 

50 

51 

51 
53 
53 
54 

55 

56 

© Springer-Verlag Berlin Heidelberg 1984 



48 

2.2 Regulation ofL-Phenylalanine and L-Tyrosine Pathway 
2.3 Regulation of the L-Tryptophan Pathway . . . . . . . . 

R. G. Werner 

56 
57 

3 Metabolism of Aromatic Amino Acids 61 

3.1 Metabolism of L-Phenylalanine . 
3.1.1 Conversion of L-Phenylalanine to L-Tyrosine 
3.1.2 Transamination of L-Phenylalanine 
3.1.3 Precursors of Alkaloids ...... . 

3.2 MetabolismofL-Tyrosine ......... . 
3.2.1 Oxidative Breakdown of L-Tyrosine 
3.2.2 Biosynthesis of Catecholamines . 
3.2.3 Phenol Formation ...... . 
3.2.4 Melanogenesis from L-Tyrosine . 

3.3 Metabolism ofL-Tryptophan ..... . 
3.3.1 Oxidative Breakdown of L-Tryptophan 

3.3.1.1 Anthranilic Acid Route ... 
3.3.1.2 Nicotinamide-Nucleotide Route. 
3.3.1.3 Further Metabolites from Oxidative Breakdown 

3.3.2 Serotonin Pathway ... 
3.3.3 Tryptophanase Reaction ................ . 

4 Metabolic Products with Antibiotic Activity 

61 
61 
61 
62 
62 
62 
62 
63 
63 
64 
64 
64 
64 
66 
66 
66 

67 

4.1 Antibiotics from Shikimic Acid . . . . 69 
4.1.1 Biosynthesis of 2,5-Dihydrophenylalanine 69 
4.1.2 Biosynthesis of Bacilysin .... 69 

4.2 Antibiotics from Chorismic Acid . . . . 70 
4.2.1 Biosynthesis of Chloramphenicol 70 
4.2.2 Biosynthesis of Candicidin .. 74 

4.3 Antibiotics from L-Phenylalanine . . . 76 
4.3.1 BiosynthesisofNeoantimycin. 76 

4.4 Antibiotics from L-Tyrosine . . . . 77 
4.4.1 Biosynthesis of Edeine .. 77 
4.4.2 Biosynthesis of Novobiocin 78 

4.5 Antibiotics from L-Tryptophan . . 79 
4.5.1 Biosynthesis ofIndolmycin 79 
4.5.2 Biosynthesis of Pyrrolnitrin 80 
4.5.3 Biosynthesis of Streptonigrin 82 
4.5.4 Biosynthesis of Tryptanthrin 83 

4.6 Antibiotics from the End Products of the Biosynthesis of Aromatic Amino Acids 83 
4.6.1 Biosynthesis of Tyrocidin . . . . . . 83 
4.6.2 Biosynthesis of Gramicidin . . . . . 85 

4.7 Antibiotics from the Metabolism of Tyrosine 86 
4.7.1 Biosynthesis of Lincomycin . . . . 86 

4.8 Antibiotics from Kynurenine Metabolism . 88 
4.8.1 Biosynthesis of Anthramycin . . . . 89 
4.8.2 Biosynthesis of ll-Demethyltomaymycin 91 
4.8.3 Biosynthesis of Antimycin A . 92 
4.8.4 Biosynthesis of Actinomycin D . . . . . 94 

5 Regulation of Secondary Metabolites with Antibiotic Activity 96 

5.1 Initiation of Antibiotic Biosynthesis ......... . 96 



Secondary Metabolites with Antibiotic Activity 

5.1.1 Catabolite-Repression. . . . . 
5.1.2 Regulation of Nitrogen Metabolites . 
5.1.3 Phosphate Controls ....... . 
5.1.4 Induction of Antibiotics Synthesis . . 

5.2 Termination of Antibiotic Biosynthesis ... 
5.2.1 Irreversible Decomposition of Enzymes of Antibiotic Biosynthesis 
5.2.2 Feedback-Inhibition in Antibiotic Biosynthesis ......... . 

49 

97 
97 
98 
98 

100 
100 
100 

6 Discussion ........................................ 101 

Acknowledgements 103 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 103 



50 R.G. Werner 

Introduction 

Antibiotics besides unusual types of linkage and rare chemical fundamental units, 
are composed largely from primary metabolites. For this reason, as secondary 
metabolites, they necessarily originate from the primary metabolism of the corre­
sponding producer organisms. 

Primary metabolism can be defined as an economic, well regulated metabolism 
with high specificity which is absolutely necessary for the maintenance of the essen­
tial functions of the corresponding organism. This restricts secondary metabolism so 
that, in our present state of knowledge, the products arising from it have no immedi­
ate function for the producer. Therefore, an error in the synthesis of secondary 
metabolites not necessarily has consequence for the corresponding microorganism. 
On the other hand, because of the highly specialized synthesis of the antibiotic 
producers one should look for selection advantages. 

The characteristics of antibiotic producers are: spore-forming saprophytes, 
occurring mainly in soil - and so in a variable milieu - in contrast to Enterobac­
teriaceae they are not subject to such strong regulation in primary metabolism and 
display the ability to utilize unusual substrates. In summary, because of their abun­
dant enzyme system they possess high metabolic flexibility. 

If evolution is seen as an alternation between increasing variation by mutation 
and decreasing variation by selection, primary metabolism can hardly be viewed as 
possible creativity. On the other hand, secondary metabolism plays a particularly 
clear part in evolution577). 

If the biological system is divided into five important levels for the development 
of the organism - intermediary metabolism, regulation, substrate transport, differ­
entiation, morphogenesis - diversification and lack of knowledge increase in the 
same sequence575, 576). Metabolic products which enter into one of the five levels and 
are absolutely necessary for metabolism, can be assigned to primary metabolism. 

Compounds which are not obligatory for the minimum existence of the organ­
ism, can be assigned to secondary metabolism and permit evolutionary progress. 
This means that if a potent enzyme or metabolic product is formed among the non­
essential metabolites, under a given selection pressure, it may be of advantage to the 
producer. 

Studies of individual secondary metabolites for their biogenesis, their origin in 
intermediary metabolism, provide a rational starting point for the increase in yield 
of the product. Knowledge of the biosynthesis of secondary metabolites offers the 
possibility of directed biosynthesis through feeding the corresponding modified pre­
cursors. 

Besides these more economical criteria, which justify such studies, examinations 
of both, biogenesis and biosynthesis give knowledge on biogenetic origin, metabolic 
pathways, regulation, amino acid sequence and genetic coding of enzymes involved, 
which provide information about evolution and taxonomy of the microorganisms 
investigated, as well as starting points for genetic engineering. 

Because of the numerous antibiotics, the abundance of coupling steps between 
primary and secondary metabolism can hardly be comprehended. Consequently, in 
this review, the points of intersection for the resulting secondary metabolites with 
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antibiotic activity are shown using the aromatic amino acids as an example. The 
regulation of secondary metabolites is described with examples. 

The antibiotics are selected according to adequate experimental data, which are 
essential for such a study. 

The intermediary metabolism of the aromatic amino acids is summarized below 
to the extent that is necessary for the understanding of antibiotic biosynthesis. The 
biosynthesis of the individual antibiotics is given according to their origin in inter­
mediary metabolism. 

1 Biosynthesis of Aromatic Amino Acids 

In order to elucidate the biogenesis of secondary metabolites from aromatic amino 
acids, the more general primary metabolism leading to aromatic amino acids is dealt 
with first. The three aromatic amino acids, L-phenylalanine, L-tyrosine and L-tryp­
top han are all essential amino acids in animals and in man and cannot be synthesized 
de novo. In plants and microorganisms they are synthesized via the shikimic acid 
pathway. 

1.1 Common Biogenesis of Aromatic Amino Acids 

The biosynthesis of the aromatic amino acids has a common origin in the condensa­
tion of phosphoenolpyruvate and D-erythrose-4-phosphate to 3-desoxY-D­
arabinoheptulonic acid 7-phosphate111 , 477, 482, 483) (Fig. 1). 

This reaction is catalyzed by 3-desoxY-D-arabinoheptulonic acid-7-phosphate 
synthetase (1)74,530). Phosphoenolpyruvate is first bound to a nucleophilic group of 
the enzyme, which then reacts with the second substrate72l . 3-Dehydroquinic acid, 
the precursor of 3-dehydroshikimic acid71 , 229, 537), is produced by cyclisation, cata­
lyzed by 3-dehydroquinic acid synthetase @. This enzyme is present in all organisms 
synthesizing aromatic amino acids37!,372) and requires cobalt ions and NAD485) for 
activity. 3-Dehydroquinic acid is rearranged to shikimic acid by 3-dehydroquinic 
acid dehydratase ® and 3-dehydroshikimic acid reductase @229,482, 486, 487, 568). 

Shikimic acid-5-phosphate is produced by phosphorylation from adenosine triphos­
phate by means of shikimic acid kinase, and is turned into 3-enolpyruvylshikimic 
acid-5-phosphate by condensation with phosphoenolpyruvate through 3-enolpy­
ruvylshikimic acid-5-phosphate-synthetase @. The formation of 3-enolpyruvyl­
shikimic acid-5-phosphate is a relatively uncommon reaction in which the enolpy­
ruvyl moiety of phosphoenolpyruvate is transferred unchanged to the shikimic acid-
5-phosphate molecule. Presumably the 3-enolpyruvylshikimate-5-phosphate syn­
thetase reaction proceeds by a reversible addition-elimination mechanism299 , 300). 

Protonation of the C-3 of phosphoenolpyruvate facilitates electron release of the 
enol-ester oxygen; it is associated with a synchronous nucleophilic attack on C-2 of 
the substrate by the 3-hydroxyl group of shikimic acid-5-phosphate. In the second 
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Fig. 1. Biosynthesis of aromatic amino acids. The enzymes are identified, as in the text, by the 
following numbering: CD 3-desoxY-D-arabinoheptulonic acid-7-phosphate synthetase, @ 3-dehydro­
quinic acid synthetase, @ 3-dehydroquinic acid reductase, @ 3-dehydroshikimic acid reductase, 
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stage of the reaction, elimination of orthophosphate from the intermediate leads to 
3-enolpyruvylshikimic acid-S-phosphate33). 3-Enolpyruvylshikimic acid-S-phosphate 
is converted by chorismatemutase ® to chorismic acid by l,4-conjugated elimina­
tion of phosphoric acid111,176,399) (Fig. 1). Chorismic acid is the starting point for 
several essential metabolites, e.g. p-aminobenzoic acid and the folic acid moiety of 
coenzymes, the isoprenoid quinones and the three aromatic amino acids. 

1.2 Biosynthesis of Aromatic Amino Acids from Chorismic Acid 

Two biosynthetic routes branch out from chorismic acid: the synthesis of L-phenyl­
alanine and L-tyrosine via a common intermediate, and the synthesis ofL-tryptophan 
from anthranilic acid as the initial metabolite. 

1.2.1 Route of Synthesis of L-Phenylalanine and L-Tyrosine 

In . Escherichia coli, Salmonella typhimurium, Bacillus subtilis and Aerobacter 
aerogenes, two multifunctional enzyme complexes are involved in the conversion of 
chorismic acid to L-phenylalanine and L-tyrosine6Q-{i2, 70, 72, 314, 447). The partially 
purified enzyme complex contains chorismate mutase ® - and prephenate dehydrat­
ase 0 - activity and catalyzes the conversion of chorismic acid to phenylpyruvate. 
The two enzyme activities cannot be separated by chromatography on DEAE­
cellulose. Kinetic studies on the isolated enzymes show that no direct conversion of 
chorismic acid to phenylpyruvate occurs. The prephenic acid formed first dissociates 
from the enzyme complex, accumulates in the medium and is then converted into 
phenylpyruvate after a lag phase. The basis for this lies in two functionally distinct 
active centres in the enzyme complex for chorismate mutase and prephenate dehy­
drogenase449). The enzyme complex can be dissociated into two subunits which are 
inactive when separated. It is assumed that association of the subunits leads to a 
steric configuration forming the active centres of the enzymes268l • In contrast to 
Escherichia coli, Salmonella typhimurium and Aerobacter aerogenes, an indepen­
dent chorismate-mutase ® is present in Neurospora crass a which is not complexed 
with a prephenate dehydratase 0 16,17). 

Two chorismate mutases ® have been demonstrated in yeasts which are both 
separate from prep hen ate-dehydratase ( 304). In the further biosynthetic routes, L­
phenylalanine is produced from phenylpyruvate by transamination. p-Hydroxy­
phenylpyruvate is formed by dehydration and simultaneous decarboxylation of pre­
phenic acid by prephenate dehydrogenase ®, and L-tyrosine is produced from it by 
transamination with tyrosine transaminase (V. 

As an alternative to this biosynthetic pathway, L-tyrosine is formed in Cory­
nebacterium glutamicum and Brevibacterium flavum via pretyrosine (1-carboxy-4-
hydroxy-2,S-cyclohexadien-1-yl-~-alanine )102). Both bacteria possess a transaminase 
@), which converts prephenic acid into pretyrosine, and a NADP-dependent prety­
rosine-dehydrogenase ®, which catalyzes the synthesis of L-tyrosine. The 4-hy­
droxyphenylpyruvate route of L-tyrosine biosynthesis cannot be detected in either 
organism. 
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1.2.2 Route of Synthesis of L-Tryptophan 

The first enzyme reaction in the biosynthesis of L-tryptophan is the formation of 
anthranilic acid from chorismic acid by a glutamineaminotransferase: anthranilate 
synthetase @209, 305, 334, 422). Isotope labelling experiments showed that the carbon 
skeleton of anthranilic acid is identical with that of shikimic acid and that the amino 
group of anthranilic acid is introduced at C-2 of chorismic acid484). The enolpyruvyl­
group of chorismic acid is eliminated after protonation of the enolmethylene 
group503). 

Two types of anthranilate synthetase have been described for this enzyme reac­
tion. Type I was isolated as a single component enzyme from Bacillus subtilis231), 
Pseudomonas Sp,416) and Serratia marcescensl99, 428). Type II is always associated 
with the second enzyme of L-tryptophan biosynthesis, anthranilate-5-phos­
phoribosylpyrophosphate transferase (PR-transferase) @-@), and has been isolated 
from Escherichia colil8 , 207, 209, 212), Salmonella typhimurium20, 381, 579) and Aerobacter 
aerogenesI23 ). The type II enzyme complex can use both L-glutamine and ammonium 
as amino donor. However, if component I, anthranilate synthetase @, is separated 
from component II, PR-transferase @, L-glutamine cannot function as an amino 
donor. Since the PR-transferase stimulates the anthranilate synthetase, it can be 
assumed that component II is responsible for the binding of L-glutamine. The 
molecular weight of the multifunctional anthranilate synthetase-PR-transferase 
aggregate of Salmonella typhimurium is 280,000. A molecular weight of about 
62,000 was determined for the two non-identical subunits anthranilate synthetase 
(component I) @ and PR-transferase (component II) @. It was concluded from 
these studies that each component itself consists of two subunits. 

Kinetic studies show that chorismic acid and L-tryptophan bind to component I 
and that the end product inhibition of anthranilate synthetase depends on antagon­
ism with chorismic acid binding579). 

The individual enzyme, anthranilate synthetase from Serratia marcescens, pos­
sesses kinetic properties comparable to those of component I from Salmonella 
typhimurium. The molecular weight of this enzyme is 141,000; it consists of a tet­
rameric complex of non-identical subunits with molecular weights of 60,000 and 
21,000. The smaller subunit of this enzyme is responsible for binding of L­
glutaminel72, 199, 428). 

An enzyme complex, with a molecular weight of 240,000, has been isolated from 
Neurospora crassa; it contains N-5' -phosphoribosyl-anthranilate-isomerase @ and 
indole-3-glycerophosphate-synthetase @ in addition to anthranilate synthetase @, 
although the three reactions catalyzed by this complex are not sequential in the 
biosynthesis10o, 118, 196, 335, 373, 513). A similar threefold complex, consisting of 
anthranilate synthetase @, N-5' -phosphoribosylanthranilate isomerase @ and 
indole-3-glycerophosphate synthetase @, was isolated from Claviceps spec., SD 58. 
A molecular weight of 200,000 was determined for this enzyme complex in a sucrose 
density gradient334). If this complex is dissociated into a 35,000 dalton and a 165,000 
dalton unit, the larger subunit no longer possesses anthranilate synthetase activity. 
In Bacillus subtilis, anthranilate synthetase @ is the enzymological basis for folic 
acid synthesis230) and for histidine synthesis231). The glutamine-binding-protein X in 
anthranilate synthetase @ is identical with that in p-aminobenzoic acid synthetase. 
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Histidine stimulates L-tryptophan synthesis by increasing the activity of Mn2+_ 
dependent glutamine aminotransferase. 

Anthranilic acid and 5-phosphoribosyl-pyrophosphate, is catalyzed by PR-trans­
ferase @ to yield N-(5'-phosphoribosyl)-anthranilic acid, which is further trans­
formed by phosphoribosyl-anthranilic acid isomerase ® into l-o-carboxyphenyl-D­
ribosylamine-5-phosphate88, 301, 534). The next step is an Amadori rearrangement to 
the desoxyribulose-derivative. This intermediate undergoes cyclization to indole­
glycerophosphate with indole-3-glycerol-phosphate-synthetase @. The last step in 
the synthesis of L-tryptophan consists in separating the glycerophosphate side chain 
of indole-glycerophosphate and substituting by the alanine moiety of serine in a 
multienzyme complex of tryptophan synthetase @79, 118,211,392,561,571). This a~2a-
multienzyme complex consists of four non-covalently bound polypeptides: two a­
chains, which catalyze the aldolysis of indole-glycerophosphate by liberating gly­
ceraldehyde50, 174, 210), and a dimer of two ~-chains which bind pyridoxal-5' -phos­
phate and permit the synthesis of L-tryptophan from indole and serine551). 

Indole, which is both a product and a substrate, normally remains bound to the 
enzyme in this reaction. However, under appropriate conditions, only one enzyme 
activity is obtained in good yield, tryptophan aldolase (TS-A) or tryptophan-syn­
thetase (TS-B). Thus, L-tryptophan auxotrophic-mutants, lacking TS-A activity but 
possessing TS-B activity, can grow in the presence of indole126, 571). The reaction 
proceeds more specifically in the complex than with the individual subunits. Thus, 
the a~2a-complex is 100 times more active in the aldolase reaction than the a­
subunit and 30 times more active in the synthesis reaction than the ~2-subunit65, 118). 

Overall, excepting the pretyrosine pathway, the biosynthesis of the aromatic 
amino acids is uniform in all organisms so far investigated. The evolution reveals 
itself only in nuances: with anthranilate synthetase @ the use of glutamine as donor 
of an amino group at physiological pH or ammonium at higher pH25, 55), or conver­
sion of indole and indole-3-glycerophosphate by tryptophan synthetase @ although 
no free indole is recorded under physiological conditions. 

2 Regulation of the Biosynthesis of Aromatic Amino Acids 

Regulation of metabolic processes proceeds by two enzymatic mechanisms520): by 
control of enzyme synthesis or by regulation of enzyme activity. In branched 
metabolic pathways, the end product is usually controlled by repression of enzyme 
synthesis or by feedback inhibition of specific biosynthesis. In the common 
metabolic pathway, the key enzymes often exist in different forms and the end 
product only inhibits one of these proteins. Only a concerted inhibition by the end 
products finishes the biosynthesis. 

The biosynthesis of aromatic amino acids is economically, but variously reg­
ulated in the individual organisms. This is demonstrated by only a small pool of free 
amino acids. In Saccharomyces cerevisiae, the tryptophan pool in the minimal 
medium amounts to 0.07 !lM per g dry weightlOl). This is relatively low compared 
with other amino acids in yeasts476, 481). 
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2.1 Regulation of the Common Biosynthesis of Aromatic Amino 
Acids 

Studies on different microorganisms have shown that the 3-desoxY-D-arabinohep­
tulonic acid-7-phosphate synthetase (DAHP), catalyzing the condensation of D­
erythrose-4-phosphate with phosphoenolpyruvate, has the greatest significance in 
the control of overall biosynthesis39, 81, 123,203,413,490). 

In enterobacteriaceae, this enzyme occurs in three isoenzymes which are al­
ways inhibited by feedback with one specific end product201 , 463, 489). Thus in 
Escherichia coli40, 41, 85, 216, 217, 529-531), Salmonella typhimuriuml3l ), Neurospora 
crassa85 , 87, 90,168,311,405), Claviceps paspali303) and Corynebacterium 
glutamicuml56, 160), the formation and activity of DAHP-synthetase (Tyr) is con­
trolled by L-tyrosine, that of DAHP-synthetase (Phe) by L-phenylalanine and that of 
DAHP-synthetase (Trp) by L-tryptophan. Nevertheless, there are some exceptions 
to this scheme of regulation. In Brevibacterium flavum, DAHP-synthetase is inhi­
bited synergistically only by L-tyrosine and L-phenylalanine. L-tryptophan has no 
effect453). The same two end products inhibit DAHP-synthetase in Saccharomyces 
cerevisiae83 , 86, 302, 304). In Bacillus subtilis218--220) , Staphylococcus epidermidis and 
Bacillus licheniformis377) , there is but a single DAHP-synthetase which is strongly 
inhibited by chorismic acid or prephenic acid. This is because Bacillus subtilis pos­
sesses a tri-functional enzyme complex consisting of DAHP-synthetase, chorismate 
mutase and shikimate kinase385, 390). This shows that a scheme of regulation once 
established cannot be directly transferred to another organism and that there is a 
certain tolerance here in evolution. 

2.2 Regulation of L-Phenylalanine and L-Tyrosine Pathway 

The first reaction in Escherichia coli, Aerobacter aerogenes, Salmonella typhimurium 
and Pseudomonas aeruginosa to synthesize L-phenyl alanine and L-tyrosine from 
chorismic acid, is catalyzed by a bifunctional enzyme complex possessing both 
chorismate mutase and prephenate dehydrogenase activity187). In cell-free extracts 
of these bacteria, both L-phenylalanine and L-tyrosine display a typical feedback 
inhibition on this enzyme complex. The prephenate dehydrogenase is more strongly 
affected by both amino acids than chorismate mutase. Thus, L-phenylalanine 
inhibits the prephenate dehydrogenase of all strains, and, in addition, the 
chorismate mutase of Aerobacter aerogenes and Salmonella 
typhimurium61, 62, 267, 268, 447, 449, 494, 507). 

With Salmonella typhimurium, the sedimentation constant of the bifunctional 
enzyme complex increases from 5.6 S to 8.0 S on inhibition and the molecular 
weight increases from 109,000 to 220,000. This apparent dimerisation is dependent 
on the concentration of L-phenylalanine and that of the enzyme complex, At a low 
enzyme concentration, no dimerisation occurs in the presence of L-phenylalanine 
although the enzyme is inhibited. Presumably, L-phenylalanine binds and inactivates 
the monomeric enzyme and at a suitable enzyme concentration it dimerises with a 
further monomeric enzyme448). 
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With Corynebacterium glutamicum, the prephenate dehydrogenase is not inhib­
ited by the end product; only L-phenylalanine completely inhibits and even L-tryp­
tophan affects the reaction. On the other hand L-tyrosine stimulates the prephenate­
dehydrogenase activity and competitively overcomes the inhibition of L-phenyl­
alanine and L-tryptophan157). The chorismate-mutase is inhibited by L-phenylalanine 
by a feedback mechanism and L-tyrosine potentiates the activity. L-tryptophan 
stimulates this reaction and abolishes the inhibition of the two other amino acids. 

The chorismate-mutase is liable to repression by L-phenylalanine159). This rela­
tively complicated scheme of regulation has been confirmed in vivo from the corre­
sponding auxotrophic mutantsl60). 

With Brevibacterium flavum, the prephenate dehydratase is inhibited by 
L-phenylalanine and stimulated by L-tyrosine. The regulation of L-tyrosine biosyn­
thesis, therefore, lies primarily in the synergistic inhibition of DAHP-synthetase by 
L-phenylalanine and L-tyrosine453, 455, 498). 

Besides this feedback inhibition of key enzymes in the biosynthesis of L-phenyl­
alanine and L-tyrosine, the synthesis of these enzymes is additionally repressed in 
some microorganisms. Repression of chorismate mutase by L-phenylalanine and 
repression of prephenate dehydratase by L-tyrosine occurs in Aerobacter aerogenes 
and Escherichia COli208). With Salmonella typhimurium, DAHP-synthetase (tyr) and 
prephenate dehydratase are coupled genetically to aro F and tyr A. It has been 
shown with constitutive mutants that the regulator gene tyr R is coupled genetically 
with pyr F. The synthesis of DAHP-synthetase (phe), determined by aro G, is not 
regulated by the aporepressor phe R but also by tyr R. Thus, in Salmonella 
typhimurium, the same aporepressor, tyr R, represses the synthesis of both DAHP­
synthetases phe and tyr43, 128-130, 360, 478, 531). 

Bacillus subtilis contains two chorismate mutases, neither of which are sensitive 
to feedback inhibition but both are subject to repression in their enzyme synthesis. 
In this organism, the enzymes which convert prephenic acid are liable to feedback 
inhibition216, 386, 390, 425) . 

By contrast, with Pseudomonas, repression mechanisms seem to playa subordi­
nate role in the regulation of amino acid synthesis. Thus the isoleucine and valine 
synthesis is not repressed in Pseudomonas aeruginosa337) nor the tryptophan synthe­
sis in Pseudomonas putida63). With regard to the synthesis of L-phenylalanine and 
L-tyrosine, the two end products have no effect on the synthesis of chorismate 
mutase, prephenate dehydratase or phenylalanine transaminase532). 

2.3 Regulation of the L-Tryptophan Pathway 

Like many mechanisms, the regulation of L-tryptophan biosynthesis has been best 
studied in Escherichia COli18, 20, 81, 118, 207, 209, 511, 520) (Fig. 2). The sequence of chemi-
cal reactions is the same in other microorganisms but differences exist in the enzyme 
structure118. 196. 335. 499. 513). However, with a few exceptions such as Claviceps Pas­
pali303,334) and Saccharomyces cerevisiae (Fig. 3), in all cases studied, the first 
enzyme reaction in the synthesis of L-tryptophan from chorismic acid - anthranilate 
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Fig, 2. Feedback inhibition in the biosynthesis of aromatic amino acids in Escherichia coli. c;. 

Inhibition. <D 3-DesoXY-D-arabinoheptulonic acid-7-phosphate synthetase, (J) prephenate dehydrat­
ase, @ anthranilate synthetase 

synthetase - is the point of attack of the feedback inhibition by L-tryp­
tophan18, 63, 86, 122, 304, 389, 396, 471, 578) (Figs. 4-6). This anthranilate synthetase consists 
of two nonidentical subunits. 

In Serratia marcescens, one subunit catalyzes the reaction of chorismic acid and 
ammonium ions and possesses a binding site for L-tryptophan. The other subunit has 
a binding site for L-glutamine and transfers the amino group. L-tryptophan inhibits 
this enzyme by binding of the amino acid to the regulatory centre; a consequential 
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Fig. 3. Feedback inhibition in the biosynthesis of aromatic amino acids in Saccharomyces cerevisiae . 
.. Inhibition. <D 3-DesoXY-D-arabinoheptulonic acid-7-phosphate synthetase 
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Fig. 5. Control of the biosynthesis of aromatic amino acids in Corynebacterium glutamicum. Q 
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Fig. 6. Regulation of the biosynthesis of aromatic amino acids in Neurospora crassa. Q Inhibition, 
... activation. <D 3-DesoxY-D-arabinoheptulonic acid-7-phosphate synthetase, (j) prephenate dehy­
dratase, ® prephenate dehydrogenase, @ anthranilate synthetase 

conformational change has the effect that both substrates, chorismic acid and 
glutamine, hav~ a low affinity23,578). As far as is known, this has been maintained 
throughout evolution. 

The conversion of chorismic acid to L-tryptophan takes place by five enzymati­
cally controlled reactions. Again, in Escherichia coli, the enzymes are determined by 
five structural genes within the tryptophan operon145, 204, 320, 336, 572). The arrange­
ment of the structural genes and enzymes is summarized in the following Table. 

Structural gene 

trp E 

trp D 

trp C 

trp B 

trp A 

Enzyme 

Anthranilate synthetase component I 

Anthranilate synthetase component II 
Phosphoribosylanthranilic acid transferase 

Phosphoribosylanthranilic acid isomerase 
Indolylglycerophosphate synthetase 

Tryptophan synthetase ~ 

Tryptophan synthetase a 

A transcription leader region precedes this structural gene and is 160 base pairs 
in length37,479). The promotor operator region is before the transcription leader 
region28, 292). Transcription of the operon is started by reaction of the operator with a 
repressor protein-L-tryptophan complex379, 432, 433, 458, 480,481, 584). A DNA segment of 
30 base pairs, the attenuator, or the a-site of the leader region, which is distal to the 
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trp promotor operator, codes for termination of the trp E-polypeptide28, 292). In this 
way, a new type of regulation was discovered in Escherichia coli in the trp operon. In 
contrast to other regulation mechanisms, which are controlled by mRNA-polymer­
ase binding, this attenuator regulates the termination of transcription in a region of 
the operon which precedes the structural gene27). However, a "metabolic regula­
tion" is present only in the absence of the trp attenuator and of the trp repressor 
depending on the conditions of growth; its mechanism has not been eluci­
dated414, 433, 573). These phenomena can be compared with the ribosomal synthesis. 
Thus L-tryptophan can suppress, in a coordinated manner, the synthesis of all en­
zymes of the L-tryptophan specific synthetic pathway starting from chorismic acid. 
Contrary to Escherichia coli205), Salmonella typhimurium33), Aeromonas formicus65 ), 

Bacillus subtilis175) , Serratia marcescensl94) and Staphylococcus aureus405), in Bre­
vibacterium flavum repression by L-tryptophan is not coordinated for all the en­
zymes489). 

3 Metabolism of Aromatic Amino Acids 

In this section, particular consideration will be given to the catabolic reactions from 
which metabolites arise, which in turn act as the starting points for biosynthesis of 
antibiotics. 

Since a series of diseases depend on an inborn error in the metabolism of these 
amino acids, the catabolism of aromatic amino acids has often been studied more in 
higher organisms than in microorganisms. 

3.1 Metabolism of L-Phenylalanine 

3.1.1 Conversion of L-Phenylalanine to L-Tyrosine 

In higher animals, a large part of L-phenylalanine is converted into L-tyrosine in the 
liver42-245, 517, 540). Some microorganisms possess a phenylalanine hydroxylase ® for 
this reaction stepl50, 152, 369). This phenylalanine hydroxylase system requires atmo­
spheric oxygen; the incorporation of 180 into the phenyl ring of tyrosine infers an 
oxygenase mechanism245, 502). An inducible phenylalanine hydroxylase was demon­
strated in Pseudomonas when the bacteria were grown in media containing phenyl­
alanine or tyrosine but no asparagine l5l) • Usually, phenylalanine and tyrosine are 
formed in microorganisms via separate biosynthetic pathways. 

3.1.2 Transamination of L-Phenylalanine 

The first step in the metabolism of L-phenylalanine is the transamination to phenyl­
pyruvate. Phenylacetyl-L-glutamine is produced from phenylacetic acid and 
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glutamine via the intermediates phenylacetyl-coenzyme A and phenylacetyl-adeny­
late493. 562). 

Phenylacetaldehyde is formed by decarboxylation of phenylpyruvate452). Benzoic 
acid arises through a transamination of phenylpyruvate, followed by an oxidative 
cleavage to oxalate and benzaldehyde, and oxidation of the latter. Above pH 8, 
non-enzymatic cleavage of p-hydroxyphenylpyruvate and phenylpyruvate occurs to 
yield the corresponding aldehyde and oxalate412). 

3.1.3 Precursors of Alkaloids 

Phenylalanine and tyrosine are precursors of a large number of alkaloids such as 
pellotine19), papaverine, morphine, codeine and thebaine380). It is assumed that 
norlaudanosine is condensed from 3,4-dihydroxyphenylethylamine and 3,4-dihy­
droxyphenylacetaldehyde. Norlaudanosine is a precursor of papaverine and of mor­
phine alkaloids146). 

3.2 Metabolism of L-Tyrosine 

3.2.1 Oxidative Breakdown of L-Tyrosine 

L-tyrosine is transaminated into p-hydroxyphenylpyruvate by glutamate-L-tyrosine 
transaminase ®, an obligatory step in tyrosine oxidation286, 287, 296, 382, 445). This trans­
aminase is induced by tyrosine265, 580). The copper-containing p-hydroxyphenylpyru­
vate oxidase requires ascorbic acid to activate and hydroxylate the phenyl ring; by 
migration of the aliphatic side chain to the vicinal position in the ring and oxidative 
decarboxylation of the pyruvate moiety homogentisic acid is synthe­
sized155, 261, 285, 287, 296, 451, 515, 54&-550). 1 Mole molecular oxygen is required for hydrox-
ylation of the aromatic ring. The mechanism of this monooxygenase574) probably 
proceeds by reaction between the substrate and the oxygen-copper-ion-enzyme 
complex giving a cyclic peroxide intermediate557). This produces homogentisic acid 
by decarboxylation and migration of the sidechain57). Further conversion of 
homogentisic acid, with fission of the aromatic ring, results in maleylacetoacetic 
acid, which is transformed into the corresponding trans-isomer by maleylacetoacetic 
acid isomerase @. 

This isomerase is activated by glutathione, y-glutamylcysteine, cysteinylglycine 
and cysteine91, 263, 264, 283, 284, 500, 506). Fumaric acid and acetoacetic acid are produced 
by cleavage of fumarylacetoacetic acid with an acylpyruvase @f23). 

3.2.2 Biosynthesis of the Catecholamines 

Catecholamines enhance the reactivity or amount of specific enzymes which affect 
the activity of a large number of human cells in the liver, heart, brain and smooth 
muscles7, 374). 
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The biogenesis of the catecholamines begins with L-tyrosine, which is oxidized to 
L-3,4-dihydroxyphenylalanine (L-dopa) by L-tyrosinase @, the rate limiting step in 
catecholamine metabolism132, 255, 293, 383, 518, 519). This enzyme is activated by tet-
rahydropteridine, iron ions and oxygen and possesses a high specificity for L-ty­
rosine69, 149). 

The mechanism is that of a mixed function oxidase. First, an oxidized form of the 
enzyme is reduced with 2-amino-4-hydroxy-6,7-dimethyltetrahydropteridine; then 
the oxidized pteridine is dissociated followed by aerobically oxidation of L-tyrosine 
to L-dopa and the oxidized form of the enzyme20l). Formation of dopamine from L­
dopa is controlled by L-dopa decarboxylase @. This enzyme requires pyridoxal 
phosphate and has broad substrate specificity although it has only slight specificity 
with regard to functional groups. 

Because of the broad profile of action with respect to decarboxylation of L-dopa, 
L-5-hydroxytryptophan, L-phenylalanine, L-tyrosine, L-tryptophan and L-histidine, 
this enzyme is generally known as decarboxylase of aromatic amino acids. 

The further ~-hydroxylation of dopamine to noradrenaline is catalyzed by 
dopamine-~-hydroxylase @)l15). This enzyme, also a mixed function oxidase, cata­
lyzes the ~-hydroxylation of a few other phenylethylamines66, 127, 298). The necessary 
two moles of copper ions per mole enzyme undergo a cyclic reduction and oxidation 
during the ~-hydroxylation245, 246). As the last step in the biosynthesis of adrenaline, 
phenylethanolamine-N-methyltransferase @ catalyzes the transfer of the methyl 
group from S-adenosyl-methionine to noradrenaline255). 

Because of the low specificity of some enzymes participating in this biosynthesis, 
alternative biosynthetic pathways are known for catecholamines374). 

3.2.3 Phenol Formation 

L-Tyrosine can be broken down to phenol, by fission of the side chain; in microor­
ganisms the enzyme L-tyrosine-phenol lyase @ depends on pyridoxal phos­
phate38,279) to form pyruvate and ammonia. Tyrosine-phenol lyase is an enzyme with 
broad substrate specificity and, besides this reaction, it catalyzes a series of a,~­
elimination, ~-replacement and racemisation reactions278,279), In fact, L-tyrosine can 
be synthesized in the reverse reaction from ammonia, pyruvate and phenoI564). 

3.2.4 Melanogenesis from L-Tyrosine 

The first step in the biosynthesis of melanin is the hydroxylation of L-tyrosine to L-
3,4-dihydroxyphenylalanine (L-dopa) by the copper-containing enzyme tyrosinase 
@. L-Dopa is further oxidized to L-dopaquinone. In fungi, L-dopa does not seem to 
be a free metabolite. L-Cyclodopa is formed by spontaneous cyclization of L-dopa­
quinone563) and is then rearranged to the intermediate 5,6-dihydroxyindole by oxida­
tion and decarboxylation. This dopamelanin polymerises to a polyquinone. 4,7-
linked structures21, 22, 357) and 3,7-linked polymers45) can arise in this way. No 
uniform polymerisation has been demonstrated254). The only enzyme known so far 
in this biosynthesis is tyrosinase which triggers the starting reaction in melanin 
formation251). The later, spontaneous reactions proceed in a relatively non-specific 
manner. 
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A suitable scheme of biosynthesis has been summarized by various au­
thors355-358, 420, 421) . 

Total or partial absence of tyrosinase is responsible for albinism in man and 
animals. 

The metabolism of phenylalanine and tyrosine is summarized in Fig. 7. 

3.3 Metabolism of L-Tryptophan 

Important metabolites for the organism are produced from L-tryptophan. These 
include nicotinic acid and various nicotinamide coenzymes, serotonin - a potent 
vasoconstrictor in nerve tissue - as well as ommochromes, eye pigments in certain 
insects68). The metabolism of L-tryptophan is comparable in various organisms. So 
far, the oxidative breakdown of L-tryptophan to kynurenine and 5-hydroxytryp­
tophan, both central intermediates for essential metabolites in individual organisms 
has been found without variations. 

3.3.1 Oxidative Breakdown of L-Tryptophan 

The first step in the oxidative breakdown of L-tryptophan is catalyzed by I-tryp­
tophanpyrrolase @ and leads to N-formyl-kynurenine by introducing two oxygen 
atoms into the pyrrole rini66• 275). Further hydrolysis of this intermediate 
by kynurenine formylase @ leads to the key intermediate, 
kynurenine35, 171, 214, 274, 361, 362), from which alternative metabolic pathways diverge. 

3.3.1.1 Anthranilic Acid Route 

The side chain of L-kynurenine is split off by the action of kynureninase @ to 
produce L-alanine and anthranilic acid. This reaction depends on pyridoxal phos­
phate. As well as in Escherichia coli and Bacillus subti/is, kynureninase @ is widely 
distributed67, 262, 554-556). Besides kynurenine, kynureninase @ splits L-formylky­
nurenine to L-alanine and L-formylanthranilic acid, and 3-hydroxykynurenine to L­
alanine and 3-hydroxyanthranilic acid215). In Neurospora, tryptophan is preferably 
converted to anthranilic acid via formylkynurenine213). 

3.3.1.2 Nicotinamide-Nucleotide Route 

Another important metabolic pathway starting from tryptophan also branches from 
L-kynurenine. This is first hydroxylated by a mixed function enzyme, L-kynurenine-
3-hydroxylase @73). Atmospheric oxygen is employed for the oxidation438). 3-Hy­
droxykynurenine is split into 3-hydroxyanthranilic acid and alanine by kynureninase 
@. 

The complete oxidation of the aromatic ring of 3-hydroxyanthranilic acid pro­
ceeds via a-amino-~-carboxy-cis-cis-muconic acid semialdehyde and glutaryl-coen­
zyme A. 

The aldehyde of 3-hydroxyanthranilic acid is formed by ring fission next to the 
hydroxyl group. The reaction is catalyzed by 3-hydroxyanthranilic acid oxidase @, a 
mixed function enzyme requiring iron for oxidation170, 495). 
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a-Amino-~-carboxy-cis-cis-muconic acid semialdehyde is the starting material 
for synthesis of the pyridine ring of nicotinamide nucleotides57, 202, 394). Quinolinic 
acid is synthesized in this way by non-enzymatic decarboxylation and recyclisation, 
and then picolinic acid by enzymatic reaction. Picolinic acid is also formed via a­
amino-~-carboxy-cis-cis-muconic acid semialdehyde. This means that the synthesis 
of niacin is competitive with two other reactions363). Quinolinic acid transphos­
phoribosylase ® cataylzes the synthesis of niacin ribonucleotide from quinolinic acid 
and 5-phosphoribosyl-l-phosphate58, 120). The intermediate, quinolinic acid ribonuc­
leotide, seems to be enzyme-bound384). 

The biosynthesis of nicotinic acid is not entirely uniform. Thus, Escherichia coli 
and Bacillus subtilis possess no kynureninase activity. Therefore, radioactive indole 
or tryptophan is incorporated only very slowly into nicotinic acid in these bac­
teria569, 570). In the corresponding auxotrophic mutants, neither kynurenine nor 5-
hydroxyanthranilic acid acts as a growth factor526). Glycerol and succinic acid are 
much more efficiently incorporated into nicotinic acid in these strains. The carboxyl 
group of nicotinic acid is derived from succinic acid; the methylene carbon atom of 
succinic acid and C-l and C-3 of glycerol are incorporated into the pyridine ring401). 

3.3.1.3 Further Metabolites from Oxidative Breakdown 

Besides catabolism of tryptophan via kynurenine and anthranilic acid to catechol, 
cis-cis-muconic acid and ~-ketoadipic acid, from which succinic acid and acetyl­
coenzyme A are formed finally200, 202, 488, 497, 507), the transamination of kynurenine 
widely occurs. The corresponding keto acid is formed by the action of kynurenine 
transaminase, and cyclizes spontaneously to kynureninic acid. Analogous transfor­
mation of hydroxy kynurenine yields the corresponding xanthurenic acid. 
Pseudomonas strains are able to metabolize kynureninic acid via oxidative break­
down to a-ketoglutarate, oxalacetate and ammonia. 

3.3.2 Serotonin Pathway 

Hydroxylation of L-tryptophan to L-5'-hydroxytryptophan is the first and probably 
rate determining step in serotonin biosynthesis. L-Tryptophan hydroxylase @ is 
analogous to L-phenylalanine hydroxylase and requires pteridine and molecular 
oxygen69, 149). L-5' -hydroxy tryptophan is converted by L-5' -hydroxy tryptophan 
decarboxylase @ to l,5'-hydroxytryptamine, serotonin516). In Chromobacterium 
violaceum, a characteristic pigment, violacein, is formed from L-5'-hydroxytryp­
tophan22, 370). 

3.3.3 Tryptophanase Reaction 

In a few bacteria, L-tryptophan is broken down by the tryptophanase reaction ® to 
indole, pyruvate and ammonium ions227, 228, 313, 376-378). Pyridoxal phosphate serves 
as the coenzyme. This pyridoxal phosphate forms a pyridoxal phosphate-tryp­
tophan-metalloenzyme complex with the substrate365), analogous to the tyrosine­
phenol lyase reaction. 
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Indole and pyruvate are formed by a,~-elimination and fission of the pyridoxal 
phosphate and ammonium ion. This enzyme has a low substrate specificity and 
catalyzes a series of other a,~-eliminations and ~-replacement reactions391, 392). 
Indigo, indirubin, indoxyl and indican are further metabolites of indole391). 

The metabolism of tryptophan is summarized in Fig. 8. 
Studies with different 5-f1uorotryptophan-resistant mutants of Brevibacterium 

flavum have shown that the five enzymes, anthranilate-synthetase, anthranilate­
phosphoribosylpyrophosphate transferase, N-5-phosphoribosylanthranilate isomer­
ase, indole-3-glycerophosphate synthetase and tryptophan synthetase A, B can be 
repressed independently456). 

The tryptophan enzymes of Acinetobacter calcoaceticus can be split into three 
independently repressible groupS56). 

Chromobacterium violaceum seems to have no effect on the synthesis of tryp­
tophan-specific enzymes535). 

In Streptomyces coelicolor, the synthesis of all L-tryptophan-specific enzymes is 
regulated with the exception of indole-3-glycerophosphate synthetase466). 

Corynebacterium glutamicum possesses an enzyme repression for anthranilate 
synthetase158) . 

Such regulation mechanisms, depending on repression, can be altered by muta­
tion, which can be inferred from the example of S. dysenteriae. Escherichia coli, 
Salmonella typhimurium and Serratia marcescens are completely homologous with 
respect to tryptophan synthetase enzyme, the RNA-polymerase and tryptophan 
repressor are interchangeable336). In the nucleotide sequence of the promoter 
operator region of the tryptophan operon, S. dysenteriae displays a difference of 
only two base pairs. This results in a lO-fold reduction in tryptophan promoter 
function so that the remaining transcription proceeds practically constitutively368). 

The regulation of aromatic amino acids illustrates that, with few exceptions, the 
sequential build-up of L-phenylalanine, L-tyrosine and L-tryptophan is common in 
the organisms but, in complete contrast, the regulation of the synthetic pathways is 
very heterogenous. This heterogeneity - with difficulty demonstrable in the poorly 
studied actinomycetes - in producers of secondary metabolites may permit a partial 
deregulation of primary metabolism, thus forming excess intermediates for secon­
dary metabolism. 

4 Metabolic Products with Antibiotic Activity 

Besides the aromatic amino acids and their breakdown products with their central 
role for maintenance of bacterial metabolism, a series of metabolites with antibiotic 
activity is known; their biogenesis originates from these amino acids, although their 
function for the cell is not always obvious. 

The biosynthesis of these antibiotics is considered below according to their origin 
from the appropriate amino acid, the end product or their metabolites. 
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4.1 Antibiotics from Shikimic Acid 

4.1.1 Biosynthesis of 2,5-Dihydrophenylalanine 

L-2,5-Dihydrophenylalanine (DHPA) is a relatively widely distributed metabolic 
product in actinomycetes and has been isolated by different groups103, 104,443,566). 
DHPA acts as an antagonist to phenylalanine both in rats468) and in microorgan­
isms443,566) and is also an inhibitor of tryptophan-hydroxylase. The antibacterial 
activity of DHPA in Escherichia coli is the result of a false feedback inhibition of 
prephenate dehydratase and the phenylalanine-sensitive DAHP synthetase104). The 
inhibition can be abolished competitively by tyrosine and non-competitively by phe­
nylalanine103, 104). 

The poor incorporation of phenylalanine (0.02%) and the good incorporation of 
(U-14C)-shikimic acid (2.5%) signifies that biosynthesis does not proceed by reduc­
tion of phenylalanine but is a new variant of shikimic acid metabolism443). Incorpora­
tion experiments in the biosynthesis of 2,5-dihydrophenylalanine in Streptomyces 
arenae TO 109 show that shikimic acid only provides the ring carbon atoms of 
DHPA, that the side-chain is substituted at C-1 of shikimic acid, and that the 
asymmetry of the ring is maintained. Labelled chorismic acid and prephenic acid, 
but not L-(3)4C)-serine, are incorporated into DHPA. 5,6-Dihydro-(4-3H)-pre­
phenic acid is not an intermediate in DHPA biosynthesis. This indicates that DHPA 
is biosynthesized from shikimic acid via chorismic acid and prephenic acid. The 
reaction sequence for transforming prephenic acid to DHPA is assumed to be an 
allyl rearrangement, 1,4-reduction of a conjugated dione and a combined decarbox­
ylation/dehydration. The biosynthesis can, therefore, be shown as follows108,457). 

8'0,,> eOOH 15°"> eOOH 
eOOH Hooe HOOC 

~ eH2 HO 

I ~-II- 1-
° COOH "" 

OH OH 

15
°"> eOOH 6#~~H Hooe 

HO -# -
2.5-dihydrophenylolonine 

Fig. 9. Biosynthesis of 2,5-dihydrophenylalanine 

4.1.2 Biosynthesis of Bacilysin 

Bacilysin is a dipeptide produced by Bacillus subtilis A 14 and decomposes on acid 
hydrolysis to give an N-terminal L-alanine and tyrosine429, 430). This antibiotic acts by 
lysis of staphylococci. 
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Growth is biphasic in a chemically defined medium; after consumption of 50% of 
the added glucose in the second phase, bacilysin is produced during reduced growth. 
Although very little antibiotic is produced in the stationary phase, biosynthesis is not 
coupled with protein synthesis. This can be proved by the fact that synthesis of 
bacilysin is not affected by chloramphenicol. 

Only if chloramphenicol is added before the start of bacilysin synthesis the 
production of the necessary enzymes is inhibited. The statement that mechanisms 
differing from those for protein synthesis are responsible for synthesis of peptide 
antibiotics is true for most peptide antibiotics. 

As expected, 14C-alanine is incorporated into the N-terminus of the molecule. 
However, under the same conditions, DL-(2-14C)-tyrosine, 1-(U-14C)-tyrosine and 
(1 )4C)-acetate are not incorporated into the antibiotic although the labelled com­
pounds penetrate into the bacterial cells. This proves that neither acetate nor 
tyrosine are direct precursors of the tyrosine moiety of bacilysin. However, since 
(1,6 ring-14C)-shikimic acid is significantly incorporated into the tyrosine fragment, 
the branching of bacilysin biosynthesis from the metabolism of aromatic amino acids 
seems to lie between shikimic acid and tyrosine431). It is not yet known whether 3-
enolpyruvyl-shikimate-5-phosphate, chorismic acid and prephenic acid, intermedi­
ates in tyrosine biosynthesis, are also incorporated. 

o 

¢to 
CH3 CH2 
I I 

H2N-CH-CO-NH-CH - COOH 
L L 

bacilysin 

Fig. 10. Bacilysin, a dipeptide antibiotic consisting of L-alanine and 
the active molecule anticapsin 

4.2 Antibiotics from Chorismic Acid 

4.2.1 Biosynthesis of Chloramphenicol 

Chloramphenicol is produced by a series of actinomycetes, such as Streptomyces 
venezuelae93 , 137), Streptomyces sp. 3022, Streptomyces phaeochromogenes var. 
chloromyceticus, Streptomyces omiyaensis522) and Streptosporangium viridogriseum 
var. kofuense504). Corynecines, antibiotics closely related to chloramphenicol, are 
produced by Corynebacterium hydrocarboblastus501 , 459). 

Chloramphenicol contains two asymmetric carbon atoms and therefore four 
stereoisomers are possible. The D(-)threo form is the active component, L( + )threo­
chloramphenicol has only weak activity; the two erythro-isomers are inactive. 

Chloramphenicol is a broad spectrum antibiotic with bacteriostatic activity, its 
mode of action is based on inhibition of protein synthesisl61 , 162). At a concentration 
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of 50 Ilg/ml, it inhibits protein synthesis in Streptomyces griseus344) , but even at 
higher concentrations, it has no effect on the growth of chloramphenicol producing 
Streptomycetes during the production phase333). 

Chloramphenicol binds to the 50 S subunit of the ribosome, prevents the binding 
of amino-acyl-tRNA by a conformational change of the protein and inhibits the 
activity of peptidyltransferase328, 409, 410). 

The biosynthesis of chloramphenicol by Streptomyces venezuelae in a chemically 
defined medium is stimulated by glucose as a good carbon source for growth and 
antibiotic formation, as well as by glycerol and lactic acid, which promote a higher 
yield in some media 140), by nitrate and particularly by phenylalanine138, 139, 464). 

In complex nutrient media, chloramphenicol production is biphasic while it is 
more associated with the growth phase in defined media330). The basis for depression 
of antibiotic production in a defined medium may be growth limitation or deficiency 
of an antibiotic synthetase repressor at the start of fermentation. 

Despite the structural similarity between phenylalanine and the p-nitro­
phenylserinol part of chloramphenicol, the stimulating effect of L-phenylalanine 
does not depend on incorporation of phenylalanine into the p-nitrophenylserinol 
moiety of the antibiotic139). Similarly, phenyllactic acid and p-hydroxyphenyllactic 
acid are not incorporated into chloramphenicol. By contrast, p-aminophenyl­
alanine222,460) and threo-p-aminophenylserine321) are incorporated selectively into 
chloramphenicol. p-Aminophenylalanine was also isolated from the culture filtrate 
of Streptomyces sp. 3022, which points to its significance for chloramphenicol syn­
thesis322) . 

Although labelled chorismic acid and prephenic acid are not accepted by the 
producer strains for chloramphenicol synthesis, (U.14C)-shikimic acid, without pre­
vious breakdown, is incorporated into the aromatic ring of chloramphenico1525). 
Glycerol, the main carbon source in the medium, is incorporated into all parts of the 
molecule. In fact, three neighboring C-atoms from glycerol can be demonstrated in 
the serinol moiety400). 

Because of the disadvantage that chorismic acid and prephenic acid do not 
penetrate into the mycelium, a statement about the branch point in aromatic 
metabolism in vivo is difficult99). After isolating the first enzyme in chloramphenicol 
biosynthesis from Streptomyces sp. 3022 a, arylamine-synthetase ®, which converts 
chorismic acid into L-p-aminophenylalanine, chorismic acid can be defined as a 
starting substrate for synthesis of chloramphenicot223). Glutamine acts as an amino­
donor for this enzyme. NAD+ increases its activity. 

Arylamine-synthetase ® probably includes two enzyme activities by which p­
aminophenylpyruvate is first produced as an intermediate; then further transforma­
tion is achieved by the aminotransferase activity @. An enzyme for such a reaction 
has been isolated from Streptomyces sp. 3022 a322, 329, 514). This enzyme, however, 
also possesses aminotransferase activity for tyrosine and phenylalanine; this indi­
cates that a single, non-specific aminotransferase can perform various transamina­
tions. 

The follo'Ving reaction steps convert p-aminophenylalanine into chloram­
phenicol: oxidation of the ~-carbon, oxidation of the p-amino group, reduction of 
the carboxyl group to the alcohol, acylation and dichlorination in the serinol 
moiety329) . 
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The specific incorporation of DL-threo(carboxyl-14C)-p-aminophenylserine into 
chloramphenicol proves the oxidation of the ~-carbon of p-aminophenylalanine to p­
aminophenylserine. On the other hand, the lack of incorporation of p-nitrophenyl­
alanine into chloramphenicol excludes oxidation of the p-amino group from this 
early stage in the synthesis. A metabolite of Streptomyces venezuelae, p­
aminophenylserinol, is incorporated into chloramphenicoI496, 533, 544); this suggests 
that the p-amino group of p-aminophenylserine is substituted into N-malonyl-p­
aminophenylserine and that the two chlorine atoms are then introduced from 
chloride ions in the nutrient medium462). 

The last step is oxidation of the p-amino group. If chlorine in the medium is 
replaced by bromine, N-bromochloracetyl- and N-dibromoacetyl-chloramphenicol 
are obtained462, 496). While the biosynthesis of aromatic amino acids in different 
microorganisms is well regulated many species of streptomyces and micromono­
spora possess no feedback regulation of DAHP-synthetase221). This is also the case 
with the chloramphenicol producer, Streptomyces sp. 3022a308). 

The consequential enrichment of chorismic acid (enhanced by inhibition of 
anthranilate-synthetase and prephenate-dehydratase by tryptophan and phenyl­
alanine respectively) results in a chorismic acid pool at the end of the growth phase; 
then aromatic amino acids are no longer required to a full extent for protein synthe­
sis. This accumulation of chorismic acid may be the reason of the induction of 
chloramphenicol synthesis via the arylamine-synthetase @. This first enzyme is 
liable to feedback inhibition by p-aminophenylalanine and p-aminophenylpyru­
vate112). 

Chloramphenicol itself represses its own biosynthesis332). However, exogenous 
chloramphenicol does not appear to affect the endogenous synthesis of the antibio­
tic, rather, a high extracellular concentration appears to hinder the excretion of 
chloramphenicol. The resulting intracellular pool then represses the aryl amine­
synthetase @. Since chloramphenicol is rapidly broken down to p-nitrophenyl­
serinol by the producer strain331), this compound seems to be the true repressor. 

Under the action of curing agents, such as acriflavin, or at high incubation 
temperatures, the ability of Streptomyces venezuelae to produce chloramphenicol 
can be lost with a frequency of 2_55%5,6). Furthermore, plasmid participating in 
chloramphenicol production can be proved by crossing auxothropic non-producers 
and producer strains6). By contrast, absolute non-producers are obtained by UV­
irradiation or with nitrosoguanidine; their mutation is in the structural gene, coding 
the enzyme which hydroxylates p-aminophenylalanine in 3-position. Plasmid-free 
strains produce a small amount of the antibiotic. Thus, the structural gene for all, or 
at least for most steps in the biosynthesis, seems to be located on the chromosome. 
By contrast, the plasmid gene seems to be responsible for regulating the syn­
thesis4, 6) . 

Gene mapping of the 18 megadalton size plasmid using 8 markers as well as 
chloramphenicol production and melanin pigment formation demonstrated that 
chloramphenicol production and melanin formation are controlled by a plasmid, 
which does not, however, seem to be transferable by conjugation5). 
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4.2.2 Biosynthesis of Candicidin 

Candicidin, a heptaene macrolide antibiotic, is produced by Streptomyces grise us 
IMRU 3570290,528). Its antifungal action depends on binding to sterols in the mem­
brane of yeasts and fungi. Because of a change in permeability, essential cytoplasmic 
constituents are lostl66, 253, 289), particularly potassium and magnesium ions; this 
reduces the protein and RNA synthesis306,307). It is not clear whether the polyene 
antibiotics form pores in the membrane by this way107). 

Although the structure of candicidin is still not completely known, the partial 
structure reveals that the antibiotic molecule contains an amino sugar, mycosamine, 
and an aromatic moiety, p-aminoacetophenone, in addition to a macrolide lactone 
ring289). As in the case of nystatin3]), the aglycone seems to be constructed from 
acetate and propionate units. Mycosamine arises from the metabolism of D-glucose 

p - erythrose 4- phosphate 

+ 
phosphoenolpyruvate .. .. .. 

COOH 

chorismic Q CH2 
acid I II 

O-C-COOH 

COOH / OH" COOH 

anthranilic ~I NH2 AI 4-aminobenzoic 
acid V y aCid IPABA) 

NH2 

CorCH -tH-COOH 
tryptophan I I 2 

#' N '_ 
H -

NH2 CoA 

~ CO-S-CoA o 
NH2 

/ 
propionate 

-- -- ------- --- ft ..... methylmalonyl-CoA 

---. CH3 CH3 
I I 

CH2 CH CH S-[ enzyme I 
/"-/,/,/ ¢CO CO OJ 

I candicidin [ 

Fig. 12. Biosynthesis of the aromatic starter molecule for candicidin and inhibition by tryptophan, --,) 
complete, .. ~ partial 



Secondary Metabolites with Antibiotic Activity 75 

without an alteration in the carbon skeleton. It has been shown by feeding various, 
potential, 14C-labelled precursors, such as (UL-14C)-shikimic acid, (1)4C)-sodium 
acetate, (2-14C)-sodium acetate, e4C-methyl)-methionine, (UL-14C)-n-glucose, 
(UL-14C-ring)-p-aminobenzoic acid and (7-14C)-p-aminobenzoic acid, that the 
aromatic moiety does not originate from the aromatisation of the polyketide con­
densation product, as in tetracyclines, but from the shikimic acid pathway. Thus, p­
aminobenzoic acid (PABA) has been shown to be a precursor of the aromatic part of 
candicidin. It has been proved with radioactive (ring UL_14C) PABA and (7_14C) 
PABA, labelled in the carboxyl group, that the intact ring and the carboxyl group of 
PABA are incorporated into candicidin31O). PABA has also been incorporated into 
phosphate limited resting cells of Streptomyces griseus349). 

Precursors in the biosynthesis of aromatic amino acids, such as shikimic acid, are 
also incorporated into the aromatic moiety of candicidin but with a significantly 
lower yield than with PABA. In comparison with other metabolic products investi­
gated, PABA seems to be the direct precursor of candicidin. 

Thus chorismic acid is the branch in the metabolism of aromatic amino acids123), 
which, in the presence of glutamine, is further converted into PABA121). 

Biosynthetic studies on aromatic polyketide metabolic products indicate that the 
aromatic ring functions as a starter for polyketide formation. Rifamycin, a macrolac­
tam antibiotic is an example. In its biosynthesis, the aromatic C 7-unit acts as the 
starter and the polyketide chain is built up by linear condensation by eight methyl­
malonate and two malonate molecules234. 546, 547). Studies on the biogenesis and ori­
gin of the C7-primer prove that it is formed by condensation from phosphoenolpy­
ruvate and erythrose-4-phosphate in the general biosynthetic pathway for aromatic 
amino acids545). 

Cerulenine, a specific inhibitor of polyketide synthesis, inhibits the synthesis of 
candicidin starting from PABA. This may be an indication that the aromatic moiety 
of the polyene macrolide is the starter molecule for polyketide synthesis340, 352). 
Based on this assumption, the synthetic scheme shown in Fig. 13 is postulated for 
the construction of candicidin with the starter molecule p-aminobenzoyl-CoA. 

Tryptophan inhibits the biosynthesis of candicidin. Because feedback inhibition 
of DAHP-synthetase is lacking in streptomycetes and micromonospora289), but some 
protein subunits of anthranilate-synthetase and PABA-synthetase are identical, the 
first of which is controlled by feedback in streptomycetes, it can be assumed that the 
inhibition of candicidin biosynthesis by tryptophan depends on inhibition of PABA­
synthetase. 

The biosynthesis of many antibiotics is inhibited by nitrogen1) or by inorganic 
phosphate341, 536). The latter is also true for candicidin311). In a resting cell system of 
Streptomyces griseus, addition of more than 1 mM phosphate leads to a concentra­
tion-dependent inhibition of candicidin synthesis345). Phosphate inhibits candicidin 
synthesis within 15 minutes of its addition without any inhibitory effect on protein or 
RNA synthesis. Addition of phosphate causes an immediate increase in the intracel­
lular A TP pool. It is therefore assumed that the intracellular A TP concentration is 
the only phosphate effect341) which causes repression and inhibition of candicidin­
synthetase308, 350). On this basis, fermentation of many antibiotics must be performed 
under limitation of phosphate342, 353). Mutants which have no phosphate-controlled 
candicidin biosynthesis are therefore better candicidin producers than the wild type. 
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Fig. 13. Biosynthesis of the aliphatic portion of candicidin. Beginning with aromatic starter 
molecule, p-aminoenzoyl-CoA, maIonyl-CoA- and methylmalonyl-CoA-elongation units are added 
by condensation 

The high yield of candicidin from these mutants is the result of a higher rate of 
synthesis and a longer production phase354). 

4.3 Antibiotics from L-Phenylalanine 

4.3.1 Biosynthesis of Neoantimycin 

The cyclic polyester antibiotic, neoantimycin, is produced by Streptoverticillium 
orinocz-47). 3,4-Dihydroxy-2,2-dimethyl-5-phenylvaleric acid is a constituent unit in 
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Fig. 14. Biosynthesis of 3,4-dihydroxy-2,2-dimethyl-5-phenyl-valeric acid, a constituent unit of 
neoantimycin, and its chemical breakdown with LiAl~ 

this antibiotic, and is synthesized from phenylalanine, propionic acid and methyla­
tion with L-methionine46). Its structure is thus the first natural product resulting from 
condensation of a C6Cr with a Crunit. 

4.4 Antibiotics from L-Tyrosine 

4.4.1 Biosynthesis of Edeine 

The linear oligopeptide antibiotic, edeine, is produced by Bacillus subtilis. ~-L­
Tyrosine is a component in this antibiotic and is formed from a-L-tyrosine by L­
tyrosine a,~-aminomutase281). This enzyme catalyzes the direct transfer of the amino 
group from the a- to the ~-position at a pH optimum of 8.5 in the presence of ATP. 

In requiring ATP, this aminomutase differs from enzymes which require 
pyridoxal phosphate to carry out the same reaction53, 54). The constituent units in the 
antibiotic are shown in the structural formula. 

Fig. 15. Structural constitution of edeine A and B. iser 
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DAHAA = 2,6-diamino-7-hydroxyazelaic acid, ~-tyr = 
~-tyrosine, gly = glycine 

: (guanyl) 
! spermidine gly 
, 
: H HI ;0 

OH : c:N~N0~: 
: :0 / 

!?', NHR' / HO 
~ I L-T-------~-~;---;' 

0\ yO i '1 j~ 
N , N~ 
H 'H 0' DAHAA 

OH : : 0"" OH , , 
iser i DAPA ! 

edeine (A) R = H 

(B) R = C (- NH2 ) NH2 



78 R.G. Werner 

4.4.2 Biosynthesis of Novobiocin 

Novobiocin is produced by Streptomyces niveus and Streptomyces spheroides. The 
sugar components are synthesized from glucose29, 30, 270). The aminocoumarin unit 
and the substituted benzoic acid originate from tyrosine51, 247). The heterocyclic 
oxygen of the aminocoumarin arises from the carboxyl oxygen of tyrosine248). Incor­
poration experiments with 15N-Iabelled tyrosine demonstrate that the amino group 
of the aminocoumarin arises similarly from the a-amino group of this amino acid48). 
Therefore, the aminocoumarin unit presumably leads via a new biosynthetic path­
way to 7-hydroxycoumarin by oxidative cyclization from tyrosine with retention of 
the amino group48, 248). By contrast, 14C-phenylalanine is a major precursor of 7-
hydroxycoumarin in plants but not for the biosynthesis of novobiocin. The reason 
for this is a difference in the biosynthesis of 7-hydroxycoumarin. In plants, the first 
reaction is deamination of L-phenylalanine to cinnamic acid and then via p-coumaric 
acid to 7-hydroxycoumarin388). This enzyme is not present in novobiocin-producing 
strains of Streptomyces niveus. 

In microorganisms two main reactions are possible for conversion of tyrosine 
into 4-hydroxybenzoic acid. 
1. Tyrosine~ 4'-hydroxycinnamic acid~ ~-oxidation~ 4-hydroxybenzoic acid375). 
2. Tyrosine ~ 4'-hydroxyphenylpyruvate ~ 3-(4'-hydroxyphenyl)-3-hydroxy­

propionic acid ~ 4' -hydroxycinnamic acid ~ ~-oxidation 4-hydroxybenzoic 
acid565). 
Since no non-oxidative deamination has been demonstrated in Streptomyces 

niveus, and because 14C_4' -hydroxyphenylpyruvate is an efficient precursor of hy­
droxybenzoic acid, the 2nd reaction is assumed to apply to the biosynthesis of the 
benzoic acid unit in novobiocin. 
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4.5 Antibiotics from L- Tryptophan 

4.5.1 Biosynthesis of Indolmycin 

Indolmycin is produced by Streptomyces griseus339,418) and is highly active against 
resistant Staphylococci. 

Besides weak activity against gram-negative bacteria, grampositive bacteria and 
Mycobacterium tuberculosis are particularly inhibited404). 

In addition to indolmycin, N-demethyl-D-demethylindolmycin can be iso­
lated177). 5-Hydroxy- and 5-methoxyindolmycin derivatives obtained by biotransfor­
mation possess enhanced activity against both gram-positive and gram-negative 
organisms541). Such derivatives should be obtained in highel[ yields if the correspond­
ing mutants, which are blocked in antibiotic biosynthesis or possess a tryptophan 
auxothrophy, are used540). Among the chemically synthesized derivatives, the thio­
analogue of indolmycin167) has a good antiviral and antibacterial activity. 

The mode of action of indolmycin depends on bacte:rio-specific inhibition of 
tryptophanyl-tRNA-ligase in prokaryotes but not in eukaryotic cells543). The pene­
tration of the antibiotic into gram-positive bacteria is catalyzed by tryptophan-per­
mease539). Indolmycin has no significant effect on the metabolism of tryptophan in 
rat liver542). 

Since the chemical structure of indolmycin contains the tryptophan nucleus, 
radiolabelled precursors were incorporated into Streptomyces griseus ATCC 12648 
to support this theory of biogenesis183). The studies revealed good incorporation of 
ring-labelled anthranilic acid, e4C-guanido )-arginine" indole, e4C-methyl)­
methionine and ring- or sidechain-Iabelled tryptophan, but not of acetate, alanine, 
formic acid, glucose, L-threonine and urea. Further breakdown experiments with 
the labelled indolmycin compounds showed that the radioactivity of the guanido 
group is quantitatively incorporated into the CO2 produced by alkaline hydrolysis; 
furthermore e4C-3-alanine )-tryptophan preferably labels C-6 of the molecule, 
whereas the methyl group of methionine is distributed by 31% in the C-methyl 
group and by 55% in the N-methyl group. The building units of indolmycin can be 
summarized from these labelling experiments (Fig. 17). 

Since a-indolmycinic acid is a precursor in the fermentation and the radiola­
belled analogue with the natural configuration (2 S, 3 R)182, 183) is incorporated with 
good yield (17%) into the antibiotic, C-methylation must occur before the 
oxazolinone ring is closed185). This methylation occurs at the indolepyruvate stage 
since the C-methylase only reacts with indolepyruvate and not with tryptophan. The 
synthesis of indolmycinic acid and initiation of indolmycin biosynthesis must, there­
fore, proceed by transamination of tryptophan to indolepyruvate, its C-methylation 
to ~-methylpyruvate and reduction of this to indolmycinic acid472). A comparable C­
methylation has been described for indole-isopropionic acid184). 

In the formation of the oxazolinone ring, the intact amidino group of arginine is 
transferred581). This is proved by significant incorporation of labelled L-arginine with 
14C-amidino-carbon and with 14N in both amidino nitrogens. Whether the amidino 
group is first bound to the free hydroxyl group or to the free carboxyl group, or 
whether direct coupling to both functional groups is catalyzed, remains an open 
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arginine Fig. 17. Biogenetic building units of indolmycin 

question. Assumably the stereospecific N-methylation leads to indolmycin as the 
final reaction. 
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Fig. 18. Indolmycin biosynthesis, starting from tryptophan 

In indolmycin biosynthesis, only glucose at a concentration of 0.5% inhibits the 
production of indolmycin whereas, at lower concentrations, 0.005 and 0.01%, it 
stimulates the synthesis. This effect is smaller with mannose while sucrose, galactose 
and to some degree fructose are stimulating. This indicates that the biosynthesis of 
indolmycin is regulated by catabolite inhibition or repression 188) • 

4.5.2 Biosynthesis of Pyrrolnitrin 

Pyrrolnitrin is produced by various strains of PseudomonaslO• 11, 205) and possesses 
antifungal activity particularly against dermatophytes, such as Trichophyton 
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speciesl34, 393). In addition, naturally occurring analogues of the antibiotic, such as 
isopyrrolnitrin 169) , oxypyrrolnitrinl63) , 2-chloropyrrolnitrin 164) , deschloropyrrolnit­
rinl68) and aminopyrrolnitrinl64) have been isolated. The bromo-analogue of pyrrol­
nitrin is obtained by addition of ammonium bromide to synthetic fermentation 
media3). 

The action of the antibiotic depends on damage to the cell wall by an exchange 
reaction with phospholipids395). Besides this mechanism of action, inhibition of the 
respiratory electron transport system can be observed282, 511, 559, 560). 

The biogenesis of pyrrolnitrin originates from tryptophan since both 14C_D_ and 
14C-L-tryptophan are incorporated into the antibiotic136, 164,312) although only D-tryp­
tophan enhances the production of pyrrolnitrin97, 1{l9). A possible explanation of this 
effect may be as follows. 

Apart from biosynthesis of pyrrolnitrin, two main pathways for degradation of 
tryptophan are known in Pseudomonas. 

One is the quantitatively less important indole-acetic acid route by which D- and 
L-tryptophan are converted. The other is the kynurenine-anthranilic acid route 
which is initiated by tryptophan-2,3-dioxygenase. This enzyme is only induced by L­
tryptophan and not by the D-isomer. The product of this metabolic route is 
anthranilic acid, a potent inhibitor of pyrrolnitrin synthesis. 

This may be the explanation why L-tryptophan is unable: to stimulate pyrrolnitrin 
synthesis in contrast to D-tryptophan. The D-isomer is only slowly converted into L­
tryptophan so that no L-tryptophan is formed at a level to induce the dioxygen­
ase439). Mutants which are resistant to 5- and 6-fluoro-tryptophan do not need an 
addition of D-tryptophan to produce high antibiotic titers in the fermentation98). 

Since aminopyrrolnitrin, a naturally occuring metabolite increases the pyrrolnit­
rin formation when added to the medium and is incorporated into the molecule, 
aminopyrrolnitrin is assumed to be the last intermediate step to pyrrolnitrin, the 
amino group being oxidized to the nitro group. 

The following synthetic pathway is suggested for the transformation of tryp­
tophan into pyrrolnitrin52, 108) (Fig. 19). 
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Pyrrolnitrin is a good example of the possibilities of directed biosynthesis in 
which, by addition of tryptophan analogues such as 6-fluorotryptophan and 7-
methyltryptophan, the corresponding pyrrolnitrin analogue is obtained135). The 
fluoro-derivative has a somewhat greater antifungal activity than pyrrolnitrin. By 
addition of 4-, 5-, 6- and 7-substituted tryptophan derivatives, three different types 
of derivative are obtained, ring-substituted 3-chloroindole from 4-halogenated tryp­
tophan, benzene ring-substituted pyrrolnitrin analogues and benzene ring-substi­
tuted arhinopyrrolnitrin analoguesI65). 

4.5.3 Biosynthesis of Streptonigrin 

Fig. 20. Streptonigrin biosynthesis and synthesis of the precursors 

Streptonigrin is an antibiotic produced by Streptomyces flocculus 
ATCC 13257338,417,419) and possesses antitumor activitil8, 397, 552). The 4-phenyl­
picolinic acid moiety is derived from the metabolism of tryptophan 141). This indicates 
a new metabolic formation of the pyridine ring474, 505) and so a new metabolism for 
tryptophan. The biosynthesis starts by cleaving the intact indole ring at the C-N 
bond. In the biosynthesis of pyrrolnitrin, the Nb-C2 bond is cleaved; the obtained 
aromatic amine finally is oxidized to the nitro group 109) . The incorporation of (2-
13CI5Nb)-DL-tryptophan into the antibiotic helps to investigate the cleavage from 
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tryptophan to streptonigrinI41). Since both isotopes are present in streptonigrin and 
the C-5' -signal is a doublet because of 15N-coupling, this C-N bond must remain 
intact during biosynthesisI42). Therefore, the Nb-C7a bond is broken, quite unusual 
for metabolism of tryptophan. The four methyl groups in streptonigrin originate 
from methionine235). 

Tryptophan first is methylated to ~-methyltryptophanI8'i, 469) and condensed with 
a quinolinic-carboxylic acid. The pyridine ring then is formed by intramolecular 
attack from the nucleophilic a-position of the indole on the amide carbonyl function, 
followed by aromatisation of the resulting dihydropyridine and fission of the indole 
ring. This is a new metabolic formation of the pyridine ring and so a new metabolism 
for tryptophan 141). 

Radiolabelling experiments exclude the incorporation of the intact tryptophan 
molecule into the quinoline ring system. Thereby two of three known routes for 
synthesis of the quinoline ring are excludedl98, 317). Experiments on the biosynthesis 
of the quinoline ring are not yet concluded. 

4.5.4 Biosynthesis of Tryptanthrin 

Tryptanthrin is synthesized in Candida lipolytica from 1 mole tryptophan and 
1 mole anthranilic acid446). In the biosynthesis, tryptophan first is broken down 
alternately to anthranilic acid and indole-pyruvic acid and then the two molecules 
are coupled together. 

Although many yeasts excrete anthranilic acid and ~-3-H-indolylpyruvic acid on 
feeding tryptophan, the production of tryptanthrin is limited to Candida lipolytica. 

Because of the relatively non-specific reaction of the enzyme concerned, feeding 
derivatives of the starting compounds yields analogues of the antibiotic. The haloge­
nated compounds are particularly active105). The spectrum of action lies particularly 
in the gram-positive area, probably because the compound is lipophilic. 

anthranilic acid tryptophan 

Fig. 21. Biosynthetic units and structural formula of tryptanthrin 
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o 
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4.6 Antibiotics from End Products of the Biosynthesis of Aromatic 
Amino Acids 

4.6.1 Biosynthesis of Tyrocidin 

Besides the metabolic origin of antibiotics from amino add metabolism, there is a 
series of peptide antibiotics which are synthesized by coupling of non-metabolized 
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amino acids257-259). The synthesis of these antibiotics differs from ribosomal protein 
synthesis in the following points. 

Inhibitors of ribosomal protein synthesis such as chloramphenicol, puromy­
cin323), erythromycin, terramycin and lincomycin49) do not inhibit the biosynthesis of 
the decapeptide tyrocidin324). Contrary to protein synthesis, tyrocidin synthesis is 
not dependent on continuous synthesis of RNA325). Assumably such small polypep­
tides are synthesized by stepwise coupling of the individual amino acids with specific 
enzymes or possibly with a multi-enzyme complex. Some of these basic differences 
in the biosynthesis of proteins and small polypeptides have been confirmed, apart 
from tyrocidin, for some other antibacterial peptides, such as polymycin407), gramici­
din S94,95>, mycobacillin 15) and edeine34). The three forms of tyrocidin A, Band C 
differ in the substitution of a single amino acid such as phenylalanine or tryp­
tophan252) . 

By analogy with ribosomal protein synthesis, the substitution of amino acids in 
tyrocidin is under direct genetic control. Since a single culture of Bacillus brevis can 
produce all three derivatives, direct genetic control implies genetic heterogeneity 
with respect to the synthesis of tyrocidin A, Band C. Another explanation is pro­
vided by the presence of different templates which differ from each other in substitu­
tion of a single nucleotide sequence and which cause simultaneous production of 
several tyrocidins. In fact, the synthesis of different tyrocidin derivatives is not 
dependent on such genetic consequences, but is determined by the concentration of 
the amino acids necessary for the synthesis of the antibiotic. This phenomenon can 
be explained by the poor specificity of the enzyme systems responsible for the 
incorporation of structurally similar amino acids. 

Thus, an excess of L-phenylalanine in a culture of a minimal medium leads to 
almost exclusive synthesis of tyrocidin A (3 Phe). If L-tryptophan is added, the 
phenylalanine-containing tyrocidins are not synthesized, only tyrocidin D contain­
ing three molecules of tryptophan437). On addition of both amino acids, L-phenyl­
alanine and L-tryptophan, all 4 derivatives are formed. Feeding of the corresponding 
D-amino acids has the same effect. 

Such flexibility, and particularly the possibility of changing the primary structure 
of polypeptide chains by changing external factors, can lead to biologically impor­
tant polypeptides. Other peptides, which may be also synthesized by flexible control 
of the amino acid sequence, can be specifically taken up by macromolecules. Such 
polypeptides may play an important role in regulation of different cellular ac­
tivities324) . 
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Fig. 22. Structures of tyrocidin A, B, C, D 
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4.6.2 Biosynthesis of Gramicidin 

Gramicidin S, a cyclic peptide produced by Bacillus brevis, consists of two pentapep­
tide units having the sequence D-phenylalanine-L-proline-L-valine-L-ornithine-L­
leucine. Synthesis of this antibiotic takes place through gramicidin S synthetase after 
the exponential growth phase. 

In a cell-free system, there is a different pH optimum for incorporation of each 
individual amino acid: leucine 7.5-7.7, proline 7.5-7.7, phenylalanine 7.7-7.9, 
ornithine 7.7-7.9, valine 8.0-8.2106). The pH optimum for valine at 8.0-8.2 reduces 
the incorporation of leucine by about 25%, whether this has a regulatory effect in 
vivo as well, is not known. 

10-18 /lg/ml actinomycin D causes 80-90% inhibition of the incorporation of 1-
e4C)-phenylalanine and 5-e4C)-ornithine in protein synthesis, while incorporation 
into the gramicidin S fraction is unaffected96). 

The effect of some amino acids on the biosynthesis of gramicidin S has been 
studied582, 583). Leucine, valine, proline, ornithine, phenylalanine582>, glycine, 
tyrosine, methionine and aspartic acid stimulate formation of gramicidin S583). 
Phenylalanine, a component of gramicidin S has the greatest stimulating effect. The 
observation that fluorophenylalanine and ~-phenyl-~-alanine inhibit formation of 
gramicidin S but not growth527,553) confirms the significance of phenylalanine. In 
principle, the significance of this amino acid may lie in the phenylalanine depend­
ence of gramicidin S synthetase formation, in the stabilization of the enzyme or in 
the antibiotic formation. 

Two enzymes, gramicidin S synthetase I and II, are responsible for the synthesis 
of the antibiotic359). If the amino acids present in the antibiotic are added to a 
fermentation in a defined minimal medium, only L-phenylalanine effects a signifi­
cant increase in antibiotic production; 1% of the amino acid increases the yield of 
the antibiotic in the medium 3 fold. This effect causes no induction of gramicidin S 
synthetase I and II, no stabilization of the enzyme, and no increased growth. L­
Phenylalanine apparently stimulates production of the antibiotic through its role as a 
precursor of the D-phenylalanine in the gramicidin S molecule77}. 

However, addition of D-phenylalanine, which also stimulates the production of 
gramicidin S, inhibits growth and so requires a longer fermentation time. 

Consequently, L-phenylalanine overproducer mutants of Bacillus brevis should 
produce increased amounts of gramicidin. Such mutants were of industrial interest 
for large-scale production. 

Fig. 23. Structure of gramicidin S 
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4.7 Antibiotics from Metabolism of Tyrosine 

4.7.1 Biosynthesis of Lincomycin 

Lincomycin is produced by Streptomyces lincolnensis. Biosynthetic studies prove 
that the pyrrolidone structure in lincomycin originates from tyrosine. These data 
show that propylproline and ethylproline are formed respectively from L-dopa­
quinone and 2-carboxy-2,3-dihydro-5,6-dihydroxyindole. These last two compounds 
are also intermediates in melanin synthesis. This means that monophenol mono­
oxygenase effects the biosynthesis of both melanin and lincomycin starting from L­
tyrosine366) • 

The importance of monophenol mono-oxygenase for the formation of the anti­
biotic was studied in mel+ and mel- spontaneous mutants of Streptomyces lincolnen" 
sis NCIB 9413. Lincomycin is produced at the end of the logarithmic phase. In mel+ 
strains, the maximum activity of the oxygenase is reached in the middle of the 
logarithmic phase, correlating with melanin formation and just before antibiotic 
formation. In lincomycin high producer mel- mutants, monophenol mono-oxidase 
activity remains below 5% of that in mel+ strains. In the stationary growth phase, in 
which lincomycin is produced, oxidase activity in the mycelium is 4-5 times higher 
than in the mel+ strain. The yield of antibiotic in these mel- strains is twice of that in 
mel+ strains. Non-producer mutants possess no monophenol mono-oxygenase. 
Further evidence for monophenol mono-oxygenase dependence of lincomycin pro­
duction is the action of inhibitors on this enzyme. Thiourea at a concentration of 
10 mM has no effect on inhibition of growth but reduces oxidase activity by half in 
the logarithmic phase of mel+ linco+ strains and by a factor of 15 in the stationary 
phase. The yield of the antibiotic is thereby reduced by 90%. Formation of the 
antibiotic is also inhibited by tryptophan, anthranilic acid, 3-hydroxyanthranilic 
acid, indolyl pyruvate and indole. Indole, with 70% inhibition, is the most potent. 
The other compounds only inhibit synthesis by 30-40%. 

The tyrosine pool in mel- linco+ mutants is about 20% while in the mel+ linco+ 
parent strain it does not exceed 3%. This fact, the lack of melanogenesis, and the 
higher oxidase activity increase the yields of lincomycin366). 

Propylproline and ethyl proline are enriched in the fermentation medium of 
Streptomyces lincolnensis under sulphur limitation, and can be considered as precur­
sors of lincomycin and 4' -depropyl-4' -ethyllincomycin respectively. The production 
of propylproline and ethylproline is stimulated by adding L-tyrosine and L-dopa; this 
implies that lincomycin originates in part from the intermediary metabolism of 
melanin. 1-14C-Tyrosine and 15N-tyrosine are incorporated adequately into the prop­
ylproline moiety of lincomycin and into the ethylproline moiety of 4' -depropyl-4'­
ethyl-lincomycin. Seven C-atoms of tyrosine are incorporated into the propylproline 
moiety of lincomycin which indicates that tyrosine is first cyclized and partially 
degraded before it is incorporated as propylproline into lincomycin558). The 
methylhydroxyl-anthranilic acid part originates from tryptophan via 3-hydroxyan­
thranilic acid on which the methyl group of methionine is substituted450). 
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4.8 Antibiotics from Kynurenine Metabolism 

A group of antibiotics, which are synthesized from the metabolism of tryptophan via 
kynurenine, belong to the pyrrolo-(1,4)-benzodiazepine class and include anthramy­
cin, tomaymycin, sibiromycin and neoanthramycin A, B, structurally related anti­
tumor antibiotics402, 403, 521). 

This class of substances is biosynthesized on one hand from tryptophan via 
kynurenine to anthranilic acid; on the other hand, tyrosine provides the Cz and ~ 
proline units in the antibiotics via dopa. The yield of antibiotic in a defined medium 
increases 3-fold when the precursors tryptophan, tyrosine and methionine are added 
in the range 0.1-0.5 mM. If only tryptophan is given, about the same effect is 
obtained as with all three amino acids at a concentration of 0.5 mM. The time course 
of antibiotic synthesis is unaffected. Addition of tyrosine and methionine at concen­
trations exceeding 0.5 mM, reduces the stimulating effect of tryptophan. 
Methionine at 0.5 mM produces a 67% inhibition of antibiotic synthesis, and 74% at 
2.5 mM. Tyrosine has no inhibitory effect at 0.5 mM, at 2.5 mM it inhibits biosyn­
thesis by 43 %. Addition of tryptophan during antibiotic formation is less stimulating 
on biosynthesis than at the start of fermentation. This may indicate that tryptophan 
causes enzyme induction of antibiotic biosynthesis, as is known for alkaloids277), or 
that it only causes a substrate effect which permits enzyme saturation in a rate 
limiting step. In particular, the key enzyme in the biosynthesis of pyrrolo-(1,4)­
benzodiazepines, tryptophan oxygenase, is a possible candidate for antibiotic regu­
lation (Speedie, personal communication). 

The compelling evidence for participation of tryptophan, tyrosine and 
methionine in the biosynthesis of anthramycin, tomaymycin and sibiromycin has 
been obtained by experiments with radioisotopes and stable isotopes189, 190, 192, 193). 

The relatively rapid incorporation of the three amino acids in anthramycin com­
pared with tomaymycin and sibiromycin correlates with the more rapid production 
of anthramycin. 

onthromycin tomoymycin 

si biromycin 

Fig. 25. Pyrrole(l,4)benzodiazepines: anthrarnycin, tomaymycin, sibiromycin 
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4.8.1 Biosynthesis of Anthramycin 

Anthramycin is produced by Streptomyces refuineus var. thermotolerans 
NRRL 3143294,295,508). Anthramycin possesses antitumor, antibiotic, amoebicidal 
and chemosterilant propertiesI86). All these biological parameters indicate that 
anthramycin affects the biosynthesis of nucleic acidsl25, 148, 269). Anthramycin inhibits 
RNA synthesis besides DNA synthesis in bacterial and human cells492). In the 
biosynthesis of anthramycin, tryptophan is metabolized with tryptophanpyrrolase 
and then converted to anthranilic acid, and tyrosine is degraded via L-dopa with 
subsequent meta-cleavage. The metabolites are condensed and methylatedI94). 

The methyl-hydroxyl-anthranilic acid moiety (MHAA) of anthramycin is also an 
essential structural element of tomaymycin12, 223), sibiromycin364) and lincomycin450). 

This structural similarity suggests a common biosynthetic origin. Tyrosine is the 
biogenetic source of the propylproline group of lincomycin A, the two C1 units 
deriving from methionine558). In the case of tomaymycin, the antibiotic is formed by 
a synthesis analogous to that of anthramycinl91 , 194). 

The significance of tryptophan, methionine and tyrosine as precursors in the 
synthesis of anthramycin was shown by chemical degradation of the antibiotic 
radiolabelled with the amino acids. Acid hydrolysis yielded 4-methyl-3-hydroxyan­
thranilic acid (MHAA). The entire radioactivity of tryptophan was demonstrated in 
MHAA. 42% of the activity of methionine, which is localized in the methyl group, 
was found in the degradation product but none in that of tyrosineI95). The origin of 
MHAA in tryptophan and methionine is analogous to that in the biosynthesis of 
actinomycinI75 ,441) and probably represents a version of the known metabolism of 
tryptophan to 3-hydroxyanthranilic acidI47). By analogy with the biosynthesis of the 

HOOG HOOC~ 
~GHO ---- NH2 '<:: 

HN~ I 
.,9 

OH 

Fig. 26. Building units in the biosynthesis of anthramycin 
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propylproline moiety of lincomycin A558l, the following scheme can be drawn up for 
the biosynthesis of anthramycin: 

The MHAA unit is synthesized from tryptophan via 3-hydroxyanthranilic acid 
and the methyl group of methionine. In addition, 7 of the 8 C-atoms in the acryl­
amide-proline unit originate from L-tyrosine, the 8th C-atom is another C-l from 
methionine195l • Also by analogy with the propylproline synthesis of lincomycin A, 
the amide carbon atom of the acrylamide side chain originates from methionine. 
Feeding experiments with doubly-labelled (Me_14C, Me)H)-methionine confirm 
this theory and the incorporation of an intact CHrgroup into 3-hydroxyanthranilic 
acid. 

Studies of ring cleavage of doubly-labelled (1_14C, 3- or 5-3H)-tyrosine reveal an 
extradiol (meta) ring cleavage with both antibiotics, anthramycin and tomaymycin. 
Similar studies with lincomycin A also resulted in the finding of extradiol cleavage of 
the aromatic ring. It is assumed, therefore, that extradiol cleavage of 5,6-dihydroxy­
cyclo-dopa and 6,7-dihydroxycyclo-dopa (Fig. 27) lead to lincomycin A and 
sibiromycin respectively. 

The unanswered question in the biosynthesis of anthramycin is, whether tyrosine 
or dopa condense with the anthranilic acid moiety before or after conversion into the 

H:~GOOH y iH2 · 

H 

/ \ 
::~ "'" HY2; ~ I GOOH 

HO NH2 
OH 

OHGNGOOH 
HOOG .# N 

H 

OH • , 

y~; 
H 

~ 
~ 

Fig. 27. Alternative cleavage of tyrosine 
in the acrylamide-proline part of an­
thramycin 
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C3-proline unit. From labelling experiments and by analogy with cyclopenin, it is 
concluded that tyrosine condenses with MHAA before it is converted. 

Regulation of the biosynthesis of tyrosine in the anthramycin producing Strep­
tomyces refuineus var. thermotolerans was investigated in the wild type and the 
corresponding tyrosine auxotrophic strain. The auxotrophic mutant grows in a mini­
mal medium with 50 f,lg/ml phenylalanine; obviously phenylalanine increases the 
tyrosine pool. 

In fact, the tyrosine content increases proportionally to the added phenylalanine. 
However, no radioactive tyrosine could be detected when 14C-phenylalanine was 
added to the medium. This indicates that no phenylalanine hydroxylase is present in 
the cells; rather, there is feedback inhibition of prephenate dehydratase by phenyl­
alanine, causing an increase in NAD-dependent prephenate dehydrogenase activity, 
which initiates the conversion of prephenic acid to tyrosine473). 

Another explanation for the increase in tyrosine in the presence of phenylalanine 
may be the induction of an alternative synthetic pathway in the auxotrophic mutant 
from prephenate via pretyrosine to tyrosine as has been described for some micro or­
ganisms102) . 

4.8.2 Biosynthesis of ll-Demethyltomaymycin 

ll-Demethyltomaymycin is an antiviral antibiotic produced by Streptomyces 
achromogenes var. tomaymyceticus12, 233). It is built from tryptophan, tyrosine, and 
by methylation via methionine. The biosynthesis follows the diagram in Fig. 28. 

The metabolism of tyrosine proceeds via dopa. As in the biosynthesis of 
anthramycin190), the ring of dopa is cleaved in the meta-position. Tryptophan is 
degraded by the tryptophan-pyrrolase reaction to hydroxymethylanthranilic acid. 
Both metabolites are condensed and methylated with methioninel90, 191). 

(XNH2 

~ I COOH --

",","00'00 "",I -\ 
H°JQ:;~bOH 

H3C- O I # N 

/ a CHCH3 

11- demethyltomoymycin 

HOOC / 

HN~CHCH ~ --
3 :'~~ 

Fig. 28. Building units of the biosynthesis of ll-demethyltomaymycin OH 
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---

HJQl:"'" COOH 
HO .# N 

H H2 

tyrosine 

---- HOC~COOH 
HOOC~~ 

o t 

H~COOH 
HO~~ 

OH 

6.7- di hydroxycyclodopa 

--------- -----

HOOCh COOH 
HOOC ~ 

H 

t 
~ 

L-dopa 

HO~~ I GOOH 
HO "'" H 

H 

5,6 - dihydroxycyclodopa 

HOC 
HO~·vvY'r--COOH 
O~~ 

H H 

methionine ( CH3) 

R. G. Werner 

Fig. 29. Alternative routes of cleavage of L-dopa for the biosynthesis of the proline part of 11-
demethyltomayrnycin. The synthetic pathway shown in the upper section of the Figure has been 
confirmed by labelling experiments 

4.8.3 Biosynthesis of Antimycin A 

Antimycin A, an antifungal non-polyene antibiotic, is produced by Streptomyces 
antibioticus NRRL 2838426,523). In the biosynthesis of this antibiotic, tryptophan 
should be considered as a precursor of the aromatic part of the molecule232). DL­

(ring 2-14C)-tryptophan is incorporated to a significant extent into antimycin C. A 
precursor of antimycin, 3-(N-formylamino)-salicyclic acid (FAS), which can be iso­
lated from the culture medium during fermentation, is comparably labelled by the 
radioactive amino acid. Thus, FAS represents a new intermediate in the metabolism 
of kynurenine, within the biosynthesis of antimycin. Practically no pool of free, 
intracellular tryptophan is present in Streptomyces antibioticus, whereas the F AS 
content depends on the different growth phases. The maximum FAS concentration 
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correlates with that of kynurenine and tryptophan synthetase after an incubation 
time of 40 hours. Displaced in time, antimycin A production persists up to 88 hours. 
At this time, no tryptophan synthetase activity and no free kynurenine can be 
detected; the F AS content has fallen by a factor of 6427). This indicates that tryp­
tophan is no longer consumed in the primary metabolism at the end of the growth 
phase; it is then degraded via formylkynurenine to FAS and to antimycin A. This is 
explained in the biosynthetic scheme of Fig. 30. 

4.8.4 Biosynthesis of Actinomycin D 

Actinomycin D, a member of the family of chromopeptide antibiotics, is synthesized 
by Streptomyces antibioticus225, 226, 236, 237). The actinomycins consist of the 
chromophore, actinocin (2-amino-4,6-dimethyl-3-phenoxazinone-1,9-dicarboxylic 
acid) and two cyclic pentapeptides. The phenoxazinone ring of actinomycin D is 
formed by condensation of two units of 3-hydroxy-4-methylanthranilic 
acidl47, 240, 408, 441, 461, 538). 3-Hydroxy-4-methylanthranilic acid is synthesized via the 
normal metabolism of tryptophan to 3-hydroxyanthranilic acidI47,537) with subse­
quent methylation of the aromatic ring. However, alternatively the biosynthesis 
starts from 3-hydroxykynurenine with subsequent trans-methylation. Feeding exper­
iments demonstrate that 3-hydroxy-4-methylkynurenine increases the yield of 
actinomycin. This indicates that 3-hydroxy-4-methylkynurenine is an intermediate in 
the conversion of L-tryptophan; so the latter biosynthetic pathway can be as­
sumed408). 

The synthesis of actinomycin is most probably regulated by the rate-limiting 
reaction: conversion of L-tryptophan to 3-hydroxymethylanthranilic acid. 

The presence of D-amino acids is a characteristic of many peptide antibiotics. 
However, the synthesis of the antibiotic is usually inhibited specifically by addition 
of the corresponding D-amino acids to the producer organism. Since the correspond­
ing L-amino acid is able to overcome this antagonism, the L-isomer is assumed to be 
the precursor of the D-isomer in the peptide molecule. This hypothesis has been 
confirmed for D-valine in valinomycin319), actinomycin241 , 440) and penicillinI3), for D­
leucine in polymyxin D8O), for D-ornithine in bacitracin26) and for D-allo-isoleucine in 
actinomycin8) . 

Feeding experiments with D-amino acids which are present in the actinomycin 
molecule, or act as precursors: D-valine, D-allo-isoleucine, D-isoleucine, D­
threonine, D-tryptophan inhibit the actinomycin synthesis by ca. 40% at a concentra­
tion of 100 J.tglml, while D-amino acids which probably have no relation to the 
biosynthesis, stimulate the synthesis by ca. 35% at the same concentration. 

L-Tryptophan at a concentration of 100 J.tgml-1 stimulates the synthesis of 
actinomycin D by 46%. If D-(benzene ring)4C) tryptophan is added to the culture 
medium at concentrations which do not inhibit antibiotic production, the D-amino 
acid is incorporated about 10% less than the L-isomer (D-form 39.1%, L-form 
50.1 %). Since the incorporation of both isomers is about the same after 72 hours, 
this may be because of the slower and later uptake of the D-form into the bacterial 
cells. The L-form is incorporated at an earlier stage. 

An alternative hypothesis is that D-tryptophan is first oxidized to indolepyruvate 
or anthranilic acid and that 4-methyl-3-hydroxyanthranilic acid is then synthesized 
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from this intermediate and acts as a precursor for the chromophore of actinomy­
cin537). This route of synthesis may be comparable with that assumed for the ergot 
alkaloidsllO) • 

L - tryptophan 

o NH2 
II I 

0C-CH2-CH-COOH 

~N-CHO 
H 

N - formyl kynurenine 

kynurenine 

~ ~H2 

Q:C-CH2-CH-COOH 

'1 
" NH2 

OH 

3 - hydroxykynurenine 

C~ /CH3 ~/CH3 
CH CH 
I I 

CO--CH CH--CO 
I I 
N-CH3 N-CH3 
I I 
SAR SAR 
I I 

L-PRO L-PRO 
I I 

D-VAL D-VAL 
I I 

o CO CO 0 
I I I I 

H3C-CH-CH CH--CH-CH3 
I I 
NH NH 
I I 

&:~:~ 
CH3 ~ 

actinomycin 

t 
H3C" ?H3 

H3C/c:=r-N-SAR-L -:RO -D-VAL -CO -~: -NH)yNH2 

CH3 YOH 

CH3 

• 

COOH 

~NH2 
UOH 

3- hydroxyanthranilic 

acid 

methionine 

3 - hydroxy - 4 - methyl­
anthranilic acid 

Fig. 31. Biosynthesis of actinomycin D (amino acid sequence: L-threonine, D-valine, L-proline, 
sarcosine, N-methyl-L-valine) 
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5 Regulation of Secondary Metabolites with Antibiotic Activity 

Obvious secondary metabolism is more differentiated than primary, yet a regulation 
mechanism underlies the biosynthesis of secondary metabolites by which their pro­
duction is controlled. Thus secondary metabolism is controlled both by general 
regulatory mechanisms such as a nutrient-dependent growth rate, and by specific 
regulatory mechanisms of the appropriate individual biosynthetic pathway, such as 
induction, catabolite repression and feedback inhibition343). 

5.1 Initiation of Antibiotic Biosynthesis 

Secondary metabolites with antibiotic activity are mostly formed after the growth 
phase (trophophase) in the production phase (idiophase). In many fermentations­
chloramphenicol, amphenicol, colistin, penicillin and bacitracin - the typical transi­
tion from trophophase to idiophase is only observed in complex media and not in a 
chemically defined medium 153, 154, 173, 206, 330, 411, 467). Initiation of antibiotic synthesis 
can therefore be explained by the deficiency of one or more growth-limiting sub­
stances but is not completely understood. The study of antibiotic synthetases, which 
are significant in the special synthetic pathway for secondary metabolites, casts more 
light on induction. 

The actinocin moiety of actinomycin is formed by phenoxazinone synthetase 
from two molecules of 4-methyl-3-hydroxyanthranilic acid236). This enzyme is a typi­
cal idiophase enzyme in actinocin producing organisms. 

While only a low level of enzyme activity is present in the first 20 h of fermenta­
tion, in the idiophase it is enriched 12-fold119). 

Gramicidin S synthetase28o, 359, 509) and tyrocidin synthetase1l7), synthesizing the 
corresponding peptide antibiotics, are also first synthesized towards the end of the 
logarithmic growth phase, shortly before formation of the antibiotic. 

Transcription of candicidin synthetase, which is comparable with fatty acid 
synthetase434), does not occur in the first 10 h of fermentation308). The beginning of 
enzyme synthesis remains repressed until phosphate is exhausted in the medium. 
Phosphate also inhibits candicidin synthetase when it is formed. Since secondary 
metabolites have no independent de novo synthesis but arise fom primary metabol­
ism, they often also are subject to the regulatory mechanisms of primary metabol­
ism. Thus, phenylalanine, tyrosine and tryptophan cumulatively inhibit candicidin 
biosynthesis by 74% while the individual amino acids only inhibit it by 28, 10 and 
50% respectively310, 348). 

Although these regulatory mechanisms starting the antibiotic synthesis are very 
heterogeneous, they can still be presented in a simple model: a low molecular weight 
molecule acts as corepressor or inhibitor by blocking the formation or activity of an 
antibiotic synthetase. To initiate an antibiotic synthesis, this corepressor or inhibitor 
must attain an intracellular minimum concentration which permits transcription or 
enzyme activity. Such a model would explain the effects of catabolite-repression, 
regulation of nitrogen metabolism and phosphate control. 
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In another model, an inducer is proposed which is formed at a particular time 
during the fermentation and induces the biosynthesis of the antibiotic. 

5.1.1 Catabolite-Repression 

Glucose normally is a good carbon source for growth but it affects the biosynthesis 
of many antibiotics. Poly- or oligosaccharides often are better for antibiotic produc­
tion470). Combined carbon sources, glucose with a poorly utilized carbon source, 
have the advantage that a larger cell mass is produced and after the glucose has been 
consumed, antibiotic production commences with the second carbon source14, 75, 119). 

This repression of antibiotic biosynthesis is not limited to glucose. The novobiocin­
producing organism, Streptomyces niveus, grows better with citrate than with glu­
cose. However, novobiocin production is suppressed by citrate271). 

The molecular mechanism of carbon catabolite regulation may be related to 
growth rate44,347). Thus growth-limiting, slow addition of glucose stimulates candi­
din and candihexin biosynthesis but high doses effect inhibition351). The reduction in 
biosynthesis of actinomycin by glucose depends on repression of phenoxazinone 
synthetase catalyzing the formation of the phenoxazinone ring119). Kynurenine for­
midase I remains unchanged while the synthesis of kynurenine formidase II is com­
pletely suppressed238). In some microorganisms, adenosine 3,5-monophosphate 
(cAMP) is a positive effector for synthesis of inducible, catabolic enzymes406). High 
doses of glucose also inhibit adenylate cyclase activity and so reduce the intracellular 
level of cAMP. Then cAMP cannot react with the corresponding receptor protein 
and this cannot react with the promotor of the operon which activates gene trans­
cription for inducible antibiotic synthetase. This mechanism can be envisaged in 
particular when the genes are organized within an operon435 ,436) as in the case of 
actinorhodin36). The extent to which this is a generally valid mechanism requires 
confirmation by the appropriate experiments. 

The following Table gives some of the antibiotics described in this review 
together with their corresponding carbon-catabolite repressor molecule as well as 
the carbon source which is suitable for antibiotic synthesis. 

Antibiotic Catabolite-repressor Carbon-source/ 
antibiotic synthesis 

Actinomycin Glucose Galactose 
Indolmycin Glucose Fructose 
Chloramphenicol Glucose Glycerol 
Novobiocin Citrate Glucose 
Candidin Glucose low level of glucose 

5.1.2 Regulation of Nitrogen Metabolites 

Many microorganisms possess regulation mechanisms which control the use of the 
corresponding nitrogen source90, 326). Thus ammonium ions repress enzymes such as 
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nitrite-, nitrate reductase, glutamate dehydrogenase, arginase, ornithine transamin­
ase, extracellular proteases, acetamidase, threonine dehydratase and allantoinase, 
which have nitrogen available by other reactions than uptake in ionic form. 

Although such a regulatory mechanism has not been described for antibiotics 
from the biosynthesis of aromatic amino acids, it has some relevance for a series of 
other antibiotics. 

The addition of ammonium chloride to erythromycin fermentations drastically 
suppresses the biosynthesis of the antibiotic59, 465). In Streptomyces noursei, the pro­
ducer of nourseothricin, an antibiotic in the streptothricin group, glutamine synthet­
ase is inhibited by high concentrations of ammonium ions143, 144). To what extent this 
is directly connected with simultaneous inhibition of the synthesis of the antibiotic is 
not completely clear. 

Nitrogen metabolite regulation is also involved in cephalosporin synthesis in 
Streptomycetes2,124) where glutamate synthetase and alanine synthetase are con­
cerned in the control mechanism1). 

5.1.3 Phosphate Control 

Phosphate is a critical, growth-limiting nutrient and at the same time an inhibitor of 
antibiotic synthesis in many fermentations. When fermenting Streptomyces griseus 
for candicidin, phosphate has been completely exhausted two h before the start of 
synthesis308) and, if added, inhibits the production of candicidin which has already 
started311, 345). If 10 mM phosphate is added to candicidin-producing bacteria, the 
intracellular level of ATP doubles within 10 min and inhibition of candicidin produc­
tion commences after 15 min345). This indicates that ATP is the active intracellular 
molecule for the control of antibiotic synthesis. It is still not yet known whether the 
ATP-concentration or the energy bound by it in the cells is the regulatory para­
meter. 

Besides this ATP regulation mechanism, phosphatase regulation is also signifi­
cant in control of antibiotic biosynthesis. 

In the biosynthesis of streptomycin367), viomycin405) and neomycin327), some of 
the intermediates, but not the end product, are phosphorylated. Phosphatases which 
cleave these phosphorylated intermediates are often regulated by feedback-inhibi­
tion or repression with inorganic phosphate. Thus the alkaline phosphatase in 
Proactinomyces fructiferi var. ristomyceticus is completely repressed in concentra­
tions of inorganic phosphate which inhibit production of ristomycin510). 

5.1.4 Induction of Antibiotic Synthesis 

Enzyme induction is a recognized regulation mechanism in primary metabolism. 
Although this phenomenon has been less well studied in secondary metabolism, it 
seems to be significant for the synthesis of some antibiotics. 

Since it is often difficult to differentiate between an inducer and a precursor of 
antibiotic synthesis, only those molecules should be designated inducers which 
stimulate antibiotic synthesis if they are added to the fermentation during the growth 
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phase and before the idiophase. Precursors can increase the biosynthesis of antibio­
tics both during the trophophase and during the idiophase. 

An interesting induction phenomenon is known in the biosynthesis of streptomy­
cin, in which 2-S-isocapryloyl-3-R-hydroxymethyl-butyrolactone (A-factor) stimu­
lates synthesis256). This A-factor can be isolated from the streptomycin producers 
Streptomyces griseus and Streptomyces bikiniensis and, if added at the beginning of 
fermentation of streptomycin "blocked mutants", induces synthesis of this antibiotic 
by a factor of 106 250). However, it cannot be detected in other species which also 
synthesize streptomycin249, 250). 

Besides induction of streptomycin, the A-factor has a role in the differentiation 
of bacterial cells. It stimulates both spore formation and intracellular membrane 
formation. Its mode of action seems to depend on induction of another compound, 
possibly ADP, which inhibits glucose-6-phosphate dehydrogenase250). 
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Fig. 32. Inhibition of primary metabolism by the A-factor and consequent promotion of streptomy­
cin biosynthesis 

Similar induction properties - although possibly not so spectacular as those of a 
new metabolite - are shown by methionine and norleucine in stimulating cephalo­
sporin C biosynthesis in Cephalosporium acremonium 78,95). 
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The stimulating effect of 5,5-diethylbarbiturate on the biosynthesis of rifamycin 
and anthracyclines may also depend on induction of the particular enzyme which 
hydroxylates aclavin276). 

Biosynthesis of tetracyclines is induced by the following compounds: benzyl 
thiocyanate, a-naphthylacetic acid, ~-indolylacetic acid, phenylacetic acid and 
chlorophenoxyacetic acid524). 

No inducers have been described for antibiotics from the biosynthesis of aromat­
ic amino acids. However, the examples given suggest that such compounds would be 
found here too by appropriate screening. 

5.2 Termination of Antibiotic Biosynthesis 

Various mechanisms can be envisaged for the termination of antibiotic biosyn­
thesis346) • 

5.2.1 Irreversible Decomposition of Enzymes of Antibiotic Biosynthesis 

In the biosynthesis of peptide antibiotics, the activity of the corresponding antibiotic 
synthetase declines only a few hours after the start of synthesis. 

Tyrocidin synthetase activity disappears from the cytoplasma of Bacillus brevis 
and is still detectable for a few hours bound to the membrane291). 

The same holds for bacitracin synthetase in Bacillus licheniformis which is mem­
brane-bound shortly after the start of antibiotic production. This membrane binding 
of antibiotic synthetases may represent a natural form of immobilized enzyme which 
is then protected against proteolytic enzymes at the end of the growth phase116• 444). 

Gramicidin S synthetase seems to be subject to oxygen-dependent oxidation260) 

and inactivation of some sulphydryl groups within the enzyme288). If oxygen is 
replaced by nitrogen, the inactivation of gramicidin S synthetase can be pre­
vented113, 114). This indicates that a lower oxygen transfer in the idiophase of fermen­
tation should increase the production of gramicidin S in vivo. 

5.2.2 Feedback-Inhibition in Antibiotic Biosynthesis 

Studies on feedback regulation assume precise knowledge about the enzyme con­
cerned in the reaction. This assumption is correct in the case of primary metabolism 
but our knowledge is not always complete for secondary metabolism. 

For antibiotics from the primary metabolism of aromatic amino acids, such a 
regulation mechanism has only been described for chloramphenicol. In its biosyn­
thesis, the first enzyme - arylamine synthetase, which converts chorismic acid into p­
aminophenylalanine - is subject to feedback inhibition by the end product of the 
synthesis, chloramphenicoI223 ,224, 315,316,332). This enzyme only occurs in chloram­
phenicol producers and is completely repressed at a concentration of 100 ~g ml-1 

chloramphenicol. This concentration also corresponds approximately to the produc­
tion maximum in Streptomyces sp. 3022 a. 
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Other examples of feedback regulation are mentioned briefly below. Puromycin 
inhibits the last enzyme step, O-methyltransferase, in its synthesis442). Aurodox at a 
concentration of 400 Ilg ml-1, which is the maximum amount reached in the fermen­
tation, completely inhibits antibiotic synthesis309). Penicillin at a concentration of 
200 Ilg ml-1 completely inhibits penicillin synthesis in the producer organism, 
Penicillium chrysogenum NRRL 1951, in which the production maximum is 125 Ilg 
ml- l133). Feedback regulation has also been observed in the biosynthesis of cyclo­
heximide272, 273), staphylomycin567), ristomycin92), fungicidin475) and candihexin351). 

6 Discussion 

Analysis of the origin of secondary from primary metabolism, taking the example of 
the aromatic amino acids leads to the result that the individual metabolism is 
favoured by branching within primary metabolism; this is the case with chorismic 
acid or kynurenine or with the transfer from anabolism to catabolism. Consequently 
evolution is always possible at points at which the reaction leads to an end product 
which is not derived from a linear course. Catabolism seems to be favoured for 
production of secondary metabolites, as with anthranilic aicd. This intermediary 
metabolite enters into antibiotic biosynthesis from catabolism and not anabolism in 
the biosynthesis of actinomycin and tryptanthrin. 

These branch points in anabolism, as in catabolism, also permit divergent synthe­
tic routes in primary metabolism, whose reaction products are not uniform in their 
biological activity. 

The transition from primary to secondary metabolism is particularly favoured if, 
as in these antibiotic producers, primary metabolism is not so strongly regulated as 
in the Enterobacteriaceae. Metabolites then accumulate, like chorismic aicd, at the 
end of the trophophase when metabolic conversion declines, and are transformed by 
individual antibiotic synthetases into antibiotic metabolites. On the other hand, if 
primary metabolism proceeds intact in the trophophase, no antibiotic synthesis is 
possible because of the inadequate pool of free metabolites from primary metabol­
ism. This theory can confirm that precursors of antibiotic synthesis stimulate the 
yield if they are added at a given excess to the fermentation medium. 

Further, in most cases, antibiotic synthetases are first formed at the end of the 
trophophase in antibiotic-producing microorganisms. So, in one and the same 
organism, as in the case of actinomycin synthesis by Streptomyces parvu/us, one 
antibiotic synthetase, kynurenine formamidase I, is produced constitutively and the 
other, kynurenine formamidase II inductively shortly before synthesis of actinomy­
cin42, 238). While the function of the constitutive enzyme is not known precisely, the 
derepressible enzyme seems to be important in the actinomycin synthesizing system. 

Addition of appropriate inhibitors of mRNA or protein synthesis demonstrates 
that many of these antibiotic synthetases represent a de novo synthesis238). Such a 
synthesis, which is initiated by derepession or induction and can lead to up to 60-fold 
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increase in the original enzyme activity, seems to be directly connected with the 
enrichment of metabolites from primary metabolism or a reduction of essential 
constituents of the nutrient medium. 

At least for the commercial efficiency of metabolites with antibiotic activity, it is 
an advantage that they are first formed after the trophophase since during this 
phase, the producers are sensitive to their own antibiotics9, 124.179. 332). Resistance 
develops in a coordinated manner with antibiotic production by enzymatic modifica­
tion of the antibiotic, by a change in site of action or reduction in uptake of the 
antibiotic excreted76). 

Since antibiotic synthetases, at least in complex nutrient media, are often either 
induced or derepressed in coordination with enrichment of metabolites from pri­
mary metabolism, one attempts to see in antibiotics not only products created by 
chance but to ascribe to them a function in differentiation of bacterial cells239). This 
remains speculation as to how far antibiotics cut off the macromolecular syntheses of 
DNA, RNA, proteins, cell wall and respiratory chain and so initiate sporulation. 

The structural diversification of idiolites arising from the idiophase is illustrated 
by numerous classes of organic compounds including aminosugars, quinones, 
coumarins, epoxides, ergot alkaloids, glutarimides, glycosides, indoles, lactones, 
macrolides, naphthalenes, peptides, phenazines, polyacetylenes, polyenes, pyrroles, 
quinolines, terpenoids and tetracyclines24, 343, 424). Mostly a secondary metabolite 
base structure is synthesized in numerous modifications by one or more producers. 
How far this variation in secondary metabolites should be attributed to their specific 
function in the physiology of the cell or how far these numerous structural types, 
often with similar modes of action, remain because of the lack of selection pressure, 
cannot be answered here. 

The knowledge of regulation mechanisms348) for initiation and termination is as 
important for optimizing production as the consideration of resistance mechanisms. 
Both may limit the yield. Glucose repression is mostly avoided by slow addition of a 
carbon source which is fed by control of the dissolved oxygen. Nitrogen repression 
can be controlled by a slow continuous nitrogen source by addition of proteins or 
proline. Phosphate repression can be reduced by feeding poorly soluble phosphates. 

Appropriate deregulated98) or highly resistant mutants of producer organisms or 
consideration of particular constituents of the nutrient medium354) may have 
economic significance which justifies studies of biosynthesis and regulation on these 
grounds. 

Although our overall knowledge on the genetic control of antibiotic synthesis in 
actinomycetes is relatively sparse, there is abundant evidence that plasmids are 
significant398). This can be established either directly, as in the case of methylenomy­
cin A in Streptomyces coelicolor A3, where the structural genes are localized on the 
plasmid, or the plasmid genes can exert an indirect function. Thus, with chloram­
phenicol synthesis in Streptomyces venezuelae, expression of the chromosomal struc­
tural gene is controlled by the plasmid180). The methods of gene technology available 
at present - cloning of DNA fragments to plasmid - or bacteriophage vectors in 
streptomycetes - offer hopeful means for physical and genetic analysis of structural 
and regulatory genes for antibiotic synthetases181). This opens up the possibility of 
permitting antibiotic synthesis in bacteria with shorter generation times, which also 
grow on simpler, more cost-effective nutrient media, in which the antibiotic can be 
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obtained in high yield in a continuous process. This technology, through knowledge 
of antibiotic biosynthesis, offers the possibility of creating new antibiotics by hybrid­
isation. 
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Benzodiazepines are extensively used throughout the world. An increasing number of very similar 
substances has emerged on the market. The continuing scientific interest in the clinical and phar­
macological properties of these drugs has greatly expanded our knowledge about them. The numer­
ous substances share a similar pharmacodynamic profile (anxiolytic, sedative/hypnotic, anticonvul­
sive, muscle relaxant properties), which is mediated by interacting with neuronally localized recep­
tors within the brain. Significant differences exist primarily in the pharmacokinetics of the ben­
zodiazepines. Thus, onset and duration of action can be explained by specific features of their 
pharmacokinetic characteristics, which can be modified by many factors. Most of the side effects 
(excessive depression of the central nervous system is predominant) are an individual exacerbation 
of the desired therapeutic effect. The safety of the benzodiazepines is remarkable. However, abuse 
and their potential of dependence should be kept in mind. 
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1 Chemistry 

In the development of psychoactive drugs, the discovery of chlordiazepoxide by the 
chemist Sternbach and its pharmacological characterization by Randall in 1957 
represents a milestonel ). The new class of benzodiazepines (see Fig. 1) has become 
almost synomymous with minor tranquilizers, although the large number of the 
series all show to a similar degree other properties such as sleep-inducing, muscle­
relaxant and anticonvulsant activity. 

Within a few years over 3000 compounds were synthesized and pharmacologi­
cally tested. It was soon realized that the substitution pattern played an important 
role with the electro-negative substituent at the 7 position (ring A) being of para­
mount importance. The biological potency is increased by halogens (F, Cl) in posi­
tion 2' (ring C) but strongly reduced by a substituent in 4'. Substituents larger than a 
hydroxyl or methyl group in position 3 (ring B) result in the loss of activity. Many 
different substituents have been tried in position 1 - while the methyl group seems 
to enhance the biological activity the 1-tert-butyl homologue of diazepam is almost 
completely inactive2). 

As can be seen in Fig. 1, the original 5-phenyl-1,4-benzodiazepine ring can be 
replaced by isosteric ring systems without loss of biological activity: e.g. ring A by a 
thiophene, pyrazole or pyridine ring; the nitrogens of ring B can be shifted to the 1,5 
or 2,4 position; ring C can be replaced by a 2-pyridyl or cyclohexenyl group. More 
recently the fusion of additional rings especially on the diazepine ring has been 
introduced, resulting in the oxazinobenzodiazepine ketazolam and the oxazoloben­
zodiazepines oxazolam and cloxazolam. Since the additional ring is rapidly removed 
by metabolism without loss of pharmacological potency, the three compounds can 
be considered as pro-drugs. A different type of annelated benzodiazepines represent 
the triazolobenzodiazepines estazolam and triazolam (see Fig. 1). The additional 
ring is not removed by biotransformation, and they bind strongly and directly to the 
benzodiazepine receptors. The injectable imidazol-benzodiazepine midazolam dif­
fers from the classic benzodiazepines by its basicity, stability in aqueous solutions 
and rapid metabolism3). Some parts of the molecule resemble the specific ben­
zodiazepine receptor antagonist Ro 15-1788 (see Fig. 1). 

Surprisingly, an opioid benzodiazepine (tifluadom) was recently characterized 
(Fig. 1), which has lost all affinity for benzodiazepine binding sites but which has 
moderate to high affinity for opiate receptors4). 

Although the safety of the benzodiazepines is remarkable, even in overdose, the 
continuous proliferation of new compounds suggests that we have not yet found the 
ideal drug and the question may arise of what might followS). 

2 Metabolism and Clearance 

Before benzodiazepines can be excreted into the urine, they have to be metabolized. 
Thus, hepatic biotransformation accounts for the elimination of all benzodiazepines 
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in man. Two principal pathways are involved: hepatic microsomal oxidation (e.g. 
N-dealkylation and hydroxylation), which is accomplished by the cytochrome P 450 
dependent mixed function oxidase system (MFOS) and glucuronide conjugation 
(phase II reaction), which sometimes has to be preceded by hydroxylation (phase I 
reaction). In Fig. 2 some examples for newer benzodiazepines are given. Both types 
of metabolic pathways are differently controlled and differently influenced by vari­
ous endogenous and exogenous factors (see Sect. 5.3). If a benzodiazepine possess­
es a nitro group in position 7 (e.g. clonazepam, nitrazepam, flunitrazepam), this 
has to be reduced to an amino group before subsequent acetylation (see part of 
Fig. 3). In Fig. 4 the major metabolic pathways of the two classical benzodiazepines 
diazepam and chlordiazepoxide are outlined. From the simplified scheme of Fig. 5 it 
is obvious that many benzodiazepines share common, still active metabolites (e.g. 
oxazepam) and some compounds, e.g. prazepam, halazepam, chlorazepate (see also 
Fig. 2), pinazepam, oxazolam, ketazolam have to be considered as precursors of 
desmethyldiazepam (nordiazepam). These pro-drugs undergo nearly complete pre­
systemic (gastrointestinal, hepatic) metabolism and act predominantly just like 
desmethyldiazepam. In Table 1 the most common benzodiazepines and their 
metabolites are listed (reviews in6-,<!». 

Indirect conclusions about drug metabolism can be derived from pharmacokinet­
ic considerations applying the so-called clearance concept. The elimination of ben­
zodiazepines by the liver may depend on a number of factors. These include the total 
blood flow to the organ, binding of the drug to blood constituents, uptake and 
transport across the hepatocyte plasma membrane, the distribution of flow (shunt­
ing) within the organ, intracellular transport and the metabolism, excretion or secre­
tion of the drug. The rate-limiting step for a given compound may vary, and many 
physiological and pathological factors may interfere with the process. In an attempt 
to simplify these complex biological events, hepatic drug removal (i.e. clearance, 
CLH) has been conceptualized as a function of both perfusion (blood flow, QH), and 
the capacity of the liver to remove the drug in the absence of flow limitations 
(intrinsic clearance, C~ntr). The mathematical model of this relationship is given by 
the equation: 

This model further relates the extraction ratio E (the fraction of drug removed in a 
single pass through the liver) to intrinsic clearance and blood flow as: 

E = CLintr. 

QH + CLintr. 

The elimination of drugs with a very high intrinsic clearance (and thus a large 
E > 0.7) would be predominantly dependent on blood flow (flow-limited). In con­
trast, the elimination of most benzodiazepines with a low intrinsic clearance (small 
E < 0.3) would be dependent on intrinsic clearance and be largely independent of 
flow (capacity-limited). There are benzodiazepines with values of E intermediate 
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Table 1. Benzodiazepines and their metabolites 

drug major metabolic reactions/ active 
metabolites metabolites 

alprazolam hydroxylation + 
bromazepam oxidation (+) 
brotizolam oxidation ++ 
camazepam oxidation + 
chlordia- demethylation, ++ 
zepoxide hydroxylation 

clazepam desmethyldiazepam, ++ 
hydroxylation 

clobazam demethylation ++ 
clonazepam nitroreduction, conjugation ? 

clorazepate desmethyldiazepam ++ 
clotiazepam demethylation, + 

hydroxylation 

diazepam demethylation ++ 

estazolam oxidation ? 

flunitrazepam nitroreduction, ++ 
demethylation 

flurazepam dealkylation, hydroxylation ++ 
halazepam desmethyldiazepam ++ 
ketazolam diazepam, ++ 

desmethyldiazepam 

lorazepam glucuronidation 

lormetazepam glucuronidation 

medazepam demethylation, ++ 
hydroxylation 

midazolam hydroxylation + 
nitrazepam nitroreduction, acetylation -
oxazepam glucuronidation 

oxazolam desmethyldiazepam ++ 
pinazepam desmethyldiazepam ++ 
prazepam desmethyldiazepam ++ 
temazepam glucuronidation 

tetrazepam oxidation (+) 
triazolam hydroxylation + 

++ metabolites biologically active as parent compound 
+ some biological activity of metabolites 
( +) some biological activity likely 
? no data available 
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minor pathways/ active 
metabolites metabolites 

oxazepam ++ 

glucuronidation, 
acetylation 

oxazepam ++ 

oxazepam, ++ 
temazepam 

glucuronidation 

oxazepam ++ 
oxazepam ++ 

oxazepam ++ 
oxazepam ++ 

3-hydroxynitrazepam + + 

oxazepam ++ 
oxazepam ++ 
oxazepam ++ 
oxazepam ++ 
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between these extremes, where both flow and intrinsic clearance exert a separate 
influence. The extraction ratio also determines the fraction of an orally administered 
drug which reaches the systemic circulation (bioavailability, F) such that F = 1 - E. 

3 Pharmacology 

One reason for the popularity of benzodiazepines is their rather broad spectrum of 
pharmacologic activity. Historically, the first benzodiazepine, chlordiazepoxide, was 
found to have potent sedative, muscle-relaxant, taming and anticonvulsant activ­
ity9). Initial clinical trials indicated that it had antianxiety effects in human subjectslO) 

and that this effect might be separated from its sedative action, which induced 
drowsiness and improvement of the sleep patternll). The anticonvulsant properties 
could be demonstrated first by the increase in threshold to pentylenetetrazol convul­
sions in human epileptics12). The next benzodiazepines that followed chlordiazepox­
ide (introduced in 1960), e.g. diazepam (1963), oxazepam (1965), medazepam 
(1968), clorazepate (1969), lorazepam (1972), prazepam (1973), flurazepam (1974), 
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nitrazepam (1974) and clonazepam (1976) exhibit an almost identical pharmacologi­
cal profile, which was characterized by various tests (e.g. electrical shocks, penty­
lenetetrazol, rotating rod, continuous avoidance, behaviour check) in different ani­
mal models (e.g. mice, rats, cats, monkeys). With these screening tests also the 
biological activity of identified metabolites was evaluated (review in13)). The antian­
xiety, antiagression, anticonvulsant, muscle relaxation and hypnotic effects of the 
"first generation" of benzodiazepines have been comprehensively reviewed in 1973 
and 197414,15). From more recent overviews it is obvious that the newer ben­
zodiazepines share very similar pharmacological properties and that there are few 
differences between the various benzodiazepine derivatives. The main distin­
guishing features are differences in pharmacokinetics and the presence or absence of 
pharmacologically active metabolites6, 7, 16-22). All benzodiazepines are effective in 
the management of anxiety and insomnia, and their classification into "anxiolytics" 
and "hypnotics" does not appear to be justified. 

4 Mode of Action 

In the last years scientific interest was focused on the mechanism of action of 
benzodiazepines. Electrophysiological studies indicated that the inhibitory neuro­
transmitter y-aminobutyric acid (GABA) was involved (review in23)). In 1977, 
specific benzodiazepine binding sites in the central nervous system were postulat­
ed24, 25). In vitro binding studies with tritium labelled diazepam and flunitrazepam 
revealed highly specific, stereoselective, reversible and saturable binding sites 
localized on the nerve cell membranes. The binding affinity of active benzodiazepine 
derivatives correlate well with their relative potencies of anxiolytic, anticonvulsant 
and muscle relaxant activity in animal models24, 25). An intriguing question is how the 
primary event of binding at the recognition site of the proposed receptor initiates a 
chain of events (see Fig. 6) leading finally to the pharmacological response, e.g. 
tranquility, sedation and prevention of seizures. The bimolecular association of the 
ligand with the receptor subsequently leads to conformational changes of the ligand­
receptor complex. Several structurally differing ligands with high affinity for ben­
zodiazepine receptors have been found to act as benzodiazepine antagonists. The 
imidazobenzodiazepine Ro 15-1788 (see Fig. 1) selectively prevents or blocks the 
actions of benzodiazepines without possessing intrinsic effects in most neurophar­
macological procedures26 , 27). In contrast, so-called ~-carbolines antagonize the 
effects of benzodiazepines at doses which produce behavioural and electrophy­
siological effects that are opposite to those of benzodiazepines28-30). The effects of ~­
carbolines (and diazepam) also can be blocked by Ro 15-178831). It is suggested that 
these three compounds interact with the benzodiazepine receptor to stabilize one of 
two possible functional states32). 

In the numerous binding studies certain correlations between the influence of 
GABA on binding and the intrinsic activity of the benzodiazepines were noticed. 
Thus, the benzodiazepine receptor has been rationalized as a heterotropic site on 
the GABA-receptor-chloride-ionophore-complex. The complex nature of the bind-
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Fig. 6. Schematic diagram of the events following the binding of benzodiazepines to their recogni­
tion site 

ing of structurally different compounds suggested the presence of two major classes 
of benzodiazepine receptors with high (type I) and low (type II) affinity. The rela­
tive proportions of both benzodiazepine receptors vary in different regions of the 
brain, e.g. the cerebellum contains predominantly type I (review in33). The func­
tional significance of the subtypes is unknown. For the different pharmacological 
effects only 25-70% of the heterogeneous benzodiazepine binding sites have to be 
occupied34). Since tolerance can develop to the sedative and anticonvulsant effect of 
benzodiazepines, it is discussed if prolonged administration of these drugs induce 
changes in receptor number and/or affinity (review in35). 

The idea that benzodiazepines interact with GABA is derived mainly from elec­
trophysiological studies. Benzodiazepines potentiate the inhibitory effects of GABA 
in a variety of neuronal systems and GABA enhances the affinity of ben­
zodiazepines (review in36). This strongly suggests a functional link between both 
binding sites. In addition, this receptor complex is associated with chloride channels. 
In the allosteric model for benzodiazepine receptor function, GABA exerts its 
inhibitory effect by opening two-state (open/closed) channels that are permeable to 
chloride ions. The flow of chloride ions into the cell moves the membrane's electrical 
potential away from the threshold for triggering an action potential, thus excitation 
is inhibited. Benzodiazepines do not alter the elementary ionic conductance of the 
chloride channels opened by GABA. Potentiation of GABA responses occurs by an 
increase in opening frequency and open lifetime at which GABA molecules success­
fully open chloride ion channels (review in3?). The receptor model is further compli­
cated by a protein called GABA-modulin, which is present in brain and competi­
tively inhibits both GABA- and benzodiazepine binding38). By analogy to the 
enkephalins, attempts are made to identify endogenous ligands for benzodiazepine 
receptors. Several substances have been proposed including hypoxanthine, inosine, 
nicotinamide and ~-carbolines. However, so far no definite answer on the existence 
of such ligands can be given. Based on their pharmacological properties ~-carbolines 
could be characterized as anxiogenic benzodiazepine antagonists, since they can 
induce severe anxiety in humans39) and animals40) and reverse the hypnotic action of 
flurazepam41) • 

While the neuronal existence of the benzodiazepine-GABA-receptor-chloride 
channel (ionophore )-complex is unquestionable42), different models have been pro­
posed in terms of a three-state32) or allosteric33) model (Fig. 7). The intimate associa-
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Fig. 7. Simplified model of the benzodiazepine-GABA-chloride-ionophore-receptor-complex 

tion of benzodiazepine and GABA receptor and chloride channel suggest that ben­
zodiazepine act physiologically as modulators of GABA. Therefore, the ben­
zodiazepine receptor might be viewed as a coupling or regulatory unit. Whether this 
coupling function is modulated by endogenous ligands remains questionable. When 
such an endogenous agonist actually exists, then benzodiazepines would antagonize 
those effects43). 

Based on the present evidence, ligands for the benzodiazepine receptor may 
belong to either of the following four categories: 
a) full agonists (e.g. benzodiazepine) 
b) antagonists (e.g. Ro 15-1788) 
c) antagonists with partial agonistic activity 
d) antagonists with partial inverse agonistic activity (e.g. ~-carbolines) 

In first controlled clinical trials, Ro 15-1788 did not demonstrate central effects 
following a single oral dose of up to 600 mg44) or 100 mg intravenously45). However, 
the hypnogenic effect of flunitrazepam46) and the central effects of 3-methyl­
clonazepam47) and diazepam48) were antagonized. 

In humans somewhat contraversial results have been reported with physostig­
mine. Reversal of diazepam-induced hypnosis was observed49-51) but it failed to 
reverse clinical, psychomotor or EEG effects of lorazepam52) or diazepam53). Simi­
larly surprising was the clinical observation that aminophylline antagonizes 
diazepam sedation 54, 55). From these findings one could speculate whether additional 
mechanisms might be involved in the central action of benzodiazepines. 
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5 Clinical Pharmacokinetics 

For practicing physicians decision-making is complicated by an increasing number of 
marketed benzodiazepines. Since qualitative differences in the pharmacological 
potency are at best subtle, only a very limited number of benzodiazepines are really 
needed. Advances in understanding the pharmacokinetics of the benzodiazepines 
can provide, at least partly, support in this decision process. Therefore, one should 
be familiar with the absorption (following oral, intramuscular and rectal applica­
tion), distribution and hepatic elimination of these drugs and their determinants, 
which might modify drug disposition. The time of onset, intensity and duration of 
clinical action depends on the physico-chemical and pharmacokinetic properties of 
the particular derivative. Thereby some differences exist whether the ben­
zodiazepine is used for short-term (single dosing) or long-term (sub/-chronic dosing) 
indications. 

5.1 Single versus Multiple Dosing 

Onset of benzodiazepine action depends on the rate of absorption and penetration 
in specific brain regions. Both processes are accomplished by passive diffusion and 
depend mainly on the lipid solubility at physiologic pH. Increasing lipophilicity is 
associated with more rapid diffusion across plasma and/or cell membranes. Since 
benzodiazepines are highly lipophilic molecules, they enter rapidly into brain tis­
sues. Following a single intravenous injection (excluding the slower and rate-deter­
mining absorption), the sedative/hypnotic effects can be observed within 20 to 
30 seconds (one single blood circulation time) and no more than after a few minutes. 
Highly lipophilic derivatives (e.g. diazepam, midazolam) act faster than less 
lipophilic compounds (e.g. chlordiazepoxide, lorazepam). Thus, there appears to be 
some association between the onset of drug effect and the rapidity of passage of 
benzodiazepines into the central nervous system (review in56}). However, contrary 
to studies with diazepam and flunitrazepam the rapid clinical effect of the highly 
lipophilic midazolam cannot be explained by rapid passage into human cerebrospi­
nal fluid, where only in some cases very low concentrations (maximal 5 ng/ml) could 
be detected57}. 

Following a single oral dose, the same principle holds true for the rate-limiting 
process of absorption: e.g. the more polar oxazepam is absorbed slower than 
diazepam. In addition, the characteristics of the pharmaceutical formulation (e.g. 
particle size, soft or hard gelatine capsules) is important. Another variable has to be 
taken into account when the precursors of the active moiety of desmethyldiazepam 
are administered: while the pro-drug clorazepate is very rapidly hydrolyzed to 
desmethyldiazepam, prazepam is slowly transformed into the active substance. A 
rapid onset of action may be desirable if patients benefit therapeutically. However, 
if patients experience an unwelcome feeling of drowsiness or excessive relaxation, a 
slower rate of absorption with less pronounced peak concentrations might be prefer­
able. 



Clinical Pharmacology of Benzodiazepines 131 

For intramuscular administration, the site of injection and the injecting person 
(physician or nurse) are of critical importance58, 59). More rapid and complete 
absorption is achieved by injection into the area of the deltoid muscle. With chlor­
diazepoxide6<H52) and diazepam58,63) a slow, incomplete and erratic absorption has 
been described, which is due to the likelihood of local precipitation. In contrast, 
lorazepam is rapidly, completely and reliably absorbed64). Diazepam is also avail­
able through a rectal tube for acute therapy (e.g. febrile convulsions in children). 
Absorption is rapid (peak plasma levels after about 17 min) and complete65). 

Following a single dose, the duration of action differs among benzodiazepines. 
The major determinant seems to be the rate of redistribution from the brain to 
peripheral tissue sites (e.g. adipose tissue). Apparently, lipophilicity and blood 
perfusion are the driving forces for the shift of active drug from the central nervous 
system to some storage sites. Thus, less lipophilic derivatives (e.g. lorazepam) may 
persist longer in effective brain concentrations than more lipophilic agents (e.g. 
diazepam). As illustrated in Fig. 8 the time- and concentration-dependent sedative 
effect of a single intravenous dose of diazepam (0.1 mg/kg) persists for about two h. 
During that time period, plasma levels decline rapidly, and this initial distribution 
phase is responsible for the relatively short duration of action66). 

Systemic studies with eight benzodiazepines in anesthetized rats recently sug­
gested that benzodiazepine distribution in vivo is determined largely by lipid solubil­
ity and that duration of acute EEG effects are longest for the least lipophilic drugs 
having the smallest apparent volume of distribution67). 

During multiple dosing, benzodiazepines, and in many cases also their biological 
active metabolites, accumulate according to their pharmacokinetic properties. 
Within 4 to 5 elimination half-lives (t1l2) the corresponding steady-state concentra­
tions (CSS) are achieved. When t1l2 is long, accumulation is slow (e.g. diazepam, 
desmethyldiazepam). Conversely, benzodiazepines with a short t1l2 (e.g. midazolam) 
rapidly attain the steady state, which is characterized by the balance of drug intake 
and drug removal. The daily maintenance dose substitutes for the loss of drug from 
the body, and as long as effective plasma levels are maintained, therapeutic/toxic 
effects can be anticipated. According to the equation: 

CSS av 
F·D 

---- x 

input rate 

1 
CL 

elimination rate 

1: = dosing interval 

the average Css is proportional to the input rate of the bioavailable dose (F . D) and 
reversibly proportional to the total body clearance (CL) of the drug/metabolite. In 
the case of benzodiazepines, hepatic metabolism is the determinant for the CL. 
Physiological or disease-induced changes in t1l2 and/or CL differently modify the 
accumulation pattern. 

The day-by-day buildup of active substances in the blood and brain during initia­
tion of (sub )-chronic therapy influences the clinical effects of benzodiazepines. 
Depending on the extent of drug accumulation, drowsiness, mental confusion, 
motor incoordination, and impairment of intellectual and psychomotor performance 
will occur. These side effects are nothing else than a pronounced (exaggerated) 
pharmacological action of the therapeutic agents, and they are more frequent with 
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Fig. 8. Plasma level time profile of diazepam (D) and its major metabolite desmethyldiazepam (DD) 
during the distribution phase following a single intravenous dose of 0.1 mglkg in one healthy subject 
(bottom). In addition, the time-dependent pharmacodynamic response (sedation and choice reac­
tion time RT lIRT 2) is given (see also Reference66») 
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benzodiazepines possessing a long t1/26~70). There are some indications that adapta­
tion ("tolerance") to the sedative effects might develop, especially during the early 
course of therapy. 

The duration of therapeutic effects (e.g. treatment of symptoms such as anxiety 
or insomnia), unwanted side effects and the potential for drug interactions after 
discontinuation of drug intake are dependent on the rate of drug disappearance from 
the blood and the receptor site. Thus, recurrence of symptoms and waning of side 
effects will correspond to the drug's and/or active metabolite(s)' elimination half­
life. Therefore, attempts were made to classify, similar to the barbiturates, the 
numerous benzodiazepines according to their elimination half-life (see Table 2). 

During multiple dosing, these characteristics should be kept in mind for any 
particular benzodiazepine in considering the risks of day-time sedation (hang-over 
drowsiness) and interactions with other central active drugs, especially alcohol. 

Table 2. Elimination half-lives (tJd of benzodiazepines and their biological active metabolites 

t1l2, h overall rate of 
benzodiazepine active metabolite (s) elimination of active 

substances 

chlordiazepoxide: 10-18 20-80 slow 
clobazam: 10-30 desmethylclobazam: 36-46 slow 
clonazepam: 24-56 ? slow 
clorazepate: 1.5- 2.5 desmethyldiazepam: 50-80 slow 
clazepam: ? desmethyldiazepam: 50-80 slow 
diazepam: 30-45 desmethyldiazepam: 50-80 slow 
flurazepam: 2 47-100 slow 
halazepam: 1- 2 desmethyldiazepam: 50-80 slow 
ketazolam: 1.5 diazepam: 30-45 slow 

desmethyldiazepam: 50-80 

medazepam: 2 20-80 slow 
nitrazepam: 20-50 ? slow 
oxazolam: desmethyldiazepam: 50--80 slow 
pinazepam: 16 desmethyldiazepam: 50--80 slow 
prazepam: 1-3 desmethyldiazepam: 50-80 slow 

alprazolam: 10-18 ? intermediate 
bromazepam: 12-24 ? intermediate 
camazepam: 20-24 ? intermediate 
estazolam: 8-31 ? intermediate 
flunitrazepam: 10-25 20-30 intermediate 
tetrazepam: 12 ? intermediate 
loprazolam: 7- 9 ? intermediate 

clotiazepam: 3-15 ? intermediate/rapid 
oxazepam: 5-18 intermediate/rapid 
lorazepam: 10-18 intermediate/rapid 
lormetazepam: 9-15 intermediate/rapid 
temazepam: 6-16 intermediate/rapid 

brotizolam: 4- 8 9.5 rapid 
triazolam: 2- 4 3- 8 rapid 
midazolam: 1- 3 ? very rapid 
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5.2 Pharmacokinetic Properties of Specific Compounds 

In this paragraph the basic pharmacokinetic parameters will be summarized. It 
should be emphasized that so-called normal values sometimes vary widely in the 
literature. This variability is due to differences in analytical measurements, phar­
macokinetic evaluation of the data and patient selection. In addition, the disposition 
of benzodiazepines is affected by a variety of different physiological factors (see the 
following sections). 

Alprazolam is a new triazolo-benzodiazepine derivative with anxiolytic-antidepres­
sant properties. The major metabolic pathway in humans involves hydroxylation in 
at least 2 positions71). Absorption appears to be rapid since peak plasma concentra­
tions are reached within 2 h. In young subjects t1/2 and CL averaged 11 hand 1.3 ml/ 
min/kg, respectively. The free fraction in plasma (fo) is approximately 30%72). 

Bromazepam's elimination can be characterized by a t1/2 of 14.4 ± 4.9 h and an oral 
CL of 59 ± 19.6 ml/min. Its absorption rate seems to be somewhat variable since 
maximal plasma concentrations were achieved within 1 to 6 h in 10 healthy volun­
teers73). The mean absolute bioavailability (F) of an oral solution, a conventional 
tablet and an enteric-coated tablet is 52, 62 and 99%, respectively. These differences 
can be explained by a pH-dependent ring opening74). Predictable steady-state blood 
levels are maintained at multiple daily-dosing75). 

Brotizolam is a new triazolothieno-diazepine. It is extensively metabolized (hydrox­
ylation at the methyl group and at the diazepine ring). Both metabolites are phar­
macologically almost as active as the parent compound. Brotizolam is absorbed 
quickly (t1/2a = 0.2 to 1.4 h), and oral bioavailability averaged 70%. The protein 
unbound fraction varied from 5 to 10%. Its rapid elimination can be characterized 
by a t1l2 of 4 to 8 h and a CL of 113 ml/min76). 

Chlordiazepoxide was the first clinically available benzodiazepine. It is extensively 
metabolized to active compounds (e.g. desmethylchlordiazepoxide, demoxepam, 
desmethyldiazepam, oxazepam). Absorption appears to be relatively slow (peak 
levels within 2 to 6 h; t1/2 of absorption 0.7 h) and complete (F 80-100%) following 
oral administration. After intramuscular injection, lower peak concentrations are 
reached later (7.6 h post-dosing; t1/2 of absorption 3 to 5 h) and often a biphasic 
("erratic") blood concentration profile can be observed caused by precipitation at 
the injection site (F = 86%). Plasma protein binding is about 95%. In young heal­
thy volunteers t1/2 ranges between 10 and 18 hand CL averages 30 mllmin (reviews 
in6,77». 

Clazepam is rapidly biotransformed to a hydroxylated metabolite and to desmethyl­
diazepam. It is suggested that it acts mainly through the formation of desmethyl­
diazepam 78). 
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Clobazam represents a 1,5-benzodiazepine, which, like diazepam, is primarily 
demethylated to the active desmethylclobazam. Both substances cumulate during 
multiple dosage. It is reasonably rapidly absorbed (peak levels within 2 h) and 
highly bound to plasma proteins (fu = 10-15%). Elimination of clobazam is charac­
terized by a t1l2 between 10 and 30 h and a CL of about 40 mllmin in young subjects 
(review in79»). 

Clonazepam is a drug of first choice in the treatment of status epilepticus. It is 
extensively metabolized, including nitroreduction, hydroxylation, acetylation and 
glucuronidation. Absorption is almost complete (F = 95%) but its rate is variable 
(peak levels between 1-8 h). Plasma protein binding has been found to be about 
82%. For t1l2 and CL ranges of 24 to 56 hand 60 to 80 mllmin, respectively, have 
been reported (review in6»). 

Clorazepate can be regarded as a pro-drug of desmethyldiazepam. Following oral 
intake the presystemic conversion already takes place in the acidic stomach as well 
as during the first passage through the liver. After i. v. injection, unchanged drug can 
be detected during the first two hours80, 81). The elimination of the highly bound 
(fu = 2-4%) desmethyldiazepam is very slow (t1l2 = 50-80 h, CL = 8-15 ml/min) 
and seems to be faster in treated epileptics (review in6»). 

Clotiazepam, a thienodiazepine, is metabolized both by demethylation and by hy­
droxylation. Both metabolites appear to be pharmacologically active. Protein bind­
ing of clotiazepam is extensive (fu about 1 %) and elimination with a t1/2 between 3 
and 15 h relatively rapid82, 83). 

Diazepam represents the most extensively studied benzodiazepine. Its major blood­
metabolite, desmethyldiazepam, contributes to its action, especially during mUltiple 
dosing when plasma concentrations of the active metabolite exceed those of the 
parent compound. After oral administration, absorption of diazepam is rapid (peak 
levels within 90 min) and complete (F = 100%). Following intramuscular injection, 
a poor (F = 60-80%) and irregular absorption, dependent on the site and depth of 
injection, has been observed. 

Single dose kinetics have revealed a t1l2 between 30 and 45 h and a CL of about 
20 to 35 mllmin. During multiple treatment elimination might be slightly slower (t1l2 
= 30-60 h, CL = 20 mllmin). Normal protein binding ranges between 96 and 98% 
(review in6»). 

Estazolam, a new triazolo-benzodiazepine hypnotic agent, is relatively slowly 
absorbed (peak concentration attained within 6 h) and t1/2 ranged from 8 to 31 h84). 

Flunitrazepam is mainly used in anaesthesiology (premedicant, induction 
agent).The complex metabolic pattern includes nitroreduction, demethylation, hy­
droxylation and conjugation. At least two metabolites are still biological active. 
Following oral administration F averaged 80% and absorption is rapid (effective 
plasma concentrations after 10 to 20 min). The plasma protein binding is about 
80%. The normal range of t1l2 and CL is between 10-25 hand 210-465 mllmin, 
respectively (review in6»). A recent publication reports a mean CL-value of only 
94 mllmin85). 
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Flurazepam was mainly introduced as a hypnotic. Its major blood metabolite, desal­
kylflurazepam (still active), possesses a long tl/2 (47-100 h) and therefore cumulates 
after repeated doses of flurazepam. Free and conjugated hydroxyethylflurazepam 
are mainly found in urine. Flurazepam is absorbed rapidly from the gastrointestinal 
tract; however, unchanged drug is only occasionally found in the blood shortly after 
administration (review in6». This is due to first-pass metabolism of flurazepam in the 
small bowel mucosa as well as in the liverB6). 

Halazepam represents another pro-drug of desmethyldiazepam. The precursor is 
rapidly converted (t1/2 = 1-2 h) to its active substance7,87). 

Ketazolam is rapidly biotransformed (t1/2 = 1.5 h) directly and indirectly via 
diazepam to desmethyldiazepam. Both metabolites seem to be the active moieties88). 

Lorazepam's structure is very similar to oxazepam. The addition of only one CL 
atom in the phenyl ring enforces the sedative-hypnotic properties. It is relatively 
rapidly eliminated (tlf2 = 10--18 h, CL = 50--90 mllmin) in form of an inactive 
glucuronide. This major metabolite exhibits a similar t1/2 (12-21 h) and a renal CL of 
about 37 mllmin. Following intramuscular injection, sublingual or oral ingestion 
absorption of lorazepam is rapid (peak concentration within 1 to 4 h) and complete 
(F = 95-100%). Normally, 85-94% of lorazepam and approximately 65% of the 
conjugate are bound to plasma proteins (reviews in6,89,90». 

Lormetazepam differs from lorazepam by an additional methyl group in N1-position. 
It is mainly conjugated with glucuronic acid. A minor pathway includes demethyla­
tion to lorazepam with subsequent rapid glucuronidation. Usually t1l2 ranges from 
9-15 h with a CL between 180 and 300 mllmin. Oral doses are 70 to 80% bioavail­
able91, 92) • 

Medazepam is extensively metabolized to active substances, such as desmethyl­
medazepam, diazepam, desmethyldiazepam and oxazepam. After rapid oral absorp­
tion (peak levels within 1-2 h) F varies from 49 to 76%. Unchanged medazepam is 
almost completely bound to plasma proteins (fu = 0.2%). The parent compound has 
a short tlf2 (2 h); however, the cumulating active metabolites contribute to a pro­
longed action, especially during multiple dosing (review in6». 

Midazolam is a new imidazo-benzodiazepine derivate mainly used as an induction 
agent in anaesthetic practice. Metabolism involves hydroxylation at two different 
positions on the molecule. At physiological pH it is extremely lipid-soluble and, 
therefore, an oral dose is very rapidly absorbed (peak effects and concentrations 
within 20 to 60 min). Protein binding of midazolam is extensive (fu = 2-6%). Since 
its blood clearance is relatively high (500--1100 mllmin) in relation to liver blood flow 
(approximately 1500 mllmin), the hepatic elimination of midazolam is partly perfu­
sion dependent and a considerable hepatic first pass effect occurs, which accounts 
for a bioavailability of only 40 to 60%. Midazolam is the most rapidly eliminated 
benzodiazepine with t1l2 of 1-3 h93,94). 
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Nitrazepam's metabolic pathways are similar to those of clonazepam. The major 
metabolites, 7-aminonitrazepam and 7-acetamidonitrazepam, have no ben­
zodiazepine-like effects in clinically realistic concentrations. The acetylation reac­
tion is genetically polymorphic (e.g. slow/rapid acetylators). A variable oral 
bioavailability was observed (range 54-93%) and 85 to 88% of nitrazepam are 
bound to plasma proteins. Elimination is relatively slow (t1l2 = 20--50; oral CL :: 
50--120 ml/min). Free and conjugated 7-aminonitrazepam demonstrate a similar t1l2 
of about 45 h (reviews in6,95». 

Oxazepam, like diazepam, can be considered as a well-studied standard ben­
zodiazepine. It is predominantly metabolized by conjugation to form a glucuronide 
that is pharmacologically inactive and which is subsequently excreted by the renal 
route. Oral absorption is incomplete (F :: 70-86%) and peak levels are achieved 
within 2 to 4 h. Plasma protein binding ranges from 87 to 95%. Elimination is 
relatively rapid (t1/2 :: 5-18 h; CL :: 76-136 mllmin) and there is almost no accumu­
lation during multiple dosing (review in6». 

Oxazolam is another pro-drug of desmethyldiazepam. After oral administration, 
unchanged drug was absent in plasma and urine, as it is metabolized prior to reach­
ing the systemic circulation. The appearance t1/2 of desmethyldiazepam was 1.5 h 
and its elimination t1l2 averaged 56 h96). 

Pinazepam acts also as a pro-drug of desmethyldiazepam. Unchanged drug reaches 
maximal plasma concentrations within 2 h and is eliminated with a t1l2 of 16 h. Thirty 
minutes after oral administration the plasma level of the active metabolite becomes 
higher than that of the parent compound which is probably due to an extensive 
hepatic first pass effece7). 

Prazepam's absorption is relatively slow. However, it is almost completely con­
verted to the active desmethyldiazepam during its first passage through the liver. 
Thus, only the metabolite, reaching its maximal levels between 3 and 5 h, is avail­
able for systemic action98, 99). 

Temazepam can be regarded as N1-methyloxazepam and it is also demethylated to 
oxazepam in a minor metabolic pathway. However, temazepam is primarily conju­
gated to the major metabolite temazepam glucuronide100). Absorption depends on 
whether a soft gelatin (used in Europe) or a hard gelatin (used in the USA) capsule 
is utilized101). From the soft gelatin capsule, peak levels of temazepam are generated 
more rapidly (0.8 h) than from the hard gelatin capsule (1.4 h). The unbound frac­
tion of temazepam is about 2.5 to 3%. Elimination proceeds with a t1l2 of 8 to 16 h 
and a CL of approximately 90 mllminlOl-103). 

Tetrazepam's structure (see Fig. 1) and metabolism (demethylation, hydroxylation) 
both closely resemble diazepam. The manufacturer reports a t1l2 of 12 ± 2 hand 
plasma protein binding of 70%. 
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Triazolam's metabolic pathways involve hydroxylation in two different positions. 
The metabolites may have some pharmacological activity; however, they appear in 
plasma in negligible amounts104). Following oral administration, peak concentrations 
are observed between 1 and 2 h. Elimination is rapid with a t1l2 of 2 to 4 hand CL of 
about 350 mVminlOS, 106). 

Camazepam107), loprazolam108) and quazepam109) are new effective benzodiazepines 
whose clinical pharmacokinetics have not been yet fully investigated. 

As already mentioned, benzodiazepines are lipophilic and highly protein-bound 
drugs, which are widely distributed into the various tissues (apparent distribution 
volume larger than actual body spaces) and extensively metabolized in the liver 
before the metabolites are finally excreted into the urine. Thus, any physiological 
and/or disease-induced change in body composition, protein content, liver and other 
organ function can modify the pharmacokinetics of the benzodiazepines. Today, this 
class of drugs can be already regarded as model compounds for evaluating the effects 
of different factors and pathophysiological conditions on drug disposition. 

5.3 Determinants of Clinical Pharmacokinetics 

In this section some examples will be given which can explain the clinical variability 
in the pharmacokinetics of benzodiazepines and their action. 

5.3.1 Variability in Absorption 

As a group the benzodiazepines are rapidly and nearly completely absorbed after 
oral administration. There are some differences of the rate of absorption among the 
drugs, with prazepam being the slowestllO). As has been demonstrated for 
temazepam, the galenic formulation will be one major determinant for the rate of 
absorption101). Since medications are often taken at meal time, food intake may be 
of some clinical importance111, 112). The rate of absorption was reduced but the 
extent of absorption slightly increased when diazepam was given with food113). 
Meals had no effect on the extent of absorption of clobazam114,115) and 
oxazepam1l6), but lower peak levels of clobazam occurred later. Most phar­
macokinetic studies with oral application are performed after an overnight fast and 
food is allowed at 2 to 3 h post-dosing. Thus, from the limited data one could 
generalize that absorption of benzodiazepine might be somewhat delayed by food. 

5.3.2 Plasma Protein Binding 

One important determinant in drug disposition is the binding to plasma proteins, 
and this is especially true for drugs where more than 90-95% are bound (reviews 
in117, 118). Most of the benzodiazepines commonly used exhibit such an extensive 
binding, and only the low plasma protein binding of flurazepam (15%) can be 
ignored (96.5% active metabolite desalkylflurazepam is bound). Over a wide con-
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centration range (10-10000 ng/ml) binding of benzodiazepines is concentration­
independent119). Among the many derivatives, especially the pharmacokinetics and 
plasma binding of diazepam has been thoroughly investigated. Diazepam can be 
considered as a model drug of this group for the evaluation of a variety of factors 
influencing protein binding. Even in a relatively homogenous population of 27 
healthy and drug-free male volunteers an approximately five-fold variation in the 
free fraction of diazepam or desmethyldiazepam was seenl20, 121). In twin-studies the 
genetic contribution to the observed variability in the plasma binding of diazepam 
was examined. Since the within-pair variances were not greater in 11 dizygotic than 
in 18 monozygotic twin pairs, a greater contribution of environmental than of genet­
ic factors will explain the intersubject variation 121). However, no significant linear 
relationships were observed between serum albumin or total protein and the binding 
of chlordiazepoxide, diazepam121), lorazepam and oxazepam122). 

In pharmacokinetic studies a postprandial increase in plasma levels of diazepam 
has sometimes been observed. Therefore, it was investigated whether food intake 
might influence these plasma levels via changes in plasma binding. There was no 
significant change in diazepam bound before and after meals, suggesting that normal 
food intake does not alter plasma binding of diazepam123-125). In addition, no influ­
ence in the binding of chlordiazepoxide, oxazepam and lorazepam between the fed 
and fasting state has been reported125). Surprisingly, a diurnal variation of ± 20% in 
the free fraction of diazepam was described126), which could not be confirmed with 
midazolam127). 

5.3.3 Age 

In view of the increased incidence of chronic illness and disability, the elderly 
consume more than a proportionate share of benzodiazepines. In addition to the 
increased exposure to drugs, the elderly incurs a number of physiological changes 
that are likely to alter the response to drugs. As people grow older there is a wasting 
of muscle tissue, accumulation of fat and a decrease in body water, liver mass and 
brain weight. Progressive decreases with age are found for cardiac output (hepatic 
perfusion), lung and kidney function. While there are many ways in which older 
patients respond differently from younger people, it is difficult in many instances to 
separate the overlapping effects of "normal" aging from the effects of degenerative 
diseases. Age-related changes in benzodiazepine disposition and/or pharmacody­
namics are considered as causative factors for an altered drug response. 

There is little definitive evidence that demonstrates an age-related decline in 
intestinal absorption. Reduced intestinal perfusion secondary to the decreased car­
diac output might decrease the absorption of certain drugs. However, high-clear­
ance drugs (e.g. midazolam) that exhibit first pass elimination could be cleared more 
slowly, resulting in a higher bioavailability. A number of factors influence the appa­
rent volume of distribution (V) of benzodiazepines, such as changes in body com­
position (accumulation of fat, loss of lean body mass and body water) and plasma 
protein binding with' age. The slight decrease in albumin, which might be larger in 
poorly nourished, ill or severely debilitated elderly, causes a small increase in the 
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free and biological active fraction of some drugs, which consequently will be subject 
to more intensive distribution and a faster elimination. 

It has been demonstrated by two independent studies that elderly eliminate 
chlordiazepoxide more slowly than young subjectsl28, 129). With diazepam somewhat 
different results have been reported: t1/2 exhibited a significant age dependency 
(r = 0.83, p < 0.001) ranging from about 20 h (20 years) to about 100 h (80 years), 
which was associated with a parallel increase in V (r = 0.74, P < 0.001). Plasma 
binding was not affected by age. In the 33 healthy adults (of whom 27 were men) CL 
did not significantly (r = 0.39, p = 0.09) decline with age130). Confirmatory results 
have been published recentlyI31): t1/2 of diazepam among males increased with age 
(r = 0.53, p < 0.005) as did V (r = 0.67, p < 0.001). There was only a weak ten­
dency of a decrease in CL (r = 0.32) and an increase of the free fraction of diazepam 
(r = 0.14). For desmethyldiazepam also an age-dependent elimination has been 
found in men but not in womenI32-134). The prolonged t1/2 seen in the elderly was 
mainly due to a decrease in CL. 

Studies with other oxidized benzodiazepines yielded similar results. Desalkyl­
flurazepam, the principle and active metabolite of flurazepam, had a longer tll2 in 
elderly compared to young men. Steady-state plasma levels of this metabolite were 
also significantly higher in elderly than in young menI35). Similarly, t1/2 of midazolam 
was longer in elderly (mean 4.33 h) than in young patients (2.77 h), which was 
caused, as in the case of diazepam, by a significant increase in VI36). Clobazam's tll2 
is significantly longer in the elderly, which is mainly due to an increase in V. Addi­
tionally, CL declined with age in men137). With triazolam a reduced CL and an 
unaffected t1l2 has been found in old age138). Alprazolam's CL also seems to be age­
dependent139). The increase in tll2 of brotizolam with age was attributable to a 
decrease in CL 164) . 

No significant change with age in the disposition of oxazepam could be 
observedl40, 141). Similarly, the aging process was associated only with minor and 
clinically irrelevant changes in the disposition of lorazepaml42, 143), temazepaml44), 
nitrazepamI45-147) and flunitrazepaml48). 

These kinetic studies were carried out with single doses of the different ben­
zodiazepines. Thus, the question arises whether this represents the clinical situation, 
where such drugs are administered for longer periods of time. Therefore, we per­
formed clinically more relevant steady-state cross-over studies in the elderly with 
diazepam, bromazepam and oxazepam. Compared to healthy subjects between 20 
to 34 years of age, hospitalized patients with a mean age of 81 years demonstrated 
no change in the disposition of oxazepam (50 mg given daily for one week). How­
ever, the same six elderly patients showed a prolonged tll2 of bromazepam (3 mg/day 
for one week) and diazepam (5 mg/day for two weeks). In both cases the longer t1/2 
was associated with an increase in V, but oral CL was not significantly decreasedI49). 
Since the results of the multiple-dose studies with diazepam and oxazepam are 
similar to what has been found after single dosing of both drugs, one could assume 
that comparative single-dose studies will give representative answers to the question 
on whether the disposition of a particular drug will be affected by the age of the 
patients. 

If one summarizes and attempts to draw any conclusions from the numerous age 
studies with the various benzodiazepines, one fact seems very obvious: drugs which 
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are solely eliminated by glucuronidation (so-called phase II reaction), such as 
oxazepam, lorazepam and temazepam, are not significantly affected by age. Simi­
larly, disposition of nitroreduced benzodiazepines (e.g. flunitrazepam, nitrazepam) 
seems to be age-independent. The picture is not as simple for derivates where the 
enzymatic mixed function oxidase system is involved, e.g. the so-called phase I 
reactions dealkylation and hydroxylation. For some drugs CL, as a measure of 
hepatic elimination and metabolism, is significantly decreased in the elderly, for 
other derivatives CL is only marginally reduced or only affected in men. Since 
benzodiazepines are very lipophilic drugs, their V increases with age. Thus, the 
disposition of a particular benzodiazepine can be altered in several different ways in 
the elderly. 

5.3.4 Gender 

Sex-related changes in drug disposition might alter the action of drugs ISO) , and 
prescription/consumption of benzodiazepines in females is twice as high as in males. 
Since body composition (e.g. percentage of adipose tissue) is different in both sexes, 
changes in the distribution of the lipophilic benzodiazepines can be anticipated. 
Thus, it is not too surprising that chlordiazepoxide1S1), diazepam1S2,IS3) and 
midazolam1S4) show a significantly larger V among females as compared to age­
matched males, suggesting more extensive drug distribution. However, V of 
alprazolam139), triazolam and temazepam1SO) seems to be gender-independent. Val­
ues of t1l2 and CL for chlordiazepoxide1S1), midazolam1S4) and alprazolam139) did not 
differ between sexes. Only in elderly women t1l2 of triazolam was shorter and t1l2 of 
temazepam longer than in elderly men1SO). Correspondingly, CL for triazolam was 
higher and for temazepam lower only in aged female subjects as compared to age­
matched male subjects. For diazepam, only in young females a longer t1l2 and a 
reduced CL compared to young males has been observed1s2, IS3). 

Currently, no clear picture has been derived from these complex data; this might 
be due to confounding cofactors, such as obesity or intake of oral contraceptives in 
young females. 

5.3.5 Obesity 

About 20% of our population is affected by obesity, and this can influence the 
disposition of benzodiazepines, e.g. t1l2 of alprazolam1S6), diazepam, desmethyl­
diazepam1S7,IS8) and midazolam1S4) in obese subjects were more than two-fold pro­
longed in comparison to controls, which was due entirely to a large increase in V. In 
contrast, the prolonged t1/2 of triazolam seen in obese subjects was caused by a 
decrease in CL IS6). When V and CL of lorazepam and oxazepam were normalized to 
body weight, both increased values in obese subjects approached control values. 
Since V and CL increased with body weight, t1l2 being dependent on both parame­
ters was not significantly different in this population for both drugs1S9). 
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5.3.6 Liver Function 

All benzodiazepines are metabolized in the liver, and, therefore, the function of this 
drug-eliminating organ plays a key role for their pharmacokinetics. Liver disease in 
humans is not a single entity, but consists of an assortment of pathophysiological 
disturbances, such as damage of hepatic cells, reduction or shunting of liver blood 
perfusion and alteration in plasma protein synthesis. All these factors have separate 
and potentially additive or competitive effects on the pharmacokinetics of ben­
zodiazepines. In addition, the degree of functional abnormality varies widely within 
any diagnosed disease group, and the clinical and laboratory criteria for rating the 
severity of the particular hepatic dysfunction are relatively crude. Difficulties also 
occur in the selection of the right and comparable control individuals, which 
becomes obvious, if one keeps in mind all the factors influencing the distribution and 
elimination of drugs. Based on these criteria, diazepam is more slowly eliminated 
(t1l2 increased, CL decreased) in patients with acute hepatitis and alcoholic cirrhosis. 
In addition, an increased V also has been observed in such patients, which is due to a 
decrease in plasma protein binding130, 161). Similar results in respect to a prolonged 
t1l2 , decreased CL and protein binding and a larger V in patients with hepatic 
dysfunction have been found for chlordiazepoxide 160, 162), desmethyldiazepam161) 
and brotizolam165). With nitrazepam no significant differences in t1l2 , CL and V 
between patients with alcoholic cirrhosis and age-matched controls have been 
described; however, if the decrease in plasma protein binding is taken into consider­
ation, the CL of unbound nitrazepam was significantly lower147). 

In contrast, oxazepaml40,162) and lorazepam142), two benzodiazepines which are 
eliminated by hepatic conjugation with glucuronic acid, did not show significant 
changes in their elimination in patients with liver disease, compared to age-matched 
controls. From these data it can be as'sumed that conjugation of drugs is less effected 
by liver disease than hydroxylation and dealkylation. 

5.3.7 Alcohol Withdrawal 

Chronic alcoholics in moderate-severe withdrawal and with apparently normal liver 
function exhibited no significant differences in the protein binding, distribution and 
elimination of diazepam163). 

5.3.8 Kidney Function 

It is generally proposed that drugs (e.g. benzodiazepines) which are extensively 
metabolized can be given in normal doses to patients with renal insufficiency. How­
ever, water soluble metabolites will accumulate. If they are still pharmacologically 
active, they can contribute to clinical effects. In uremic patients the apparent termi­
nal t1l2 of oxazepam was 24-91 h, which was due to secondary plasma concentration 
peaks about 24 h after the dose. In contrast, CL appeared to be normaI166). Conju­
gated metabolites accumulated and their renal CL was significantly correlated to 
creatinine CL166, 167). Plasma protein binding of oxazepam167) and diazepam121 ,168) 
was reduced in patients with renal disease, which might be due to hypoproteinaemia 
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or displacement by accumulated endogenous ligands. After a single oral dose of 
lorazepam, t1/2 of unchanged drug was not different in patients with chronic renal 
failure. High concentrations of the glucuronide accumulate in plasma in the pres­
ence of severe renal function impairment169). This might be one reason why in two 
patients with renal failure t1l2 , following sub chronic administration of lorazepam, 
was about 50% prolonged170). In patients with different degrees of renal failure the 
mean range of t1/2 for brotizolam (6.9-8.2 h) was similar to control values 
(3.6-7.9 h). Thus, no dose adjustment seems to be necessary in renal failure l7l). In 
patients with end-stage renal insufficiency on maintenance haemodialysis t1l2 of 
diazepam (37 h) was greatly reduced to controls (92 h) and CL of total drug 
increased. These changes were largely related to disease-induced changes in plasma 
binding (7% free diazepam in renal patients vs. 1.4% in controls), which resulted in 
a reduced V and no change in CL for unbound (active) diazepam172). 

5.3.9 Thyroid Function 

Several studies have suggested that hyperthyroidism may be associated with altered 
drug disposition173, 174). However, none of the kinetic variables for total and 
unbound diazepam in patients with newly diagnosed hyperthyroidism differed signif­
icantly from those in controls matched for age and sex172). The pharmacokinetics of 
oral oxazepam was investigated in hyperthyroid patients before and after treatment 
with radio-iodine or carbimazole. Prior to be treatment, elimination was much faster 
(t1l2 = 3 h, CL = 248 ml/min) than 3 months later (t1l2 = 9.9 h, CL = 86 mllmin). 
Thus, higher doses or more frequent administration may be required when treating 
hyperthyroid patients with oxazepam. There was no significant change in oxazepam 
elimination in hypothyroid subjects175). 

5.3.10 Severe Burns 

Scanty information is available on the disposition of benzodiazepines following ther­
mal injury. Recently, in patients with burns covering an average of 65% of body 
surface, a significant increase in free fraction of diazepam together with a significant 
reduction in the clearance of free drug has been observed. Consequently, also t1l2 
was greater in burn patients (72 h) than in control patients (36 h). The reduced 
elimination may be attributable to burn injury and/or concomitant administration of 
other drugs, especially because the known drug-metabolizing inhibitor cimetidine 
was given176). 

5.3.11 Genetics 

Ethnic differences may be a cause of interindividual variation in response to 
drugs177). While the free fraction and t1l2 of diazepam were almost identical in young 
Caucasians and Orientals (both living in the United States), V was slightly larger in 
the former race (1.1 vs. 0.9 mllkg). CL was higher in Caucasians (0.4 mllmin/kg) 
than in Orientals (0.3 mllmin/kg). It was concluded that the differences in kinetics 
between the two races were due to genetic and not to environmental factors177). 
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5.3.12 Smoking 

Pharmacokinetic changes also can be induced by smoking (review in179). While 
clearances of desmethyldiazepam180) and oxazepam181) were increased in smokers, 
the disposition of diazepam130) and chlordiazepoxide182) did not demonstrate signifi­
cant differences between smokers and non-smokers. 

5.3.13 Pregnancy and Newborns 

Normal physiological changes in pregnancy can modify the pharmacokinetics of 
some drugs183). The obstetrical use of benzodiazepines, especially diazepam, has 
increased steadily. They should be avoided in early pregnancy because the absolute 
safety of these products cannot be assessed and because there are seldomly clear 
indications. However, the acute use at parturition is indicated to induce relaxation 
of the pelvic musculature, to prevent and to inhibit eclamptic convulsions, or merely 
for decreasing the mother's anxiety. During labour the maternal dose should be as 
low as possible to avoid the so-called floppy infant syndrome (review in6). 

Decreased serum protein binding of diazepam during pregnancy has been 
observed6, 184, 185) and there was a linear correlation with gestational age185). Whether 
this can be attributed to the lower serum albumin concentrations in pregnant women 
and/or to other factors (e.g. endogenous substances and inhibitors) is not clearly 
understood184, 185). However, in cord plasma there was significantly reduced binding 
capacity for diazepam with albumin levels of less than 40 g/l6, 185). 

The disposition of diazepam186) and its major metabolite desmethyldiazepam187) 
are changed in pregnant women. At parturition, t1l2 of diazepam (mean 65 h) was 
significantly longer than in age-matched nonpregnant controls (29 h). Since CL was 
comparable in both groups, the prolonged t1l2 should be related to changes in the 
distribution of diazepam6). Qualitatively identical results were seen with desmethyl­
diazepam after intramuscularly injection of its precursor clorazepate: t1l2 was pro­
longed (180 h vs. 60 h), CL unchanged and V increased (3.1I1kg vs. 1.8 IIkg) during 
pregnancy. Clorazepate itself exhibits lower peak plasma concentrations and a 
higher clearance in pregnant (37 to 42 weeks) women187). 

The lipid soluble benzodiazepines penetrate easily into the placenta, and gener­
ally this transfer is faster in late than in early pregnancy. After a single intramuscular 
dose of diazepam the feto-maternal ratio during the first 6 h ranged between 
1.2-2.0. The continued maternal oral use of diazepam caused a feto-maternal ratio 
of 0.4 for diazepam and its metabolite desmethyldiazepam (review in6). 

The transplacental passage of diazepam is rapid and the distribution equilibrium 
between mother and fetus is approached within 5 to 10 min after intravenous injec­
tion of the drugl88). Following a single dose of clorazepate (20 mg i.m.) a balance 
was established between the fetal and maternal circulation after 4 h. The maximum 
concentrations in the umbilical artery and vein were found between 2 and 4 h after 
injection189). About 12 h after single oral doses of oxazepaml90) and nitrazepaml91) 

the feto-maternal ratio for total oxazepam (free and conjugated) and nitrazepam 
was about 0.6. In a steady-state situation the feto-maternal ratio of oxazepam and 
nitrazepam approached unity6, 190, 191). 
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The distribution of benzodiazepines between mother's blood and breast milk is 
complex, lipid solubility and protein binding being the major determinants. Plasma 
levels of diazepam192) and desmethyldiazepam189, 192) were about 2 to 10 times higher 
than in breast milk; similar relations have been found for nitrazepam and flunit­
razepam (review in6». The milk to maternal plasma ratio of the more polar lor­
metazepam (0.06) seems to be somewhat lower193). 

Diazepam is often used in newborns and infants as an anticonvulsant or sedative 
drug. In the premature and full-term newborn it is efficiently and rapidly absorbed 
after oral and rectal (but not intramuscular) administration. The plasma protein 
binding of diazepam is considerably reduced at birth (about 86% bound). Appar­
ently related to the degree of maturation of metabolic activity, t1l2 of diazepam in 
premature infants ranged from 40 to 400 h, while in full-term neonates t1l2 varied 
from 20 to 50 h. Infants demonstrated an accelerated elimination with a t1l2 between 
8 to 14 h (reviews in6, 194). In four neonates a t112 between 73 and 138 h was calculated 
for desmethyldiazepam189). Glucuronide-conjugation also gradually increases with 
maturation. Therefore, t112 of oxazepam was 2- to 4-fold longer in the newborns 
(12-27 h) than in the mothers (5-8 h)195). 

Table 3. Factors which can modify the pharmacokinetics of benzodiazepines 

a) age, obesity, gender 
b) liver-, kidney-, thyroid function 
c) severe burns (?) 
d) pregnancy 
e) co-medication, food, smoking 
f) genetics 

5.4 Drug Interactions 

The world-wide consumed benzodiazepines are often concomitantly given with a 
variety of drugs. Thus, during multi-drug therapy, interactions can occur at the 
levels of absorption, distribution, elimination and at receptor sites. 

5.4.1 Absorption Interferences 

Most of the benzodiazepines are ingested orally. Rate and extent of absorption can 
determine onset and duration of action. Patients with gastrointestinal symptoms 
often receive antacids and benzodiazepines. Clorazepate is converted to its active 
form by pH-dependent hydrolysis and decarboxylation in the stomach196). If cloraze­
pate was taken concurrently with Mg-Al-hydroxide followed by a second dose one 
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hour later, time and peak of the maximal concentration of desmethyldiazepam were 
significantly affected. Absorption of the single dose was delayed by a factor of two, 
and the bioavailability reduced by approximately 10%. Subjective effects of 
generalized sedation occurred earlier and were more profound when clorazepate 
was taken with water as opposed to Mg-AI-hydroxideI97). Similarly, when gastric 
juices were maintained above pH 6 for 2 h with sodium bicarbonate, the bioavail­
ability of clorazepate was reduced between 5-75% compared to the same four 
subjects with gastric acidity levels lower than pH 3196). 

However, in two other studies a magnesia/alumina antacid suspension only 
tended to slow absorption of desmethyldiazepam, but did not alter the extent198); 
and steady-state plasma levels of desmethyldiazepam were not changed, if 30 ml 
Maalox were given four times dailyl99). In addition, it is very unlikely that this 
interaction is of general importance, since Mg-Al-hydroxide had no influence on the 
completeness of absorption of chlordiazepoxide200), and diazepam's absorption was 
not affected by magnesium trisilicate plus aluminum hydroxide or Mg-Al-hydroxide 
(cited inl97). 

5.4.2 Protein Binding Displacement Interactions 

In general, benzodiazepines are strongly bound to plasma albumin ("silent recep­
tors"). Free fatty acids are known to displace diazepam in vitro201). The antiepileptic 
drug valproic acid is a fatty acid, which at increasing (but therapeutic) concentra~ 
tions competitively reduced the in vitro binding of diazepam from 98.1 ± 0.08 to 
96.1 ± 0.21 %202). Sex differences in disposition studies might be obscured by 
endogenous and/or exogenous steroids. Females taking oral contraceptives had a 
significantly higher free fraction of diazepam (1.99 ± 0.34) than age-matched con­
trols (1.67 ± 0.20)203). Similar results have been observed with chlordiazepoxide204). 
Women taking oral contraceptive steroids had a lower plasma binding (from 
93.6 ± 1.5% to 95.5 ± 1.5%) and a higher volume of distribution (from 
0.62 ± 0.23 IIkg to 0.40 ± 1411kg) than women not incorporating such "drugs". 
Ethanol (or its metabolites and/or metabolic consequences) also lowered plasma 
binding of chlordiazepoxide from 94.7 ± 0.6% to 93.4 ± 1.3%205). 

It is very common in pharmacokinetic studies to use repeated small doses of 
heparin to maintain the patency of an intravenous cannula for collecting blood. 
Heparin can increase the circulating levels of free fatty acids (FFA), which conse­
quently might displace benzodiazepines from its plasma binding sites. Several 
studies noticed an increase in the free fraction of diazepam, desmethyldiazepam, 
chlordiazepoxide and oxazepam when different doses of heparin were administered 
to healthy subjects or patients. However, the observed concomitant increases in 
FF A and free drug concentrations are probably caused by the in vitro formation of 
FFA due to continued lipase activity on endogenous substrate206). Thus, the heparin­
induced protein binding changes are to a large extent in vitro artifacts, as could be 
recently shown for diazepam207). 
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5.4.3 Interaction in Elimination 

Hepatic elimination of benzodiazepines can be altered by induction or inhibition. In 
the treatment of epileptic patients, clonazepam is often co-administered with other 
anticonvulsants. In eight subjects plasma levels of clonazepam were lowered signifi­
cantly after pre-treatment for 19 days with phenytoin, which was due to an increased 
clearance by 46-58%. After phenobarbital pre-treatment, the mean plasma 
clonazepam concentration was slightly lowered (11 %), and clearance increased by 
19-24%. The overall effect of phenytoin was greater than the effect of phenobarbi­
tatz°8). Decreased levels of clonazepam were also observed in patients when pheny­
toin was given209). 

Controlled steady-state levels of clonazepam declined to a lower steady state 
over 5 to 15 days after addition of carbamazepine. The decline ranged between 19 
and 37%. Induced half-lives of clonazepam (22.5 ± 11.5 h) were shorter than con­
trol values (32.1 ± 16.6 h; 210)). It appears that in treated epileptics also the appar­
ent oral clearance of clorazepate is greater than in normals, which might reflect 
differences in hepatic metabolism211). The elimination of diazepam in epileptics on 
different anticonvulsants was also faster (t1l2 = 13.1 h, CL = 51.7 ml/min) than in 
age-matched controls (t1l2 = 34 h, CL = 20 ml/min)212). 

In a group of seven tuberculous patients on triple therapy with isoniazid, etham­
butol and rifampin the disposition of a single intravenous dose of diazepam was 
compared with that in healthy drug-free controls matched for age and sex. Mean 
half-lifes of the drug among patients (14 h) was significantly shorter than in controls 
(58 h) and total clearance correspondingly increased from 0.37 to 1.50 ml/min/kg. 
This effect is probably due to the enzyme-inducing rifampin213). 

While induction phenomena can diminish the effects of benzodiazepines, 
metabolic inhibition might result in drug overdose. As already mentioned, oral 
contraceptives (Oe) may be a complicating factor in pharmacokinetic analysis. 
Women taking such drugs exhibited a prolonged t1l2 of chlordiazepoxide (from 
14.8 ± 5.9 h to 24.3 ± 12 h) and clearance of unbound drug was lower (from 
8.7 ± 5.0 to 5.1 ± 3.0 ml/min/kg) than in those not using them, but these differences 
did not reach statistical significance204). However, in a more recent study, intake of 
OC resulted in a significant prolonged t1l2 (20.6 vs. 11.6 h) and a reduced CL 
(13.4 mllmin vs. 33.2 mllmin), while plasma binding was not significantly de­
creased214) . 

Plasma clearance of diazepam in five women taking oral contraceptives (median 
14.0 mllmin) is significantly less than in men (median 23.4 ml/min) or in ten young 
women not taking oral contraceptives (median 26.8 ml/min)215). In another study, t1l2 
of diazepam was significantly longer (69 vs. 47 h) and CL significantly less (0.27 vs. 
0.45 mllmin/kg) in OC users than in control subjects216). While both t1l2 and CL of 
total nitrazepam were not affected by intake of OC, CL of unbound drug was 
significantly decreased217). Surprisingly, t1l2 for lorazepam (6.0 vs. 14.0 h) and 
oxazepam (7.7 vs. 12.1 h) were significantly reduced in women taking OC, which 
was due to a significant increase in CL of lorazepam (289 vs. 78 mllmin) and 
oxazepam (251 vs. 107 mllmin), respectively214). Thus, OC exert a differential effect 
on the elimination of benzodiazepines, whereby phase I reactions (e.g. oxidation, 
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dealkylation) are impaired and phase II reactions (e.g. glucuronidation) are even 
enhanced. 

During treatment with isoniazid (INH), the half-life of diazepam increased from 
34 to 45 h, and total clearance declined from 0.54 to 0.40 mllminlkg in nine healthy 
subjects, indicating impairment of drug metabolism213). INH co-administration also 
prolonged triazolam's t1l2 (3.3 vs. 2.5 h) and reduced the apparent oral CL (3.9 vs. 
6.8 mllminlkg) but had no influence on the pharmacokinetics of oxazepam218). These 
interactions are the second example for the differential control of drug oxidation and 
conjugation. 

Disulfiram impairs the elimination of diazepam and chlordiazepoxide but not 
that of oxazepam and lorazepam219,220). Pre-treatment during 14 days with 0.5 g 
disulfiram reduced the elimination of chlordiazepoxide by a factor of two and that of 
diazepam by about 40%. 

Cimetidine is very often co-administered with benzodiazepines. Systematic 
studies with various benzodiazepines eliminated by different metabolic steps 
revealed that cytochrome P 450-dependent phase I reactions are impaired, while 
conjugations with glucuronic acid (phase II reaction) were not affected. If healthy 
volunteers were pretreated (even for one day) and/or given concomitantly therapeu­
tic doses of cimetidine, elimination of single doses of diazepam221, 222), desmethyl­
diazepam223) and chlordiazepoxide224, 225) were significantly impaired. This inhibition 
is reversible, since disposition of chlordiazepoxide was normalized 2 days after ter­
mination of cimetidine intake224). In contrast, pharmacokinetics of oxazepam223,226) 
and lorazepam226) were not altered by cimetidine. With respect to diazepam, the 
same situation applies to steady-state conditions. Co-administration of cimetidine 
(but not ranitidine) increased steady-state plasma levels of diazepam significantly 
(about 70%), which was due to a reduction of CL from 20.9 ± 9.5 to 14.0 ± 3.0 mIl 
min. The half-life was also prolonged from 39.5 ± 16.6 h to 101 ± 58.1 h by 
cimetidine227) . 

In other single-dose studies the elimination of alprazolam228), clobazam229), nit­
razepam230) and triazolam228) was impaired by cimetidine, while temazepam was not 
affected231). The differential effect of cimetidine is due to its binding to cytochrome 
P 450, the system needed for drug oxidation/dealkylation but not for glucuronida­
tion (reviews in232,233»). 

There is clear clinical evidence that alcohol does enhance the central effects of 
various benzodiazepines. The interaction is probably caused by different mechan­
isms. There is some controversy about the effect of alcohol on the absorption of 
diazepam. In some studies initially higher plasma levels of diazepam have been 
observed, when alcohol or alcoholic drinks234-236) were concomitantly ingested, 
which could suggest an accelerated rate of absorption. In contrast, other studies 
indicated no significant absorption changes237, 238). Since all these studies varied in 
their design, no definite conclusion can be drawn. 

The effect of alcohol on the serum levels following a single dose of chlor­
diazepoxide was also examined. Concentrations were only significantly increased at 
120 and 150 min after alcohol ingestion as compared to those after a placebo drink. 
However, the bioavailability of chlordiazepoxide (and diazepam) were not signifi­
cantly modified after alcoho1239). The kinetics of a single oral dose of chlordiazepox­
ide was compared in male volunteers (mean age 31.2 years) and in male patients 
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(mean age 51.6 years) with diagnosis of acute alcohol intoxication. The habitual 
drinkers showed a prolonged t1/2 and a reduced CL. This impaired elimination was 
due to external factors such as alcohol, other drugs, nutrition and possibly age and 
liver disease240). 

Healthy male volunteers ingested ethanol (0.8 g/kg) as a 25% solution in orange 
juice 1 h before chlordiazepoxide (0.6 mg/kg) was injected intravenously. To main­
tain plasma ethanol concentrations of 50-150 mg/100 ml for 32 h, additional ethanol 
(0.5 g/kg) was given orally every 5 h. CL of chlordiazepoxide fell from 
26.6 ± 2.6 ml/min without ethanol, to 16.6 ± 3.1 ml/min with ethanol (unbound 
drug clearance 468 ± 51 mllmin vs. 264 ± 38 mllmin); t1/2 was prolonged from 
7.1 ± 1.9 h to 11.8 ± 6 h with ethanol. Thus, short-term ethanol ingestion in mod­
erate doses impairs the elimination of chlordiazepoxide205). In a similar cross-over 
study, healthy male subjects received 10 mg diazepam intravenously preceded by 
60 min with oral ethanol (0.7 g/kg) and followed for 8 h by ethanol (0.15 g/kg/h) to 
maintain the blood concentrations between 800 to 1000 mg/l. The area under the 
curve for total and free diazepam increased in all subjects by 30% and 26.5%, 
respectively, after ethanol, indicating inhibition of hepatic intrinsic clearance of free 
drug241). 

An interaction was also demonstrated with a combination of clobazam and 
alcohol, where clobazam serum levels were more than 50% elevated for 340 min 
after administration of alcohol. The enhanced absorption was associated with a 
stronger impairment in different pharmacodynamic performance tests242). From 
these studies one can generalize that the combined effects of benzodiazepines and 
alcohol are more hazardous than the effects of alcohol alone. 

Besides these established pharmacokinetic interactions, there is additional 
experimental evidence that ethanol interacts with benzodiazepines also at the recep­
tor site in the central nervous system (CNS). It was found that ethanol-pretreated 
rats demonstrated a six-fold higher brain concentration of diazepam than controls. 
Ethanol, like benzodiazepines, also selectively enhanced the y-aminobutyric acid 
(GABA)-mediated inhibitory transmission in the CNS. Binding of diazepam to 
solubilized brain fraction (benzodiazepine-GABA-ionophore complex) was dose­
dependently enhanced by ethanol. This interaction will result in facilitation of 
GABAergic transmission, and will add to the observed enhanced central effects243). 

5.4.4 Interaction at Receptor Site 

In addition to the "social drug" alcohol, other compounds might interact with ben­
zodiazepines at the brain level. Sedation induced by intravenous diazepam was 
partly reserved for about one hour by a bolus injection of 100 mg of doxapram244). 

Similarly, physostigmine, a centrally and peripherally acting anticholinesterase, has 
been reported to reverse the sedation/hypnosis induced by diazepam49-51,245) and 
lormetazepam246). However, in two other studies physostigmine failed to antagonize 
the clinical, psychomotor or EEG-effects of lorazepam52) and diazepam53). Thus, 
whether the action of benzodiazepines in humans is also mediated by central 
cholinergic synapses and/or receptors remains to be clarified. 

Methylxanthines, such as caffeine247) and theophylline54, 55, 248) also seem to 
antagonize the diazepam-induced sedation and psychomotor impairment. These 
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pharmacodynamic interaction studies provide some evidence that purinergic 
(adenosine-mediated) mechanisms might be involved in the action of diazepam. 

Several in vitro studies with synaptosomal brain fractions indicated that the new 
imidazodiazepine Ro 15-1788 (see Fig. 1) inhibits the specific binding of ben­
zodiazepines at their receptor site, thus antagonizing the action of this class of 
drugs26, 27). Subsequently, in first clinical trials it was found that the selective ben­
zodiazepine antagonist Ro 15-1788 can reverse the sedative-hypnotic effects of 3-
methylclonazepam47), diazepam48) and flunitrazepam46). In addition, Ro 15-1788 
was well tolerated without significant pharmacological effects by healthy volunteers 
when administered as a single oral dose up to 600 mg44) and as intravenous bolus up 
to too mg45). Since the antagonistic efficacy of Ro 15-1788 was of relatively short 
duration46-48), it can be assumed that this compound is rapidly eliminated. We found 
recently that the hepatic elimination of Ro 15-1788 is actually very rapid (t1/2 = 1 h; 
CL = 691 mVmin)249). 

The search for endogenous ligands of the benzodiazepine receptor led to the 
discovery of ethyl-~-carboline-3-carboxylate (~-CCE), a potent agent in antagoniz­
ing the pharmacological and electrophysiological effects of benzodiazepines40, 41, 250) • 

In healthy volunteers severe anxiety could be induced by ~_CCE39, 251). Since ~-CCE 
inhibits specific binding of benzodiazepines, its interaction with brain ben­
zodiazepine receptors is probably responsible for its pharmacological potency. 

It can be assumed that in the near future partial and/or more pure agonist! 
antagonist of the benzodiazepine-receptor will be developed to differentiate the 
various actions of this important class of drugs and that the existence of endogenous 
ligand(s) will be clarified. 

6 Plasma Concentrations and Clinical Response 

Several studies attempting to correlate benzodiazepine plasma levels with their clini­
cal effects have been discouraging. The difficulties in designing appropriately con­
trolled studies are due to various problems: 1. many of the benzodiazepines have 
(multiple) active metabolites with varying biological potencies and pharmacokinet­
ics; 2. the nature and severity of the clinical symptoms (e.g. anxiety) are hardly to 
define and to measure quantitatively in an objective manner; 3. the patient popula­
tions are not homogenous and frequently spontaneous remissions will occur, which 
necessitate the use of placebo control groups; 4. the probable development of toler­
ance. 

6.1 Diazepam/ Desmethyldiazepam 

In a randomized, double-blind, placebo-controlled study with diazepam (20 mg/day) 
acute clinical anxiety was rated by the Hamilton scale (HS) and a symptom scale. A 
significant correlation was found between the steady-state plasma levels of diazepam 
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(r == 0.51; p < 0.05) or desmethyldiazepam (r == 0.66; P < 0.05) and the improve­
ment rating of some patient's complaints. Minimal effective concentrations for 
diazepam ranged from 341-472 ng/mI252). In a study in severely anxious outpatients 
with clorazepate (7.5 mg t.i.d.) and diazepam (5 mg t.i.d.) it was speculated that 
the slightly greater improvement observed with clorazepate compared to diazepam 
is related to higher plasma levels of desmethyldiazepam in the former group (570 ng/ 
ml vs. 350 ng/ml)253). A significant (r == 0.35; P < 0.05) but modest relationship 
between desmethyldiazepam concentrations (derived from clorazepate) and symp­
tom relief in nine patients with chronic anxiety was reported. However, with 
diazepam no significant relationships were found254). Hospitalized chronic alcoholic 
patients undergoing alcohol withdrawal were treated orally with varying dosages of 
diazepam. There was a significant negative correlation between total hostility out­
ward scores and diazepam (r == 0.64; P < 0.05) and desmethyldiazepam plasma 
concentrations (r == 0.71; P < 0.02)255). A study of 23 psychiatric outpatients with 
moderately severe anxiety suggested an effective diazepam threshold around 300 ng/ 
ml. There was a trend that total diazepam (+ desmethyldiazepam) levels were 
related to efficacy256). In 13 healthy male volunteers temporal changes in EEG after 
administration of diazepam (10 mg p.o.) paralleled for the recorded first 2 h with 
the development of blood levels. Blood levels of 100 ng/ml were associated with 
significant changes in EEG beta activity257). Another objective and convenient mea­
sure of brainstem reticular formation function is the determination of the peak 
velocity of saccadic eye movement (PVSEM). Following a single oral dose of 10 mg 
of diazepam, a significant (r == 0.49; P < 0.05) negative log-linear correlation 
between PVSEM and plasma levels, both measured until 12 h after administration, 
was found. Surprisingly, the relationship was absent after administering 10 mg des­
methyldiazepam258) . 

In a study with normal volunteers, anxious outpatients and hospitalized psychiat­
ric patients the effects of a single dose of diazepam were measured by several scales 
and check-lists. An almost flat dose-response curve (change in mood) was observed 
in those subjects who received different dosages, whereas a linear log-dose response 
curve described the increasing sedation. In individual subjects no relationships 
between blood levels or pharmacokinetic parameters and effects of diazepam were 
noted259). 

In balanced order, but in a flexible dosage schedule, 20 patients with anxiety 
states were treated double-blind with medazepam (10-50 mg/day), diazepam 
(2-20 mg/day), chlordiazepoxide (10-50 mg/day) and placebo. No significant corre­
lations were observed between plasma levels of any of the benzodiazepines and the 
clinical ratings or behavioural measures260). In similar studies with diazepam261-263) 
or diazepam ( + amylobarbitone )264) and desmethyldiazepam ( + amylobar­
bitone )265), no relationships could be established between kinetic and clinical mea­
surements. 

In summary, there is some controversy on whether relationships between the 
clinical effects and plasma levels of diazepam/desmethyldiazepam do exist. This is 
mainly due to methodological difficulties (e.g. patient characterisation and response 
quantification) . 
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6.2 Chlordiazepoxide 

In a subgroup of anxious volunteers a significant decrease in anxiety scores was 
observed when plasma levels of chlordiazepoxide were maintained above 700 ng/ml, 
which might indicate a certain borderline for clinical effectivity266). In a well­
designed study with 15 anxious volunteers there was no correlation between anti­
anxiety effect and plasma levels of chlordiazepoxide (see als0260), whereas the 
active metabolites (desmethylchlordiazepoxide, demoxepam) correlated signifi­
cantly (p < 0.02)267). Additional studies are necessary to test these interesting find­
ings. 

6.3 Clonazepam 

In epileptic patients with successful clinical response to clonazepam, the steady-state 
plasma levels are usually between 30 and 60 ng/ml. Whether this range (or 20 to 
70 ng/ml) can be regarded as a therapeutic guide remains to be established (reviews 
in6,268). 

6.4 Nitrazepaml Flunitrazepam 

The sedative effects of nitrazepam (single oral doses of 5 and 10 mg) correlated 
significantly only as the plasma concentrations were increasing (up to 4 h)269). The 
neurophysiological measurement of PVSEM correlated significantly (r = -0.49; 
p < 0.05) with plasma concentration following a single oral dose of 5 mg258). 

The number of errors in a pencil tracking test and self-ratings of sedation in 
healthy volunteers after a single i. v. administration of flunitrazepam correlated 
significantly with its plasma levels. The sleep-inducing effect is postulated with 
plasma concentrations exceeding 8-10 ng/mt270). 

6.5 Midazolam 

Following single intravenous and oral dosing as well as steady-state infusions, signifi­
cant linear correlations (r-values between 0.54 and 0.97) between plasma levels of 
midazolam and dynamic effects, as assessed by the d 2 letter cancellation test and a 
sedation index formed from visual analogue scales, were observed in healthy sub­
jects93) . 

6.6 Other Benzodiazepines 

While there was a significant (r = -0.63) log-linear correlation between PVSEM 
and serum temazepam concentrations (200 mg po), such a relationship could not be 
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observed with flurazepam258). Similarly, the relationship between measurable 
bromazepam blood levels and the degree of EEG changes was not significant257). 

After 21 days of oral ketazolam administration, no significant correlations occur­
red between drug blood concentrations and anxiety or hostility levels255). 

6.7 Conclusions 

Whether relationships between plasma levels of benzodiazepines and their clinical 
response can be seen probably depends on the sensitivity and specificity of the 
pharmacodynamic measurements as well as on the stratification of the populations 
examined. It is also conceivable that the rate of change in the concentrations of 
benzodiazepines is more important than the absolute levels in determining the time 
course and intensity of their pharmacological action. 

There also remains the open question of whether the pharmacological measure­
ments correspond to the clinical symptoms. 

In addition, tolerance and pharmacokinetic pecularities might complicate the 
situation. Obviously, there is a need for further well-controlled studies to resolve 
this interesting and practical relevant problem. 

7 Clinical Use of Benzodiazepines 

Benzodiazepines as a group possess more pharmacological and clinical similarities 
than dissimilarities. However, the therapeutic merit of this class of drugs is unques­
tionable and will be discussed briefly in the following sections. 

7.1 Anxiety and Related Conditions 

We know very little about the origins of anxiety or the determinants of its appear­
ance in humans, but we have realized that anxiety is all around us. It occurs in 2 to 
5% of the general population and might be differentiated into situational, perform­
ance, anticipatory and separation anxieties. Anxiety can be also secondary to somat­
ic dysfunctions, such as angina pectoris, cardiac disturbancies, medications and 
drug withdrawal or postmenopausal symptoms. Depression might be involved with 
anxiety and vice versa. The efficacy of benzodiazepines in the symptomatic treat­
ment of nonpsychotic anxiety has been well established and they are being increas­
ingly prescribed for general stress responses. In hundreds of well-controlled studies 
it has been shown that benzodiazepines are superior to placebo, barbiturates and 
meprobamate (reviews in271-274). In general, moderate to marked improvement can 
be obtained in about 65 to 75% of benzodiazepine-treated patients. Anxious 
patients respond best if they suffer from high levels of emotional and somatic symp­
toms of anxiety and from low levels of depression and interpersonal problems275). 
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Anxiety present with or triggered by physical illnesses is also a disorder where 
benzodiazepines might be used profitably. A significant predictor for clinical effi­
cacy seems to be the initial response to a benzodiazepine, e.g. of patients who report 
considerable improvement after one week of treatment with diazepam, 90% were 
markedly improved at the end of 6 weeks on diazepam276). In another study, no 
additional improvement occurred by increase of daily dosage as well as prolonged 
drug treatment in patients resistant to treatment initially. Tolerance did not develop 
over the total6-month treatment period277). Similar findings were reported by other 
groups278,279). Nevertheless, the American FDA mandates caution against anxiolytic 
treatment of more than four months' duration, especially because the risk of 
dependence will increase. Since the newer benzodiazepine anxiolytics appear clini­
cally similar or equivalent in both efficacy and toxicity compared to the "gold stan­
dard" diazepam, the choice of drug should be guided by the temporal pattern of the 
anxiety state. Diazepam with its long tl/2 is appropriate if anxiety levels are high and 
sustained. For episodic anxiety, shorter-acting compounds (e.g. oxazepam) might 
offer some advantages. 

7.2 Depressive Disorders 

Highly variable effects of benzodiazepines have been observed in depression, which 
may reflect difficulties in correct diagnosis or heterogeneity of patients. A similar 
picture emerges if one critically reviews, the clinical efficacy of antidepressant 
drugs273). However, benzodiazepines might be a valuable adjunctive or complimen­
tary therapy to the classical antidepressants, since symptoms such as psychic and 
somatic anxiety, agitation and insomnia are decreased (reviews in280 ,281)). 

The new triazolobenzodiazepine alprazolam also seems to possess antidepressant 
properties282-285). It was most effective in depressed patients "with prominent anxi­
ety symptoms,,286). In an open study in depressed patients refractory to previous 
treatment, alprazolam was effective in some endogenously depressed patients in a 
dose range of 4-7 mg/day, which is higher than the typical anxiolytic range of 
1.5-3 mg/day287). More controlled investigations are needed to define the antide­
pressant potential of alprazolam or other benzodiazepines. 

7.3 Insomnia 

Benzodiazepines are of well-established efficacy in the short- or intermediate-term 
treatment of insomnia (in some cases up to 24 weeks). Intake of the drugs should be 
of limited duration, and daytime sedation as well as drug accumulation should be 
avoided. Thus, the short to moderate long acting benzodiazepines (see Table 2) 
should be favoured (reviews in6, 272, 273)). If patients complain about difficulty falling 
asleep, the absorption rate of the benzodiazepine is a critical determinant (see 
page 130). Very short-acting compounds, such as triazolam and midazolam will not 
cause residual effects2~8, 2~9) but might be less favourable than initially anticipated, 
since rebound insomnia has been reported to occur more frequently than with the 
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moderate or long acting derivatives290, 291). However, in other studies with 
midazolam292) or triazolamZ93) no rebound phenomena have been observed. In gen­
eral, it is evident that following withdrawal from prolonged treatment with a ben­
zodiazepine in a certain percentage of individuals rebound insomnia will occur, 
which will last for several days or even some weeks. The time of the peak effect of 
sleep disturbances seems to depend on the rate of elimination, e.g. compounds with 
a short t1lZ exhibit their maximal rebound within the first two nights and derivatives 
with longer t1/2 after 3 to 5 daysZ94). Therefore, it is mandatory that patients should 
be told that a period of disturbed sleep may be expected after stopping prolonged 
benzodiazepine intake. The development of tolerance (see also page 157) to the 
hypnotic effect within several days or weeks of treatment, represents an additional 
clinical problem discussed extensively in the literaturez94). 

7.4 Musculoskeletal Disorders 

The muscle relaxant properties of benzodiazepines (primarily diazepam) are an 
indication for the management of acute conditions such as trauma and tetanusZ95), 
and for symptomatic relief of muscle spasms and spasticity (review in273)). 

7.5 Convulsions 

The main indication for the use of benzodiazepines in pediatric practice is for control 
of febrile convulsions. Diazepam (i.v., enemas) is the drug of first choice in reducing 
the severity of fits and preventing their recurrence. Intravenous diazepam or 
clonazepam have displaced phenytoin and phenobarbital as first line drugs in the 
management of status epilepticusZ96). Some data suggest an effective adjunctive role 
for oral benzodiazepines (diazepam, clonazepam) in the long-term treatment of 
certain epileptic seizure disorders297). In children, especially clonazepam has been 
used, but therapy might be limited by side effects and the apparent development of 
toleranceZ98) . 

7.6 Alcohol Withdrawal 

Benzodiazepines have been advocated in the management of alcohol withdrawal, 
because of their efficacy and their low incidence of cardiovascular and respiratory 
depression. Acute symptoms (excitement, seizures) can be best controlled by 
intravenous administration of diazepam. Following the acute episodes, decreasing 
doses over the next few days have been proposedZ99). However, it has to be realized 
that the overall treatment program also includes supportive care and follow-up300). It 
should be kept in mind that cross-tolerance and -sensitivity between alcohol and the 
benzodiazepines exists. In addition, the danger that dependence might be trans­
ferred from alcohol to these drugs must be considered. 
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7.7 Premedication and Anesthesia 

The combined anxiolytic, sedative/hypnotic and muscle-relaxant properties of the 
benzodiazepines are of particular value in preoperative medication before surgical 
or endoscopic procedures and as induction agents before initiating general anes­
thesia. In addition, the induced anterograde amnesia is advantageous. Clinically 
acceptable short induction times can be only achieved with diazepam, flunitrazepam 
and midazolam. Midazolam seems to be the most promising derivative, since con­
sciousness can be similarly titrated as with thiopental, but without concurrent 
hazards of cardiovascular and respiratory depression (review in56)). 

8 Acute Toxicity and Adverse Effects 

Benzodiazepines can be considered as very safe drugs, even huge overdoses are not 
associated with fatalities. They do not cause severe respiratory or cardiovascular 
depression, but only stupor, sleep (lasting 24 to 48 h) and usually a mild fall in blood 
pressure. During therapy the most common side effect is excessive depression of the 
central nervous system; clinical manifestations include drowsiness, impairment of 
intellectual function, reduced motor coordination and impairment of memory and 
recall, which appear to be simply a more intense expression of their desired phar­
macological effects (reviews in271- 273)). Dose- and age-related drowsiness occurring 
frequently during the first weekes) of treatment seems to wane, suggesting that 
tolerance outweights drug accumulation301). Extremely seldom paradoxical effects 
(e.g. excitement, agitation, increased aggression and hostility) have been reported. 
Such reactions tend to be idiosyncratic and the population at risk has still to be 
defined302). Especially after intravenous administration, benzodiazepines can cause 
some respiratory depression and a slight fall in blood pressure303. 304). Following the 
injection of benzodiazepines, venous sequelae have great clinical importance and 
the normally marketed formulation of diazepam is the most harmful preparation 
(incidence between 22 and 39%). Injection into small hand and arm veins is more 
deleterious than into large antecubital veins. In addition, the solvent is very critical 
and the lowest frequency (2%) was found if diazepam is dissolved in a fat emulsion. 
The new water-soluble midazolam seems to be the best choice in this respect56). 

Other side effects include weight gain, skin rash, impairment of sexual function, 
menstrual irregularities and rarely blood abnormalities. Benzodiazepines should be 
avoided in the first trimester of pregnancy, since it was claimed that diazepam intake 
was associated with a higher incidence of cleft lip in the fetus. However, this has not 
been substantiated in large retrospective surveys305). 

8.1 Benzodiazepine and Driving 

Impairment of performance and morning-after residual effects ("hangover") are 
well known and very common with many benzodiazepines. Their intensities are 
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dependent on the dose and the rate of elimination of the active compounds. The 
adverse reactions are especially hazardous if individuals are working on machines or 
riding a vehicle. There is no question that benzodiazepines impair the actual driving 
performance306-308) and users of minor tranquilizers have a risk 4.9 times that of non­
users with regard to road accidents309). Alcohol is the most common cause of traffic 
accidents. Psychotropic drugs (e.g. benzodiazepines) will enhance the deleterious 
effect of alcohol, and this interaction is still effective the next morning31O). In 425 
blood samples from people killed in motor vehicle accidents, alcohol was present in 
51 % and drugs (most commonly diazepam) were found in about 10% of the 
cases31l). Thus, physicians should warn their patients about an impairment of driving 
skills when taking benzodiazepines. 

8.2 Tolerance and Dependence 

Benzodiazepines are used world-wide in tremendous amounts273, 312). The majority 
of patients taking these drugs appear to benefit clinically from them. Few patients 
escalate their dosage during prolonged treatment. The continued use of diazepam 
for 22 weeks277) or for periods from 1 month to 16 years278) seemed to retain its 
efficacy. However, there is now experimentaI313-315) and clinical290, 291, 316) evidence 
that tolerance occurs, which cannot be explained by pharmacokinetic phenomena 
but probably occurs at the receptor site317). 

Until recently, only few cases of dependence have been reported and it was 
concluded that the risk is low, but nevertheless benzodiazepines can produce 
psychological and physical dependence if given in excessive doses over a prolonged 
period, particularly to patients with unstable personality318). In the last few years 
data are accumulating from well-designed, placebo-controlled studies, which suggest 
that dependence occurs more often than initially thought. This dependence is char­
acterized by withdrawal symptoms on stopping prolonged treatment with therapeu­
tic doses of different benzodiazepines. The withdrawal syndrome often includes 
perceptual disturbances, weight loss, anorexia, insomnia, dizziness, autonomic 
symptoms, postural hypotension, anxiety, tension, apprehension, nausea, vomiting, 
tremor, muscle weakness. Occasionally, hyperthermia, muscle twitches, convulsions 
and confusional psychoses may occur. The withdrawal syndrome is more likely if the 
benzodiazepine has been taken for more than 4 months and if the drug is stopped 
suddenly. Therefore, dosage should be gradually reduced, and the temporary pre­
scription of propranolol or clonidine may attenuate withdrawal symptoms. In addi­
tion, supportive psychotherapy will help the patients over the worst of the with­
drawal period, which usually lasts about 2 weeks. Onset and time of the peak 
withdrawal reactions depend on the rate of the elimination of the active compounds 
(reviews in271-274, 319, 320). In some studies, withdrawal from long term treatment with 
therapeutic doses of benzodiazepines was accompanied with some form of discern­
ible withdrawal reactions in all patients272, 321, 322). 

Whereas duration of continual treatment with benzodiazepines seems to be the 
most important determinant for withdrawal symptoms, e.g. the incidence was 5% if 
patients were treated for less than 8 months but increased to 43 % if treated for more 
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than 8 months277), gradual tapering of the dose cannot prevent withdrawal reactions. 
Even if the withdrawal was gradual, double-blind and placebo-controlled, 44.4% of 
36 patients who completed a recent study experienced true withdrawal phenomena 
on reducing their drugs. Eight other patients (22%) had pseudo-withdrawal reac­
tions at a time when their drug treatment was unchanged. Patients with passive­
dependent traits had a significantly greater prevalence of withdrawal reactions323). 

Whether the incidence of dependence is in the range of only a few percent or 
between 20 and 50% remains a matter of dispute, since the different patients studied 
so far might not represent the normal population. It would be important to detect 
patients at risk and to develop more sensitive measures of drug abuse potential. 
However, it should be realized by the prescribing physicians, the consuming patients 
and the health authorities that benzodiazepines can produce dependence, both at 
high and low dosage, in a significant part of our population. 

The molecular and neurochemical mechanism(s) of abstinence symptoms after 
withdrawal of benzodiazepines remains speculative. During long-term exposure to 
anxiolytics, brain GABA synapses show evidence of adaptive changes, which after 
abrupt cessation lead to an acute reduction in GABA function. These changes could 
be responsible for tolerance and withdrawal phenomena324). In case endogenous 
ligand(s) exist for the GABA-benzodiazepine receptor complex, the up-and down 
regulation of such compound(s) also might be involved. 

9 Conclusions and perspectives 

A large and increasing number of different benzodiazepines is available. A logical 
problem derives from such complex situation: Are there any reliable guidelines for 
the proper choice of a particular drug for the variety of indications and require­
ments? 

As we have learnt from the pharmacological and clinical data, the numerous 
derivatives are very similar in their action and can be replaced by each other in 
almost all instances. Thus, no more than 2 to 3 benzodiazepines should suffice in 
medical practice; only for special clinical needs, e.g. in the treatment of epilepsy or 
in anesthesiology one additional compound might be helpful. Since benzodiazepines 
differ mainly in their pharmacokinetics and the factors influencing the disposition of 
these drugs, kinetic properties (e.g. short, moderate, long acting derivatives; influ­
ence of age, liver function and comedication) also should be considered when select­
ing the "right" drug. Obviously, a more short and a more long acting derivative, 
dependent on the symptoms of the patient, should comprise the two or maximally 
three compounds needed. A very helpful criterion for the decision process of the 
prescribing physician is the available and well-documented information of the drug 
candidates. 

The future will reveal whether more specific derivatives or compounds with 
different profiles of action can be developed and whether these tum out as valuable 
additions to the already existing large number o( ~ubstances. 
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General Introduction 

In recent years, there has been significant progress in interferon research and this 
has been covered in a number of reviewsl- 3). Among the subtypes of interferon, 
interferon gamma (IFN y) has been the least well studied for many years but only 
recently, significant progress has been made also in this area. The progress of IFN y 
has been competently reviewed several times by L. Epstein4-6). These outstanding 
reviews have served to update the specialists in the interferon field whereas it is the 
purpose of this article to give a more general account of the state of affairs in the 
research on IFN y. 

IFN y is a prototype of two important classes of substances; of the lymphokines, 
and of the interferons. The genomic structure of IFN y is now known, and it has 
been the first lymphokine defined by the DNA sequence. In the following, we wish 
to summarize the recent literature on IFN y but for a better understanding of the 
subject we need to start with two short chapters on the interferons and lymphokines. 

Interferons 

Interferon as an antiviral molecule has been discovered in 1957 by Isaacs and Lin­
denmann7) during their studies on viral interference, a phenomenon which has been 
known before. Isaacs and Lindenmann, however, have discovered that some forms 
of viral interference were caused by a protein for which they coined the term 
"interferon". As it turned out, this molecule was biologically highly active. Since 
only small amounts were produced, advances in purification and characterization of 
the molecule(s) have been slow. However, very rapid progress has been made 
during the last few years. 

As it appears, cells of every species make their own individual interferons, 
different from the interferons of other species. Best characterized are human 
interferons. To date, three major classes of human interferons have been identified 
(in parentheses the old names are given): 

IFN a (leucocyte interferon) 
IFN ~ (fibroblast interferon) 
IFN y (immune interferon) 

IFN a in the classical scheme has been produced in cultures of white blood cells, 
and production was induced by viruses. Human IFN a is now known to represent a 
whole group of proteins that are the products of a multi-gene family and show about 
70% homology on the level of their DNA. The human IFN a gene family contains at 
least 20 distinct members. Some of these genes are non-allelic variants, others are 
allelic variants. Sometimes, it can be clearly established which one is the case: for 
example, a genome segment may contain two genes in tandem, clearly showing they 
are non-allelic pairs. Extensive differences in 3' non-coding regions also suggest that 
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two genes are most likely non-allelic. In other cases, two DNA segments each 
containing one IFN a gene may be identical over their entire length, 20 Kb or more 
of DNA, except for a few nucleotide changes; the two genes are then most likely 
allelic. In many cases, a decision is not easy because recently duplicated DNA 
segments containing an IFN a gene, while in fact being non-allelic, may be difficult 
to distinguish from an allelic pair until a sufficiently long DNA segment is examined 
and a linkage map established. 

The IFNs a share about 40% homology with IFN ~ which appears to exist in a 
single molecular form. However, from their analyses of the mRNAs, Seghal et al. 8) 

reported heterogeneity of human IFN ~ mRNA species. IFN ~ is in vitro produced 
by fibroblasts stimulated by viruses or by synthetic inducers such as polyinosinic­
polycytidylic acid (Poly I : Poly C). Human IFN y also appears to exist in a single 
molecular form and - as will be detailed below - is a product of a special subclass of 
lymphocytes - the (thymic-dependent) T lymphocytes. 

The genome of human IFN y shows no homology with the genomes of the a or ~ 
IFNs and, in addition the principal difference in the genomic structure is that the 
IFN y gene possesses several introns whereas the genes of the other interferon sub­
types are devoid of introns9). 

The genes of all major types of human interferon have now been cloned and 
expressed in bacteria. It was possible to produce large quantities and to provide 
purified material for clinical tests. The first clinical tests have recombinant bacterial 
interferon shown to be tolerated by patients lO). 

Interferons, although initially discovered and studied as antiviral compounds, 
during the last years exhibited a plethora of additional effects on cells. These some­
times have been called "non-antiviral" or "cellular" effects. They are too numerous 
to be covered by this short introduction, the reader is referred to the article of 
Gresserll). One example of the "non-antiviral" effects of interferons is the antipro­
liferative effect on cells12,13). Very interesting are the effects of interferons on the 
cellular components of the immune system14) for example the enhanced expression 
of immunologically relevant cell membrane constituents, and the activation of mac­
rophages and Natural Killer cells (NK cells). These effects are a central issue in the 
research on IFN y and will be discussed below. 

Interferons have been demonstrated to possess anti-tumor effects in experimen­
tal animals15) and also in patients with certain forms of neoplastic diseases16). The 
reasons basis for these anti-tumor effects are at present poorly understood and 
perhaps a combination of different mechanisms cause the in vivo anti-tumor effect. 
It may be an anti-proliferative effect on tumor cells themselves in combination with 
the activation of defense cells (macrophages, NK cells) capable of destroying tumor 
cells. The anti-tumor effects of interferons certainly merit many additional investiga­
tions. Only limited data are available in regard to the anti-tumor effects of IFN y 
because sufficiently purified preparations only very recently have become available. 

Interferons in addition to displaying an antiviral effect in vitro, also have anti­
viral effects in vivo, again both in experimental models of animals and in patients 
with selected viral diseases. Similarly to the tumor situation, the mechanisms of the 
in vivo antiviral effects are quite unclear and probably represent a combination of 
different effects. 



Interferon Gamma 173 

One has to make it clear that the in vitro antiviral effect of interferon in reality is 
an anti-cellular effect. Unlike neutralizing antibodies, interferons do not act on 
viruses themselves but render cells incapable of virus replication. Cells have to be 
pretreated with interferon in order to be protected and cellular RNA synthesis is a 
prerequisite of the antiviral effect. The basis of the in vitro antiviral effect of inter­
feron is still incompletely understood and may differ between virus systems. Impor­
tant data, however, have been collected during recent years indicating that viral 
protein translation may be one major target of the interferon effect. At least three 
enzymes are induced in interferon-treated cells, including a phosphodiesterase, a 
2' ,5' -oligo adenyl ate synthetase, and a protein kinase2, 3). The latter two are depen­
dent of dsRNA and constitute two distinct pathways for the inhibition of mRNA 
translation in cell extracts. We will further discuss these aspects in regard to the 
antiviral activity of IFN y. 

Interferon inducers is the term most commonly used for substances capable of 
inducing interferon in vitro or in vivo. Some years ago, these substances have 
appeared to hold great promise!?) but subsequently have faced many problems. For 
example, usually they are quite toxic. Since, in addition, there has been much 
progress in preparing interferons themselves for clinical use, there is currently not 
much emphasis on preclinical or clinical studies of interferon inducers. However, the 
situation in regard to the clinical use of interferon is quite complex: there are many 
different SUbtypes of interferon and basically nothing is known about dosages, injec­
tion, routes, pharmacokinetics etc. Thus, it may take years till these issues will be 
settled and the induction of the bodies own interferon system still represents a 
reasonable therapeutic alternative. In fact, the latter approach may be superior to 
exogenous interferon therapy. 

The best characterized mode of interferon induction is by viruses, although 
viruses as interferon inducers may not be useful clinically. Besides viruses, bacteria, 
and more or less defined bacterial products are also capable of interferon induction. 
Further inducers represent quite an array of different compounds, both of high and 
of low molecular weight, which have been reviewed!?). 

Many interferon inducers work both in vivo and in vitro, but there are unex­
plained situations where substances that are highly active under in vivo conditions, 
function poorly, if at all, in vitro - and vice-versa. There are also unexplained 
differences between species. The situation in regard to IFN y is a special one: exclu­
sively substances that activate T cells are capable of inducing IFN y. Most methods 
to induce IFN y have been established in vitro, and much further work will be 
required to develop protocols of in vivo induction of IFN y. 

General Introduction on Lymphokines 

As referred to above, IFN y by definition, not only is a representative of the inter­
ferons, but also a lymphokine. In fact, it was the first lymphokine the molecular 
structure of which has been identified. Lymphokines are defined as substances 
produced by lymphocytes upon activation. Usually, one also includes products of 
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monocytes/macrophages and sometimes uses the term monokines to indicate this 
fact. The other part of the definition of these molecules is that they themselves act 
on the cellular components of the immune system for example on T lymphocytes or 
macrophages. Thus, lymphokines are immunoregulatory molecules. Some of these 
are fairly well defined such as interleukin II (IL-II). Others are defined poorly, they 
represent "factors" that occur in the supernatants of activated lymphocytes and have 
biologic activities in certain indicator systems. Undoubtedly, even these factors will 
be better defined in the future. At present it is not clear if there are numerous 
different lymphokines or if there are only a few with a multitude of immunoregulat­
ory effects. 

This reviewer certainly does not intend to cover the field of lymphokines which 
has been competently done18, 19). In the following we only wish to give a few exam­
ples: 

Interleukin I (IL-I) is a product of macrophages which is defined and measured 
by its capacity to cause proliferation of and IL-2 production by T lymphocytes20). 

IL-II (which is also called T cell growth factor; TCGF) is a product of T lympho­
cytes which is essential for growing T cells in long-term culture21). It is an exciting 
concept that for continuous growth T lymphocytes are capable of producing their 
own growth supporting molecules. Recently, a cDNA coding for human IL-2 has 
been cloned. The DNA sequence codes for a polypeptide which consists of 153 
amino acids including a putative signal sequence22). 

Another example for the group of lymphokines is the socalled macrophage 
activating factor (MAF) which also is a product of T lymphocytes and is capable of 
activating macrophages (for example to become cytotoxic for tumor cells)23). With 
MAF a problem becomes evident that is often encountered in lymphokine research. 
Besides MAF, interferons (including IFN y) are capable of macrophage activation 
and often it is not clear if in a crude preparation MAF or interferon cause activation 
of the macrophages. In fact, at present there is some controversy if indeed a MAF 
molecule can be clearly distinguished from interferon or not. Lymphokines are 
usually collected from the supernatant fluid of activated lymphocytes and there is 
always concomitant production of a number of different lymphokines (and factors) 
and of course of IFN y. 

Yet another lymphokine is lymphotoxin24) which also at times has been consid­
ered to be identical with IFN y. Recently, however, Yip et al. 25) have presented 
evidence for the presence of a potent lymphotoxin as a contaminant in crude prepa­
rations of IFN y. Rubin and his colleagues26) have obtained divergent findings and 
they state that the anticellular activity of human IFN y preparations is mediated by 
the interferon itself. 

Brief History of IFN y 

IFN Y was discovered by Wheelock in 1965 who first described an antiviral activity in 
the supernatant of human lymphocytes stimulated with the mitogen PHA (Phy­
tohemagglutinin derived from Phaseolus vulgaris )27). The antiviral protein produced 



Interferon Gamma 175 

shared many of the then known properties of interferon. Wheelock already had 
drawn attention to one property of IFN y which is utilized to distinguish it from other 
interferon, i.e. its lability at pH 2. Subsequently, there have been two additional 
reports of other stimuli known to activate human lymphocytes being capable of 
inducing the production of IFN y28, 29). The old term "immune interferon" was 
coined by R. Falcoff et al. 30) who, in addition, demonstrated that anti-lymphocyte 
globulin (which is mitogenic, too) is capable of inducing the production of IFNy in 
lymphocyte cultures. Many years later, a monoclonal anti-T cell antibody was 
described to induce interferon in human lymphocyte cultures31). Also quite late the 
possible detection of IFN y in the supernatant of the human mixed lymphocyte 
culture (MLC) was documented by several groups32-34). 

In the murine system interferon production in the allogeneic MLC has been 
described early35) but only years later, this situation was analyzed in detail by two 
groups36. 37). Induction of interferon by a specific antigen has been analyzed in 
murine systems, both in vivo and in vitro38, 39). Stobo et al. 40) have first shown that 
IFN y production in murine spleen cell cultures induced by PHA is aT-cell depen­
dent phenomenon. In this regard, an interesting set of data has been presented by 
Wietzerbin and her collaborators41) who have found spleen cells of homozygous 
nude mice possessing no thymus and thus, lacking mature T lymphocytes, capable of 
producing IFN y when stimulated by PHA. 

Lately, new tools have become available in cellular immunology, particularly 
monoclonal antibodies to characterize T cell subsets, both in the human and the 
murine system. Equally important was the development of T cell lines with defined 
specificities that can be grown in tissue culture for prolonged periods of time. Fol­
lowing the initial reports of Marcucci et al. 42) and Nathan et al. 43) several groups 
showed that such lines can be stimulated by specific antigens or by mitogens to 
produce IFN y44--46). These data will be discussed in detail below. It is now quite clear 
that T cells without the need for other cell types can produce high titers of IFN y. 
Generally, it has been difficult to detect the production of IFN y in vivo, except for 
one protocol when mice were pretreated with BCG and rechallenged with PPD39). 

Characterization of the biological effects of IFN y originally has met difficulties 
since pure preparations of IFN y have not been available. However, recently the 
genomic structure of human IFN y has been identified and the gene has been cloned 
and expressed in bacteria9). In the near future, IFN y will be available in a highly 
purified form for further exploration of its biological effects and its potential clinical 
value. 

Detection and Standardization of IFN 'Y 

In the future conceivably radioisotope assays for interferon will be developed. At 
present, interferons are measured by biological assays, all of which are based on the 
antiviral effects of interferon. The principle of all these is similar: a cell culture is 
pretreated with the test fluids (or by interferon standards) and subsequently, is 
infected by a suitable virus, for example Vesicular stomatitis virus (VSV). After an 
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appropriate period of time (i.e. the time which is required for virus replication in 
untreated controls) either the virus yield may be measured (which is laborious when 
many samples are to be tested) or the cytopathic effect evaluated. In any variation of 
the test the samples are tested in several dilutions and the endpoint (i.e. the interfer­
on titers) can be estimated by the dilution of the test fluid that does no longer inhibit 
viral replication. 

One International Unit (IU) of interferon is defined as the amount that inhibits 
viral replication by 50%. Since these values differ between cell lines and depend on 
tissue culture conditions, it is necessary to have International Standards for interfer­
on measurements. At the time of this writing, International Standards for IFN y (of 
any animal species) were not available. Thus, comparing data with respect to 
interferon gamma titers as reported in papers from different laboratories is of 
limited value, since they largely depend on the sensitivity of the cell line used for the 
assay. In our laboratory, internal standards are used, for example a IFN y induced 
by PHA in mouse spleen cell cultures (which has a fairly low titer) when estimating 
the potential of new inducers or different types of cell cultures used for interferon 
production. 

IFN y has been known for long to differ in certain physicochemical properties 
from the other interferons. For example, IFN y looses activity after treatment at 
pH 2. This was evident from the very first studies since it was standard method to 
treat interferons at pH 2 in order to destroy the virus used for induction, and not to 
carry the virus into the interferon assay system. Additional characteristics of human 
IFN y include it's heat-lability, the sensitivity to SDS treatment and the lack of cross­
protection observed when bovine cells are tested. These and additional properties 
will be discussed below. 

Antisera are available now against IFN y of several species, which are of great 
help for determination whether an interferon produced by white blood cells is 
indeed IFN y or a representative of the group of the IFNs a. A monoclonal antibody 
against human IFN y was reported first by Hochkeppel and de Ley47). 

Recently, an acid-labile IFN a subtype was described, which is produced by 
immune human lymphocytes upon addition of Influenza virus48). 

Inducers of IFN "I 

Above we have mentioned a few situations in which IFN y is produced. In the 
following, we will elaborate further on the inducers of IFN y. 

In vitro Induction of IFN "I 

Almost all systems known to produce IFN y, represent in vitro cultures of leu co­
cytes. All stimulatory mechanisms in common represent mechanisms that are known 
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otherwise to result in lymphocyte activation as measured by the induction of DNA 
synthesis and mitosis. This does, however, not necessarily indicate that DNA syn­
thesis is a prerequisite of interferon induction. In fact, the production of IFN y has 
been found to occur in cultures in which DNA synthesis was blocked. 

Nonspecific Mitogens 

These substances are known to polyclonally activate lymphocytes. In contrast to 
antigen stimulation which causes the proliferation of individual cell clones, mitogens 
activate a number of clones simultaneously. The prototypes of these mitogens are 
PHA (phytohemagglutinin from Phaseolus vulgaris) and Con A (concanavalin A 
from Concanavalia ensiformis), both established T cell mitogens. There are numer­
ous similar lectins some of which have been analyzed comparatively in regard to the 
induction of IFN y by Yip and his coworkers49). Our experience was similar to these 
authors, i.e. in principle no mitogen is superior to PHA in its interferon inducing 
capacity. However, Ronneblom et al. 50) have reported Lens culinaris agglutinin to 
be a mitogen particularly well suited to induce IFN y in human leucocytes. In Con A­
activated leucocyte cultures IFN y production occurs within 24 h after addition of 
the mitogen51). Con A (and PHA) were found to activate T cells (with the conse­
quence of IFN y production) in various types of leucocytes of various species. We 
will, however, restrict our discussion to data in human and murine systems. The 
sequence of events that occur when resting lymphocytes (that are cells in the Go 
phase of the cell cycle) are treated by a mitogen such as PHA or Con A has been 
thouroughly studied over the past 20 years and competently reviewed42). It is obvi­
ous that numerous biochemical events are triggered in these cells, culminating in 
DNA synthesis and mitosis. RNA and protein synthesis are also induced, and IFN y 
is only one out of a number of proteins to be produced. 

Phorbolester 

Phorbolester (diterpene esters), for example PMA (phorbol myristate acetate), also 
abbreviated TP A (12-0-tetradecanoylphorbol-13-acetate) are cocarcinogenic com­
pounds that have met great interest because of this property and because of a wide 
spectrum of important effects on cells. TPA was found to be a T cell mitogen in 
human leucocyte cultures53) and to induce small quantities of interferon when tested 
in cultures of normal human lymphocytes. It is not mitogenic for normal mouse 
lymphocytes54). However, in certain murine tumor cells high titers of IFN y were 
induced by TPA55). Furthermore, useful protocols of IFNy induction have been 
developed with TP A used in combination with conventional mitogens, such as Con 
A or PHA. TPA also has been found to increase the production of IFN y in the 
human allogeneic mixed lymphocyte culture56). 
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Mitogens of Bacterial Origin 

A number of bacterial-derived mitogens were used to induce interferon gamma. 
Some research groups have, for example, preferred Staphyloccus enterotoxin A or 
Staphyloccus enterotoxin B over the conventional mitogens to induce IFN y in 
human and murine leucocyte cultures57, 58). A drawback of these experiments is, that 
this material is toxic and difficult to remove from the interferons produced. Saito et 
a1. 59) have induced IFNy in mouse spleen cells by OK-432, a preparation of Strep­
tococcus pyogens. 

Recently, a potent mitogen was found in the supernatant of cultures of Myco­
plasma arthritidis, which stimulates DNA synthesis in human and murine T lympho­
cytes. Most interestingly, in the murine system, this lymphoproliferative response is 
under the genetic control of the I region of the major histocompatibility locus60). It is 
not known if in the human system a similar dependency exists. Evidence has been 
obtained that besides stimulating DNA synthesis the mycoplasma mitogen induces 
IFN y61). 

A problem common to all mitogens derived from microorganisms is that some­
times it is difficult to decide if they truly represent polyclonal activators or perhaps 
antigens to which the majority of the blood donors have been sensitized. Also, often 
one encounters the problem that crude preparations derived from microorganisms 
are capable of alternate induction of IFN a and of IFN y in human peripheral blood 
mononuclear leucocyte cultures62). 

Induction of IFN'Y by Specific Antigens 

Human leucocyte cultures of immune donors have been shown by Green et al. 28) to 
elaborate IFN y when exposed to specific antigens such as tetanus toxoid or PPD. In 
the mouse, it has been shown that IFN y is produced in vivo when animals sensitized 
with BeG are restimulated by PPD. This interferon was detected in the serum39) but 
subsequently Sonnenfeld et al. 63) have reported that spleen cells taken out from such 
treated animals and cultivated in vitro also produce IFN y. In another study, T cells 
were obtained from the peritoneal cavity, a cell population which is known to be 
highly reactive in test systems of cell-mediated immunity38). Peritoneal exudate 
T cells from mice immune to Listeria monocytogenes were also stimulated in vitro 
with Listeria antigen causing the production of high titers of IFN y64, 65). 

In quite a number of studies, cellular immunity against viruses has been mea­
sured by the production of IFN y in human leucocyte cultures. However, these 
experiments are open to misinterpretations because viruses, such as Herpes simplex 
virus (HSV) also cause the production of alpha interferon in leucocyte cultures. 
Green et al.66) in a careful study, have shown that both IFN a and IFN y are pro­
duced in human leucocyte cultures upon addition of HSV. Similar data have been 
reported by Kelsey et al. 67) who studied the production of IFN a and IFN y by spleen 
cells from cytomegalovirus-infected mice. 
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Antisera as Inducers of IFN 'Y 

Falcoff et al. 30) reported anti-lymphocyte serum or -globulin known to be mitogenic 
to induce the production of IFN y in human lymphocyte cultures. More recently, it 
was found that a monoclonal anti-T cell antibody directed against the majority of 
human T cells (anti OKT -3) is mitogenic and capable of induction of IFN ll). 
Several other monoclonal anti-T cell antibodies do not share these properties includ­
ing the antibodies reacting with the helper cell and suppressor cell subset. At present 
the mechanisms by which anti-OKT-3 activates lymphocytes are not known, but one 
might expect to find a clue as to nature of the receptors involved in lymphocyte 
activation and IFN y induction from further studies of the interaction between anti­
OKT 3 and T cells. 

Induction of IFN 'Y by Alloantigens 

When lymphocytes of two unrelated donors (or of two inbred animal strains) are 
cocultivated in vitro, a sequence of events occurs collectively known as the mixed 
lymphocyte culture (MLC) - (for a review see reference 68). The study of these 
events has attracted immunologists for long since they are considered to represent 
an in vitro model of allograft rejection. Best studied among the facettes of these 
phenomena are lymphoproliferation and the development of specific cytotoxic 
T lymphocytes (CTL). Despite an early report of Gifford et al. 35) there were no 
detailed early studies of the production of IFN y in the murine MLC. Later on this 
issue has been taken up by two groups of investigators36,37) and subsequently in a 
collaboration between the tw069). The following points have emerged from these 
studies: 
1. The production of IFN y in the MLC is a function of T -lymphocytes 
2. This function is independent of proliferation and thus, treatment of one of the 

reacting populations with mitomycin C, as commonly done to establish a one-way 
MLC, is not effective. 

3. Differences both in the K- or D end of the H-210cus as well as differences in the I 
region are capable of eliciting the production of IFN y. 

4. Even differences in minor histocompatibility antigens alone are causing the pro­
duction of IFN y70). 

Three groups of investigators independently studied IFN y production in the 
human MLC32- 34). This phenomenon was considerably more difficult to study than 
the murine MLC since only low interferon titers were observed after several days of 
culture. Like in the mouse experiments, it appeared that there was no possibility to 
do a one-way MLC, in other words, interferon production occured even when both 
reacting cell populations were irradiated before culture34). Further experiments 
demonstrated that IFN y was produced in sibling and unrelated individual combina­
tions that expressed HLA-A, HLA-B or HLA-DR region incompatibility. 
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A set of papers have been published by Ito and his coworkers71- 73). In these 
experiments mice were immunized with allogeneic cells in vivo and subsequently, 
spleen cells were cocultured in vitro with the sensitizing antigen. In these studies, the 
author also succeeded in enumeration of IFN y producing cells induced by allogeneic 
stimulation and proved that they were indeed T lymphocytes. 

There is yet a debate, if the production of IFN y simply represents a side effect of 
alloantigen recognition or if it does indeed have an immunoregulatory role in the 
reaction in which it is produced. The data of Farrar et al. 74) which will be discussed 
below have suggested that IFN y does playa role in the activation of CTL. 

Production of IFN'Y in the Syngeneic MLC 

The term "syngeneic MLC" (S-MLC) describes a phenomenon which attracted the 
attention of immunologists, as a model of autoimmunity (for a review see reference 
75). In the S-MLC, T cells are cocultured with non-T of the same donor (or inbred 
mouse strain) after enrichment of these subpopulations by appropriate in vitro 
techniques. A marked lymphoproliferative response is measured under these condi­
tions, both in the human and the murine S-MLC. In recent studies the production of 
IFN y could be detected in S-MLC of a variety of strains of mice 76,77). In studies of 
the human S-MLC we have failed to detect the production of interferon33). Argov et 
al. 78) however, have cocultured human T cells in vitro with autologous B cells or 
monocytes and have detected the production of IFN y in the supernatant. 

Mixed Lymphocyte Tumor Cell Interaction 

Yet another experimental situation in which the production of interferon has been 
observed are cocultures between lymphocytes and tumor cells, the so-called "mixed 
lymphocyte-tumor cell interaction" (MLTI). In this situation, interferon production 
occured7~2) while the subtype of the interferon produced remained uncertain. In 
the studies of Trinchieri et al. 79) it appeared that a mixture of different interferon 
subtypes was produced whereas the studies of Timonen et al. SO) and Peter et al. 81) 

suggested the interferon represented IFN a. 
All these studies suffer from a serious drawback, since in the majority of MLTI­

experiments mycoplasma contamination of the tumor cells had to be held responsi­
ble for interferon induction83). Subsequently, we have found mycoplasmas them­
selves are capable of interferon induction in leucocytes84), an observation which was 
confirmative to previous work of others85). In our studies, we have observed the 
production of IFN a/~ in mouse spleen cell cultures when treated by Mycoplasma 
arginini. Kumar and his colleagues86) subsequently have reported the production of 
IFN y in cocultures of mouse spleen cells and mycoplasma-infected tumor cells. 
Tamida et al. 87) also reported the production of IFN y in mixed cultures of mouse 
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spleen cells and tumor cells although the authors did not specify if mycoplasmata or 
perhaps endogenous retrovirus were responsible for interferon induction. 

The above-mentioned findings were reminiscent of the work of Cole et al.60) who 
found that M. arthritidis produced a T cell mitogen for mouse spleen cells. In recent 
studies, this mycoplasma species was found to cause the production of IFN y in 
mouse spleen cell cultures61). 

We conclude from these data that mycoplasmas are both capable of the induction 
of IFN y and of IFN a/~ in murine spleen cells depending on the species of the 
microorganisms. This may explain why some investigators find the production of 
IFNy in the MLTI, whereas others have described the production of IFN a/~. 

Lately, however, we have confirmed the data of Timonen et al. SO) and of Peter et 
al. 81) who reported the cell line K 562 induces the production of interferon in cul­
tures of human leucocytes despite the fact that the tumor cells appear to be free of 
mycoplasma in repeated and extensive testing88). Since the line K 562 is of myeloid 
origin, we have tested a number of similar cell lines and have obtained the same type 
of result for three of them. Our tentative conclusion is that differentiation antigens 
on myeloid tumor cell lines cause the production of IFN y when recognized by 
lymphocytes. 

Additional methods of In vitro Induction of IFN 'Y 

Dianzani and his collaborators89,90) have shown treatment of human lymphocytes by 
galactose oxidase or by a calcium ionophore to be capable of inducing the produc­
tion of IFN y. Ennis and Meager91) described the production of high titers of IFN y 
by antigenic stimulation of human lymphocytes with Influenza virus. 

Spontaneous Production of IFN 'Y 

In classical interferon work, there has been a long-standing debate if spontaneous 
interferon, i.e. interferon produced without the deliberate addition of an inducer to 
the cell culture, may occur (of course one has to consider that the media itself 
contain an inducer). Now, the general conclusion is that interferons are produced 
only when the cells are induced. However, certain types of lymphoblastoid cell lines 
spontaneously produce low titers of interferon (they produce high titers when 
induced by a virus). 

In our own experience, and as far as we have traced the literature, there is no 
indication that normal lymphocytes, when put in culture without a mitogen (or 
another type of stimuli), spontaneously produce IFN y. This applies to the types of 
long-term T cell cultures, we and others have studied, and also to the type of double 
stimulation protocols that have been studied in our laboratory (see below). There 
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has been one report of spontaneous IFN y production in a T cell tumor line92), 

whereas other T cell tumors had to be induced, commonly by TPA93). 

Role of IL·2 in the Production of IFN 'Y 

There are two reports that IL-2 is capable of the induction of IFN y94, 95). Kasahara et 
al. 94) described human IL-2 which was free of lecitin and IFN activity induced human 
peripheral T lymphocytes to produce IFN y. Handa et al. 95) found mouse NK cell 
clones growing in IL-2 to elaborate IFN y into the culture fluid. Addition of Con A 
to cultures in IL-2-free media induced no IFN production. 

In Vivo Production of IFN 'Y 

After IFN y had been discovered by Wheelock in vitro in the supernatant fluid of 
cultivated human lymphocytes27) it was also detected in the serum of mice 
immunized by BCG and rechallenged by PPD39). This interferon shared the proper­
ties of the in vitro produced IFN y particularly the sensitivity to treatment at pH 2. 
Differences between different mouse strains in the production of this interferon 
have been observed%). 

There have been reports of the occurence of IFN y in the serum of patients with 
autoimmune diseases97) but some doubt on the subtype of this interferon occured. 
Preble et al. 98) suggested the interferon represented an unusual subtype of IFN a, 
since it was neutralized by a specific antiserum against IFN a, but nervertheless it 
was acid-labile. 

Producer Cells of IFN 'Y 

To this reviewer without doubt T cells are the producers of IFN y and they princi­
pally can do so without the need for other cell types. At present, there is no 
convincing evidence that any other lymphoid cell besides the T lymphocyte is cap­
able of the production of IFN y but this opinion may have to be revised in the future. 

There is no indication that macrophages by themselves are capable of IFN y 
production99) but it was shown quite early that macrophages are providing help to 
normal resting T cells for optimal stimulation and interferon productionlOO). There is 
no doubt that interferon production by normal resting T cells is enhanced by the 
addition of macrophages and small numbers of macrophages may even be essential. 
However, there is also no doubt that cloned T cell lines that are 100% pure T cells 
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are capable of the production of high titers of IFN y in the absence of any additional 
cell typelOl). 

Recently, we have reviewed these latter aspects in detail102) and we have con­
cluded that, resting T cells probably differ from activated (continuously cycling) 
T cells in that the former require the help of macrophages for lymphocyte activation 
and IFN y production whereas the latter don't. We have also previously demon­
strated continuously growing T cell to produce much higher titers of IFN y when 
they are stimulated by Con A, and that higher mitogen doses are required for this 
induction as compared to interferon induction in resting spleen cells42). 

Rapid progress in the field of cellular immunology has been made during recent 
years, and one of the newly established findings are subsets of T lymphocytes that 
can be clearly defined by cell surface markers and by their functions (e.g. helper 
T cells, suppressor T cells, cytotoxic T cells). There are conflicting data in the litera­
ture as to which T cell subsets are the producer of IFN y. This issue is quite controv­
ersial103--105) and the reader is referred to a recent reviewlO2) for a detailed discussion 
of individual data from different laboratories. 

In our opinion, the data from different series of experiments collectively suggest 
that in the human and in the murine system both the helper T cells and the cytotoxic 
T cells are capable of responding to mitogenic or antigenic stimulation with produc­
tion of IFN y. Marcucci et al. 106) and Conta et al. 107) in addition established several 
mouse T cell lines of different phenotype and clearly showed all of these were 
capable of the production of IFN y. Guerne et al. 108) positively selected Lyt 2+ 
mouse T lymphocytes and described that IFN y is released in large amounts mainly, 
if not exclusively by Lyt-2+ cells. 

As stated above, at present, there is little evidence to support the possibility of 
cells other than T lymphocytes to produce IFN y. One report109) stated that human 
"large granular lymphocytes" - probably identical with NK cells, are producing 
IFN y when stimulated with Influenza virus but no data are available that such 
NK cells repond to conventional mitogens with interferon production. This issue is 
clouded, since recently human leucocytes when exposed to Influenza virus in vitro 
were shown to produce an unusual subtype of IFN a which is acid-labile39). A similar 
subtype of interferon has also been found in the blood of patients with certain 
autoimmune diseases98). Prior to these two reports, all IFN a - in contrast to IFN y­
were generally accepted to be acid-stable. 

Thymocytes (also belonging to the T cell lineage ) were found to function poorly 
in many assays of cellular immunity and accordingly attempts to induce the produc­
tion of interferon in cultures of thymocytes initially have been negative4o). More 
recently, however, Marcucci et al. llO) showed that the corticosteroid-resistant sub­
population of mouse thymocytes was capable of the production of IFN y upon stimu­
lation with PHA. Reem et al. lll) have reported human thymocytes, when grown in 
conditioned medium derived from B cell lines to produce substantial titers of IFN y. 
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In vivo and in vitro Regulation of IFN'Y Production 

There is little doubt that the IFN y system such as other compartments of the body's 
defense system is in vivo regulated in a complex fashion. However, to date little is 
known about the mechanisms of the in vivo control of the production of IFN y. In 
vivo experiments demonstrated pretreatments of mice with certain bacteria (L. 
monocytogenes, C. parvum, B. pertussis) to increase the production ofIFN y112-115). 
When animals are induced to produce interferon, a hyporeactivity status ensues 
during which they are resistant to induction116). A hyporeactivity factor is also pro­
duced after induction of IFN y in mice sensitized with BCG117). 

There have been a number of reports on the control of production of IFN y by in 
vitro regulation118). In vitro, the addition of TPA49), or of different preparations of 
thymic hormones119, 120) was described to result in increased titers of IFN y. Other­
wise, little is known about "superinduction" or "priming" for the production of 
IFN y. Their relevance for the production of IFN a and IFN ~ has been sum­
marized3). Northoff et al. 121) have shown in vitro preincubation of human lympho­
cytes leads to a greater production of IFN y, similarly as observed for IL-2. 

There is only a limited number of studies on the effect of drugs on in vitro 
production of IFN yl22, 123) • 

Large-Scale Production of IFN 'Y 

For years, it has not been possible to produce significant amounts of human IFN y 
purified to a degree to be used for clinical testing. The reason for these failures was 
that the titers, that could be induced in the starting material, were exceedingly low. 
Later on, the gene of human IFN y was cloned and expressed in bacteria and there is 
no doubt the material produced by the bacteria will be available for clinical tests in 
the near future. 

At the time of this writing, it is not established if the amino acid sequence of the 
natural gamma interferon is indeed identical with the one of the bacterial product. 
However, it is worth to recall that several natural IFNsa have been found to differ 
from the clonal material by lacking the 10 COOH-terminal amino acids suggested by 
the DNA sequencel24). It is important to realize such differences may have impor­
tant consequences regarding pharmacokineticsl25). Thus, it may be still useful to 
improve the methods of producing "natural" IFNy in lymphocyte cultures (such 
may be established from blood donations). For this approach too, significant pro­
gress has been made during recent years. 

First, the data of Yip et al. 49) have shown the yield of IFNy in human leucocyte 
cultures to be increased by adding certain diterpene esters, such as TP A, together 
with one of the conventional mitogens such as PHA or Con A. This type of protocol 
is now used routinely to prepare human IFN y for purification and characterization 
of the molecule. There seem to be species differences because normal mouse lym­
phocytes do not produce increased titers of IFN y when TPA is added together with 
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a mitogen. Interestingly, however, murine tumor cells produced IFNy upon addi­
tion of TPA (even without an additional mitogen)55). 

Another type of protocol for the induction of high titers of IFN y was developed 
in the murine system by Marcucci et al. Actually, these authors developed two 
protocols126, 127). In one of these, mouse spleen cells are grown a few days in the 
presence of IL-2 and then restimulated with Con A. In the other protocol, also 
performed with mouse spleen cells, these are prestimulated with Con A for several 
days, then washed, and restimulated with Con A. Maybe, the principle of both 
assays is similar, since also in the latter protocol IL-2, is generated which may 
change the cells in a way so that they are capable of producing high titers of IFN y. It 
has to be recalled that Kasahara et al.94) and Handa et al.95) have reported IL-2 to be 
capable of inducing the production of IFNy. 

With both protocols of Marcucci et al. 126, 127) certainly much higher titers of IFN y 
can be induced as compared to freshly explanted leucocytes. 

Finally, following the report of Marcucci et al. 42) it was repeatedly shown, that 
"continuous T cell lines" - CTL - are .capable of producing IFN y when stimulated 
appropriately. CTL are now used widely as an experimental tool for studies of 
cellular immunology. They are grown either in the presence of IL-2 or they are 
repeatedly restimulated by the specific antigen. They grow as long as the appropri­
ate signal is provided, but otherwise they will die in culture. Such CTL are capable 

. of interferon production upon addition of both specific antigens or nonspecific mito-
gens. 

More recently, also certain T cell tumors were demonstrated to be capable of 
interferon production128, 129). In addition, hybridomas were established by hybridiza­
tion of human lymphocytes with 6-thio-guanine-resistant mutant cells. The lympho­
cytes came from peripheral blood and were previously stimulated with Con A. The 
mutant cell line was derived by irradiation of a cloned human cutaneous T lym­
phoma line130). Up to 1330 units of interferon were produced spontaneously by the 
hybrids and, on induction with TP A, IFN y synthesis was enhanced 8--16 fold. 

Properties of IFN 'Y 

Initially, IFN y was found to be distinct from the classical interferons (then called 
type 1 interferon, now called IFN a and IFN~) by the fact that IFN y was labile at 
pH2. Besides that it was heat-labile at 56°C (1 h) and instable after treatment with 
SDS49). Lateron, IFN y was found to be antigenically distinct from the other interfer­
ons and specific antisera were raised131). Another interesting feature of human IFN y 
is, its strict species-specificity. There was no activity detectable on any of the avail­
able cell species sensitive to IFN a and IFN ~132). 

Besides these findings, some years ago there were no major differences apparent 
between the biological effects of IFN y and other interferons, but it has to be re­
called that a that time it represented great troubles to produce significant amounts of 
IFNy. Thus, IFNy was an antiviral inhibitor broadly active against a multitude of 
viruses. The antiviral effect required preincubation of the target cells and depended 
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on cellular RNA synthesis. Furthermore, IFN y appeared -like other interferons -
to be a glycoprotein with a molecular weight of about 40-70000133), that was de novo 
synthesized upon addition of the inducer. Thus, the elaboration of IFN y could be 
inhibited by the addition of inhibitors of RNA or protein synthesis. 

Earlier in this paper, we have inferred interferon gamma is synthesized whenever 
T cells are activated in a polyclonal or a clonally restricted manner, and that all these 
situations are known to result also in DNA synthesis of the lymphocytes. A number 
of studies have, however, shown lymphocyte DNA synthesis is not a requirement for 
the production of IFN y. 

Lately, important progress was made in the research on IFNy. The DNA se­
quence of human IFN y was reported, and the amino acid sequence has been 
deduced from the latter9). This sequence consists of 146 amino acids with a total 
molecular weight of approximately 17000. The IFN y gene contains three introns, a 
repetitive DNA element and is not highly polymorphic. The evidence of Gray and 
Goeddd) suggests that this was the only gene for IFN y and the resolution of IFN y 
into two components, as reported by Yip et al. 134), was probably the result of post­
translational processing of the protein. 

The recombinant IFN y is an unglycosylated polypeptide carrying two potential 
N-glycosylation sites. Obviously, the molecular weight of the native glycosylated 
IFN y is higher. 

Trent et al. 135) localized the IFN y gene to the long arm of chromosome 12 
(q 24.1), whereas the human IFN a and IFN ~ genes were localized to the short arm 
of chromosome 9 (p 21 ~ pter). 

Purification of IFN 'Y 

Several purification procedures for human IFN y have been described. Langford et 
al. 136) reported a combination of chromatographic steps on Amicon Matrex Blue, 
controlled pore glass (CPG) and Ultragel; the final specific activity of the purified 
material was between 105.3 and 106.3 units/mg of protein. Wiranowska-Stewart et 
al. 137) reported the use of CPG and poly (U) Sepharose for the partial purification of 
IFN y to specific activities of approximately 106 units per mg of protein. Compared 
to these methods, the purification sequence of Yip et al. 138) achieved a similar 
degree of purity by a combination of CPG and Con A-Sepharose. Their third step 
was gel filtration in Bio-Gel P-200 resulting in about 10 fold purification. Thus, the 
final specific activity of Yip's preparation was about 107 units/mg of protein. From 
these data the authors conclude the specific activity of pure IFN y will likely be 
similar to that of other interferons, i.e. in the range of 108_109 units/mg of protein. 

De Ley et al. 132) have similar to the work of Langford et al. 136), used absorption 
to CPG and elution by ethylene glycol. Upon gel filtration the biologic activity of 
their Con A-induced interferon was eluted together with a protein moiety of an 
apparent molecular weight of 45000. 
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Receptors for IFN y 

Interferons bind to specific receptors on the cell surface and elicit a variety of 
cellular responses. Direct evidence for specific interferon receptors was presented 
by Aguet139) who showed biologically active 125I-Iabelled mouse interferon binds to 
sensitive L 121O-S cells but not to interferon-resistant L 1210 R cells. Branca and 
Baglioni140) labelled cloned human IFN a with 1251 for binding assays with human 
cells. They determined the specificity of different human IFNs a for the cellular sites 
which bind cloned IFN a and found that IFN y does not compete for binding whereas 
all IFN s a and ~ do. Thus, their report shows IFN y possessing a receptor, distinct 
from the common receptor for IFN a and ~. 

Biologic Properties of IFN y 

Above, we have inferred that all major biologic effects attributed to IFN a and ~ 
also have been observed with preparations of IFN y. Thorough investigations using 
pure preparations, however, were started only recently. Since IFN y differs consid­
erably from other interferons in its genomic structure and its amino acid sequence, 
and since it uses a special receptor, one may expect that future research will unravel 
differences between the biologic effects of IFN y and other interferons. 

Antiviral Effects of Interferon 

Interferons exhibit antiviral effects, both in vitro and in vivo. This is part of their 
definition. The assay system and the calculation of International Units is based on 
their in vitro antiviral effect. The basis of the in vivo antiviral effect at present is 
incompletely understood because, besides the protective effects of interferon on the 
targets of viral replication, effects involving the cells of the antiviral defense system 
appear to playa role. 

The antiviral effects of the IFN a and ~ have been extensively studied over the 
past years. The antiviral effects of interferons are in reality cellular effects. Unlike 
neutralizing antibodies acting on virions themselves, interferons act on the cells and 
change their biochemistry in a way that virus replication is no longer possible. There 
are quite a few indications of enzymes that are induced in interferon-treated cells 
critically involved in the development of the antiviral state. But also different cellu­
lar mechanisms appear to be responsible for the protection observed when the 
replication of different viruses is studied. At the time of this writing, there is no 
indication of a principal difference between the antiviral effect of IFN y and that of 
other interferons. However, it needs to be stressed again that the IFN y used in 
previous studies was quite impure. 
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Tan et al. 141) have mouse-human cell hybrids shown to respond to the antiviral 
effect of exogenous human interferon only if human chromosome 21 was present, 
and they would lose this response if chromosome 21 was lost from the hybrid. 
Several genes are known to be carried by chromosome 21, including the antiviral 
gene AVe. Epstein and Epsteinl42) demonstrated the antiviral expression of IFN y 

was also mediated by the same locus. 

Induction of Polypeptides 

Hovanessian et al. 143) used two-dimensional polyacrylamide gel electrophoresis to 
show that mouse IFN p and IFN y both induce the synthesis of polypeptides having 
molecular weights of 60 K, 67 K, 88 K and 120 K. By using one-dimensional poly­
acrylamid gels, Rubin and Guptal44) demonstrated polypeptides of 56 K, 67 K, 88 K 
and 120 K are induced in human fibroblasts by human IFN a and IFN y. An 80 K 
polypeptide, induced by IFN a, could not be detected after induction by IFN y. Weil 
et al. 145) have found that IFN y induces significant synthesis of at least 12 polypep­
tides, six of which were not induced by IFN a or IFN p. 

Induction of Enzymes in Interferon Treated Cells 

Most of the alterations in cells caused by interferon treatment depend on RNA and 
protein synthesis and interferons were shown to enhance the level of various mes­
senger RNAs and proteins. Among the enzymes induced by interferon is 2'5'(Ak 
synthetase. Upon its activation by dsRNA, this enzyme generates 2'5' linked 
oligoadenylates from ATP. These in turn activate RNase L, a latent endoribonu­
clease (that cleaves single-stranded RNAs e.g. mRNA and ribosomal RNA at pre­
ferred sites). Another enzyme induced by interferon is a protein kinase that, inhibits 
protein synthesis if activated by dsRNA. This kinase phosphorylates and thereby 
impairs the activity of a peptide chain initiation factor. 

These enzymes were discovered in experiments with extracts from IFN-treated 
cells. It is hypothesized that the role, the dsRNA plays in virus infected cells, is 
exerted by partially ds intermediated or side products of viral RNA synthesis. It is in 
line with the assumed function of the above-mentioned enzymes in IFN action that 
viral RNA and protein accumulation are among the processes of virus replication 
being impaired in cells treated with interferons. 

Several laboratories have studied the induction of enzymes in cells after treat­
ment with IFN yI46-148). 
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Antiproliferative Effects of Interferon 

Interferons have an anti proliferative effect on cells in vitro and presumably this 
effect is at least partially responsible for the in vivo antitumor effects of the interfer­
ons (see below). Whereas tumor cells or transformed cells appear to be particularly 
sensitive to the action of interferon, there is no doubt that the growth of tissue 
cultures of "normal" cells may also be inhibited by interferon. As viruses vary in 
their sensitivity to interferon, so do cells. Several studies have shown tumor cells to 
vary in sensitivity to the antiproliferative effects of interferonl49, ISO). The basis of the 
antiproliferative effect of the interferons is incompletely understood. The reader is 
referred to the paper by Brouty-Boye13). 

There have been several recent reports that (relatively impure) preparations of 
IFN y share this antiproliferative effect. Rubin and Guptal44) demonstrated that 
preparations of IFN y had a reversible cytostatic effect on normal human fibroblasts 
at 10 units/ml. However, transformed cells such as HeLa exhibited extensive cell 
death, indicating IFN y may have a cytocidal effect on certain tumor cells. These 
data are noteworthy since when working with the other interferons, it was the 
general experience that interferons were antiproliferative (cytostatic) but not 
cytotoxic. However, the presence of a lymphotoxin in the IFN y preparation might 
have contributed to the effect. This has been suggested by Yip et al. 25) but was 
refuted by Rubin et al. 26). The studies of Blalock et al. lSI) demonstrated that on the 
basis of a unit of antiviral activity purified human immmune interferon had about 20 
and 100 time more anticellular activity than purified fibroblast or leucocyte inter­
feron, respectively. 

Immunoregulatory Effects of Interferon 

The effects of interferons on the cellular components of the immune system have 
been noted quite a few years ago. They include a significant number of divergent 
effects and both stimulatory and inhibitory effects were observed. These were found 
to be shared by a variety of interferon subtypes. Before dwelling on these divergent 
effects, it is perhaps worthy to reiterate that all situations in which IFN y is produced 
involve specific or nonspecific activation of the T lymphocytes. As lined out above, 
these situations include antigenic restimulation, stimulation by alloantigens and 
polyclonal activation by mitogens. Based upon the well-known effects of interferon 
on immune reactivities a major role was postulated for IFN y as an immunoregula­
tory molecule in the reactions in which it is produced, for example in cytotoxicity 
against allogeneic cells (see below). However, such a role is still far from being 
proven. Possibly, some of the effects caused by exogenous addition of interferon, 
such as the activation of NK cells, are also activated by interferon in the reactions in 
which it is produced. Thus, IFN y may have the function of being a nonspecific 
amplifier molecule of the immunologically specific defense. 
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Furthermore, this function may not be restricted to specific antigenically driven 
reactions since certain mitogens occur in pathogens such as the mycoplasma mitogen 
described by Cole et al. 60), or staphylococcal toxins, and thus, IFN y may also be 
produced during primary defense mechanisms. 

In the following, we wish to briefly review the effects of interferon on the 
immune system. 

Enhancement of the Expression of Cell Surface Components 

One of the most interesting effects of interferon is represented by its effect on cell 
membranes. This includes the enhanced expression of a number of immunologically 
relevant membrane components such as the Fc receptors152) and most notably, of the 
histocompatibility antigens153, 154). It was demonstrated by molecular hybridization 
that the latter effect was preceeded by an increase in the amount of HLA mRNA in 
the cell. The results of Revel's laboratory155,156) have shown IFN y to share the 
ability to induce (2'-5') oligo (A) synthetase and HLA proteins but there is a 
dissociation between the two effects. HLA synthesis is stimulated at concentrations 
much lower than those needed for the synthetase induction. As referred to above, 
there are several cellular proteins that are induced differently by IFN a/~ and IFN y. 

Effects of Interferon on in Vivo Delayed Type Hypersensitivity 

In extensive and careful studies, De Maeyer and associates157) documented the 
effects of pure IFN a/~ on in vivo delayed type hypersensitivity (DTH) reactions in 
mice. They presented evidence for exogenous IFN a/~ to influence the afferent and 
efferent pathways of DTH in the mouse. The effect of interferon on the afferent 
pathways (sensitization) is dependent on the timing of administration; when given 
24 h before sensitization, interferon acts inhibitory, whereas when given a few hours 
after the antigen, interferon actually enhances sensitization. We are not aware of 
similar studies testing the effects of pure IFN y on in vivo delayed type hypersensitiv­
ity. 

In Vitro Immunosuppression by Interferon 

One of the first "non-antiviral" effects of interferon reported was the antiprolifera­
tive effect on PHA-induced lymphocyte activation158). Thorley-Lawson159) has 
reported that lymphocytes of newborns were relatively resistant to this effect of 
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interferon. We are not aware of a study in which such an effect has been tested with 
IFN y. However, it has to be realized that mitogen-stimulated lymphocytes them­
selves produce IFN y. Perhaps this IFN y plays a regulatory role by inhibiting exces­
sive proliferation. If this were true, one would expect an increase in lymphoprolifer­
ation after the addition of anti-IFN y. 

It has been observed that the dose response curves for mitogen-induced lym­
phoproliferation show an inhibition at higher doses. Furthermore, the optimal doses 
for induction of IFN y usually are higher than those required for inducing lympho­
proliferation. Thus, the inhibition of lymphoproliferation at high mitogen doses may 
be caused by the endogenous production of IFN y. 

Immunosuppression by interferon has also been observed in the in vitro antibody 
response to various antigens e.g. SRBC. Several authors reported that preparations 
of IFN y were potent inhibitors of these responsesI6(1-162). However, one has to 
realize that the IFN y used at this time contained other lymphokines besides in­
terferon. 

Another effect of interferon was observed in vitro that, is the reversion of anti­
gen- and mitogen induced leucocyte migration inhibition. Szigeti et al. 163) suggested 
that interferon acted in this system both by affecting directly the migration of leuco­
cytes and that it also blocks the elaboration of leucocyte migration inhibition factor 
by lymphocytes. We are not aware of a study in which IFN y was investigated in this 
test system. 

Stimulatory Effects of Interferon on the Cellular Components 
of the Immune System 

One of the first examples of a stimulatory effect of interferon on immunocompetent 
cells was the enhancing effect on specific T cell cytotoxicityl64l . However, at that 
time the NK cells were not yet known. It is also worthy to recall that augmentation 
of nonspecific cytotoxicity by interferon had been shown even beforeI65). The latter 
report was indeed pioneering the field well ahead of the important later discovery of 
activation of NK cells by interferonI66). At the time of this writing, it remains unclear 
to the reviewer whether the stimulatory effect on the cytotoxic reaction observed by 
Lindahl et al. 164), was indeed caused by augmentation of T cell killing or perhaps by 
recruiting of additional non-specific activity of NK cells. 
More recently, Farrar et al. 74) proposed that IFN y may be involved in the sequence 
of events in the MLC leading to the activation of specific T killer cells. They pos­
tulated the induction of CTL involves a cell-factor interaction in which IL-l (mac­
rophage-derived) stimulates T cells to produce IL-2, which in run stimulates other T 
cells to produce IFN y and become cytotoxic. 

Klein et al. 167) reported spleen cells from nude mice less than 2 mo of age 
required an exogenous source of IL-2 for the activation of cytotoxic effector cells 
and for the production of IFN y. The response of spleen cells from nude mice older 
than 9 mo did not require the addition of exogenous IL-2. Thus, it appeared that 
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cytotoxic T cell functions and the release of IFN y were closely associated 
immunologic events. 

Activation of Macropbages by Interferon 

One of the first non-antiviral effects of interferon reported was the stimulation of the 
phagocytic capacity of macrophagesl68). Later on, interferon treatment was found to 
also cause a general activation of macrophages169), similar to another lymphokine 
termed "macrophage activating factor" (MAF). 

The term macrophage activation is used a bit loosely for a number of phenomena including an 
increase in the phagocytic and in the secretory functions of macrophages. Macrophage activation 
most notably includes the induction of a cytotostatic and/or cytotoxic function of macrophages for 
tumor cells. 

Meltzer et a1. 170) reported a T cell line producing two factors, activating mac­
rophages for cytotoxicity. One was indistinguishable from IFN y, the other was 
clearly distinct (no antiviral activity, pH2 stable and unaffected by anti-IFNy). 
However, Kelso et al.171) had reported that out of 72 T cell clones 68 produced 
detectable quantities of MAF. Production of IFN y and MAF was not dissociated for 
any of the clones tested. 

The studies of Russell et al.172) demonstrated the activation of macrophages to be 
a two-step event. The first of these ("priming") does not cause the expression of 
cytolytic activity, instead it primes macrophages to respond to a signal that then 
triggers the onset of killing. The studies of Pace et al. 173) have shown recombinant 
mouse IFN y to induce the priming step in macrophage activation for tumor cell 
killing. 

Activation of NK Cells by Interferon 

The enhancement of immunologically non-specific cellular cytotoxicity by interferon 
has been demonstrated before the discovery of the NK cells165). NK cell activity 
could be increased by a number of compounds including immunomodulators and 
viruses174). The effect common to these compounds was the induction of interferon 
and it is now very well documented that interferon itself causes the activation of NK 
cells. The studies of Senik et al. 175) have shown that IFN y stimulates mouse NK cells 
in a manner comparable to IFN aJ~. 

These are a number of additional interesting· aspects of interferon-mediated 
activation of NK cells. 

1. Obviously, interferon activates both macrophages and NK cells (probably 
also K cells). Thus, care has to be taken that one uses properly defined cell popula­
tions in these experiments. 
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2. Although in most experimental instances the induction of interferon and the 
activation of NK cells are correlated, there are situations in which NK cell activation 
is observed in the absence of measurable titers of interferon176). It may be, that in 
these experiments interferon is produced locally but in concentrations too low to be 
detected in the fluid recovered for testing. There are, however, indications that 
certain viruses (or viral structures) are capable of NK cell activation without induc­
tion of interferon. Thus, perhaps there exists an additional pathway of NK cell 
activation which is independent of interferon. 

3. Conceivably, there are other lymphokines capable of activating NK cells 
besides interferon. There have been several reports about IL-2 being capable of 
sustaining the growth of NK cells177). No indication is found, however, that IL-2 
activates NK cells. Interestingly, Handa et a1. 95) could show that IL-2 is capable of 
inducing the production of interferon gamma in cultured NK cells (without addition 
of a conventional mitogen such as PHA or Con A). 

4. It has to be recalled that besides activating NK cells interferon has yet another 
important effect in the cytotoxic reaction. Treatment of the target cells by interferon 
protects these against the lytic activity of NK cells178, 179). This effect was documented 
with different types of interferon, including IFN y. 

Production of IFN'Y as a Measure of Cell-Mediated Immunity 

During recent years, methods have been developed to measure cell-mediated 
immunity by in vitro tests. These methods are yet too complicated for the clinical 
laboratory but it is obvious that measuring the cell-mediated immune status may 
turn out to be at least as important as the determination of antibody titers. There are 
three reaction principles commonly used to measure cell-mediated immunity includ­
ing lymphoproliferation, lymphocytotoxicity, and lymphokine production. We have 
pointed out above that IFN y is produced whenever T lymphocytes are activated by 
specific antigens including viral antigens. Thus, determination of IFN y was sug­
gested to be of use for measuring specific antiviral cell-mediated immunity. Exam­
ples are determinations during recurrence and interval in patients suffering from 
recurrent infection with Herpes simplex virus. 

However, there are serious experimental problems because viruses, such as 
HSV, also induce the prodution of IFN a in leucocyte cultures. A careful analysis of 
this situation was presented by Green et al. 66) who found IFN a is produced early in 
leucocytes of both seropositive and seronegative donors upon addition of HSV. 
IFN Y is produced later, particularly in cultures of T lymphocytes (plus added mac­
rophages). The production of IFN y is restricted to cultures of seroimmune donors. 
When using Listeria organisms as antigens in cultures of human leucocytes, both 
IFN a and IFN y were found to be produced similarll2). 

Therefore it appears that there is a delicate balance in leucocyte cultures in 
regard to the production of interferon subtypes depending on the cellular composi­
tion and the origin of the leucocytes. The type of antigenic preparation used for 
induction will probably also turn out to be important. 



194 H. Kirchner 

It requires purified T cells for the production of IFN y. However, these need to 
be reconstituted by small numbers of macrophages180). At present, it is not quite 
clear what the contribution of T cells and macrophages are in the production of 
IFN u. Finally, it still has to be considered that there are acid-labile subtypes of 
IFN U48) that previously might have been misinterpreted using the sensitivity at pH 2 
as the main criterion for an interferon to be classified as IFN y. Since only IFN y 
production reflects specific immunity, whereas the production of IFN u is 
immunologically non-specific, we do not advocate the assay of IFN y production as 
measure of cell-mediated immunity. 

Anti-Tumor Effects of Interferon 

Interferon have been shown to exhibit antiproliferative effects on tumor cells in vitro 
(see above). In addition, early animal experiments by Gresser et alY) documented 
the in vivo antitumor effects of interferons. The mechanisms of this in vivo effect are 
incompletely understood but at least four mechanisms may contribute: 
1. The antiproliferative effect on tumor cells themselves13) (see above). 
2. The enhancement of the expression of "tumor antigens" which makes the tumor 

cells more vulnerable to the attack by immunocytes. However, this has been 
investigated only for melanoma cells and controverial results have been re­
ported181. 182). 

3. Interferons were demonstrated to activate at least two components of the cellular 
defense system, i.e. the macrophages and the NK cells, both of which are capable 
of destroying tumor cells (see above). 

4. Finally, data from a number of laboratories have suggested that prolonged treat­
ment of tumor cells by interferon in vitro causes a reversion of the malignant 
phenotype as for example reflected by decreased growth in soft agar183). Similar 
changes conceivably occur in vivo, leading to a decreased capacity of tumor cells 
for invasion and metastasis. However, this issue may be more complex since in 
vitro experiments of a different type have shown that IFN treatment caused an 
enhancement of the invasive capacity of Ewing sarcoma cells184). 

Anti-Tumor Effects of IFN 'Y 

Data on antitumor effects of IFN yare scant and this work has been performed 
before pure IFN y was available. However, Crane et al. 185) have shown that in mice 
inhibition of tumor development was achied with an amount of IFN y a hundred 
times less than was required with a preparation of IFN u/~. Fleischmann et al. l86) 

have described preparations of mouse IFN y significantly enhancing or potentiating 
the anti-tumor effect of mouse virus-induced interferon, when the interferons were 
used in combined therapy. Data from the same laboratory187) have similarly shown 
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that mixed preparations of IFN alP and IFN y interacted with cells synergistically to 
cause the developement of much higher level of antiviral activity than was expected 
on the basis of their activities. 

Interferons in Clinical Cancer Research 

Highly purified interferons from genetic engineering are now available and are being 
tried in clinical tests, but information on these is still limited. Earlier clinical tests 
were performed with conventional preparations of IFN a usually prepared by Dr. 
Kari Cantell from Helsinki (Finland). More recently, IFNsa prepared from lym­
phoblastoid cell lines have also become available for clinical tests. The most recent 
update of clinical data was reported by Quesada and the reader is referred to this 
competent overview16). Without doubt interferon treatment may cause objective 
responses of tumor growth in vivo in patients with different forms of malignancies 
albeit the responses are irregular and unpredictable, and limited to a small percent­
age of patients in any given treatment series. Furthermore, interferon treatment at 
this time is in no instance superior to established treatment schedules. However, 
there is hope that by careful analysis of the in vivo effects of interferons (dosage 
problem, subtype problem, pharmacokinetics) in the not too distant future some 
interferons may be useful therapeutic agents for some tumors. 

Side Effects of Interferon Therapy 

This side effects of interferon therapy have also been carefully reviewed by 
Quesada16). Administration of interferon is generally well tolerated by the majority 
of the patients. Acute side effects consist mainly of fever, chills, malaise and 
headaches, generally described by the patients as influenza-like symptoms. Asthenia 
is the most frequent subacute symptom in patients receiving interferon for longer 
than seven to ten days. Cantell et al. 188) and Rohatiner et al. 189) independently 
reported electroencephalographic abnormalities in patients receiving doses above 
100 MU of interferon. All symptoms are completely reversible within 7 to 15 days of 
discontinuation of interferon. The most consistent laboratory finding is depression 
of the peripheral blood counts. Interferon-induced leukopenia occurs within 12 to 
24 h following administration and a proportional decrease in neutrophils and lym­
phocytes is observed. No direct toxicity to the bone marrow has been observed 
clinically. 
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Clinical Use of IFN y 

Only recently, IFN y was made available for clinical studies because of the difficulty 
in purifying a stable compound. Clinical studies were performed at the MD Ander­
son Hospital at Houstonl90). In this study, intramuscular or intravenous bolus injec­
tion of up to 54 MU of conventionally prepared IFN y produced little clinical toxic­
ity. Antitumor activity was demonstrated in one patient with metastatic renal car­
cinoma out of a group of 18 patients. Most probably, in the near future the first 
clinical studies of recombinant human IFN y will be performed. 

Role of Interferon in the Pathogenesis of Disease 

Since the interferon system appears to be a carefully controlled system, it is not 
unreasonable to expect that perturbations of this system may also be involved in the 
pathogenesis of diseases. The studies of Gresser et al. in animal models191) have 
documented progressive glomerulonephritis in mice treated at birth with interferon. 
At the time of this writing, there is little evidence to indicate a dysregulation of the 
interferon system may be involved in the pathogenesis of human diseases. 

Most investigators agree that in the serum of healthy persons interferon cannot 
be detected. However, Hooks et al.97) have detected IFN y in the serum of patients 
with autoimmune disease, including systemic lupus erythematosus and Sjogren syn­
drome. Similarly, Fujii et al. 192) have detected IFNy in the circulation of patients 
with Behcets disease. Cultures of peripheral lymphocytes of these patiens produced 
IFN y in vitro. Preble et al. 98) have reported the presence of an unusual acid-labile 
IFN a in systemic lupus erythematodes. This interferon was shown to be IFN a by 
neutralization with a specific antiserum, affinity column chromatography and anti­
viral activity on bovine cells. A similar type of human IFN a was observed in the 
serum of homosexual men with Kaposi's sarcoma and lymphadenopathy193). 

The latter studies suggest that hyperproduction of interferon may be involved in 
the development of autoimmune disease. There are only few reports of defects in 
the IFN y system. Bryson et al. 194) have reported a deficiency of IFN y production in 
leucocytes of normal newborns. 

Conclusions 

1. IFN Y is produced whenever T lymphocytes are activated, including 
immunologically specific activation by antigens or alloantigens and nonspecific 
activation by polyclonal activators such as the plant mitogens PHA and Con A. 
Mitogens do not only occur in plants but also in pathogenetic microorganisms 
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such as mycoplasmata. There is yet little evidence for cells other than T cells to 
produce IFN y albeit new data in the future may prove the contrary. 

2. IFN Y is a representative of two groups of biologically important molecules, the 
lymphokines and the interferons. So far IFN y is the only lymphokine having an 
antiviral effect. However, the antiviral effect may have been a coincidental 
discovery and the more important role of IFN y may be in immunoregulation. 

3. The same may be true for other interferons as well, since besides their antiviral 
effect they have a multitude of ("non-antiviral", "cellular") effects. 

4. The classical interferons are the IFNs a and IFN p. The former are the products 
of a multigene family and there are up to 20 subtypes that are distinct in their 
genomic structure. Only one gene is known for IFN p, but based on studies of 
the mRNA there may be also different subtypes of IFN p. IFNs a and IFN p 
show homology and it has been suggested that the genes are derived from a 
common ancestor. 

5. Human IFN y has little or no homology with the above-mentioned interferons, 
and the gene has a different structure, i.e. it contains introns (which are lacking 
in the other interferon genes). 

6. Also the cellular receptors for human and murine IFN yare different from the 
common receptors for IFN a and p. 

7. Based on items 4 and 5 one expects to find considerable differences between the 
biological effects of IFN y and those of the classical interferons, but such infor­
mation ist still scant. 

8. Thus, basically all the effects that have been reported for the classical inter­
ferons have also been observed with preparations of IFN y but it needs to be 
stressed that relatively impure preparations of IFN y have been used in previous 
work and pure preparations have become available only recently. 

9. It was shown in several laboratories that besides those polypeptides observed in 
cells treated by classical interferons, certain proteins are induced uniquely by 
IFNy. 

10. IFN Y clearly has an antiviral effect in vitro, appearing to be quite similar in its 
mechanisms to the antiviral effects of other interferons. Thus, IFN y was dem­
onstrated to induce the same enzyme systems as previously described for IFN a 
and IFN p. There are practically no data on in vivo antiviral effects of IFN y. 

11. IFN y, like other interferons enhances the expression of histocompatibility anti­
gens on the cell surface which again points to the important role of IFN y in 
immunoregulation. 

12. IFN Y activates NK cells and macrophages for cytotoxicity. In fact, IFN y may be 
identical with MAF, although the latter point is still controversial. 

13. Earlier studies with relatively impure preparations suggested that IFN y has a 
greater immunosuppresive potential than other interferon subtypes. 

14. The same has been claimed for the in vitro antiproliferative and the in vivo 
antitumor effect. It was also reported that combinations of IFN alp and IFN y 
have an anti-tumor effect greater than additive. However, the impurities in 
these early preparations of IFN y have to be stressed again, and there is work 
from at least one group that the preparations of IFN y contained potent lym­
photoxins as well. 



198 H. Kirchner 

15. Recently, the gene for human IFN y has been cloned and expressed in bacteria, 
and sufficiently pure material is now available. Besides this, better methods for 
conventional production of IFN y in lymphocyte cultures have been developed 
so that one might also be able to define the structure of natural IFN y. 

16. It can be foreseen that with pure IFN y exciting data in biologic test-systems will 
be obtained and that also the first clinical tests will be performed. The side 
effects of IFN y will have to be determined and whether they are perhaps less 
severe than those of the other interferons. 

17. Despite the great interest in these future clinical tests, it may turn out to be even 
more exciting to further unravel the biologic role of IFN y, both in the body's 
defense systems and in the pathogenesis of disease. Manipulation of the inter­
feron (and/or lymphokine) systems may also lead to therapeutic implications. 
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