


ADVANCES IN CLINICAL CHEMISTRY 

VOLUME 27 



BOARD OF EDITORS 

Herbert E. Spiegel 
Pierre P. Bourdoux 
Margot J. Breidahl 
Jui-San Chen 
Edward H. Cooper 
Leonard K. Dunikoski 
M. A. M. Abul-Fadl 
Malcolm A. Frazer 
Ronald J. Georges 

Maurice Green 
Mogens Horder 
Walter Hordynsky 
Olen Hornykiewicz 
James E. Logan 
Pei-Sheng Mo 
Norbert0 Montalbetti 
Elvira De Serratos 
Steven J. Soldin 

Kihachiro Takahara 



Advances in 
CLINICAL 
CHEMISTRY 

Edited by 

HERBERT E. SPIEGEL 
Department of Laboratories 
St. Vincent's Hospital 

New York, New York 
and Medical Center 

VOLUME 27 

A C A D E M I C  P R E S S ,  I N C .  
Harcourt Brace Jovanovich, Publishers 
San Diego New York Berkeley Boston 
London Sydney Tokyo Toronto 



C O P Y R I G H T  0 1989 BY ACADEMIC PRESS, INC. 
ALL RIGHTS RESERVED 

NO PART OF THIS PUBLICATION MAY BE REPRODUCED OR 

TRANSMITTED IN ANY FORM OR BY ANY MEANS, ELECTRONIC 

OR MECHANICAL, INCLUDING PHOTOCOPY. RECORDING, OR 

ANY INFORMATION STORAGE AND RETRIEVAL SYSTEM. WITHOUT 

PERMISSION IN WRITING FROM THE PUBLISHER. 

ACADEMIC PRESS, INC . 
San Diego ,  California 92101 

United Kingdom Edirion published by 
ACADEMIC PRESS LIMITED 
24-28 Oval Road, London NWl 7DX 

LIBRARY OF CONGRESS CATALOG CARD NUMBER: 58-12341 

ISBN 0-12-010327-3 (alk. paper)  

PRINTED IN THE UNITED STATES OF AMERICA 

8 9 9 0 9 1 9 2  9 8 7 6 5 4 3 2 1  



CO NT E N TS 

CONTRIB~T~RS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

PREFACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Reference Values 
HELGE ERIK SOLBERG AND RALPH G ~ B E C K  

1. From Normal Values to Reference Values , , . . . . . . . . . . 
2. Reference Individuals and Specimen Collection . . 
3. Assay of Analytes and Quality Control . . . . . . . . , 
4. Statistical Treatment of Reference Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5. Alternatives to Conventional Reference Values and Intervals . . . . . . . . . . . . . 
6. Presentation of Observed Values Related to Reference Values . . . . . . . . . . . . 
7. Final Remarks . _. .  . ... . . . . . . . . . . . . . . . . . . . .. . . . . . . 
8. Abbreviations and Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . , . . . . . . . . . . . . . . . . . . . . . . . , . ...................... 

Neopterin as Marker for Activation of Cellular Immunity: 
Immunologic Basis and Clinical Application 

HELMUT WACHTER, DIETMAR FUCHS, ARNO HAUSEN, 
GILBERT REIBNEGGER, AND ERNST R. WERNER 

. . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . .  
ochemistry of Neopterin . . . . . . . . . . . . . . . . . . . . . . . .  

3. Methods of Measurement of Neopterin 
4. Neopterin Concentrations in Healthy Subjects . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . .  

5. Conditions Associated with High Neopterin Levels . . . . . . . . . . . . . 
6. Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . . , , . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . .  

Biochemical Detection of Hepatitis B Virus Constituents 
HSIANG Ju LIN 

1. Introduction . , , . . . . . , , , , . . . . , , 
2. HBV DNA.. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
3. HBV Enzymes , . . . . . . . . . . . . . . . 
4. HBV Polypeptides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . .  

ix 

xi 

2 
17 
34 
36 
58 
61 
67 
68 
69 

82 
88 
94 
97 
99 
123 
125 

143 
151 
174 
179 
183 

V 



vi CONTENTS 

Monitoring Acid-Base and Electrolyte Disturbances 
in Intensive Care 

A. KAZDA, A. JABOR, hf. Z h E k N f K ,  AND K. MASEK 

1 .  Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . .  
2. Osmolality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

4. Potassium . . 

6. Acid-Base Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
7. Computer Program ter, Ion, and Acid-Base Metabolism 
8. Conclusions. . . . 

Referenc .......................................................... 
. . . , . . . . . 

Information in the Clinical Laboratory: 
Computer-Assisted Organization and Management 

STANLEY J. ROBBOY AND RONALD TROST 

1. Introduction . . . . . . . . . . .  . . . . . . . . . .  
2. Ease of Use. .  . . . . . . . . . . 
3. Hidden Enhancements to . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

4. Safeguards.. . . . . . . . . . . . . . . . . . . 
5 .  Enhancements for the User . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
6. Common Core Functions to All Lab Modules.. . . . . . . . . . . . . . . . . . . . . . . . . 

8. Data Presentation and Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . . . . . 

10. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . .  

7. General Chemistry Functions . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Monoclonal Antibodies: 
Production, Purification, and Technology 

DAVID VETTERLEIN 

202 
202 
206 
215 
217 
227 
249 
261 
262 

270 
273 
274 
275 
278 
278 
280 
287 
292 
301 
30 1 

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  303 
2. Monoclonal Antibody Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306 
3. Monoclonal Antibody Purification . . . . . . . . . , . . . . . . . . . . . . . . . . . . . . , . . . . 317 
4. Monoclonal Antibody Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329 

Referenc .......................................................... 342 



CONTENTS vii 

Monoclonal Antibodies: Clinical Applications 
RUDOLPH RECKEL 

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

3. Hormones and Proteins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . .  

4. Cell Surface Antigens . . . . . . . . . . . . . . . . .  

6. Conclusions 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

INDEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

355 
357 
376 
381 
387 
391 
391 

417 



This Page Intentionally Left Blank



CONTRIBUTORS 

Numbers in parentheses indicate the pages on which the authors’ contributions begin. 

DIETMAR FUCHS (81), Institute of Medical Chemisty and Bio- 
chemistry, University of Innsbruck, A-6020 Innsbruck, Austria 

RALPH GRASBECK (l), Minerva Foundation Institute for  Medical 
Research and Laboratory Department, Maria Hospital, Helsinki, 
Finland 

ARNO HAUSEN (81), Institute of Medical Chemisty and Biochemistry, 
University of Innsbruck, A-6020 Innsbruck, Austria 

A. JABOR (209, Department of Clinical Biochemist y ,  Postgraduate 
Medical and Pharmaceutical Institute, 100 05 Prague, 
Czechoslovakia 

A. KAZDA (201), Department of Clinical Biochemist y ,  Postgraduate 
Medical and Pharmaceutical Institute, 100 05 Prague, 
Czechoslovakia 

HSIANG J u  LIN (143), Clinical Biochemistry Unit, University of Hong 
Kong, Hong Kong 

K. MASEK (201), Department of Clinical Biochemist y, Postgraduate 
Medical and Pharmaceutical Institute, 100 05 Prague, 
Czechoslovakia 

RUDOLPH RECKEL * (355) , Immunology Development, Immuno- 
medics, Inc., Newark, New Jersey 07103 

GILBERT REIBNEGGER (81), Institute of Medical Chemistry and 
Biochemist y ,  University of Innsbruck, A-6020 Innsbruck, Austria 

*Deceased 

ix 



X CONTRIBUTORS 

STANLEY J .  ROBBOY (269), Department of Pathology, University of 
Medicine and Dentisty of New Jersey, Newark, New Jersey 07103 

HELCE ERIK SOLBERG (l), Department of Clinical Chemistry and 
Center for Medical Informatics, Rikshospitalet, N-0027 Oslo 1, 
Norway 

RONALD TROST (269), Department of Pathology, University of 
Medicine and Dentisty of New Jersey, Newark, New Jersey 07103 

DAVID VETTERLEIN (303), Genentech, Recove y Process Research and 
Development, South Sun Francisco, California 94080 

HELMUT WACHTER (Bl) ,  Institute of Medical Chemistry and 
Biochemist y ,  University of Innsbruck, A-6020 Innsbruck, Austria 

ERNST R. WERNER (81), Institute of Medical Chemistry and 
Biochemist y ,  University of Innsbruck, A-6020 Innsbruck, Austria 

M. Z A M E C N ~ K  (201), Department of Clinical Biochemistry, 
Postgraduate Medical and Pharmaceutical Institute, 100 05 
Prague, Czechoslovakia 



PREFACE 

Advances in Clinical Chemistry continues the philosophy of expanding 
the horizon of the clinical chemist. In this volume, several chapters are 
included which relate to immunology, computer-assisted organization, 
monitoring electrolyte disturbances, and reference values. The increased 
emphasis on molecular biology and genetic engineering also reflects the 
growing importance of these fields to the practice of clinical chemistry. 
Succeeding volumes of the Advances will continue to amplify the scientific 
and philosophical framework of the clinical chemist both as a practitioner 
and researcher. The editors welcome any suggestions from the readership 
for relevant topics for future volumes and, as always, we also welcome any 
suggestion for improvement. 

HERBERT E. SPIEGEL 

This volume is dedicated to my son, Jimmy, with my prayersfor health 
and happiness for many years to come. 

In Memoriam: 
Rudolph Reckel, Ph. D. 

On January 11, 1989, Dr. Rudolph Reckel was prematurely taken away 
from us by an untimely accident. He was my classmate, my friend, and 
a valued colleague. Rudy was a scientist, a scholar, and a gentleman. He 
was a man of humor and of kindness. The chapter in this volume entitled 
“Monoclonal Antibodies: Clinical Applications” was the last professional 
article Rudy wrote. This series is enriched by his efforts as I was enriched 
for having known and worked with him. 
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1. From Normal Values to Reference Values 

1 . 1 .  INTRODUCTION 

Medicine is an old art, which only during recent centuries has acquired 
the characteristics of a true science. Clinical medicine still contains some 
vestiges of its unscientific past, and there is often little documentation of 
the true value of common procedures, such as confining the patients to 
bed. Similar conclusions may be drawn from the fact that there are re- 
markable national differences in the practice of medicine. 

The clinical laboratory sciences are no doubt the most objective and 
exact of the clinical disciplines. However, as exemplified by the most 
likely unnecessary rite of swabbing the skin before venipuncture (Dl), 
clinical chemistry also has aspects which do not stand scientific critique. 
An example is the concept of “normal value,” which some 20 years ago 
was found to be too imprecise to satisfy modern demands. 

The alternative concept, “reference values,” was proposed in 1969 
((315). Since then, the corresponding theory and terminology have been 
elaborated upon by international, regional, and national organizations and 
bodies. As a result, there are a number of recommendations representing 
a coherent philosophy that every clinician and laboratory scientist ought 
to be acquainted with (A4, AS, H18,15-110, S4-S7, S8-Sl6). As five doc- 
uments in the series of six recommendations produced by the lnternational 
Federation of Clinical Chemistry (IFCC) (see Section 8) has recently been 
internationally approved (15-1 lo), it may be valuable to present and crit- 
ically appraise selected topics covered by these documents. This is one 
of the purposes of this review, which is written by the two previous chair- 
men of the Expert Panel on Theory of Reference Values of the IFCC 
(Grasbeck, 1975-1 978; Solberg, 1979-1 987). Furthermore, the review 
contains an extensive compilation of the literature on reference values 
and related topics. However, the number of publications in this field is 
greater than can be included here: in 1980 more than lo00 studies were 
documented (B8)! 

1.2. NORMAL VALUES 

1.2.1. History 

The roots of the modern conception of normality date back to antiquity, 
particularly to the Platonic doctrine of ideas. Normal essentially means 
“in accordance with the idea” (V 1 ) .  The Belgian statistician QuCtelet 
(1833, who concerned himself with the “average man,” was impressed 
by the fact that biometric data tended to be distributed as a “vase invertee” 
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(Ql).  This bell-shaped distribution was considered to be adequately de- 
scribed by the Gaussian function. Since the results of laboratory tests are 
easy to display in the form of histograms and distribution curves, the sta- 
tistical conception of normality, born in the early decades of the twentieth 
century (V2), became especially popular in the clinical laboratory sciences. 

This simplistic view began to be eroded when it was discovered that 
the distribution of the concentrations of many serum components were 
skew and not Gaussian (G17, W12). Research on the relation between 
blood lipid concentrations and risk for cardiovascular disease revealed 
that values common among the general population were not necessarily 
good or desirable. Critical voices were raised against the concepts of nor- 
mal and normal values (G13, M l l ) ,  and when the reference value concept 
was introduced (G 15) it found wide acceptance among clinical chemists 
and hematologists of the world. Thus, around 1970, the Scandinavian, 
French, and Spanish Societies of Clinical Chemistry, the International 
Federation of Clinical Chemistry, and the International Committee on 
Standardization in Haematology founded expert panels on reference val- 
ues. 

1.2.2. Drawbacks 

The term normal values is ambiguous. It seems to be more precise than 
is actually the case. Confusion arises because of the varied usages of the 
word normal ( M l l ) ,  which in laboratory medicine is used with at least 
three very different connotations: 

1. Statistical sense: Values are often qualified as normal if they appear 
to be distributed like the theoretical normal (Gaussian) distribution of sta- 
tistics. This use of the term normal has often created the erroneous view 
that the distribution of biological data is symmetrical and bell shaped. To 
exorcise the “ghost of Gauss,’’ it has been recommended not to use the 
term normal limits (E2). For a similar reason, the term normal distribution 
should be replaced by the term Gaussian distribution ( M l l ) ,  as is done 
in this article. 

2. Epidemiological sense: An observed value is often declared normal 
if it is typical of the values found in the general population, and abnormal 
if the observed value is atypical. When observed values were compared 
with normal limits, the words normal and abnormal were used. In this 
context, preferable substitutes for normal are common, frequent, habitual, 
usual, and typical ( M l l ) .  

3. Clinical sense: The term normal is often used to indicate that values 
are associated with absence of or low risk for disease. Better terms are 
healthy, nonpathological, or harmless (M11). 
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These meanings of the term normal often conflict with each other. For 
instance, common blood lipid values in the western countries are neither 
associated with lack of pathology nor distributed in the Gaussian fashion. 
In the aged, some forms of pathology, e.g., arthrosis, are so common that 
abnormal is normal. Perusal of clinical-chemical literature reveals titles 
such as “Blood Chemistry in Normal and Pregnant Women,” which im- 
plies that pregnancy is abnormal. And only a century ago it was more 
normal for fertile women to be pregnant than nonpregnant! In fact, a 
woman who cannot get pregnant could be considered abnormal. Use of 
such nomenclature is confusing, indeed! 

The traditional normal values are usually collected from healthy young 
ambulant persons such as laboratory personnel and medical students, but 
are used to judge values observed on bedridden old people. Such values 
are therefore poorly relevant. Usually nothing is known about the con- 
ditions under which they were collected: Were the subjects fasting or sitting 
and was a tourniquet used during specimen collection? Finally, when a 
“normal range” is given, say 15-86 mU/liter, it remains obscure whether 
these figures represent the extreme values observed or a statistically de- 
termined interval. 

1.3. THE CONCEF’T OF REFERENCE VALUES 

1.3. I .  General Description 

The basic idea is that one should provide values from subjects who are 
relevant controls for the patients under study and that these controls should 
be described in detail (Gl l ) .  One didactic way of expressing this is to 
state that the diseases may be regarded as experiments of Nature, and 
that just as in the experimental sciences, one should describe the positive 
and negative controls in sufficient detail to enable critical evaluation and 
repetition of the experiments. 

Though certain common practices have crystallized (e.g., in the testing 
of new drugs on animals), there are no strict rules as to how a scientist 
should design his controls; everyone is free to choose them as he or she 
finds best or realistic. (Parenthetically, it may be observed that one of 
the best criteria for judging the quality of a scientific report is to scrutinize 
its controls.) In the reference value strategy the investigator is also free 
to choose his own controls. 

Another approach to the concept of reference values is by emphasizing 
the aspect of comparison. Clinical data are interpreted and medical de- 
cisions made by comparing observations with other data. Every compar- 
ison has two operands: the data to be interpreted and those used for com- 
parison, i.e., the observations and the references, respectively. A medical 
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decision is reached by comparing an observation with one or more ref- 
erences. This is also the case when laboratory results are interpreted. A 
laboratory result-an observed value-is compared with one or more sets 
of reference values. 

To interpret a patient’s condition, the physician often compares clinical 
observations with reference data. He makes a diagnosis, estimates a prog- 
nosis, or selects a therapy on the basis of empirical data such as those 
obtained by anamnesis, by physical examination, or by laboratory pro- 
cedures. If a patient’s clinical data resemble those characterizing a par- 
ticular disease, the doctor may tentatively conclude that the patient is 
suffering from that illness. This is an example of positive diagnosis. This 
diagnosis is more likely if a set of alternative diagnoses can be excluded 
by comparison of the observed data with the characteristics of these dis- 
eases. That is diagnosis by elimination. In both types of diagnosis, the 
basis is comparison of clinical observations with reference data such as 
previously collected observations on healthy individuals and on patients 
having specified diseases. 

The process of comparison may be more or less formalized. Sometimes 
the physician only makes a rough mental matching of observations against 
his clinical knowledge acquired through personal experience or through 
scientific communication by education, literature, etc. In other instances 
he uses scoring or other more formal techniques. At the highest level of 
formalization, he may apply mathematical models and statistical techniques 
such as Bayesian procedures, pattern recognition, or discriminant analysis. 
These methods are often so complex and demand such heavy calculations 
that the use of a computer is mandatory. 

Close examination of all these types of diagnostic decision making dis- 
closes the importance of comparison. The approaches are different, but 
in all cases the basis is the same: to relate, in one way or another, observed 
data to reference data. But some conditions have to be fulfilled to make 
a comparison valid. When dealing with clinical laboratory results the fol- 
lowing conditions are mandatory (DS): 

1. All groups of reference individuals used should be clearly defined. 
2. The patient examined should sufficiently resemble the reference in- 

dividuals (in all groups selected for Comparison) in all respects other than 
those under investigation. 

3. The conditions under which the specimens were obtained and pro- 
cessed for analysis should be known. 
4. All quantities compared should be of the same type. 
5. All laboratory results should be produced by adequately standardized 

To these general requirements one may add others that become nec- 
methods under sufficient quality control. 
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essary when the advanced techniques for decision making are applied 
(S43). 

6. The stage in the development of each disease that is included into 
the system should be defined. 

7. The diagnostic sensitivity, the diagnostic specificity, the prevalence, 
and the clinical costs of misclassification should be known for all laboratory 
tests used. 

1.3.2. The IFCC Recommendations 

The six IFCC recommendations (of which three have also been adopted 
by the International Committee for Standardization in Haematology) have 
a common title: “Approved Recommendation on the Theory of Reference 
Values.” The parts are ordered in a logical sequence: definition, produc- 
tion, treatment, and use of reference values. 

1 .  The Concept of Reference Values (IS) 
2. Selection of Individuals for the Production of Reference Values (16) 
3. Preparation of Individuals and Collection of Specimens for the Pro- 

duction of Reference Values (17) 
4. Control of Analytical Variation in the Production, Transfer, and Ap- 

plication of Reference Values (18) 
5 .  Statistical Treatment of Collected Reference Values. Determination 

of Reference Limits (19) 
6. Presentation of Observed Values Related to Reference Values (110) 

The first document defines reference values and related terms, and it in- 
troduces topics treated in greater detail in the later documents: the pro- 
duction, treatment, and use of reference values. Documents two, three, 
and four describe stages in the production of reference values: a group 
of adequate reference individuals is selected (second document), the in- 
dividuals are prepared for specimen collection and specimens for analysis 
are collected under standardized conditions (third document), and the 
specimens are analyzed by defined laboratory methods under adequate 
quality control (fourth document). The statistical analysis of reference 
values and the parametric and nonparametric estimations of reference 
limits are presented in the fifth document. The last document concerns 
how reference values are used for comparison with observed values (clin- 
ical values or patient’s results). 

Flowchart 1 summarizes the production, the statistical analysis, and the 
use of reference values (the final nonterminating loop in the chart). The 
present review follows, with some deviations, the order of topics in the 
six IFCC recommendations. The set of recommendations on reference 
values published by the Spanish and French societies of clinical chemistry 
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Select reference individuals 

Prepare the reference individuals and 
collect specimens for analysis 

Assay the collected specimens for the 
constituent(s) under investigation 

Analyze the reference values statistically 
and determine reference limits 

Prepare a patient and collect a 
specimen for analysis 

Assay the collected specimen for the 
constituent(s) to evaluate 

Compare the observed value(s) with the 
reference values, limits or interval(s) 

FLOWCHART I .  Production, analysis, and use of reference values. A doubly lined box 
in this and in the following flowcharts points to the more detailed flowchart indicated in the 
box. 

(S4S7,  S8-Sl6) is partly based on and conforms with, except for minor 
differences, the IFCC recommendations. 

1.3.3. Definition of Three Basic Terms 

The general idea of reference values was presented above. A more for- 
mal definition is given in the first IFCC recommendation (15). This defi- 
nition and some related terms are presented and discussed below. 

The three fundamental terms defined by the IFCC are reference indi- 
vidual, reference value, and observed value: 

1 .  Reference individual. A reference individual is an individual selected 
for comparison using defined criteria. Note: It is usually important to define 
the individual’s state of health. 
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2 .  Reference value. A reference value is the value obtained by obser- 
vation or measurement of a particular type of quantity on a reference 
individual. Note: The term reference value should not be confused with 
the term reference limit. 

3. Observed value (see Section 1.3.4). An observed value is a value of 
a particular type of quantity, obtained by observation or measurement 
and produced to make a medical decision. It can be compared with ref- 
erence values. 

The IFCC actually defines a larger set of terms. The complete sequence 
is reference individual, reference population, reference sample group, ref- 
erence value, reference distribution, reference limit, reference interval, 
and observed values. The relation between the terms is easier to grasp if 
the three terms defined above are characterized as a basic set supplemented 
by two secondary sets of terms: (1) one related to reference individuals 
(reference population and reference sample group) and (2) one related to 
the reference values as such (reference distribution, reference limit, and 
reference interval). These two sets of terms are defined and commented 
on in Sections 1.3.4 and 1.3.5. The definitions of reference value and ob- 
served value given above are slightly rephrased. The reader should consult 
the IFCC recommendation for the exact text (15). 

The concept of comparison referred to in the definitions of reference 
individual and observed value is that presented in Section 1.3.1. There it 
was asserted that comparison is a central topic of the theory of reference 
values, and that every observation needs a yardstick to aid in its inter- 
pretation. 

The concepts defined criteria and state of health used in the definition 
of reference individual may seem dull. The IFCC refers to the important 
and difficult task of selecting suitable individuals for comparison. This 
problem is discussed in detail in Section 2.2. At this stage, it suffices to 
mention the following considerations: The characteristics of the group of 
reference individuals needed depend on the intended use of the reference 
values. Are they to be used for evaluating the health of other individuals, 
for classifying patients’ diseases, for estimating the prognosis of a patient 
with a specified stage of a disease, or for selecting a therapy? The physician 
may need several sets of reference values for a given analyte: health- 
related reference values, reference values for defined clinical groups, etc. 
Since a disease represents a deficiency of health, a disease may, in this 
context, be considered as a “state of health” (15). To produce relevant 
sets of reference values, it is thus necessary to define the criteria by which 
appropriate reference individuals can be selected. Znclusion criteria define 
characteristics of individuals that might enter into the group of reference 
individuals. Exclusion criteria state prohibitive characteristics. 
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But what is a “value obtained by observation or measurement of a par- 
ticular type of quantity”? Some find this expression difficult to understand. 
The problem is that the term type of quantity, which is based on an in- 
ternational recommendation (I4), has not prevailed in scientific literature. 
DybkEr et al. (D6) may be consulted for a formal definition. Here is a 
less formal one: “A quantity is one particular instance of the physical 
reality that can be measured so that a value is obtained. When considering 
a group of quantities of the same type, for instance, values that concern 
the concentration of sodium in serum, then this group is called a type of 
quantity” (G12, p. 349). Other common terms that are roughly synony- 
mous, or at least used with a similar meaning, are analyte, constituent, 
and component. Because of their frequent usage in laboratory medicine, 
the latter terms are preferred in this review. 

1.3.4. Definition of Terms Related to Reference Individuals 

Two IFCC-recommended terms supplement that of reference individual 
(15): 

1. Reference population. A reference population consists of all possible 
reference individuals. Note 1: An alternative definition using set theory 
terms: A reference population is the set of all possible reference individ- 
uals. Note 2: The reference population usually has an unknown number 
of members and therefore is a hypothetical entity. Note 3: The reference 
“population” may consist of only one member, e.g., an individual may 
serve as a reference for himself or another individual. 

2. Reference sample group. A reference sample group is an adequate 
number of reference individuals taken to represent the reference popu- 
lation. Note I: Alternatively, a reference sample group is a subset of the 
reference population. Note 2: The reference individuals in the sample group 
should preferably be randomly drawn from the reference population. 

Two alternative definitions are given for each of the two terms. Those 
using set theory terms (Note I in both cases above) seem to be most 
frequently used in practice. 

The concepts of population and sample are borrowed from statistical 
theory. The basic idea is that the population is the set of all individuals 
that conform to a stated description (selection criteria; see Section 2.2.2), 
and the sample is the subset of the population actually studied. From a 
sample of observations one tries to estimate what might have been found 
if the complete, hypothetical population had been studied. Therefore, when 
we are going to produce reference values, we select a group of reference 
individuals (our reference sample group) according to our stated criteria 
and hope that this group resembles so closely the hypothetical population 
that our reference values are reliable. 
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The reference sample group can only be representative of the reference 
population if all possible reference individuals have the same chance of 
being included in the sample. A statistician would say that the reference 
individuals should be drawn from the population by a random process. 
The problem of random sampling is discussed in Section 2.2.1. 

The population is often, but not always, hypothetical in the sense that 
one usually does not know its size a priori. For instance, one does not 
know without investigating how many healthy women living in the United 
States, aged 20-29 years, take at least 10 g of acetylsalicylic acid each 
month; and such an investigation may possibly never be done. 

1.3.5. Definition of Terms Related to Reference Values 

The IFCC defined three terms that build upon reference values: ref- 
erence distribution, reference limit, and reference interval (15). 

1 .  Reference distribution. A reference distribution is the statistical dis- 
tribution of reference values. Note I : Hypotheses regarding the reference 
distribution obtained from a reference population may be tested using the 
reference distribution of the reference sample group and adequate statis- 
tical methods. Note 2: The parameters of the hypothetical reference dis- 
tribution of the reference population may be estimated using the reference 
distribution of the reference sample group and adequate statistical meth- 
ods. 

It must be admitted that a better definition could have been made; the 
primary statement does not rise much above mere tautology. During the 
drafting of this recommendation-a process that lasted for years-much 
controversy concerning this seemingly harmless definition had to be re- 
solved. Similar difficult problems were often encountered during the 
preparation of the six IFCC recommendations on reference values. To 
make an international recommendation is not a totally scientific activity. 
Sometimes one has to reconcile conflicting opinions and theories in a way 
that results in a rather vague text. In that sense, the production of inter- 
national recommendations resembles diplomacy more than science ! 

The general idea that the definition of the reference distribution should 
communicate is rather trivial. Every reader of statistical texts knows the 
concept of a distribution. The problem with the definition above is that 
it is not explicit enough concerning different connotations of the word 
distribution. It is used with at least three scopes of information: (1) The 
topic of the primary statement of the definition is the empirical sample 
distribution of reference values or the distribution actually observed. (2) 
In addition, the two notes introduce the idea of a hypothetical population 
distribution, i.e., the distribution of values that might have been observed 
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if access to data of the complete reference population was granted. (3) 
The statements in the two notes also imply the concept of hypothetical 
distribution type. Many of the statistical methods alluded to assume that 
the hypothetical population distribution is of the Gaussian type. The type 
is hypothetical in the sense that it is seldom known a priori. Therefore, 
hypotheses regarding the type of distribution underlying the empirical 
sample distribution may be the subject of statistical testing (see Note 1 
of the definition). Problems related to the type of distribution are discussed 
in more detail in Sections 4.3.5 and 4.3.6. 

2 .  Reference limit. A reference limit is derived from the reference dis- 
tribution and is used for descriptive purposes. Note 1: It is a common 
practice to define a reference limit so that a stated fraction of the reference 
values would be less than or equal to the limit with a stated probability. 
Note 2: The reference limit is descriptive of the reference values and should 
be distinguished from various types of decision limits (discrimination val- 
ues) used for interpretative purposes. 

This definition is also rather vague. The general idea of a reference limit 
is conveyed in two ways. Note 1 refers to the common practice of equating 
a reference limit with a fractile (or percentile). Note 2 is some sort of 
negative definition: it tells what a reference limit is not. Various types of 
reference limits (and intervals) are defined and discussed in Section 4.3.1. 
The purpose of a reference limit, and of the related reference interval (see 
below), is data reduction, i.e., to reduce the amount of information con- 
tained in the set of reference values (perhaps hundreds or maybe even 
thousands of values) to something that is manageable in clinical practice: 
one or two descriptive cutoff values. 

Descriptive is a key word here. You cannot make a clinical decision 
only on the basis of the position an observed value has in relation to a 
reference limit. But it is possible to say whether the observed value is 
typical or not of the reference values. Therefore, the reference limit should 
be clearly distinguished from decision or discrimination limits (S33, S34, 
S43), which is not always the case in published studies (e.g., G19). Take, 
for example, the concentration of glucose in blood collected while the 
individual is in a fasting state. The clinical decision value for the diagnosis 
of manifest diabetes mellitus may be quite different from the upper ref- 
erence limit. The location of the clinical decision limit depends on several 
factors: (1) the differences in the location, dispersion, and shape of the 
distributions of glucose values of healthy individuals and of patients with 
defined stages of diabetes mellitus; (2) the prevalence of diabetes in the 
general population; and (3) the relative costs of misclassifcation (is it worse 
to declare a healthy individual diabetic than the opposite?). 
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3. Reference interval. A reference interval is the interval between, and 
including, two reference limits. 

Thus the definition of the reference interval depends on the definition of 
reference limit (see Section 4.3.1). Here it may be pertinent to warn against 
some terms that do not conform with the recommendations of IFCC. Such 
terms are frequently found in scientific literature, even in journals that 
state that IFCC recommendations apply. Some use the term reference 
values with the meaning reference limits (or reference interval). Others 
refer to reference range where interval would be correct. In other contexts 
range signifies the difference between two values. If, for instance, the 
upper and lower reference limits of the concentration of albumin in serum 
are 50 and 35 g/liter respectively, the range, from 50 to 35, is 15 ghiter, 
while the interval is from 35 to 50 ghter, both values included. The qualifier 
normal should also be avoided. The IFCC discourages the use of, for 
example, normal values (or related terms) with the signification health- 
related reference values. Neither should the composite term normal ref- 
erence values (or limits or interval) be used. 

1.3.6. Relation between the Different Terms 

Here is a more complete definition of observed value (see Section 1.3.3): 

Observed value. An observed value is a value of a particular type of 
quantity, obtained by observation or measurement and produced to make 
a medical decision. It can be compared with reference values, reference 
distributions, reference limits or reference intervals. 

The observed value is thus the result obtained by laboratory analysis of 
a specimen collected from a patient. Some call such values test values, 
but the word test in this term is ambiguous, since we also use it in other 
terms, such as laboratory test and statistical test. Some may be misled to 
believe that the comparison of a test value with reference values is a sta- 
tistical test in the strict sense (which is usually not the case). Alternatives 
to the term observed value are clinical value (or result) or patient’s value 
(or result). The following scheme (Fig. 1, modified from Ref. 15) sum- 
marizes the relation between the various terms as defined by the IFCC. 

1.3.7. Classes of Reference Values 

It has already been mentioned that the concept of reference values does 
not automatically imply health. It is therefore a recommendable practice 
to add qualifying terms relating to health-associated parameters, the name 
of a disease, or the conditions of the specimen collection (fasting, supine, 
exercise). Examples of such usage would be health-related reference val- 
ues, diabetic reference limit, or hospital population reference distribution. 
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I REFERENCE INDIVIDUALS I 
constitute a 

REFERENCE POPULATION 1 
fromwhich is selected a 

REFERENCE SAMPLE GROUP 

on which are determined 

1 OBSERVED VALUE I 

may be compared with 
I l l  

REFERENCE VALUES 

on which is observed a 

REFERENCE DISTRIBUTION 

on which is calculated 

that define a 

FIG. I .  Relationship of the terms defined by the IFCC. Modified from Ref. 15. 

We may further distinguish between group-based (population-based) ref- 
erence values and subject-based (personal, individual) reference values 
(G15, H14, IS, W5). Note 3 in the definition of reference population (see 
Section 1.3.4) alludes to subject-based reference values (see Section 4.2.1). 

The reference values may also be univariate or multivariate (A3, B9, 
15, W9). If we, for example, produce, treat, and use separately reference 
values of sodium, potassium, and chloride in serum, we have three sets 
of univariate reference values. In contrast, we have one set of multivariate 
reference values if we treat these three sets of reference values in com- 
bination (see Section 5.1). Furthermore, reference values may be time 
unspecified or time specified (see Section 5.2), depending on their relation 
to biological rhythms or trends (H3, 15). 

1.3.8. Concluding Remarks 

There is a common misunderstanding that the production of reference 
values is extremely difficult. For instance, it has been stated that reference 
values “very rarely can be properly used . . . because . . . all statistical 
requirements [must] be met and all physiological factors [have to be] taken 
into account-a rarely attainable perfection in this imperfect world” (cited 
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in G16). Let our reply to the editor of Clinical Chemistry (G16) be the 
conclusion to this section: 

This is a misunderstanding. Essentially what is required is that a number of reasonable 
pieces of information are provided . . .: 

The characteristics of the population, especially how the subjects were selected and 
how their health was assessed. It is definitely not required that these criteria be very 
rigid, only that they be stated. Thus it would be perfectly sufficient to say that the 
values were derived from the first I 0 0  pretty ladies that Dr. King saw on Broadway, 
and that his criterion for health was that he thought that they were pretty, and that 
they were able to walk, and that their age was 'nubile.' 

The physiological state of the subjects and the preparation for and the execution of 
the specimen collection should be stated. I t  would be compatible with the reference 
value philosophy to state that the subjects were not asked whether they had eaten, 
and that the venipunctures were performed on the street corners while the subjects 
were standing, with the use of a 30-min tourniquet, unsterilized needles, and collection 
of blood into empty beer cans. 

The way the specimen was treated and the analytical procedure used should be 
stated. Again, it would be compatible with the philosophy to state that the cans were 
stored on the roof of Empire State Building from July 15 to July 22, 1981, and finally 
assayed for oxygen according to Lavoisier (1790). (Of course we suspect that the results 
of this Miss Manhattan study would not be printed by Clinical Chemistry). 

1.4. DIFFERENT KINDS OF REFERENCE GROUPS 

1.4.1. Introduction 

By extending the concept of the controls to the clinical situation, one 
can conceive of different sources of reference values. An observed value 
may be related to reference values from different populations and previous 
values from the individual himself (Fig. 2; Table 1). The reference indi- 
viduals are selected depending on the intended use of the reference values 
and their availability. 

FIG. 2. An observed value may be related to reference values from different populations 
and to previous values from the same individual. From Ref. G8 with permission of John 
Wiley and Sons. 

FIG. 2. 
and to pre 
Wiley and 

ttions 
John 

An observed value may be related to reference values from different popuk 
:vious values from the same individual. From Ref. G8 with permission of 
Sons. 
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TABLE I 
TYPES OF REFERENCE POPULATIONS“ 

Nonhospitalized persons 
“Healthy” 

Subjectively healthy, unscreened 
Subjectively healthy, health screened 

Superficially health screened 
Thoroughly health screened 

Persons who survived for a specified time 

Unselected 
With specified diagnoses 
Unselected, visiting a medical unit 

Diseased 

Hospitalized persons 
“Healthy” 

Subjectively healthy, unscreened 
Subjectively healthy, health screened 

Superficially health screened 
Thoroughly health screened 

Diseased 
Unselected 
With specified diagnoses 
Deemed to be comparable to healthy persons 

~~ 

“Modified from Ref. G5 (nonexhaustive list) 

Until recently, most reference populations consisted of ambulant, sub- 
jectively healthy, usually young and working subjects such as medical 
students, laboratory staff, blood donors, or soldiers. However, in the clin- 
ical situation, many other populations would represent more relevant con- 
trols, e.g., healthy hospitalized kidney donors, persons hospitalized for 
cosmetic or orthopedic operations, or subjects suspected of suffering from 
a disease (such as myocardial infarction) but subsequently “acquitted.” 
More interest should be paid to the utilization of such reference popu- 
lations. 

In planning the collection of reference values it is good to bear in mind 
the purposes for which laboratory investigations are ordered: to monitor 
the patient (follow-up), to make a diagnosis, to select therapy, to evaluate 
prognosis, for health screening, for forensic purposes, and for research 
purposes (including testing of drugs). In several of these situations it is 
necessary to know the kinds of values that occur in healthy subjects. In 
treating and monitoring the patient the doctor wishes to know whether 
the values approach or draw away from values typical of health. The use 
of laboratory tests for diagnosis is based on the observation that the values 
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are dissimilar in healthy and diseased persons, and unalike in different 
diseases. The same applies to health screening. However, some healthy 
persons run a higher risk of being afflicted with conditions such as car- 
diovascular disease and the risk correlates with the results of certain lab- 
oratory tests. Low-risk or ideal values may therefore differ from the com- 
mon values of healthy persons. 

Since values from healthy and diseased subjects are of so great impor- 
tance to the practice of clinical laboratory medicine, it is necessary to 
subject these concepts to logical analysis. A brief outline is presented 
here. (For a thorough discussion the reader is referred to Refs. G7 and 
G9.) 

1.4.2. The Concept of Health 

Medicine has a clear-cut goal, to maintain and restore health. Health 
is a goal-oriented concept. Laboratory values from healthy persons there- 
fore represent goal or target values. 

What this goal really is represents a complicated question. The con- 
stitution of the World Health Organization gives the following definition 
(W13): “Health is a state of complete physical, mental and social well- 
being and not merely the absence of disease or infirmity.” This definition 
is widely recognized as being unrealistic. The fault of the WHO definition 
is that health is regarded as something absolute. Experience tells us that 
health is a relative concept. What may be considered compatible with 
health in a developing country may be regarded unhealthy in the affluent 
parts of the world. Carrying parasites or lacking teeth may be cited as 
examples. A person may be ill in one respect and well in another; a person 
whose kidney has been removed may be healthy from the social point of 
view, but obviously cannot be considered a healthy control for kidney 
tests. Myopic and color-blind subjects are rarely considered ill. Still their 
diseases disqualify them from certain jobs. 

It is never possible to establish the presence of health positively, only 
by excluding pathology. Health is thus aprivative concept. Very thorough 
medical investigations may be so invasive that they are risky. The sub- 
jective feeling of health is not a reliable criterion of health because some 
states or diseases are associated with increased and erroneous feeling of 
health, such as mania, frontal lobe brain tumors, and euphoria. Also, some 
individuals try to conceal their illness, e.g., in order to obtain life insurance. 
Everybody is probably a heterozygote with respect to a metabolic disorder. 

The following definition of health (G7, G9) summarizes the relative, 
privative, and goal-oriented aspects of health: Health is characterized by 
a minimum of subjective feelings and objective signs of disease, assessed 
in relation to the social situation of the subject and the purpose of the 
medical activity, and it is in the absolute sense an unattainable ideal state. 
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1.4.3. Diseuse 

To define the concept of disease and to categorize subjects into disease 
groups entails even more difficulties. The names of the diseases and the 
diagnoses have evolved over a long period of time and have not been 
created with the same logic. Some diagnoses are based on the pathogenic 
agent (tuberculosis), some on pathological anatomy (carcinoma and my- 
ocarditis), and some on symptoms (stenocardia); some are labels for con- 
ditions which may not be homogeneous entities (schizophrenia and rheu- 
matoid arthritis). The categorization of diseases is in a state of continuous 
flux. Recognized entities tend to break down into smaller subentities; lab- 
oratory investigations have greatly contributed to this development. Pe- 
culiar names such as pseudo pseudohypoparathyroidism have developed 
as the result of such subclassification, and several kinds of diabetes mellitus 
exist today. 

A few centuries ago diseases were considered to be comparable to animal 
and plant species, and attempts were made to produce a taxonomy of 
diseases; one was made by Linnaeus. Today we do not consider a disease 
to be an individual entity of its own but rather an interaction between one 
or many pathogenetic causes and promoting factors and a biological or- 
ganism. Because individuals have a different genetic and environmental 
background, different individuals never have exactly the same disease, 
and thus every diseased individual may be considered to have a unique 
disease of his own. However, it is necessary to group together relatively 
similar conditions in different individuals, otherwise it would be impossible 
to collect and transmit medical experience. 

In addition to the individual variability of the diseases, the course of a 
disease varies over time. Incipient disease is difficult to distinguish from 
health. It is thus obvious that the laboratory findings in diseases must by 
necessity overlap with values obtained from healthy subjects. This is one 
of the main deficiencies of systems for computer-assisted diagnosis. They 
tend to focus on (often undefined) stages in the evolution of diseases. 

2. Reference Individuals and Specimen Collection 

Before discussion of this topic it is necessary to discuss some factors 
that must be taken into account when collecting reference values. 

2.1. PREANALYTICAL FACTORS 

The rate of production and breakdown of substances in the body and 
their concentrations in the body fluids are influenced by a multitude of 
factors, such as intake of meals, posture, and time of the day. The con- 
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centrations of substances in the specimens are influenced by the gauge 
of needles used for venipuncture, whether open or vacuum blood collection 
tubes are utilized, the additives contained in the specimen collection ves- 
sels, etc. Following its collection, the specimen may be treated in various 
ways, e.g., separation of clot from plasma, centrifugation, and freezing, 
thawing, and division of the specimen into samples subsequently to be 
analyzed. The factors influencing the results of a laboratory test between 
the ordering of the test and the analysis proper are called preanalytical 
factors. 

It is convenient to divide the preanalytical factors into in vivo or bio- 
logical factors and in vitro factors. The in vivo factors act in the subject 
prior to or during specimen collection; the in vitro factors cause variations 
in the specimen following its collection. Obviously the relevant reference 
individuals and their specimens should be treated in a manner as similar 
as possible to the treatment of corresponding patients and their specimens. 

A large number of factors cause variation in the composition of body 
fluids and tissues (Table 2). The quantitative importance of these factors 
varies, and different components react in different ways (S18, S19, S35). 
Fortunately, related substances frequently react in approximately the same 
way, e.g., reaction of macromolecules in plasma to changes in posture 
and use of tourniquet. In the following sections a few of the more important 
factors acting in vivo on commonly assayed components are briefly dealt 
with (the in vitro factors are discussed in Section 2.3.2). 

2.1.1. Fasting and Intake of Meals 

Well-known effects of food intake are a rise in blood glucose and insulin 
concentration. The increase in plasma lipids is evidenced by the appear- 

TABLE 2 
FACTORS CAUSING BIOLOGICAL VARIATION" 

Age 
Activity 
Altitude 
Blood type 
Body mass and surface 
Chronobiological rhythms 
Diet (type, amount) 
Disease 
Environment (humidity, temperature) 
Ethnic group and race 
Exercise 
Exposure to toxic agents, radiation, etc. 

Genetic factors 
Pharmacologically active agents 
Physical fitness 
Posture 
Profession 
Puberty, menstruation, pregnancy, menopause 
Relation to meals 
Sex 
Socioeconomic class 
Specimen collection (site, technique) 
Stress 
Trauma 

"Nonexhaustive list 
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ance of turbid plasma; the turbidity may interfere with analytical proce- 
dures. Patients are therefore frequently asked to abstain from food intake 
before laboratory tests. Digestive enzymes such as serum amylase also 
react to food ingestion. The nature of the food eaten is often reflected in 
the composition of plasma and urine. These short-term effects should be 
distinguished from long-term changes induced by fasting or eating a special 
diet. To mention a few examples, fasting increases the concentration of 
bilirubin (S36) and induces acidosis. A purely vegetarian diet may cause 
low concentrations of serum cobalamin (G14); eating large amounts of 
oranges or carrots may produce excessively high serum carotene levels; 
the lipid content of a diet is reflected in the concentrations of plasma 
cholesterol and lipoproteins. 

2.1.2. Posture 

Posture is known to influence the concentration of macromolecular and 
cellular components of blood (F2, S37; see Fig. 3). The serum total protein 
concentration changes on the average about 8% (in some individuals up 
to 20%) when going from the supine position to standing (K6); walking 
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FIG. 3. The effects of a change in posture from supine to standing (left) and of tourniquet 
(right). The specimens were taken following a 15-min stay in the new posture and following 
a 3-min versus a I-min application of tourniquet. ASAT, aspartate aminotransferase; ALAT, 
alanine aminotransferase. Hatched bars, p c0.05. Modified from Ref. S35 with permission 
of the authors. 
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around increases this difference (L3). These changes take place within 15 
min. Similar changes have been reported for a large number of plasma 
proteins and the small molecular substances bound to them. Among the 
blood cells, at least the erythrocytes and platelets react in this way (L8). 
In clinical practice the blood hemoglobin concentration has been used to 
judge whether a patient is fit to be operated upon. Changes in the posture 
of patients have apparently often caused hemoglobin values to transgress 
such decision limits and have probably caused unnecessary transfusions 
and refusals to operate. 

2.1.3. Tourniquet 

The effects of tourniquet application resemble those of assuming a more 
upright posture, i.e., the macromolecules and macromolecule-bound sub- 
stances in plasma increase (K6, S37), see Fig. 3. 

2.1.4. Site of Specimen Collection 

The composition of the blood varies depending on whether it is obtained 
by puncturing a vein or an artery or by pricking the skin. Skin puncture 
blood resembles, but is not identical to, arterial blood. It is more oxy- 
genated and has a higher glucose concentration than does venous blood 
and its acid-base values resemble those of arterial blood (K6). Skin punc- 
ture blood from the ear lobe and finger may differ slightly in composition 
(W3). The effects of posture also may be slightly different in blood from 
different sites (E. A. Leppanen, unpublished). 

2.1.5. Physical Exercise 

Strenuous exercise, such as marching long distances carrying a heavy 
backpack, marathon runs, and long-distance skiing, may have strong ef- 
fects, especially on untrained individuals, and may even induce patho- 
logical conditions such as march hemoglobinuria. It is well known that 
serum creatine b a s e  increases following moderately heavy exercise (S36). 
However, moderate exercise taken by laboratory technicians on a bicycle 
ergometer (120-160 W for IS min) was found to have negligible effects 
on aspartate and alanine aminotransferases, creatine kinase, lactate de- 
hydrogenase, potassium, and sodium in serum. Very short-term rises were 
observed in many of the components mentioned, but after 15 min all 
changes except that of the serum potassium concentration had disappeared 
C7). 

2.1.6. Chronobiological Rhythms 

A large number of components have been shown to exhibit chrono- 
biological rhythms: circadian, weekly, monthly (including menstrual), 
seasonal, etc. (H3, 538, S39, Wll).  The strongest circadian variations 
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tend to be exhibited by some hormones such as cortisol and renin. Cir- 
cadian rhythms have been found in the particle concentration of blood 
cells, in the serum concentrations of iron, bilirubin, and creatinine, and 
in the urinary excretion of potassium, corticoids and catecholamines. The 
circadian rhythm is only partly the result of influences such as light and 
darkness, sleeping and being awake, change in posture, work and rest, 
and food intake. Such factors may synchronize hypothetical internal 
clocks. Circadian and weekly rhythms may be related to work schedules. 
Seasonal fluctuations have been found for thyroid hormones, immuno- 
globulin, and cholesterol in serum. 

2.1.7. Activi?y of Sexual Organs 

Pregnancy has not only strong and specific effects on the production 
and concentration of several hormones, but also on many other compo- 
nents not directly related to the reproductive function. Especially strong 
effects have been found on the concentrations of some serum proteins. 
For instance, lipoproteins and ceruloplasmin increase. Similar changes 
are induced by the intake of oral contraceptives (see below; L4). 

The menstrual cycle is accompanied by, or rather caused by, fluctuations 
in the secretion of estrogens and progestins. Some indirectly related com- 
ponents such as serum cholesterol also fluctuate during the menstrual cycle 
(Al).  Menopause is accompanied by changes such as a rise in serum al- 
kaline phosphatase. 

2.1.8. Pharmacological Agents 

Drugs and other pharmacological agents have widely varying and fre- 
quently strong and specific influences on the constituents of blood and 
urine (TI). Thorough reviews have been published on this topic (TI, Y2). 
Among the drugs, the oral contraceptives deserve special mention. A 
combined estrogen-progestin pill increased a,-macroglobulin, lipoproteins, 
transfenin, plasminogen, a,-antitrypsin, ceruloplasmin, and thyroxine- 
binding globulin concentrations in serum (L4). Caffeine and ethanol con- 
tained in common drinks are also pharmacological agents. They are di- 
uretics, and alcohol intake has been reported to increase serum aspartate 
and alanine aminotransferases (S35) as well as to induce hypoglycemia 
(Ml). However, alcohol intake at low (“social”) levels seems to have 
negligible effect (see Section 2.2.2.2). Smoking also has a number of phar- 
macological effects. 

2.1.9. Altitude 

The effect of altitude on hemoglobin concentration is well known. Low 
air pressure, e.g., during mounting climbing, induces diuresis, and many 
other effects of mountaineering have been reported (B12, W2). 
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2.1 . lo .  Age, Sex, Race, Geographical Location, and Socioeconomic 
Conditions 

Compared to the factors enumerated above, these influences are fixed 
and impossible or difficult to change by exogenous action. Among the 
best known sex differences are those in the blood hemoglobin and eryth- 
rocyte concentrations, but minor differences are noticeable in a multitude 
of components, for example, serum urate (M7). Great differences, of 
course, occur in the serum concentrations of sex hormones and sex-specific 
enzymes (prostatic acid phosphatase). 

The concentrations of many components change with age, and relatively 
great differences are observed for many components during early infancy 
and puberty and in women after menopause (M10). Genetic differences 
are naturally observed in genetic markers such as blood group substances 
and HLA antigens, but there are also differences in genetically less directly 
controlled components. For instance, American blacks tend to have higher 
immunoglobulin concentrations in serum than does the white population, 
and in the United States immigrant Oriental women have been found to 
have higher plasma estradiol levels than are found in their Caucasian 
counterparts; the dietary intake of fat and fiber could explain this difference 
(G3). Average concentrations of serum cholesterol have been observed 
to be different in different socioeconomic groups, e.g., in South Africa. 
Dietary habits play a role here, too. Similar factors explain national dif- 
ferences, which may disappear following migration (Fl). 

2.2. SELECTION OF REFERENCE INDIVIDUALS 

Traditionally, values from healthy individuals have beeen used (16). 
However, as described in Section 1.4.2, what is meant by health depends 
on the purpose of the study, and therefore different criteria of health are 
applied in selecting healthy reference individuals. Finally, values from 
individuals with defined diseases are needed. According to the relativistic 
concept of health, diseased individuals are also healthy (15); their health 
is decreased but not absent. In preventive medicine one is interested in 
finding individuals at low risk, whereas in clinical work one is usually 
content with the aim of restoring the health of the patient to the level he 
or she enjoyed prior to becoming ill or to a level commonly exhibited by 
matching individuals. 

When selecting the reference individuals one should carefully consider 
the purpose for which the reference values are to be used. For instance, 
when it is planned to collect reference values for a test revealing myocardial 
infarction, the ideal negative controls may be other patients with similar 
complaints attending the same medical service unit but who are found not 
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to suffer from myocardial infarction. In fact, healthy subjects of the same 
age and sex category are rather uninteresting controls! 

Health-related reference values can be produced longitudinally by ex- 
cluding values from individuals who died or fell seriously ill within a spec- 
ified time, say 10 yr. Production of reference values in this way may be 
especially suited for the higher age groups, where individuals satisfying 
even mild criteria of health are difficult to find (BS), and for premature 
babies, for whom neither babies born at term nor unborn fetuses provide 
suitable controls. 

The definition of reference individual (see Section 1.3.3) refers to “de- 
fined criteria” to be used in the selection process. The criteria may be of 
two types: either they include or they exclude individuals from the ref- 
erence population. An exclusion criterion can always be rephrased as an 
inclusion criterion, e.g., “exclude men” equals “include women.” The 
definition of the reference population (see Section 1.3.4) usually consists 
of a set of inclusion/exclusion criteria. For instance, include males aged 
2 1 4 0  yr and exclude nonhealthy men and those who take drugs. 

In some cases, it is desirable to subclassify the reference values into 
homogeneous subsets (see Section 4.2.1), e.g., according to age or sex. 
The distinctions between partitioning criteria and selection criteria are 
often dependent on the purpose of the study. For instance, both age and 
sex are selection criteria if one needs a group of male controls aged 21- 
40 yr; otherwise age and sex are common criteria for partitioning. 

2.2.  I .  Selection Strategies 

The selection of reference individuals may be characterized by three 
pairs of qualifiers: direct or indirect, a priori or a posteriori, and random 
or nonrandom. The IFCC accepts only direct selection of reference in- 
dividuals (15). One selects directly when inclusion/exclusion criteria are 
applied to individuals of a parent population. For various reasons, mostly 
related to the costs and labor involved, an indirect selection strategy has 
been suggested ( B l ,  K5, M4, M5,  S44). The basis for this strategy is the 
laboratory results and not the individuals as such. Usually, mathematical 
or graphical methods are used to identify the “normal” part of the dis- 
tribution of values obtained by routine analysis of clinical specimens. The 
indirect method is, however, unreliable and cannot be recommended be- 
cause the estimated reference limits depend heavily on the particular 
mathematical method used for the “selection.” Even if the same math- 
ematical procedure were used, the resulting estimates would probably vary 
across hospitals and for the same hospital at different times. 

By the a priori strategy one selects individuals directly from the parent 
population by applying the inclusion/exclusion criteria (B5). Because of 
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the amount of work involved, this procedure is best suited for smaller 
studies. The a posteriori method is based on the availability of a large 
collection of data on medically examined individuals, including their lab- 
oratory results (S 19). Centers for health screening or preventive medicine 
may provide such data. The selection criteria are applied to the individuals 
in the data base, and the laboratory results of those accepted are the re- 
quired reference values. The a priori procedure is the best one, but the 
a posteriori method may provide reliable reference values when correctly 
used. 

Ideally, the reference individuals should be a random sample of all in- 
dividuals fulfilling the selection criteria, i.e., all individuals in the reference 
population should have the same chance of being selected. This is difficult 
to achieve in practice. A strict random sampling scheme would imply the 
examination of and application of inclusiodexclusion criteria to the entire 
parent population (thousands or millions of persons), ,and then the random 
selection, e.g., by raffling, of a subset of individuals from among those 
accepted. We do not obtain a random sample, in the strict sense, if we 
start by selecting individuals randomly from the entire population and 
then apply inclusiodexclusion criteria to select reference individuals. Still 
this method may be the best approximation to a random sampling scheme 
we can achieve in practice. Often the situation is even worse: reference 
values are produced from a sample which is definitely nonrandom, for 
instance, a group of blood donors or those working in the laboratory. 

A few guidelines are recommended: (1) Try to design a sampling scheme 
that is as random as possible, all practical problems taken into account. 
(2) The definition and the sampling process should be made known to the 
user. (3) Interpret the results with due caution, remembering the possible 
bias introduced by the nonrandomness of the sample. 

Among the other strategies mentioned above, the indirect method pro- 
duces a definitely nonrandom sample, but the a posteriori procedure is 
also prone to nonrandomness. 

2.2.2. Selection Criteria 

The following sections give examples of some commonly used selection 
criteria. Some or all of them should be applied, depending on the intended 
use of the reference values and the analytes assayed. 

2.2.2. I .  Disease. Individuals suffering from diseases and disorders may 
be excluded by anamnestic data (e.g., data obtained by a questionnaire), 
clinical examination, and laboratory investigation. The extensive list of 
possible exclusion criteria prepared by the Scandinavian Committee of 
Reference Values (A4) may be used as a checklist. However, when these 
criteria were applied to a general population, a very large proportion of 
the individuals in the higher age groups were excluded (BS). 
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2.2.2.2. Pharmacological Agents. Individuals taking drugs are usually 
excluded. Individuals taking oral contraceptives, alcohol, tobacco, and 
caffeine-containing drinks are also typically excluded. It is usually rec- 
ommended to exclude individuals who are heavy drinkers and those who 
have ingested alcoholic beverages later than 24 h prior to blood collection. 
However, a recent study indicated that social intake of alcohol (0.75 
g/kg) on three consecutive evenings had little effect on a number of com- 
monly assayed analytes (L7). 

2.2.2.3. Modified Physiological States. Pregnant women and persons 
who recently have ingested food or have exercised heavily are usually 
excluded. A recent study indicates that moderate exercise has little effect 
on some commonly assayed serum enzymes (L7). Stress and psychological 
disorders may also have undesired hormonal and metabolic effects. 

2.2.3. Partitioning 

The reference sample group may be partitioned in different ways, de- 
pending on the analyte and the intended use of the reference values. How- 
ever, certain criteria must be fulfiied before subgrouping can be considered 
useful (see Section 4.2.1). 

2.2.3.1. Age and Sex. Age and sex are the most commonly used criteria 
for subclassification of the reference values (A7, R3, WI). The age intervals 
should be chosen in accordance with known age-dependent variation of 
the component under investigation. Periods where rapid changes are ob- 
served, such as early infancy, puberty and menopause, may demand nar- 
rower intervals. Bone age, height, and body mass are mostly better in- 
dicators for categorizing children than temporal age. One should also 
attempt to distinguish variations due to deviations from the ideal body 
mass and differences due to age and sex. This has been shown to be val- 
uable with serum creatinine. 

2.2.3.2. Genetic, Socioeconomic, and Environmental Factors. For 
some components it may be of value to subclassify the subjects according 
to ethnic origin, geographical location, pigmentation, or genetic markers 
such as blood groups, histocompatibility antigens, and phenotypes of 
plasma proteins and tissue enzymes. 

2.2.3.3.  Biological Criteria. As described in Section 2.1.2, posture 
(standing, sitting, or supine) may have strong effects, apparently mediated 
by hemodynamic factors, kidney perfusion, and hormonal balance. It may 
therefore be desirable to select separate reference sample groups for am- 
bulant and hospitalized populations in cases where posture has clinically 
significant influence on the values. In some instances chronobiological 
data should be used for partitioning (e.g., serum cortisol). 

The use of the concept of a reference state has been suggested (S19) 
to facilitate comparison of populations and to enable the transfer of ref- 
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erence data. The idea is to minimize the influence of biological variations. 
For many components the variation appears to be least in young adults. 
An individual is considered to be in the reference state if the person is 
20-30 yr of age, has an ideal body mass, has fasted for 10 h, does not 
take any drugs, consumes less than 45 g of alcohol, smokes less than 12 
cigarettes per day, and has no apparent illness. 

2.3. PREPARATION OF INDIVIDUALS; COLLECTION OF SPECIMENS 

It is common practice to attempt to control a number of preanalytical 
factors when reference values are produced (17). Great preanalytical vari- 
ation in reference values diminishes the chance to detect clinically im- 
portant deviating observed values because of the resulting low signal-to- 
noise ratio. Failure to control these variations is also incompatible with 
the basic requirement of the reference value philosophy, that the observed 
values and reference values (i.e., the experiment and the negative controls) 
be produced under as similar conditions as possible, which obviously in- 
cludes the collection of the specimen, its subsequent treatment, and anal- 
ysis. 

Such considerations have led to the standardization of procedures for 
the preparation of the subject prior to and during specimen collection and 
for the specimen collection procedure. Most of the current recommen- 
dations deal with the collection of blood (A4, A5, H18, M6, N1, N2), but 
work has been initiated to produce recommendations on the collection of 
urine. 

2.3. I .  Biological Factors 

These factors may be divided into two groups, those that can and those 
that cannot be influenced (G6). To the latter belong sex, age, race, and 
similar factors, which are commonly used to partition the reference in- 
dividuals into groups. 

Important factors that one can influence are (1) meals and prolonged 
fasting, (2) intake of pharmacologically active substances including drugs, 
hormones, ethanol, caffeine, and tobacco, (3) hemodynamic factors in- 
cluding posture, and (4) cell and tissue damage induced by physical work, 
muscle massage, venipuncture, etc. 

2.3.2. Methodological Factors 

These factors are related to the specimen collection, the in vitro effects 
of handling of the specimen, and the analysis. During specimen collection 
there can be interference by blood collection techniques (use of tourniquet, 
vacuum tubes, etc.), equipment (needle, receptacle, etc.), additives (an- 
ticoagulants, aids for separation of serum from plasma, etc.), and the order 
of filling the tubes. The interference may be caused by cell damage, with 
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release of intracehlar components such as potassium (L6), by introduction 
of contaminants such as heavy metals, or by inhibition of active substances 
by EDTA. 

2.3.3. Handling of Specimen 

The conditions prevailing during the storage and transport of the spec- 
imen may change the concentration of many substances. The nature of 
the container and the container temperature may influence the composition 
of whole blood and serum, etc. The treatment of the specimen prior to 
analysis may also interfere, e.g., the time and temperature of the storage 
before analysis, the speed of centrifugation, the techniques used for freez- 
ing, thawing, and mixing the specimen, etc. [The difference between the 
terms specimen and sample should be noted. The specimen is collected 
from the individual, but sample is the part of the specimen used for analysis 
(D6, W.1 

2.3.4. Standardization 

Only factors having a clinically meaningful influence are worth con- 
trolling. In other words, the magnitude of the effect should be such that 
there is reason to believe that its elimination influences clinical decision 
making. However, different components react in different ways, and ide- 
ally there should be a separate protocol of standardization for each group 
of related analytes. For instance, control of body posture is important in 
studies on particulate elements of blood and the macromolecular sub- 
stances in plasma, but may be completely unnecessary for many ions and 
small molecular analytes. On the other hand, it would be highly impractical 
to devise special protocols for every component to be assayed, because 
it is common practice to use the same specimen for the assay of several 
substances. The standard schemes published are therefore based on the 
philosophy that they are to be used when clinical specimens are taken for 
the assay of common analytes. 

It is relatively easy to arrange standard conditions during a project to 
produce reference values, but in the clinical situation when specimens 
are taken from patients it may be difficult. If the specimen has been col- 
lected under nonstandardized conditions, the physician needs additional 
information to be able to interpret the findings in relation to reference 
values. It is therefore good practice to write relevant information on the 
forms used to request laboratory tests, e.g., “the patient has not been 
fasting. ” 

Some components behave so differently during commonly occurring 
conditions that one should consider producing special sets of reference 
values for typical conditions, e.g., for ambulant and hospitalized individ- 
uals or for supine and sitting subjects. Observed values should also be 
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adjusted to compensate for nonstandard conditions before the interpre- 
tation. Quantitative data on the effects of factors such as meals, drug 
intake, exercise, and posture should be made available to the clinicians 
to enable such correction. The textbook of Siest et al. (S19) is a good 
source of information, but more studies on such effects are needed, e.g., 
on the combined effect of two or more sources of variation. Are they 
additive or multiplicative? Or do they counteract? 

Alternatively, reference values could be collected for some typical sit- 
uations. For instance, traffic accidents tend to occur at night and the vic- 
tims have often eaten, drunk alcohol, danced, etc. Some such situations 
may be so common that it would be worthwhile collecting special reference 
values for them. [This has been called the empirical approach, in contrast 
to the predictive or corrective approach just described (G6).] At least one 
such pilot study has been made ((318). Interestingly, it was found that 
many of the differences in the composition of blood with respect to stan- 
dard conditions were small and clinically negligible. The probable expla- 
nation was the stabilizing effect of a 15-min period of sitting before spec- 
imen collection. Recent experience indicate that a 15-min rest before 
specimen collection is possible to carry out in clinical routine and reduces 
significantly the disturbing effects of biological variation (G1 1). 

2.4. RECOMMENDED PROCEDURES 

2.4.1. General 

Detailed schemes have been published concerning the preparation of 
individuals before blood collection and the procedures for the collection 
of the specimen and its subsequent handling. A few examples of such 
procedures are given below. As emphasized many times above and by 
the IFCC recommendation (I7), throughout one reference value project 
and in collecting specimens from patients the preparation of the individuals 
and the collection and subsequent handling of the specimens should be 
as similar as possible. Also, when reference values are presented, these 
standard procedures should be described and made available to the user. 
Unfortunately, violations of this rule are common. 

As discussed in Section 2.3.4, it may sometimes be difficult to follow 
recommended procedures, e.g., in emergency situations. Therefore, ob- 
served values should be interpreted by taking into account the likely effects 
of deviations from the recommended procedure. When routine specimens 
are taken from patients, notes of such details should be made and reported 
to the physician in order to facilitate the interpretation. The relevant IFCC 
recommendation (17) enumerates a number of factors which should be 
annotated and reported when collecting reference values from reference 
individuals (Table 3). 
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TABLE 3 
CHECKLIST: COLLECTION OF REFERENCE VALUES' 

Preparation of the individual 
Prior diet 

Type (habitual food or defined diet) 
Amount (habitual o r  restricted, augmented, or supplemented) 
Duration (previous day, previous week, etc.) 

Duration (hours, overnight, etc.) 
Extent (food only, both food and drink, only specified foods and drinks, etc.) 

Pharmacologically active substances (alcohol, caffeine-containing drinks, tobacco, 

Duration [hours, previous dayfs), previous weekfs)] 

Types of drugs 
Quantity and timing 
Duration 

Duration (days) 
Sleeping (length and timing) 
Meals (timing) 

Long term (physical training and work-related activity) 
Short term (e.g., walking immediately prior to collection) 

Rest period prior to collection 
Posture (sitting, supine) 
Duration (minutes, hours) 

Emotional stress (including infants crying intensely) 
Fainting during specimen collection 
Noise 

Specimen collection 

Temperature 
Relative humidity 
Altitude 

Time of day 
Relative (to sleeping, to meals, or to other exogenous factors) 
Season 

General (upright, sitting, supine) 
Relative position of collection site (e.g., arm 45" below the horizontal) 

Arterial blood 
Venous blood 
Skin puncture blood 
Other types 

Fasting or non-fasting 

Abstinence 

dispensable drugs, etc.) 

Drug regimen 

Synchronization in relation to biological rhythm(s) 

Physical activity 

Stress 

Environmental conditions during collection 

Time 

Body posture 

Specimen type 

(continued) 



30 HELGE ERIK SOLBERG AND RALPH GRASBECK 

TABLE 3 (Continued) 

Collection site 
Dependent on specimen type 

Site preparation 
Disinfection 

Promoting of blood flow 
Warming or local drugs 
Tourniquet (duration and pressure applied) 
Muscle work of the hand (pumping) 

Puncture device (type, dimensions, shape, and material) 
Receptacle (capillary tube or larger tube made of glass, plastic, or other type of 
material) 
Vacuum tube or not 
Additives (anticoagulant, preservative, silicon, or other type of separation 
promotor) 

Puncture 
Collection (free flow or suction) 

Alternative Gollection sites 
Duration of rest period between attempts 

Equipment 

Tec hique 

What to do in case of failure 

Specimen handling 
Transport 

Container, preservatives 
Temperature 
Duration 

Time 
Temperature 
Promoting agent 

Centrifugation force and time 
Temperature 

Container 
Preservative, if any 
Temperature (specified in degrees) 
Duration 

Thawing 
Mixing 

Clotting 

Separation of serum of plasma and particulate elements 

Storage 

Preparation for analysis 

"This checklist includes factors that should be considered for inclusion and data that 
should be noted and reported during collection of reference value data (17). 
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2.4.2. Specific Recommendations 

As examples, summaries of a few recommendations are presented here. 
2.4.2.1 Venous Blood from Adults. The Scandinavian Committee on 

Reference Values has published a recommendation “Standardization of 
Adult Individuals and the Blood Specimen Collection Procedure for Pro- 
ducing Reference Values.” The recommendation, published in 1975 (A4), 
is now fairly old and is therefore presently under revision. However, its 
general outlines remain unchanged. 

The recommendation envisages the collection of two sets of reference 
values, one from ambulant subjects, another from supine subjects, cor- 
responding to  outpatients and hospitalized patients, respectively. The 
standardization of ambulant subjects is illustrated in Fig. 4. A very concise 
summary of the procedure is as  follows [NCCLS (NI)  has published a 
less exacting recommendation on venipuncture]. 

All subjects, the day before specimen collection: Ordinary food intake, 
not more alcohol than one bottle of beer, after 2200 h no food, no smoking, 
not more liquid than one glass of water. Ambulant subjects: Rise from 
bed 1-3 h before specimen collection, note time. Not more physical ex- 
ercise than a short walk. Venipuncture at 0800-1000 h following a 15-min 
rest in an arm chair. During puncture the arm is kept 45” below the hor- 
izontal plane. Use no tourniquet, but the vein may be pressed proximally 
with a finger. Afternoon procedure (controls for afternoon outpatients): 
Standard morning breakfast (-1300 kJ = 310 kcal), e.g., two open sand- 
wiches, two cups of tea, coffee, or milk. Venipuncture 1300-1500 h fol- 
lowing 15 min of sitting as described above. Supine subjects: Remain in 
bed in the morning (may visit toilet). Specimen collection, 0700-0900 h, 
with arm in the horizontal plane, no tourniquet. 

Wash puncture site mildly with 70% ethanol. Puncture cubital vein with 
a 20-gauge I .5 needle using vacuum tube system; note time of puncture. 
In case of failure, puncture other arm following 15-min rest. 

Processing and storage of specimens: To produce serum, keep tube at 
room temperature for 60-90 min, cover with paraffin film, centrifuge 10 
min at  800 g .  Loosen clot with plastic rod. To produce plasma, centrifuge 
at  once. For storage, tubes should be at  least one-third full; cover with 
paraffin film. If optimum stability conditions are unknown, analyze spec- 
imen within 3 h or store at 6 7 ° C ;  store for more than 24 h at  - 20°C and 
for more than 3 days at - 70°C or lower. Thaw specimens at room tem- 
perature in water bath, invert tubes 20 times to ensure homogeneity; do 
not refreeze. 

2.4.2.2. Skin Puncture Blood from Children. An inquiry demonstrated 
that widely different procedures were used to take skin puncture blood; 
the Scandinavian Committee on Reference Values thus recommended the 
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FIG. 4. Standardization of the ambulant subject before specimen collection by veni- 
puncture. From Ref. G10 with permission of Becton Dickinson Vacutainer Systems Europe. 

following procedure for children aged 0-15 yr (A5): For neonates note 
body weight and gestational age. For children approaching 15 yr use pos- 
ture recommended for adults. Attempt puncture before morning meal; 
record time of puncture and preceding meal. Keep child calm; if child is 
not calm, make a note. Children above I yr should sit; those above 12 
years should sit for 15 min. Select an unused, nonedematous puncture 
site. Warm puncture site with wet, warm (39°C) cloth (measure temper- 
ature!) if the skin is cold or if the child is &7 days old, and for hematological 
and blood gas analyses. Make a note if disinfectant or ointment is used. 
Use standard lancet (2.4-mm tip for children younger than 3 months). 

Figure 5 depicts puncture sites recommended for infants aged 0-3 



FIG. 5 .  Recommended puncture sites (hatched areas A, B,  and C) of the foot of an 
infant. From Ref. AS with permission of Scand. J .  Clin. Lab. Invest. and Department of 
Clinical Chemistry, Central Hospital, Eskilstuna. Sweden. 
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months and for infants aged 3-6 months with birth weights below 2500 g. 
For bigger children, the specimen is collected from the fourth finger or 
the ear lobe. Blood from different sites must not be used during the same 
reference value project. Always make a note of the site. 

The recommendation describes the puncture procedure in great detail. 
Because of the risk for hitting the calcaneus bone with subsequent infec- 
tion, it is important to observe strictly the instructions for puncturing the 
skin of the heel. Following the puncture, wipe away the first drops of 
blood and only use the subsequent drops. Fill the collection vessel max- 
imally without causing venous congestion or massaging the skin. In infants, 
previous collections may change the composition of the circulating blood. 

For every collection of reference values, standardize the in vitro pro- 
cedures and the handling and storage of specimens, e.g., separation of 
serum from clot. Record these details. Other recommendations on col- 
lection of skin puncture blood have also been published (M6, N2). 

3. Assay of Analytes and Quality Control 

3.1. ANALYSIS AND CONTROL 

The analysis of constituents in the collected specimens is briefly de- 
scribed in the fourth IFCC recommendation (IS). As stated in Section 
1.3. I ,  the methods used for the production of reference values and for 
clinical assay of analytes should produce results that are comparable. Ide- 
ally, the analytical methods should be identical. If not, the reference values 
should be transferable. The problems of transfer of reference values is 
the topic of Section 3.2. 

The analytical method, including the reagents and equipment used, must 
be described in enough detail to permit adequately trained laboratory per- 
sonnel to proceed in the same manner and obtain reproducible results. 
This description is an essential part of the documentation of the reference 
values produced. In addition, it is necessary to ensure long-term stability 
of the analytical method both in the period when the reference values 
were produced and during their subsequent clinical use. This requires 
quality control to assure both accuracy and precision. A description of 
quality control is outside the scope of this review, but the reader is referred 
to the IFCC recommendations (12, 13, IS) and other relevant literature 
(D3, S31). 

Some claim that the analytical quality, as regards both systematic and 
random errors, should be better for reference values than for clinical rou- 
tine assay. This may be true for accuracy. All measures should be taken 
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to eliminate analytical bias or, alternatively, to determine its size and keep 
it stable. But superprecision is not necessarily needed. To facilitate direct 
comparison of observed and reference values, it is usually desirable to 
keep the imprecision during the production of reference values at the same 
level as that obtained by good-quality routine analysis. Therefore, ref- 
erence values should preferably be produced under controlled but realistic 
routine conditions (18). For the same reason, it is advisable to analyze 
specimens from reference individuals in several runs to include the be- 
tween-run component of variation. A safe way to obtain comparability is 
to insert these specimens among clinical specimens into adequately mon- 
itored routine runs. 

3.2. TRANSFER OF REFERENCE VALUES 

Production of reliable reference values for all analytes assayed in a lab- 
oratory may be a costly exercise, often far beyond the capabilities of a 
single laboratory. As a result, reference values are often produced by 
collaborative projects. This is especially true when the availability of 
specimens is scarce, for instance, when producing pediatric reference val- 
ues (H 17). It is thus necessary to make reference values transferable from 
one institution to another. The same need arises when analytical methods 
are changed or modified. Furthermore, comparability of results among 
laboratories is also important when several laboratories serve the same 
population, and in multicenter scientific studies. 

The problem of transferring reference values obviously emerges only 
when the laboratories serve the same or sufficiently similar populations. 
PetitClerc and Kelly (P2) showed that it was difficult to transfer reference 
values both within the same population in Sherbrooke, Canada, and be- 
tween two populations in France and Canada. They stated some important 
prerequisites for successful transfer: 

I .  The populations should be adequately described and matching. 
2. In a pilot study, small data sets from both populations should be 

compared to check for systematic differences arising mainly from prean- 
alytical and analytical factors. Preferably, a well-defined and stable sub- 
class of the population may be selected for this study. Healthy males aged 
20-24 yr,  who are considered to be in a “reference state” (S19), may be 
used for this purpose. 

3. Quality control specimens should be exchanged to ensure close 
agreement in analytical performance in both laboratories. 

4. The preparation of reference individuals and the collection of spec- 
imens should follow the same scheme of standardization. 
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5. Mathematical correction can compensate for discrepancies. One 
possibility is to adjust by linear regression. 

Other methods for mathematical adjustment during the transfer of ref- 
erence values have been suggested. Some procedures (S3) are probably 
too simple to be valid. It is necessary to adjust for the effects of differences 
in both bias and imprecision (S25). Among the methods suggested, that 
of Strike et al. (S42) is probably best one published to date. Their method 
was developed and tested in a recent theoretical and empirical study. They 
eliminated the interlaboratory bias and accounted for differences in an- 
alytical imprecision by an extension of the well-known SD unit transform 
(G20). 

4. Statistical Treatment of Reference Values 

4.1. INTRODUCTION 

Reference values may be analyzed statistically in many ways, depending 
on the project (H9). Typically, one may wish to test the hypothesis that 
two samples of reference values are drawn from the same parent popu- 
lation, i.e., to test that there are no statistically significant differences 
between two sets of reference values. This is, for instance, relevant if a 
laboratory method has been changed or substituted by another method. 
Then it is necessary to test whether the methodological change causes a 
need for new reference limits or not. Another example concerns whether 
it is necessary to make available different sets of reference values for an 
analyte depending on the conditions during specimen collection (sitting/ 
supine, fastinglnonfasting, etc.). Most of these problems may be solved 
by standard parametric or nonparametric statistical methods (B11, H4, 
LS, s1, S20). 

Another main problem is reliable determination of reference limits (H9, 
19, M4, S21, S22, S25, S27, W7). Many of the statistical methods applied 
in this context are standard methods, but-as always-it is necessary to 
use them correctly. Some of these methods are not found in standard 
textbooks on statistics. A third use of statistics is to permit presentation 
of observed values in relation to reference values (see Section 6.2). 

The statistical analysis of reference values and the estimation of ref- 
erence limits and their confidence intervals may be done without a com- 
puter. But computing facilities may be convenient if the size of the set of 
reference values is large. The iterative transformation routines described 
in Section 4.3.6 require a computer. Standard statistical software packages 
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(B6, S2, S30, S32) contain most of the routines needed for such work. 
The additional computation required can usually be done with a calculator. 

The two-stage iterative transformation method is not available in stan- 
dard statistical programs. Therefore, the special-purpose statistical pro- 
gram REFVAL was designed to solve this problem (S24). It treats ref- 
erence values as recommended by the IFCC (19). Two versions are 
available: (1)  a FORTRAN subroutine package that can be incorporated 
into a user’s own program, and (2) a complete program (written in 
Turbopascal) for IBM PCs or look-alikes running PC/MS-DOS. 

Flowchart 2 shows the recommended order of the different steps (19). 
This flowchart also describes the sequence of routines in the REFVAL 
program (S24). Tests used to detect the need for partition of reference 
values into homogeneous subsets (see Section 4.2.1) were omitted from 
REFVAL because of their general availability in standard statistical pro- 
grams (B6, S2, S30, S32). REFVAL is thus not designed to be an alter- 
native to statistical software packages. It is a supplement. 

Here it is assumed that quantitative data are basically of the continuous 
type, which usually is the case with most analytes assayed in clinical lab- 
oratories. The real distributions are, however, often stepwise, because of 
rounding of the values to a specified least significant digit for the analysis. 
The effects of rounding may demand special treatment of data (see Section 
4.3.5.3). Laboratory data may, however, be of other types. Qualitative 
data are either binary (yedno, present/absent, positivehegative, male/ 
female, etc.) or polytomous (i.e., several values or categories are possible 
such as blood groups or types of blood cells). Some types of quantitative 
data have a set of discrete values. Such semiquantitative data may be 
coded as -, +, + +, . . ., by integers (0, 1, 2, . . .), or by descriptive 
labels such as infant, child, teenager, and adult. The treatment of quali- 
tative or semiquantitative data is outside the scope of this review. 

4.2. PREPROCESSING OF REFERENCE VALUES 

The routines shown in the top five boxes in Flowchart 2 may be grouped 
as data preprocessing, that is, preliminary steps before the estimation of 
reference limits. Most of the techniques applied here are conventional 
statistical procedures. It is thus not necessary to discuss these steps in 
great detail in this review. 

4.2.1. Partitioning of Data; Subject-Based Reference Values 

Many biochemical and physiological quantities are dependent on sex, 
age, and other characteristics (A7, R3, Wl) .  Partitioning of the set of 
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FLOWCHART 2. Statistical treatment of reference values. 

reference values into more homogeneous subsets may therefore reduce 
variation among subsets and result in narrower reference intervals (19). 
Such reference intervals are then qualified as age-specific, sex-specific, 
age- and sex-specific, etc. The process of dividing the set of reference 
values according some criterion or criteria (see Section 2.2.3) is called, 
in addition to partitioning, stratification, categorization, subgrouping, and 
subclassification. The resulting subsets are also called partitions, strata, 
categories, subgroups, and subclasses. 
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Though apparently simple in principle, partitioning is often a rather 
complex affair. The most difficult problem is to determine when parti- 
tioning is really needed: 

I .  Excessive subgrouping should be avoided because it necessarily re- 
sults in small subsets. Since each subset is analyzed separately (Flowchart 
2), partitioning reduces the precision of the estimated fractiles. 

2. In some cases, the data at hand are already subclassified according 
to some criteria. Then combination of the subsets into one big set may 
be considered and tested for validity (B4). 

3. Statistically significant differences in location or dispersion of the 
reference values in possible subclasses may indicate that partitioning 
should be considered. Standard statistical parametric or nonparametric 
tests are appropriate here (BII ,  H4, L5, S1, S20). 
4. Significantly different means or variances, however, do not justify 

partitioning without additional evidence. If the intended purpose of a ref- 
erence interval is to detect individual biochemical changes, differences 
among means of class-specific reference values may be statistically sig- 
nificant and still too small to warrant replacing a single reference interval 
with several class-specific reference intervals, e.g., for age and sex. 

Harris (HS, H6) has studied this problem extensively. To simplify, he 
assumed Gaussian distributions for both individual and group-based vari- 
ation. He showed that the average ratio r of intra- to interindividual vari- 
ation was decisive. More formally, the average ratio r is defined as follows: 
the average value of individual variances divided by the variance of mean 
values. The population-based reference interval has less than the desired 
sensitivity to changes in the biochemical status of an individual if r 6 0.6, 
while this interval may be a more trustworthy reference when r > 1.4, at 
least for individuals whose intraindividual variations are close to average. 
Even if r > I .4, the reference interval remains less sensitive than desired 
in persons whose intraindividual variations are smaller than average and 
too sensitive in those whose variations are greater than average. 

The r ratio has consistently shown the same variation among commonly 
assayed analytes in several studies (H13, P3, W6, Yl ) .  As an example, 
the study of Winkel and Statland (W6) shall be cited. They determined 
the average ratio r of 39 analytes in blood. Their results fall into four 
groups, within which the analytes are listed according to increasing r val- 
ues: 

1. r 6 0.20: IgM, IgA, haptoglobin, alkaline phosphatase, IgG, y-glu- 
tamyltransferase, complement C3, complement C4, a,-antitrypsin, and az- 
macroglobulin. 
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2. r = 0.21-0.40: basophils, cholesterol, transferrin, orosomucoid, 
eosinophils, hemoglobin, hematocrit, platelets, lymphocytes, monocytes, 
and triglycerides. 

3. r = 0.41-1 .OO: lactate dehydrogenase, alanine aminotransferase, 
creatinine, total WBC, cortisol, creatine kinase, neutrophils, thyroxine, 
urea, aspartate aminotransferase, and uric acid. 

4. r > 1.00: total protein, chloride, iron, potassium, sodium, calcium, 
and albumin. 

Of these blood analytes, 27 (69%) had r S 0.6 (all up to and including 
creatine kinase), while only 3 (8%) had r > 1.4 (sodium, calcium, and 
albumin). Thus, the group-based reference intervals for the majority of 
these analytes would be bad referents for assessing a change in individual 
biochemical status, and they would probably be reliable for only 3 analytes. 
An unanswered question in the study (W6) is whether partitioning of the 
reference values into subsets would produce a more sensitive reference 
interval. 

The desired goal of partitioning is to increase the ratio r to at least 1.4 
in the subsets. The required percentage reduction of the standard deviation 
(from set to subset) depends on the prior value of the ratio in the set (H6): 
r = 0.4, 54%; r = 0.6, 37%; r = 0.8, 23%; r = 1.0, 13%; and r = 1.2, 
6%. This reduction, for instance 37% when the prior ratio is 0.6, can be 
difficult to achieve in practice. The alternative is to compare observed 
values with individual or subject-based reference values. The theory of 
individual reference values is either based on time-series models (H5- 
HlO, H12, H14, W10) or on physiological models (W5, W6, W8). The 
reader is directed to the referenced literature on this topic. It has also 
been suggested to determine age- and sex-related reference intervals by 
a linear regression model (Gl). In the following discussion it is assumed 
that a homogeneous reference distribution (either consisting of the com- 
plete set of reference values or a subset obtained by partitioning) is avail- 
able for the statistical treatment (Flowchart 2). 

4.2.2. Visual Inspection of Data; Handling of Outliers 

Visual inspection of the reference distribution, e.g., in a conventional 
histogram, is a safeguard against the misapplication of statistical methods 
and the misinterpretation of their outcome. It is difficult to identify and 
eliminate erroneous reference values. Statistical methods usually can only 
detect incorrect values that are unusual in some respect. If each analyte 
is treated separately, erroneous values can only be identified as outliers, 
i.e., values far from the other values (B3, H15). Incorrect values hidden 
in the body of the reference distribution pass undetected. In contrast, 
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multivariate methods can also identify a hidden single value as a possible 
error because it causes the multivariate pattern to be atypical (B3, H15, 
K 1). 

Visual inspection of histograms is a simple and reliable method for iden- 
tification of outliers (19). If the reference distribution has a long right tail 
(positive skewness), a preliminary logarithmic transformation may facilitate 
the visual identification. Many numerical or statistical methods for outlier 
detection have been suggested (B3, H15), but none are applicable in all 
circumstances. Some fail because they assume a Gaussian (or other type 
of) distribution. The type is, however, not known a priori, and it may be 
impossible to test in the presence of outliers. Other methods fail when 
more than a single outlier exists. 

Some recommend iterative trimming of extreme values by excluding 
those outside, say, three standard deviations in each pass. A preliminary 
logarithmic transformation may be necessary (G4). The IFCC recom- 
mendation (19) advocates a modified Dixon test (D4) which identifies an 
extremely low or high value as a possible outlier if its distance to the next 
value in the distribution exceeds one-third of the total range of values. 
This method, which is implemented in the REFVAL program (S24), has 
been criticized (L l l )  because of its fixed criterion (one-third of the range). 
However, because the type of distribution is generally not known a priori, 
the method is only a rough rule of thumb and a single, approximate cri- 
terion is adequate. 

Values identified as possible outliers should not be discarded auto- 
matically (as is done with some statistical systems). The complete pro- 
cedure for the production of the dubious value (Flowchart 1) should be 
back-traced to detect any errors. It may be necessary to reanalyze the 
specimen. The value should be corrected, kept, or discarded according 
to best judgment. The reference distribution should be reinspected if one 
of more outliers have been removed (Flowchart 2). 

4.3.  ESTIMATING REFERENCE LIMITS 

4.3. I .  Types of Reference Limits; Confidence Intervals 

A rather imprecise IFCC definition of the term reference limit was pre- 
sented in Section 1.3.5. One reason for its vagueness is that at least three 
kinds of group-based reference intervals have been proposed in the lit- 
erature (19, S21, S25, W7): 

1.  The tolerance interval is defined as an interval which can be claimed 
to contain at least a specified fraction of the population’s values with a 
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stated degree of confidence (Hl ,  H2, L5, W7). The size of the tolerance 
interval is dependent upon the number of reference values and upon the 
specified confidence, being wider with smaller samples and with higher 
confidence. It is also possible to define a tolerance interval without spec- 
ified confidence (L5). Then it will contain on the average a stated pro- 
portion of the reference values. Since the tolerance interval is an estimate 
of an interval of the population’s hypothetical reference distribution, the 
use of the tolerance interval is strictly limited to situations where the as- 
sumption of random sampling is fulfilled (see Section 2.2.1). 

2. The prediction interval is bounded by upper and lower limits, between 
which a future observed value is expected to fall with a specified prob- 
ability (Hl,  H2, W7). Like the tolerance interval, this kind of reference 
interval is strictly limited to situations where the sampling process was 
completely random. It further presupposes that the future observation is 
a true member of the reference population from which the sample was 
obtained. The latter assumption may be false for observations obtained 
at later times. 

3 .  The interfractile interval (or interpercentile interval) is the most fre- 
quently used kind of reference interval and is recommended by the IFCC 
(19). It is defined as an interval bounded by two fractiles (or percentiles) 
of the reference distribution. The terms fractiles and percentiles mean the 
same, only the scale is different. The a-fracrile is the value below and 
including that in which lies a specified fraction CY of the cumulative dis- 
tribution (D6, H4, 15). The percentile is the fractile expressed with 100 
(instead of one) as the basis (K4). The preferred terms herein are fractile 
and interfractile interval. 

The distinction between these three types of reference intervals is mainly 
theoretical. When the sample size is at least 100 reference values, the 
differences between the numerical values of these intervals are too small 
to be practically important. The following discussion of the estimation of 
reference intervals is based on the interfractile interval in accordance with 
the IFCC recommendation (19). 

The size of the reference interval should be adjusted according to clinical 
requirements or usual practice. The use of the central 0.95 interval defined 
by the 0.025 and 0.975 fractiles (Fig. 6) is so common that, in the absence 
of a specification, this size is usually assumed. As other sizes and asym- 
metric locations of the fractiles are sometimes used, authors should always 
state what kind of interval they report. To simplify the following presen- 
tation, the lower and upper reference limits are assumed to be the 0.025 
and 0.975 fractiles, respectively. The central 0.95 interval is obtained by 
cutting off 2.5% of the values in each tail of the reference distribution. 
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FIG. 6. The 0.025 and 0.975 fractiles (central 0.95 reference interval) and the effect of 
sample size on their 0.90 confidence intervals. From Ref. 15 with permission of the IFCC. 

The techniques presented are general and may easily be adapted to other 
sizes or locations of the interval. 

Fractiles, determined on a sample reference distribution, are estimates 
of the true fractiles of the population. The smaller the sample the greater 
is their imprecision. The IFCC therefore recommends to specify the con- 
fidence interval of each reference limit (Fig. 6). A confidence interval is 
bounded by two limits, within which the true population value is found 
with the stated confidence p. Because of its common usage, the confidence 
p = 0.90 is assumed here although another p value may be chosen. 

Figure 6 shows also that the width of these confidence intervals are 
unequal if the reference distribution is asymmetric (the interval in the long 
tail is wider). This fact has obvious, but often ignored, consequences for 
the interpretation of an observed value close to a reference limit. For 
instance, a value slightly smaller than the lower reference limit in Fig. 6 
may be highly unusual, but a value considerably above the upper reference 
limit may be relatively typical. 

4.3.2. Parametric or Nonparametric Method? 

Reference limits (fractiles) and their confidence intervals may be de- 
termined by parametric or nonparametric statistical methods. The para- 
metric types assume a specified (usually Gaussian) distribution and use 
estimates of parameters (e.g., mean, standard deviation, and coefficients 
that determine shape). In contrast, nonparametric methods do not make 
any assumptions of distribution type nor do they use estimates of distri- 
bution parameters. Fractiles may also be determined visually on a graph 
of the cumulative reference distribution. Some assume a Gaussian or log- 
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Gaussian distribution (linear plot on Gaussian or log-Gaussian probability 
paper), but the graphical method is applicable without this hypothesis (L2). 

The confidence intervals obtained by parametric methods are seemingly 
narrower than those of the nonparametric estimates. Theoretical and em- 
pirical evidence indicates that the true precision is fairly similar (19, L1 1). 
The formulas used to compute the parametric confidence intervals of frac- 
tiles (see Section 4.3.7) assume a Gaussian reference distribution. But the 
true reference distribution is not known a priori. Therefore, one has to 
test how well the sample distribution conforms with the hypothetical dis- 
tribution type. If the test declares that the distribution is non-Gaussian, 
it must be transformed by mathematical functions. These two steps, testing 
and transforming, are sources of variation that add to the calculated im- 
precision of the fractiles. A study based on computer simulation seems 
to indicate that the calculated parametric 0.90 confidence intervals of 
fractiles should be expanded by 19-33% (mean, 25%) (L11). For instance, 
it was found that a better estimate for a confidence interval 222-253 of a 
upper reference limit of 236 was 217-256, i.e., 26% wider. 

The confidence intervals described above give limits for true fractiles 
in the population. Another type of confidence interval of fractiles has also 
been described (H9, H16): confidence limits for the true fraction of a pop- 
ulation included within the sample-based reference interval. In this case 
both parametric and nonparametric methods are also available for esti- 
mation (H9). 

There are several studies wherein the parametric and nonparametric 
methods for estimating fractiles have been compared on simulated or real 
data (B10, L11, R1, R2, ,917, S21). The results of these studies may seem 
somewhat confusing. Some claim the superiority of the nonparametric 
method (Rl,  R2, S17), while others recommend the parametric method 
(BIO), and a third group finds no hard evidence in favor of either method 
(Ll 1 ,  S21). There may be several reasons for the conflicting conclusions: 
(1) these studies did not apply the same parametric methods; (2) different 
nonparametric methods were also used; and (3) even more important, dif- 
ferent types of distributions were employed, some of these being very 
atypical of those found with biological data. A critical evaluation of these 
comparative studies implies that, with the types of distributions usually 
encountered in clinical laboratory medicine, both methods, parametric 
and nonparametric, perform well. Therefore, one can usually select be- 
tween the two methods (see Flowchart 2) according to personal preferences 
or computing facilities at hand. When successful, both methods usually 
give very similar estimates of reference limits. The precision of their es- 
timates is probably not too dissimilar (see above) to be of importance in 
the selection. 
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4.3.3. The Nonparametric Method 

The IFCC (19) recommends a simple method based on ranked data (M8, 
R2) because it may be applied manually. A computer implementation 
(REFVAL) also exists (S24). The procedure is as follows: 

1. Sort the N reference values in an ascending order: x, S x2 s .-. s 
X N .  

2. Assign rank numbers to  the values: 1 ,  2, . . ., N .  Consecutive rank 
numbers should be given to values that are equal (“ties”). 

3. Compute the rank number of the a fractile (lower reference limit): 
a(N + 1). Note: It has been claimed (R4) that the rank number of the a 
fractile is more accurately determined by the expression a ( N  + 0.2) + 
0.4. 

4. Find the original reference value corresponding to the fractile’s rank 
number if it is an integer. Otherwise, interpolate between the two reference 
values between which the noninteger rank value lies. 

5. Look up in Table 4 the rank numbers of the fractile’s p = 0.90 con- 
fidence interval. Alternatively, find the ranks a and b of the two p con- 
fidence limits by a formula based on the binomial distribution (M8, R2): 

This numerical method has been implemented in the REFVAL computer 
program (S24). An approximation based on the Gaussian distribution has 
also been published (H9). The nonparametric 0.90 confidence interval is 
only defined for N 2 119 (19, R2). 

6. Repeat steps 3-5 for the 1 - a fractile (upper reference limit). 

More refined methods for nonparametric estimates of fractiles and their 
confidence interval have been published. In some cases, the tails of the 
reference distribution are smoothed by fitting a mathematical function (R4, 
S17). A weighted fractile method has also been described (S17). These 
methods are probably somewhat more accurate and precise, but they usu- 
ally require the assistance of computer programs. 

4.3.4. The Parametric Method: Introduction 

Flowchart 3 outlines the parametric method. The reference limits (frac- 
tiles) and their confidence intervals can be estimated directly if the sample 
reference distribution is found to be nonsignificantly different from the 
Gaussian distribution. Otherwise, the reference distribution should be 
transformed to  a Gaussian shape before making the estimates. In that case 
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TABLE 4 
CONFIDENCE INTERVALS OF REFERENCE LIMITS (NONPARAMETRIC)’? 

Rank numbers Rank numbers 

Sample size Lower Upper Sample size Lower Upper 

119-132 1 7 566-574 8 22 
133-160 I 8 575-598 9 22 
161- 187 I 9 599-624 9 23 
188- 189 2 9 625-63 1 10 23 
190-218 2 10 632-665 10 24 
2 19-248 2 11 666-674 10 25 
249-249 2 12 675-698 11 25 
250-279 3 12 699-724 I I  26 
280-307 3 13 725-732 12 26 
308-309 4 13 733-765 12 27 
3 10-340 4 14 766-773 12 28 
341-363 4 15 774-799 13 28 
364-372 5 I5 800-822 13 29 
373-403 5 16 823-833 14 29 
404-417 5 17 834-867 14 30 
4 18-435 6 17 868-87 1 14 31 
436468 6 18 872-901 15 31 
469-470 6 19 902-9 I9 15 32 
47 1-500 7 19 920-935 16 32 
501-522 7 20 936-967 16 33 
523-533 8 20 968-970 17 33 
534-565 8 21 971-1000 17 34 

”The table shows the rank numbers of the 0.90 confidence interval of the 0.025 
fractile for samples with 119-1000 values. To obtain the corresponding rank numbers 
of the 0.975 fractile, subtract the rank number in the table from N + I ,  where N is 
the sample size. (From Ref. I9 with permission of the IFCC.) 

the estimated reference limits and confidence intervals must be trans- 
formed back to the original data scale. 

When the values are distributed in a non-Gaussian fashion, the calcu- 
lation of reference limits by a method that assumes Gaussianity may result 
in useless or even bizarre estimates. It is very common that distributions 
of laboratory data exhibit positive skewness, that is, they have a heavy 
lower part and a long tail toward high values. The common practice of 
calculating the reference limits as the values located two standard devia- 
tions below and above the arithmetic mean leads to serious bias. In some 
cases, the lower limit may even be negative, which obviously is nonsense 
if the reference values are all positive. Still such “estimates” of fractiles 
may be found in the literature (although, for cosmetic reasons, the negative 
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lower limits may have been adjusted to zero). The three essential parts 
of the parametric method are therefore as follows: 

I .  Tests of Gaussian distribution, i.e., statistical tests of how well the 
reference distribution conforms with the Gaussian distribution (see Section 
4.3.5). 

2 .  Transformations. A transformation is a mathematical function that 
is applied to all reference values to obtain a new distribution closer to 
Gaussian form than the original one. For instance, the logarithms of the 
reference values may adjust a positively skewed distribution to symmetry. 
Other transformations are presented in Section 4.3.6. 



48 HELGE ERIK SOLBERG AND RALPH GRASBECK 

3. Estimation of the fractiles (reference limits) and their confidence in- 
tervals are straightforward when the distribution is Gaussian-originally 
or by transformation (see Section 4.3.7). When necessary, the estimates 
are back-transformed to the original data scale by applying the inverses 
of the transforming function(s). 

4.3.5. Tests of Gaussian Distribution 

Many tests of Gaussianity have been proposed. Mardia’s extensive re- 
view may be recommended as a source of information on both univariate 
and multivariate tests (M3). In the following discussion only univariate 
tests that have proved useful in the statistical treatment of reference values 
will be presented (19). 

The need to test the Gaussian hypothesis arises in two situations of the 
parametric method: (1) prior to estimating reference limits, as shown in 
Flowchart 3 (at the top and following the transformation box), and (2) 
during the transformation, for monitoring the convergence toward Gaus- 
sian shape (see Flowchart 4). To test the success with the same test as 
used during the transformation may give a too optimistic picture. There- 
fore, the two situations demand two classes of distribution tests based on 
different principles. Broadly, tests of Gaussian distribution may be divided 
into two categories: 

1. Goodness-offit tests are based on the differences between the in- 
dividual values in the sample distribution and the corresponding values 
of the hypothetical Gaussian distribution. The differences between the 
sample and hypothetical distributions are nonsignificant if these differences 
are all small or if test statistics calculated from them are within critical 
limits. Examples of this category of distribution test are the graphical test, 
the Kolmogorov-Smirnov test, the Anderson-Darling test, and the Cra- 
mer-von Mises test. These tests are presented in detail below. The x2 test 
(L5, Sl,  S20) belongs to the same family, and it was previously a popular 
test. It is not discussed here as it has been shown to be less effective than 
the alternatives (M3, S40). 

2. Coefficient-based tests use parametric measures of the shape of the 
distribution. With these tests the hypothesis of Gaussian distribution is 
rejected if the calculated coefficient exceeds critical limits. The most fre- 
quently used tests in this category are based on the coefficient of skewness 
(a measure of asymmetry of the distribution) and on the coefficient of 
kurtosis (a measure of tail heaviness). 

A note on nomenclature: There is no generally accepted standard no- 
menclature for tests of Gaussian distribution, which explains the confusing 
use of terms in scientific literature. Some call all such tests. of both cat- 
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Define the transforming function 

Transform data 

Compute the coefficient of skewness 

Is the coefficient of skewness 
sufficiently close to zero? 

h Compute the coefficient of skewness 

stop Failure! 

c 
Compute the coefficient of kurtosis 

Define the transforming function 

Transform data 

Compute the coefficient of kurtosis 01 
Is the coefficient of kurtosis 
sufficiently close to zero? 

Is the number of iterations less 
than a specified maximum? 

] stop Failure! 
I 

FLOWCHART 4. Two-stage iterative transformation of data. 
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egories mentioned above, goodness-of-fit tests. Here it is preferred to re- 
serve that term to the group of tests that evaluate the deviations of the 
individual data points from the hypothesis. This use of the word “fit” is 
similar to its usage in other domains of statistics, e.g., in regression anal- 
ysis. Some use the term “empirical distribution function” (EDF) tests for 
those called goodness-of-fit tests here (S40). 

The two categories of tests are based on different principles. This may 
provide dissimilar tests for the two test situations described above. The 
IFCC recommends to apply a goodness-of-fit test prior to estimating the 
reference limits and to use coefficient-based tests for monitoring during 
the transformation (19). 

The REFVAL computer program (S24, S26) performs all tests described 
below except the graphical test. Its iterative two-stage transformation to 
Gaussianity is monitored by the coefficients of skewness and kurtosis, 
while the Anderson-Darling test is applied for testing the distribution be- 
fore the estimation of fractiles and their confidence intervals. 

4.3.5.1. Goodness-of-Fit Tests. The graphical test on Gaussian prob- 
ability paper has frequently been used in the past, but it should be avoided 
because the nonlinear ordinate makes the visual evaluation unreliable (19). 
The reliable Kolmogorov-Smirnov test is the numerical analog of the 
graphical test (19). The procedure is as follows (19, S26, S40): 

I .  Sort the reference values xi  according to numerical values: x, s x2 
s 9 . .  s XN. 

2. Compute the standardized differences: vi  = (xi  - AV,)/SD,, where 
AV, is the arithmetic mean (average) and SD, is the standard deviation. 

3. Transform the differences vi to the corresponding cumulative prob- 
abilities wi of the standard Gaussian distribution. These probabilities may 
be found in statistical tables (LS, PI, S1, S20) or by numerical approxi- 
mation on a computer (C2, S24). 

4. Find the maximum difference D,, between the cumulative reference 
distribution and the hypothetical Gaussian distribution and compute the 
sample size-adjusted test criterion *DmNs: 

D’ = max(i/N - wi) ( i =  1 ,  . . . ,  N )  
D- = max[wi - ( i  - I)/NI ( i =  I ,  . . . , A ’ )  
D,,, = max(D’, D-) 

*Dmax = DmaX(<N - 0.01 + 0.85/fi) 

5. Evaluate the test criterion *D,,,ux by comparison with tabulated critical 
values (S40) or by using a computed approximation (S24, S26). The Gaus- 
sian hypothesis is rejected at the 0.05 significance level if the criterion 
exceeds the critical value 0.895. The critical value at the 0.01 significance 
level is 1.035. 
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The Anderson-Darling test and the Cramer-von Mises test have many 
properties in common with the Kolmogorov-Smirnov test, and their pro- 
cedures share the first three steps of the latter test (see above). 

The Anderson-Darling test statistic A2 and the sample size-adjusted 
criterion *A2 are computed from the cumulative Gaussian probabilities wi 
for i = 1 ,  . . . , N (S40): 

A’ = - (C(2i - l)[In(wi) + In(1 - wN+ , - JI}/N - N 

*A2 = A2(l + 4/N - 25/N2) 

The Gaussian hypothesis is rejected at the 0.05 significance level if the 
*A2 criterion exceeds the critical value 0.787. The critical value at the 
0.01 significance level is 1.092. 

In a later paper, Stephens (S41) published a revised size-adjusted test 
criterion *A2 = A2(1 .O + 0.75/N + 2.25/N2) and the critical values 0.752 
and I .035 for the significance levels 0.05 and 0.01, respectively. The IFCC 
recommendation (19) and the REFVAL program (S24), however, use the 
earlier version. The same is the case with some other published studies 
(L1 1 ,  S26). Therefore, the discussion below is based on the earlier version 
of the Anderson-Darling test. 

The Cramer-von Mises test statistic W’ and the sample size-adjusted 
criterion * W’ are computed from the cumulative Gaussian probabilities 
wi for i = 1 ,  . . ., N (S40): 

wz = 1/(12N) + C [ W i  - (2i - 1)/2NI2 

*W’ = W’(1 + O S N )  

The Gaussian hypothesis is rejected at the 0.05 significance level if the 
* W’ criterion exceeds the critical value 0.126, The critical value at the 
0.01 significance level is 0.178. 

More details of critical values for the Kolmogorov-Smirnov test, the 
Anderson-Darling test, and the Cramer-von Mises test have been pub- 
lished (L1 1 ,  L12, S40, S41) and computer approximations, using third- 
degree polynomials, have been developed for the REFVAL program (S24, 
S26). 

4.3.5.2. Coef$cient-Based Tests. These tests of distribution type use 
approaches other than the goodness-of-fit tests. Rather than comparing 
each value in the sample cumulative distribution with the corresponding 
cumulative Gaussian distribution, the coefficient-based tests rely on es- 
timated parameters that carry information about the shape of the distri- 
bution. The two coefficient-based tests presented here use measures of 
(1) the asymmetry (coefficient of skewness) and (2) the tail heaviness 
(coefficient of kurtosis) of the distribution. Both coefficients are computed 



52 HELGEERIKSOLBERGANDRALPHGRASBECK 

from statistics called moments about the meun (C3, 19, M3, S20). These 
moments are simply average powers of the differences between the sample 
values x, and the sample arithmetic mean AV, and thus carry information 
about the dispersion of the values around the mean. The coefficients utilize 
the second, third, and fourth moments about the mean (m2, m3, and m4, 
respectively): 

m, = (x, - AV,)’/N ( r  = 2, 3, or 4; i = 1, . . ., N) 

The second moment about the mean is closely related to the sample var- 
iance: SD: = Z(x, - AVJ2/(N - 1). 

The coefficient of skewness g, carries information about the asymmetry 
(skewness) of the distribution. Its value is zero when the distribution is 
symmetric. The sign of a nonzero coefficient indicates the type of skewness 
(Fig. 7). The distributions found with clinical chemical and hematological 
data are most frequently positively skewed or near-symmetric, with neg- 
ative skewness being relatively rare (D7, S29). The coefficient of skewness 
computed from the second and third moments about the mean (SD, is its 
standard deviation): 

g s  = m3/(m2 6) 
SD, = W N  

The coefficient should preferably be corrected for bias (C3, D2). 
The coefficient of kurtosis g k  carries information about the relative 

weight of the tails of a distribution. The Gaussian distribution has zero 
kurtosis. The sign of a nonzero coefficient indicates whether more (pos- 
itive) or less (negative) values are located in the tails of the distribution 
as compared with the Gaussian distribution (Fig. 7). This coefficient is 
most useful when the distribution is symmetric. The Coefficient of kurtosis 
gk is computed from the second and fourth moments about the mean (SDk 
is its standard deviation): 

g k  = (m4/m3 - 3 

SDk = 2-N 

The coefficient should preferably be corrected for bias (C3, D2). 
Very approximate two-sided tests at the 0.01 level of significance are 

obtained by rejecting the Gaussian hypothesis if one or both of the coef- 
ficients are greater than 2.6 times their corresponding standard deviation. 
The reason for the inaccuracy is that the sampling distributions of the 
coefficients are far from Gaussian when the sample sizes are small (M3, 
S20). Although both distributions approach the Gaussian type with in- 
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FIG. 7. Skewed and kurtotic distributions (continuous curves) compared with the Gaus- 
sian distribution (dotted curves). The g ,  and g ,  are the coefficients of skewness and kurtosis, 
respectively. From Ref. S25 with permission of W. B .  Saunders Co. 

creasing sample size, the distribution of the coefficient of kurtosis is still 
definitely non-Gaussian with a sample as large as 1000 values (M3). More 
accurate critical values have been published (Pl,  S20). Solberg (S26) has 
developed computer approximations for critical values of both coefficients. 
They are available in the REFVAL program (S24). These approximations 
were based upon reshaping of the sampling distributions of the two coef- 
ficients to near-Gaussianity by Johnson’s S, transformation (52, J3), a 
method that results in rather accurate critical values of the two coefficients 
(S26). 

4.3.5.3. Correction for Rounding of Data. Such correction may be 
necessary because the numerical goodness-of-fit tests assume a continuous 
distribution, whereas the rounding produces a stepwise distribution. Ref- 
erence values are often rounded to the nearest s idicant  digit (e.g., serum 
sodium concentration measured as 141.6 mmoYliter may be reported as 
142 mmolfliter. The tests therefore become more reliable when corrected 
for the rounding. A convenient method is to add random noise to each 
reference value before performing the test (19): 

xi + L(r, - 0.5) 

where L is the step size of the value scale (least significant digit; e.g., L 
= 0.1 when data are reported to one decimal place) and r, is a computer- 
generated random number in the interval 0-1. Though not explicitly rec- 
ommended by the IFCC (I9), the same correction for rounding may also 
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be used with the coefficient-based tests. The REFVAL computer program 
applies this correction prior to all tests of the distribution type (S24). 

4.3.5.4. Distribution Tests: Concluding Remarks. The IFCC recom- 
mendation on the statistical treatment of reference values presents all the 
tests described above except the Cramer-von Mises test (19). The graphical 
test should not be used, according to the IFCC, but its recommendation 
does not give any further guidance on the selection of tests. There are 
numerous comparative studies on the relative merits of the distribution- 
type tests [see Mardia (M3), for an extensive review]. In the context of 
reference values in laboratory medicine, the recent studies of Linnet (L10, 
L1 I )  and Solberg (S26) contain useful information. 

Solberg (S26) developed computer approximations for the critical values 
of the test statistics of all the tests included in the REFVAL program 
(S24), i.e., all the numerical tests described above. The methods and their 
computer implementation were studied by extensive computer simulations. 
It was verified that the empirical probabilities of false rejections when the 
underlying distribution was Gaussian were close to the stated significance 
levels. The two coefficient-based tests were recommended for use during 
the mathematical transformation of a reference distribution to Gaussian 
shape. The Anderson-Darling test was a good all-around test for Gaus- 
sianit y . 

Linnet (L10, L1 1) also used computer simulations and applied routines 
from the REFVAL computer program (S24). He discovered that goodness- 
of-fit tests used with transformed data tended to give a too optimistic 
picture of the situation and proposed empirical correction factors for the 
Anderson-Darling and Kolmogorov-Smirnov tests. 

4.3.6. Transformation of the Reference Distribution 

4.3.6.1. Rigid and Elastic Transformations. If, as is often the case, the 
initial test of distribution type (see Flowchart 3) rejects the hypothesis 
that the distribution is Gaussian, then data must be transformed to ap- 
proximate such a distribution. To transform data one applies a mathe- 
matical function to each value. The type of mathematical function deter- 
mines the effect on the distribution. 

For example, if the original distribution is positively skewed it is often 
observed that the distribution of the logarithms of the values is close to 
symmetry. In fact, the simple logarithmic transformation yi  = In&) has 
frequently been used to “normalize” the reference distribution. Its ad- 
vantage is that it can be calculated with an ordinary calculator. An equally 
simple alternative is the square root transformation y i  = fi, which also 
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may reshape a positively skewed distribution to symmetry. Still, there 
are several problems with these two transformations: 

1. They can only transform positively skewed distributions. However, 
it is possible to alter a distribution with negative skewness into a positively 
skewed mirror distribution at the expense of extra work. 

2. All reference values must be positive. A possible solution is to shift 
the location of the distribution above zero by adding a constant to all 
reference values. 

3. These functions are rigid. If none of them produce a symmetrical 
distribution, more flexible functions are needed. 

Table 5 shows a selection of elastic transforming functions, i.e., functions 
whose properties may be changed continuously by adjusting parameterts). 
They are able to reshape the reference distribution as if it was made of 
rubber. It is usually possible with the types of distributions encountered 
in clinical laboratory medicine to stretch or relax the reference distribution 
to produce a new distribution of transformed values that are close to sym- 
metry. 

4.3.6.2. Two-Stage Transformation. Although symmetry often is ob- 
tained by the application of a suitable function, non-Gaussian kurtosis 
may remain. Then it is necessary to use a second function that compresses 
or expands the distribution symmetrically around the mean (Table 5). Also 
for this purpose there are many alternative functions and many of them 
provide elastic solutions. 

To obtain a complete reshaping of the reference distribution to Gaussian 
form, one thus often needs a two-stage transformation procedure, as was 
first proposed by Hams and DeMets (H 1 1). The first step is transformation 
of a skewed distribution to symmetry, and the second step removes 
residual non-Gaussian kurtosis (see Flowchart 4.) Table 5 lists some func- 
tions that may be used for the two-stage transformation. Other trans- 
forming functions have also been suggested (K3, M4, M8). Several two- 
stage transformation systems that utilize different combinations of the 
functions shown in Table 5 have been described and evaluated (BIO, D2, 
H11, L11, R l ,  S21, S22, S24-S27, UI). 

To overcome the deficiencies of previously described procedures, Sol- 
berg (S24427) developed a two-stage transformation system for the final 
version of the IFCC recommendation (19). The exponential function of 
Manly (M2) was selected as the first-stage transformation to correct for 
skewness in either direction. This function can handle values of any mag- 
nitude and sign. For numerical reasons a preliminary standardization of 
the reference distribution to zero mean and unit standard deviation is rec- 
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TABLE 5 
TRANSFORMING FUNCTIONS" 

Stage 1: Transformation to symmetry 
In the following functions, Q is a function parameter to be estimated (for example, by 

an iterative procedure) 
Logarithmic function, elastic type (H11) 

y, = Mx, + Q) 
Valid data: xi > - Q 
May correct positive skewness (see, however, the text) 

Power function (B7, S21) 
yi = (x$ - I)/Q ( i f Q  # 0) 
y, = In(x,) 
Valid data: xi > 0 
May correct negative and positive skewness 

Exponential function (19, M2) 
yi = [exp(Qx,) - Il/Q 
yi = x, 
Valid data: no restriction (see, however, the text). 
May correct negative and postive skewness 

(if Q = 0)  

(if Q # 0) 
(if Q = 0) 

Stage 2: Transformation to Gaussian kurtosis 
In the following functions, R and S are function parameters to be estimated analytically 

or by iterative procedures. It is assumed that the input data have a symmetric 
distribution. 

Hyperbolic sine functionb (BlO) 
z, = R sinh(y,/S) 
May correct negative kurtosis 

Inverse hyperbolic sine functionb (HI 1, J2) 
zi = R sinh-'(y,/S) 
May correct positive kurtosis 

z ,  = I yi I (if y 3 0)  
zi = - I Y, 1 
May correct negative and positive kurtosis 

Modulus function (19, J1) 
z, = S {[( I y, I + I ) R  - 1]/R} 
zi = S[ln( 1 yi I + I)]  
Here S denotes a sign factor ( -  1 or + I )  corresponding to the sign of the 

May correct negative and positive kurtosis 

Power function (B10) 

(if Y < 0)  

(if R # 0) 
(if R = 0) 

input value y ,  

"The table shows selected functions that have been suggested for the two-stage trans- 
formation of reference distributions to Gaussian shape. Only elastic functions are shown 
(see the text). The references to the literature point to the first description of a function 
and/or its first use with reference values. More references are given in the text. 

bDefinition of the two hyperbolic functions: the hyperbolic sine function is sinh(y) = 

[expb) - exp(-y)]/2; the inverse hyperbolic sine function is sinh-'(y) = In[y + 
-1. 
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ommended: *x, = (x, - AVJSD,, where AV, is the arithmetic mean 
(average) and SD, is the standard deviation. Among several possible func- 
tions for correction of negative or positive kurtosis, the modulus function 
of John and Draper (JI) was chosen without actually claiming its superiority 
over the alternatives. It is also recommended, for numerical reasons, to 
standardize the input distribution to the modulus transform to zero mean 
and unit standard deviation: *y ,  = (y, - AVJSD,. The two-stage para- 
metric procedure based on the exponential and modulus functions is im- 
plemented in the REFVAL computer program (S24), which estimates the 
function parameters by iterations guided by the coefficients of skewness 
and kurtosis (S27), as  shown in Flowchart 4. The Anderson-Darling test 
was applied for the final affirmation of Gaussianity (Flowchart 3). 

Linnet (L I I ) studied the IFCC-recommended system as implemented 
in the REFVAL program by Monte Carlo methods. He found that, in 
some cases, the system was not able to transform successfully data to 
Gaussianity. The frequency of failure is fairly low with most real reference 
distributions studied (H. E. Solberg, unpublished data). 

4.3.1. Calculation of Reference Limits and Their Confidence Intervals 

At this step in the parametric method a Gaussian distribution or a close 
approximation to it is assumed. Otherwise, reliable estimates cannot be 
produced. Then the only alternative is to estimate reference limits and 
their confidence intervals by the nonparametric method. Here the indi- 
vidual values are symbolized z,, that is, values resulting from the two- 
stage transformation procedure described in the preceding section (see 
also Table 5). If the original distribution was Gaussian or if only a single 
transformation was used, we use the following dummy transformation: z, 
= x, (no transform), y, = x, (no first-stage transform), or z, = y, (no second- 
stage transform). 

The reference limits, e.g., the (Y fractile and the I - OL fractile, are 
estimated from the arithmetic mean (average) AV, and the standard de- 
viation SD, of the sample of z values (19): 

AV, 2 c ,  - SD, 

Here c ,  ~ oI ( = cn) denotes a standard Gaussian deviate as may be read 
from statistical tables (LS, PI, S1, S20) or obtained by a numerical ap- 
proximation on a computer (C2, S24). The relevant c value for the central 
0.95 interfractile reference interval (a = 0.025) is 1.960, i.e., the 0.025 
and 0.975 fractiles are approximately equal to the mean minus/plus two 
standard deviations. Other c values have to be used when another inter- 
fractile interval is required. It is not necessary to estimate a symmetric 
reference interval. Two different c values are needed when the interval 
has an asymmetric location. 
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The common method for estimating the confidence interval of a fractile 
is based on its standard error SE, (19): 

SE, = V(2 + C ; - J  SD:/2N 

Here c ,  - and SD, denote the same values as above. The p confidence 
interval of the fractile f is then 

Here u(, + p)/z denotes a Gaussian deviate. 
For the p = 0.90 confidence interval of the central 0.95 interfractile 

reference interval (a = 0.025), the u value is 1.645. By simple algebra, 
the following expression for the 0.90 confidence interval is obtained (19): 

f ?  2.81 - SD,/fi  

The confidence interval of a parametrically determined fractile estimated 
as shown above is probably too narrow because of sampling variation of 
transformation parameters (L11) (see Section 4.3.2). 

The final step in the parametric method (Flowchart 3) is back-trans- 
formation of the estimates to the original data scale. This step can be 
omitted if all zi = x i  (i.e., the estimation was done with original data). 
Otherwise, the inverse transformation functions should be applied. If, for 
instance, zi = In(x,), then the inverse function is xi = exp(z,). Simple al- 
gebra suffices to define the inverses of the transforming functions listed 
in Table 5. 

5. Alternatives to Conventional Reference Values and Intervals 

5.1. THE MULTIVARIATE SITUATION 

The commonly used reference interval for a single analyte is designed 
to contain the central 95% of the reference values. If observed values of 
several analytes measured in the same individual are compared with their 
corresponding 0.95 interfractile intervals, more than the expected average 
of 5% of the values are eventually located outside reference intervals. 
Some statistical reasoning may show that the expected frequency of 
location of one or more observed values outside the interval is 
lOO(1 - 0.95'). Here k is the number of variables (in this context, observed 
values of different analytes). We would, for instance, expect to find 
lOO(1 - 0.95") = 40% false positives with 10 analytes assayed in each 
individual. 

One possibility is to increase each reference interval to keep the expected 
frequency of at least one random false positive at 5% when several analytes 
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are measured in the same individual (H9, H16). Another possibility is to 
consider the set of simultaneously determined observed values as one 
multivariate observation; that is, as a point in a k-dimensional coordinate 
system. Then, instead of k individual reference distributions, we have a 
single k-variate distribution. Analogous to the univariate 0.95 reference 
interval, it is possible to estimate a 0.95 k-variate reference region (B9, 
H9, W4, W9). The bivariate reference region is an ellipse in the plane of 
the two axes, more or less slim depending on the correlation between the 
two variables (El). The trivariate reference region is an ellipsoid body in 
three-dimensional space (Kl) .  The region is an ellipsoid hyperbody in hy- 
perspace if k > 3. The estimation of the reference region is straightforward 
when the distribution is multivariate Gaussian or is transformed to that 
type by application of mathematical functions (see Section 4.3.6) (B9, H9, 
K l ,  N3). The basis is multivariate statistical theory (A6, M9). In practice, 
an index (Mahalanobis’ squared distance) is calculated for each multi- 
variate observation and compared with a critical value for the index de- 
termined on the multivariate reference distribution (A3, B9, Kl). These 
calculations are easily done by computer programs. 

It has been claimed that comparison of multivariate observations with 
the corresponding k-dimensional 0.95 reference region may hide single 
values outside univariate reference intervals (H9). This is particularly true 
for batteries of highly correlated analytes. This has been confirmed by 
Boyd and Lacher (B9) in an empirical study of a 20-dimensional clinical 
chemistry profile: the multivariate reference region could be quite insen- 
sitive to highly deviating results for a single analyte. They also confirmed 
the high frequency of false positives with multiple univariate comparisons: 
68% found against 64% theoretically expected (calculated by the formula 
given above). By contrast, the expected 5% of the multivariate obser- 
vations were outside the 0.95 20-dimensional reference region. Both the- 
oretical considerations and the results of the latter study also indicate that 
an observation may be distinctly unusual in the multivariate sense, even 
though each individual result is within its proper univariate reference in- 
terval. 

To avoid hiding atypical single results, it has been suggested to limit 
multivariate reference regions to two or three dimensions (N3). Ksgedal 
et al. (K2) evaluated both a multivariate reference region and the univariate 
reference intervals for three thyroid hormones on 5 10 routine patients. 
Of these, 108 patients were misclassified by multiple univariate comparison 
while only a single patient was misclassified by the multivariate method. 

In conclusion, the multivariate method has several advantages when 
compared with the multiple univariate method. It should be the method 
of choice in situations where one or a few multiple test profiles are used, 
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e.g., in health-screening programs. The method has, however, doubtful 
value in the common clinical routine where many different test combi- 
nations are requested or where the result of a single analyte may be de- 
cisive. 

5.2. TIME-SPECIFIED REFERENCE VALUES 

Many biological variables such as the analytes assayed in clinical lab- 
oratories show more or less systematic time-dependent variation. The na- 
ture of this variation may be a trend or a rhythm or a mixture of both 
types. A trend is a systematic decrease or increase of the mean value of 
the analyte over time (F3, G2). The trend may be linear or of another 
type. It may be observed by follow-up of a single individual and it may 
be reflected as an average trend in a population. Some analytes exhibit 
rhythmic variation with a single frequency or a mixture of several fre- 
quencies with a period measured in hours (Wll ) ,  days, months (L9), or 
years. This cyclic variation seems to be caused by biological processes 
(internal clocks), although external factors such as meals, activity, posture, 
sleeping, and psychological and climatic factors may modulate or syn- 
chronize the rhythms. 

The science dealing with these phenomena is called chronobiology. 
Halberg and Montalbetti (H3) have published a theoretical and practical 
introduction to the specification of reference values which takes into ac- 
count these types of time-dependent variation. Although the determination 
of time-specified reference intervals, which usually are narrower and more 
specific than their static counterparts, has a solid theoretical basis, such 
intervals are yet relatively rarely used in practical laboratory medicine. 
One reason may be the unusual terminology used (H3). Concepts such 
as mesor, acrophase, chronodesm, mondesm, and merodesm may con- 
stitute an intellectual barrier for many laboratory scientists. The theory 
as such, however, is not too difficult to understand, and its practical im- 
plications are important. For instance, it is well known that the concen- 
tration of cortisone in plasma exhibits a cyclic variation throughout a 24- 
h period: high concentrations in the morning and low levels in the evening. 
One may therefore estimate separate reference intervals for plasma cortisol 
assayed in samples collected in the morning and in the evening. Alter- 
natively, one may determine a reference band covering the complete 24- 
h period using empirical data collected at selected times and appropriate 
mathematical methods (H3). Frequently an underlying cosine function is 
assumed (Fig. 8). Subject-based (personal) or group-based time-specified 
reference intervals or reference intervals or reference bands with appro- 
priate periods may greatly reduce the frequency of false positives. 
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6. Presentation of Observed Values Related to Reference Values 

6.1. DESIRABLE FEATURES 

A satisfactory laboratory report should not only mention patient iden- 
tification data, nature of specimen (serum, urine), time when specimen 
was taken, type of quantity (component, analyte, constituent), and ana- 
lytical results, but should also help the clinician to interpret the result. 
This can be done by indicating the position of the observed value in relation 
to reference values (110). In addition, further statements could be made, 
such as “clearly pathological” or “rather low for third trimester.” 

Ideally, observed values should be related to several sets of reference 
values, such as from healthy persons, from the general hospital population, 
from patients with typical diseases, and from ambulant persons, and such 
as ideal values and previous values from the same subject (Fig. 2). If 
comparison is made with values from populations, they should be from 
relevant age and sex categories (see Sections 2.2.3 and 4.2.1). The spec- 
imens should have been collected under the same conditions; in cases 
where posture has an effect, values from sitting subjects should be com- 
pared with reference values from sitting populations, and values from su- 
pine persons should be compared with values from supine populations, 
etc. 

It is desirable to automatically supply the clinician with many sets of 
reference values because the laboratory staff usually does not know which 
reference values are the most relevant for the patient, who may be lying 

FIG. 8. Circadian variation of serum cortisol in 17- to 20-yr-old women in Como, Italy 
(May, 1961; n = 16). The curves for the mean value and reference limits were obtained by 
fitting a cosine function. From Ref. H3 with permission of the authors and Bull. Mol.  Biol. 
M P A  
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in bed on one day and ambulant on another. The doctor would then have 
the option of selecting the reference values he considers most relevant. 

6.2. NUMERICAL METHODS 

The sixth document of the IFCC recommendations (110) deals with nu- 
merical methods for presentation of observed values (clinical results) in 
relation to reference values. Such methods may be univariate (D5, 110) 
or multivariate (A3). Univariate methods, i.e., the traditional ones, relate 
each observed value to reference values of the same analyte, while mul- 
tivariate methods compare a pattern, consisting of results of several an- 
alytes, with their corresponding joint reference distribution. 

The numerical comparisons of observations with the relevant reference 
distributions are usually not statistical tests in the strict sense. It is not 
always obvious that the patients match the reference individuals. Fur- 
thermore, clinical specimens may be collected under conditions different 
from those when the reference values were produced. Still, methods from 
statistical theory may be applied as tools, provided due reservations are 
made when clinical data are interpreted (110). 

Irrespective of the method utilized, the original observed value of a 
given analyte must be reported to allow further uses of the result, e.g., 
comparison with other analytes and metabolic calculations. The minimum 
requirement is thus to report the observation as such and make reference 
information available to the user in the form of graphs or tables of the 
reference distribution(s) or reference interval(s). Reference intervals may 
either be published separately in laboratory guidebooks or be printed on 
report sheets (preprinted or printed by the laboratory computer system). 
To facilitate comparison of observed values with reference values, nu- 
merical indices may be calculated and reported together with the results 
(A3, D5, S23). Some frequently used methods are reviewed briefly below. 

An observed value may be flagged on the report with an appropriate 
symbol according to its locations relative to the reference interval. It is 
important that such signaling is not interpreted as the observed value being 
normal, abnormal, pathological, etc. (see Section 1.2.2). The comparison 
is only descriptive in the sense that the value is declared typical or not 
of the reference values. 

The classification into three classes (below, within, and above the ref- 
erence interval) is wasteful of the information contained in the reference 
distribution. A subclassification into more than three categories only partly 
solves this problem. Another method is to calculate a measure of relative 
distance of the observed value from the location of the reference values 
(D5, 110, S23). A popular index, which ambiguously has been called the 
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SD unit or the normal equivalent deviate (G20), is *x = (x - AV,)/SD,, 
where x is the observed value, and AV, and SD, are the arithmetic mean 
and standard deviation, respectively, of the reference distribution. For 
instance, if the mean and standard deviation of triglycerides in serum are 
1.13 and 0.41 mmol/liter, respectively, the distance of an observed value 
of 0.51 mmol/liter is (0.51 - 1.13)/0.41 = - 1.51. The serum triglyceride 
concentration may accordingly be reported as 0.51 mmoYliter ( -  1.51). 
Several varieties of this distance measure have been suggested (D5), for 
instance, by substituting the mean with the median, and the standard de- 
viation with other measures of the dispersion of the reference values. 

Such measures of the relative distance are, however, very misleading 
if the reference distribution is far from the Gaussian type, skewness being 
particularly disastrous. The distance measure described above (the SD 
unit) would be - I .96 and + 1.96 for observed values located at the limits 
of the central 0.95 reference interval if the reference distribution was 
Gaussian. This is not true when the values have a skewed distribution. 
Solberg (S23) therefore suggested a method to make the relative distance 
measure more informative in computer-based reporting systems. It is based 
on storage of a parameter of the mathematical function that may transform 
the reference distribution to approximate symmetry (Table 5) together 
with the mean and the standard deviation of the transformed distribution. 
Then the distance relative to this transformed reference distribution is 
found by anplying the mathematical transformation prior to calculation 
of the index. If this method is applied to the serum triglyceride result (0.51 
mmol/liter; see above), the distance measure is - I .96, i.e., the value is 
located at the lower reference limit. A computer subroutine for the cal- 
culation of distances with compensation for skewness, utilizing a power 
transformation (B7), has been published (S23). It may easily be modified 
for other transformations (Table 5 ) ,  for example, the exponential function 
recommended by the IFCC (19, M2). 

The location of the observed value may also be expressed as a fractile 
(0.0-1.0, or, as a percentile, 0-100) of the reference distribution (D5, 110). 
This method is restricted to observed values located within the interval 
of registered reference values. An observed value located at the conven- 
tional lower or upper reference limit has a fractile value of 0.025 or 0.975, 
respectively. 

The index of atypicality carries essentially the same information and 
has the same range restriction. This index may take values from 1 .O - to 
1.0+ and is defined as the “probability” of finding a result closer to the 
mean than the observed value (the sign suffixed to the value indicates 
location below or above the mean). An observed value located at the lower 
or upper limit of the 0.95 reference interval has an index value of 0.95 - 
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or 0.95 + , respectively. Computer routines are available for the calculation 
of fractiles (R4, S23) and the index of atypicality (A2). The method sug- 
gested by Solberg (S23) applies a prior transformation to symmetry as 
described above. 

The distance, fractile, and index of atypicality methods are easily ex- 
tended to the multivariate situation (A3). The relevant distance measure 
is Mahalanobis’ squared distance, which is a multivariate analog to the 
square of the univariate relative distance (SD unit; see above). It is an 
index that locates the multivariate observation in relation to the corre- 
sponding reference region (see Section 5.1), and it may be expressed as 
a fractile (A3, Kl) .  The multivariate index of atypicality is analogous to 
the univariate index. It indicates the “probability” of finding a result pat- 
tern closer to the common mean of the multivariate reference distribution 
than the observation (A2, A3). 

6.3. GRAPHICAL PRESENTATION 

As described in the previous section, one possibility is to supplement 
the result with a distance, a fractile, or an index of the relevant reference 
population. A more sophisticated system would give several such measures 
corresponding to different reference sample groups, e.g., ambulant, supine, 
healthy, and diseased. As described in Ref. G8, the doctors could ask the 
computer to provide such comparisons. The intervals can also be presented 
as figures; such graphs are produced by some automatic analyzers (Fig. 
9). One variant is the polygon given in Fig. 10. In these systems it is also 
possible to provide confidence limits for the reference limits. 

Na’ K’ CI- Ca” P Alb. 
FIG. 9. The result from multichannel analysis of a specimen displayed on a chart providing 

reference intervals. From Ref. G8 with permission of John Wiley and Sons. 
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FIG. 10. Radial plot modified from a system used by B.T. Williams, Regional Health 
Center, Urbana, Illinois. The circles correspond to mean ? 2 SD. All analytes are from 
serum (S). From Ref. G8 with permission of John Wiley and Sons. 

6.4. AVOIDING THE CONVENTIONAL REFERENCE INTERVAL 

Today there seems to be an unwritten convention that the reference 
interval should include the central 95% of the reference values. Thus 5% 
of the data are cut off and considered to be rare or even pathological. 
When several tests are performed on the same subject the chance is rapidly 
increased that one or several of the results fall outside the respective ref- 
erence intervals. One way of avoiding the problem of such false positives 
is to utilize multivariate analysis, i.e., to compare packages of tests with 
reference intervals (space figures) for such packages (see Section 5.1). 

Another alternative is to abstain from reporting reference intervals, as 
they tend to lead the physician to use only two verdicts in judging observed 
values, viz. pathological or nonpathological (G 10). The fractile or index 
of atypicality system described in Section 6.2 avoids this coarse binary 
evaluation of results. 

One can also use clinical decision limits (S34). Clinicians utilize many 
limits, but frequently subconsciously. For instance, in judging hemoglobin 
values that are somewhat low, the doctor first sets a limit where he notes 
a suspect value and perhaps decides to check the result next time. When 
the value is lower he makes the diagnosis anemia and at this point, or 
when the value is still lower, he decides to treat the patient. When the 
value is very low and transgresses the emergency limit, the patient may 
be given a transfusion. A computerized laboratory report could warn about 
the crossing of such limits. 
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FIG. 11. The location of an observed value (arrow) related to the real (histograms) and 
hypothetical (curves) distributions of reference values. Results from urinary radioiodine 
excretion tests. From Lamberg er al. (LI), with permission of the author and Acfa Endocrind. 
(Copenhagen). 

To avoid the use of limits, a result may be presented as an arrow above 
one or several distribution curves or histograms describing relevant ref- 
erence populations, such as euthyroid or hyperthyroid ones (Fig. 11). Fig- 
ure 12 represents the same system but uses the cumulative curve. This 
system corresponds to the fractile system discussed above. 

6.5. HOW TO AVOID BEING DELUGED WITH DATA 

As stated, it is desirable to relate an observed result to several collections 
of reference values. However, that means that the laboratory report con- 
tains numerous figures or pictures. When several tests are made on the 
same patient and results of previous tests are also reported, huge quantities 
of data tend to accumulate. Cumulative reports are therefore needed. A 
way of preventing the accumulation of too much paper is to place a display 
terminal in the doctor’s office. In a “laboratory round” the doctor would 

FIG. 12. A serum (S) protein value related to the parametric (a) and nonparametric (b) 
cumulative reference distributions. From Ref. G8 with permission of John Wiley and Sons. 
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FIG. 13. Three plasma human placental lactogen (P-HPL) values (connected by arrows) 
at different times of pregnancy in the same individual, plotted on a chart giving the fractiles 
observed at different times of uneventful pregnancies. From Ref. G8 with permission of 
John Wiley and Sons. 

inspect the graphs on the screen (Cl,  S28), then ask the computer some 
questions, possibly noting some unusual results, and finally ordering 
printouts of interesting figures (G8). 

It is also possible to present cumulative reports graphically. Figure 13 
provides reference values from a population and gives simultaneously the 
current observed value and population-based and individual reference data. 
Most of the display systems discussed require a computer. The reference 
value field therefore presents interesting challenges to computer program- 
mers. 

7. Final Remarks 

The reference value field is vast, arid one may wonder whether optimally 
good data and utilization procedures will ever be produced, especially 
since the analytical procedures change and therefore new reference values 
are constantly needed. On the other hand, we clearly have to improve 
the production and use of our reference data. And now that good data 
are still lacking, teaching of the biological and mathematical principles 
governing this field is needed to produce enlightened physicians and lab- 
oratory scientists who in due course hopefully will produce good reference 
data and understand how to use them. 

It is also important to know what should not be done. A selection of a 
few rules concludes this review: 

1. Do not use reference value nomenclature if you do not describe how 
you obtained and treated the reference values. 
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2. Do not call the reference interval for reference values or “normal 
reference range,” etc. 

3. Do not compute the reference limits as mean f 2SD regardless of 
the shape of the distribution. 

4. Do not supply reference values collected in other places or with other 
methods without checking their relevance in your laboratory and cau- 
tioning the user. 

8. Abbreviations and Symbols 

Zi  

Anderson-Darling test statistic 
Arithmetic mean (average) of x, y ,  and z, respectively 
Fraction defining a fractile 
Degree of confidence 
Standard Gaussian deviate 
Kolmogorov-Smirnov test statistic 
exp(x) = ex, i.e., the xth power of e (natural base number) 
Fractile (reference limit) 
Coefficients of kurtosis and skewness, respectively 
International Federation of Clinical Chemistry 
Number of dimensions in a multivariate system 
Natural (Napierian) logarithm 
Least significant digit 
rth moment about the mean 
Number of reference values (size of reference sample group) 
National Committee for Clinical Laboratory Standards 
Parameters of transforming functions. 
Ratio of intra- to interindividual variation 
Standard deviations of the coefficients g ,  and g,,  respectively (see above) 
Standard deviations of x, y .  and z ,  respectively 
Standard error of the fractile f 
Standardized difference between the ith reference value and the mean 
Cumulative Gaussian probability corresponding to the ith reference value 
Cram&-von Mises test statistic 
ith reference value 
ith transformed reference value (in the two-stage transformation it de- 
notes the value after transformation to correct for skewness) 
ith transformed reference value after the application of both transfor- 
mations in the two-stage procedure 
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1. Introduction 

Neopterin was isolated from larvae of bee (R19), from worker bees, 
and from royal jelly (R20) in 1963. Oxidation of the isolated component 
with permanganate yielded 6-pterincarboxylic acid, demonstrating the 
presence of a &substituted pterin moiety. The structure was characterized 
by comparison with small amounts of synthesized material. By conden- 
sation of 2,4,5-triamino-&hydroxypyrimidine with Dribose in the presence 
of hydrazine, the side chain was identified as a 1,2,3-trihydroxypropyI 
residue. The configuration of the side chain was shown to be the D-erythro 
form by comparison with the four synthetic isomers (R19). Originally, H. 
Rembold intended to term the new compound, 2-amino-4-hydroxy-(ery- 
thro-lr,2’,3’-trihydroxypropyl)-pteridine, “novapterin,” to indicate that 
it was a new (from Latin, novum) molecule isolated from honey bees (Lat- 
in, Apis) and with a pterin structure. When discussing the name with A. 
Butenandt, however, they felt that this new compound might be more 
than just a new pterin of the honey bee. Due to its occurrence also in 
royal jelly, they speculated that it might open a new horizon of biologically 
important pteridines. Thus, the compound finally was termed “neopterin” 
to denote that it might start a new (Greek, neo) epoch in pteridine research. 
And indeed, 25 years late;, we now feel their vision turns out to be correct. 
Figure 1 shows the chemical structure of neopterin. Neopterin can be 
synthesized with high yield and purity starting from 2,4,5-triamino-6-oxo- 
1,6-dihydropyrimidine and D-arabinosephenylh ydrazone, with subsequent 
oxidation of the condensed product (V5). 

In 1967, Sakurai and Goto isolated 25 mg of neopterin from 500 liters 
of human urine (Sl). They did not examine urinary neopterin excretion 
during disease states. Our laboratory studied enhanced excretion of neop- 
terin by comparing fluorescent components in urinary specimens from 
healthy subjects and from patients with neoplastic diseases. Analyses were 
performed by paper electrophoresis (W7) and by high-voltage electropho- 
resis (W5) with fluorescence detection. Differences in the then-unidentified 

FIG. 1. Neopterin. 
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fluorescent urinary excretion products were observed. Enhanced excretion 
of a fluorescent component with similar electrophoretic mobility was also 
found by in situ fluorometry after high-voltage electrophoresis of urine 
of mice with Ehrlich ascites tumor, when compared to healthy animals 
(G5). Urinary excretion of this fluorescent compound (related to indoxyl 
sulfate as the invariate) was four times higher for mice with Ehrlich ascites 
tumor (n  = 120) 5 days after transplantation of tumor, when compared 
to healthy mice (n = 110). This fluorescent component was identified as 
6-hydroxylumazine; it originated during the analytical process by au- 
toxidation from 7,8-dihydro-6-hydroxylumazine (W 1). Excretion of this 
product increased on the day subsequent to inoculation of the tumor un- 
til the seventh day, in parallel to the increase in number of tumor cells 
(H8). 

Following the identification of a pteridine as the fluorescent component 
that was elevated in mice with Ehrlich ascites tumor, the corresponding 
substance from human urine was isolated and characterized. It was found 
that the fluorescent component previously observed in urine of patients 
with malignant diseases was neopterin. In the first report of this obser- 
vation, Wachter and co-workers found elevated rates of neopterin excre- 
tion in a group of patients with various malignant disorders, as well as in 
patients with viral diseases (W2). Soon after publication of this report, 
these results were confirmed in several other laboratories (DS, R28, S19). 

These studies stimulated work in examining the correlation of neopterin 
with tumor stage and its potency for prognosis and monitoring treatment 
of cancer. The initial data obtained on homogeneous patient groups with 
hematological and gynecological neoplasias suggested that the neopterin 
assay conveys information on extent, progression, and outcome in these 
diseases (B5, HI 1). Particularly, the close correlation of neopterin ex- 
cretion with hepatosplenomegaly, with hematological criteria, and with 
concomitant viral diseases directed interest to the biological significance 
of neopterin excretion. In 198 1, it was suggested that neopterin originated 
from the immune response of the host directed against tumor cells or virally 
transformed cells (HI 1). This hypothesis was then tested using in vitro 
experiments in mixed lymphocyte cultures (F14). Further in vitro studies 
(H2 I ,H22,N4) revealed that human monocytes/macrophages produce 
neopterin when stimulated by interferon-y. This lymphokine is released 
from activated T cells. Other cell types do not produce measurable 
amounts of neopterin following various stimuli. Therefore, neopterin pro- 
duction appears to be closely associated with activation of the cellular 
immune system. These in vitro experiments are consistent with numerous 
clinical studies of urinary and serum neopterin levels. 

This review will focus on the immunological basis and clinical experi- 
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ences with neopterin as an indicator for activation of the cell-mediated 
immune system. 

1 . 1 .  NOMENCLATURE 

The bicyclic nitrogenous ring system pyrazino-(2,3-d)-pyrimidine is now 
termed pteridine according to the International Union of Pure and Applied 
Chemistry. As proposed by Pfleiderer, the term pterin denotes derivatives 
of 2-amino-4-0~0-3,4-dihydropteridine and the term lumazine denotes de- 
rivatives of 2,4-dioxo-1,2,3,4-tetrahydropteridine (P8) (Fig. 2). 

In contrast to these “unconjugated” pteridines, which bear compara- 
tively small substituents, derivatives with larger residues are termed 
“conjugated” pteridines, e.g., folic acid (S2 I ) ,  because of the presence 
of the three components, 6-hydroxymethylpteridine, p-aminobenzoic acid, 
and glutaminic acid, in the molecules. 

1.2. DISCOVERY OF NEOITERIN 

In 1889, Hopkins, who had discovered tryptophan and glutathione, iso- 
lated a pigment from the wings of lepidoptera (H20). This work was con- 
tinded by Wieland and Schopf (W18), who in 1936 named these pigments 
pteridines (SlO), a term which has its origin in the Greek word for wing, 
pteron. However, attempts to elucidate the structures of these compounds 
were unsuccessful until Purrmann (P21-P23) showed that three insect pig- 

PTER I D I NE 

H 

PTER I N LUMAZ I NE 

FIG. 2. Structures of parent compounds of unconjugated pterins. 
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ments, xanthopterin, isoxanthopterin, and leucopterin, contain the bicyclic 
nitrogenous ring system pyrazino-(2,3,-d)-pyrimidine. 

1.3. EARLY SYNTHESIS OF WERIDINES 

It should be noted that chemists in Berlin synthesized pteridines before 
Hopkins did, but no connection to the pigments of butterflies was sug- 
gested. In 1884, Kiihling (K17) oxidized the benzene ring of tolualloxazine 
to a dicarboxylic acid that then decarboxylated to lumazine. This com- 
pound was made also by Gabriel and Sonn in 1907 starting from pyrazino- 
2,3-dicarboxamide (G2). Gabriel and Colman (in 1901) (Gl) and Isay (in 
1906) (I 1) condensed 5,6-diaminopyrimidine with a 1 ,Zdicarbonyl com- 
pound. This Gabriel-hay reaction is currently used. Another commonly 
applicable synthesis, also published before the work of Purtmann, de- 
veloped by Kuhn and Cook from Heidelberg (K19), is the principle of 
preparing lumazines from 4,5-diamino-2,6-dioxopyrimidine and glyoxal. 

1.4. BIOLOGICAL FUNCTION AND OCCURRENCE OF PTERIDINES 

Unconjugated pteridines are ubiquitous in nature. However, they occur 
in comparatively high concentrations only as pigments of insects, am- 
phibia, reptiles, and fish (B7,F6,Zl). Because of their low concentrations 
in other species, the presence of pteridines was only recently reported in 
mammalian species. Koschara (K 15) demonstrated the occurrence of 
xanthopterin in human urine by comparison of the urinary component 
with the material isolated by Schopf from wings of the common English 
brimstone butterfly. Patterson et al. first identified biopterin from human 
urine by analyzing its structure (P5). 

Today, several biological functions of pteridines are established. Biop- 
terin stimulates the mitosis of the trypanosome flagellate Crithidia fas- 
ciculata (B12,P6). The first metabolic role for an unconjugated pterin was 
shown by Kaufman (K2), who demonstrated that 5,6,7&tetrahydrobiop- 
terin serves as the cofactor for mammalian aromatic amino acid mon- 
ooxygenases, enzymes that hydroxylate phenylalanine, tyrosine, and 
tryptophan and thus control the biosynthesis of the neurotransmitters do- 
pamine, norepinephrine, and serotonin. Therefore, a deficiency of te- 
trahydrobiopterin causes severe neurological illness by accumulation of 
phenylalanine and depletion of neurotransmitters. The enzyme deficiencies 
that result in reduced levels of phenylalanine, tyrosine, and tryptophan 
hydroxylases because of tetrahydrobiopterin deficiency are termed atypical 
phenylketonuria (PKU). The classical PKU is caused by deficiency of the 
enzyme. About 1-3% of phenylketonuria patients (D2) suffer from the 
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atypical form, the tetrahydrobiopterin deficiency that can be caused by 
dihydropteridine reductase deficiency (K3), by dihydrobiopterin synthe- 
tase deficiency, and by GTP cyclohydrolase deficiency. 

In dihydropteridine reductase deficiency, levels of biopterin in body 
fluidsare high(C6,W 10). Indihydrobiopterin synthetasedeficiency the most 
frequent defect is a low or absent activity of 6-pyruvoyltetrahydropterin 
synthetase, the first enzyme leading from dihydroneopterin triphosphate 
to tetrahydrobiopterin (N8). 6-Pyruvoyltetrahydropteridine synthetase 
catalyses the elimination of the triphosphate group from dihydroneop- 
terin triphosphate. Dihydropteridine synthetase deficiency is character- 
ized by high neopterin, dihydroneopterin, and 3'-hydroxysepiapterin 
concentrations and low biopterin concentrations. In the third deficiency, 
the GTP cyclohydrolase deficiency (N7), levels of all pterins are low. 

A tetrahydropterin derivative is also cofactor for the enzymatic oxidation 
of glyceryl ethers to alcohols (T4). Recently, the pterin component, termed 
molybdopterin, of the molybdenum cofactor that is present in nitrate re- 
ductase, sulfite oxidase, and xanthine oxidase was structurally charac- 
terized (53). While the presence of a pterin nucleus in molybdopterin is 
unequivocally established, the exact nature of the labile molecule is not 
presently known. The cofactor is converted in vitro by oxidation into two 
stable, fluorescent products of molybdopterin. In vivo,  urothione, the 
structure of which was established by Goto et al. (G9), is the excreted 
metabolic product. This is based on the observation that patients with a 
deficiency of molybdenum cofactor do not excrete detectable urothione 
(52). 

Because of the occurrence of unconjugated pteridines in a diversity of 
biological sources, the involvement of pteridines in further oxygenase re- 
actions and in other biological processes has been suggested (F6). As- 
sociation between pteridines and tryptophan was demonstrated (F2 1). A 
possible interaction between isoxanthopterin and DNA was reported 
(F6,L2). Tetrahydrobiopterin accumulates in the regeneration bud of Tri- 
turus species after tail amputation and disappears with redifferentiation 
(K12), whereas the contrary is the case for isoxanthopterin. High levels 
of tetrahydrobiopterin were found in human squamous carcinoma cells 
(K14) and in blood of certain tumor patients (K13). 

It was claimed that a degradation product of folk acid, Gpterinaldehyde, 
is characteristic for cancer cells in tissue culture and for urine of cancer 
patients in 1977 (H5). In 1978, it was shown using a thin-layer chroma- 
tographic system that 6-pterinaldehyde is present in healthy subjects as 
well as in patients with cancer (D6). This folate catabolite was later rei- 
dentified as 6-hydroxymethylpterin (S20). Stea reported in 1979 in his dis- 
sertation 618) that in malignant cells, but not in normal cells, the folate 



NEOPTERIN AND ACTIVATION OF CELLULAR IMMUNITY 87 

catabolite 6-h ydroxymethylpterin was formed from radioactively labeled 
folk acid as well as from 6-pterinaldehyde. In a patient with ovarian car- 
cinomatosis and abdominal and thoracic metastases, Stea found elevated 
levels of 6-pterinaldehyde and 6-hydroxymethylpterin in peritoneal fluid 
but not in urine. However, he noted that this patient also excreted higher 
urinary levels of neopterin and biopterin when compared to healthy sub- 
jects. The observation of elevated neopterin levels in 20 patients with 
!malignant diseases was published in 1981 by Stea er al. (S19). However, 
this report showed also that the levels of 6-hydroxymethylpterin in cancer 
patients did not differ significantly from those in healthy subjects. 

Various prokaryotic 2nd eukaryotic organisms secrete pteridines. 
Escherichia coli excretes monapterin (~-threo-6-trihydroxypropylpterin). 
The release of monapterin experiences a burst at the switch from the ex- 
ponential growth phase to the stationary phase and then ceases (W4). The 
slime mold Physarum polycephalum, the nuclear division of which occurs 
synchronously in macroplasmodia, excretes isoxanthopterin when 
undergoing exponential growth (L11). The release of isoxanthopterin 
shows a pronounced maximum in the early G, phase (4 h before mitosis) 
and declines at entry into the stationary phase. 

Furthermore, during sclerotization, a differentiation process from pro- 
liferation to quiescence, the excretion of isoxanthopterin rapidly increases 
with a concomitant decrease of intracellular isoxanthopterin levels. 

The cellular slime mold Dicryostelium discoideurn releases lumazines 
into the growth medium (G7). Folk acid (P3), monapterin (T6), and other 
pterins (V3) act as chemotactic signals involved in cellular locomotion, 
as is also the case for cyclic AMP and glorin (S12). These chemoattractants 
serve as chemotactic signals that cause the predatory amebae to move 
toward their bacterial food source. The chemotaxis and motility require 
formation of filopodia and thus reorganization of the cytoskeleton 
(M3,M6,R24). The chemotactic molecules bind to specific receptors on 
the cell surface (M7) and are inactivated by enzymes that have been de- 
tected in extracellular, intracellular, and particulate fractions obtained from 
three strains of D .  discoideum (P2). These enzymes catalyze the hydrolytic 
deamination of folic acid and pterin derivatives to chemotactically inactive 
D-deamino folic acid and lumazine. 

The most significant roles of conjugated pteridines are as tetrahydro- 
folate cofactors involved in thymine synthesis and in the transfer of one- 
carbon groups in a variety of reactions in purine, pyrimidine, and amino 
acid metabolism (D4,S21). 

Dihydroneopterin triphosphate functions biosynthetically as a direct 
precursor of the 6-hydroxymethylpterin component of folic acid and ri- 
boflavin in microorganisms, but there is no biosynthetic or degradative 
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pathway in mammals to or from these vitamins that leads to pterins with 
a propyl side chain in position six, as has been shown by Pabst and Rem- 
bold (Pl). 

Methanopterin has been characterized in methanogenic bacteria (V2). 
Its exact chemical structure is not known. Methanopterin serves as single- 
carbon carrier at the oxidation level of methenyl, methylene, and methyl 
in the conversion of CO, to methane, and thus resembles the cofactor 
function of folic acid (E5). 

2. Chemistry and Biochemistry of Neopterin 

2.1. CHEMISTRY 

Comprehensive information on the chemistry of pteridines has been 
provided by Pfleiderer (P9). Synthetic methods for some natural pteridines 
have been reviewed by Taylor (T2) and the reactivity of pteridines have 
been examined by Pfleiderer el al. (P10). Here, some reactions are dis- 
cussed that are important for measurement of neopterin in biological 
specimens. Particularly important are the sensitivity of pteridines to pho- 
todecomposition and the lability of reduced pterins to oxidizing conditions. 

Determination of pteridines in biological material is complicated by the 
fact that they exist in three oxidation states, fully oxidized (aromatic) 
pterins, 7,&dihydropterins and 5,8-dihydro(quinonoid)pterins, and 5,6,7,8- 
tetrahydropterins. Because 5,6,7,8-tetrahydrobiopterin participates as co- 
factor in biological hydroxylations of aromatic amino acids, only the re- 
duced pteridines have been considered as biologically significant. On the 
other hand, the fully oxidized pteridines are fluorescent compounds and 
can therefore be determined with high sensitivity. Neopterin and the di- 
hydro and tetrahydro forms have been measured as “total neopterins” by 
fluorescence following oxidation with iodine (F22), with ferricyanide (H3), 
or with manganese dioxide (N6). Fukushima and Nixon (F22) have shown 
that 7,8-dihydroneopterin and 5,6,7,8-tetrahydroneopterin were oxidized 
almost quantitatively by iodine in 0.1 mollliter HC1. Oxidation in 0.1 moll 
liter NaOH of tetrahydroneopterin yields only a trace of neopterin but 
80% pterin. The same authors report that autoxidation of tetrahydro- 
biopterin in 0.1 molhter sodium bicarbonate (pH 7.5) produced biopterin, 
xanthopterin, and pterin, but autoxidation of dihydrobiopterin under the 
same conditions yielded only biopterin and xanthopterin (F22). The ox- 
idation reactions of reduced biopterin and neopterin are considered to be 
very similar except that dihydroneopterin appears to be more labile to 
alkaline oxidation (F23). Consistent with this view are the studies of Ar- 
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marego and Randles (A6), who reported that aerobic oxidation at pH 7.6 
of 5,6,7,8-tetrahydroneopterin produces quinonoid 7,8-(6H)-dihydro- 
neopterin, which rapidly loses the side chain and forms 7 ,&dihydropterin. 
This intermediate adds water across the 5,6-double bond. Further aerobic 
oxidation forms quinonoid 6-hydroxy-7,8-(6H)-dihydropterin, which rear- 
ranges to 7,8-dihydroxanthopterin (A6) (Fig. 3). 

Chemical reactivities indicate that both neopterin and its acid-oxidizable 
reduced forms (total neopterin) can be measured with sufficient accuracy. 
Clinical urine and serum specimens, however, sometimes have to be 
shipped from the clinician or physician to the laboratory, and sometimes 
have to be stored for days. In this case, the acid-oxidizable reduced forms 
of neopterin are converted to a variable extent into dihydroxanthopterin, 
xanthopterin, and pterin, resulting in an erroneous reflection of the true 
concentration of neopterin. Therefore, it must be recommended to 
determine only the concentration of neat neopterin (i.e., not the acid- 
oxidizable forms) in serum or urine, since storage for 2 days at 4°C (or 
even longer at - 20°C) does not influence its concentration. 

Furthermore, a study using freshly collected and uniformly handled 
samples (L7) demonstrates that the ratio of neat neopterin to total neopterin 
has a fairly constant value for both urine (seven patients; 0.45) and serum 
(five patients; 0.43), with coefficients of variation of 14.4 and 21.5%, re- 
spectively. Therefore, both methods should give comparable results if bias 
caused by handling and storage is excluded. 

~ . 8 - O l n ~ Q R O l A ~ l H O P l C R l N  

FIG. 3. 
of side chain. 

Aerobic oxidation of 5,6,7,8-tetrahydroneopterin; Ox, oxidation; - SC, cleavage 
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2.2. BIOCHEMISTRY 

It was suggested by Albert (A3) in 1957 that purines may represent the 
biological precursors of pteridines; he observed that purines, treated with 
glyoxal-type compounds produce pterins. Weygand et al. (WI6) provided 
evidence in insects that radioactive precursors were incorporated into 
leucopterin. Jones and Brown showed that dihydroneoptenn is formed 
enzymatically from guanosine triphosphate in E. coli (J4). This and further 
studies (R22,S14) have led to a biosynthetic pathway (Fig. 4) according 
to which all naturally occurring pterins, including the pteridine moiety of 
folk acid and riboflavin, are formed. 

The biosynthesis of pterins begins with guanosine triphosphate. The 
initial enzyme is guanosine triphosphate cyclohydrolase. Opening of the 
imidazole ring of the purine is followed by removal of the original C-8 of 
the starting compound. By Amadori rearrangement, the ribosyl residue 
is converted to  a 1-deoxypentulose. The pteridin ring is then formed, 
yielding 7,8-dihydroneopterin triphosphate as first intermediate (this com- 
pound is an intermediate in the synthesis of other natural pterins. 

@ - O Y  OM OH @ - O V  OM OH 

W I N O S  INC I R  I PIIOSPHAI t 

HzN I%/@ 
J H 

7.6 - D I HYDIIWIOPICR I* ll IPNOSPHATC 

H 

Ml~;fcli, HzN I 

'1k;q: 5 . 6 . 7 . 8 - i ~ r a r n r o a o - 6 - ~ r a u v o r ~ ~ i c ~ 1 ~  

H P  
H 

w M"?p AN 7 . 8 - 0 1 ~ r o n 0 - 6 - n r ~ n o x r ~ r r ~ r r r r r l  IN 

5 . 6 . 1 . 0 - 1 ~ r u r ~ ~ r o a o o 1 0 ~ 1 ~ ~ 1 ~  

FIG. 4. Biosynthetic pathway for conversion of GTP into the unconjugated pterins: 7,8- 
dih ydroneopterin triphosphate, 7,8-dihydro-6-hydroxymethylpterin, and 5,6,7,8-tetrahydro- 
biopterin; GTPCH, guanosine triphosphate cyclohydrolase; Red, reduction. 
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Unconjugated pteridines but not folic acid and riboflavin can be syn- 
thesized de novo by mammals and other higher animals, as has been shown 
by Kraut et al. (K16) and by Pabst and Rembold (PI). The biosynthesis 
of 7,8-dihydroneopterin and neopterin by macrophages is considered to 
result from the same pathway (S8). However, increased dihydroneopterin 
triphosphate in macrophages has not been detected (S8). Therefore, the 
possibility that an alternate pathway leads to synthesis of neopterin in 
macrophages cannot be ruled out with certainty. 

2.3. CATABOLISM 

All naturally occurring pterins, including folic acid and riboflavin, are 
biosynthesized from guanosine triphosphate. Dihydroneopterin triphos- 
phate has been established as an intermediate in all pathway experiments. 
However, there is no reversibility of the metabolic pathway from folic 
acid and riboflavin back to dihydroneopterin. Folic acid and riboflavin 
were in fact excluded as a source of biopterin because rats and chicken 
that were fed a diet lacking these vitamins but containing sulfonamide to 
suppress production of these vitamins by the intestinal flora continued to 
excrete biopterin in normal amounts (F4,K16,Pl). The major metabolites 
of folic acid that are excreted in urine of the rat were identified as 5- 
methyltetrahydrofolic acid, 16formyltetrahydrofolic acid, and k-hydroxy- 
5-methyltetrahydrofolic acid (B2). The theoretically possible degradation 
products, tetrahydrofolic acid, xanthopterin, and pterin, were not found 
in rat urine. The main excretion species of riboflavin in human urine are 
7a- and 8a-hydroxyriboflavin (01). 

The catabolism of neopterin in humans has not been investigated, but 
data are available from studies using rats; in contrast to humans, a pterin 
deaminase is present in rats. The catabolism in rats of biopterin, tetra- 
hydrobiopterin, and tetrahydroneopterin has been studied by Rembold 
(R16,R17). Biopterin was recovered mainly unchanged, partly as 6-pter- 
incarboxylic acid and, as a minor fraction, as pterin and isoxanthopterin. 
The main degradation products of tetrahydrobiopterin and of tetrahydro- 
neopterin in rat were 6-hydroxylumazine, lumazine, and xanthopterin. The 
degradation pathways involve three steps: cleavage of the side chain, 
deamination of the pterin ring, and introduction of an oxygen function 
into the C-6 position. Two enzymes, a pterin deaminase and a xanthine 
oxidase, were responsible for the two latter reactions. The catabolic re- 
action sequences according to Rembold are shown in Fig. 5 .  Due to the 
presence of a pterin deaminase, the main excretory products in rats and 
mice are derivatives of lumazine. In humans and primates only pterins 
but no lumazines are found (D7). Further, humans and primates are the 
only species in which neopterin can be detected in body fluids. 
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FIG. 5. Catabolic reaction sequences in degradation of 5,6,7,8-tetrahydroneopterin leading 
to the metabolites 7,8-dihydroxanthopterin, isoxanthopterin, and 7,8-dihydro-6-hydroxy- 
lumazine; Ox, oxidation; - SC, cleavage of side chain; XOD, xanthine oxidase; DA, pterin 
deaminase. 

2.4. CELLULAR SOURCE 

Whereas pteridines other than neopterin are released from metabolically 
active cells into the culture supernatants when cells cease to proliferate 
or start to differentiate (W3), cellular excretion of neopterin has not been 
observed. Since it was suggested that high urinary neopterin levels detected 
in patients with viral diseases and with malignancies (W2) might reflect 
a host response (Hll) ,  in vifro studies on activated human immune cells 
were performed. Neopterin was detected for the first time in cell culture 
media of human mixed peripheral blood mononuclear cells that were stim- 
ulated by allogeneic cells, by virally or chemically modified autologous 
cells, and by mitogens (F14,H21). Human peripheral blood mononuclear 
cells not only secrete neopterin when adequately activated but also syn- 
thesize it from guanosine triphosphate. This was concluded because the 
activity of the enzyme GTP cyclohydrolase I increased 5-10 times after 
stimulation by phytohemagglutinin (BS). Human peripheral blood mono- 
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nuclear cells include T lymphocytes, B lymphocytes, large granular lym- 
phocytes, and monocytes. It has been demonstrated that secretion of 
neopterin is associated with proliferation of T cells, but cloned T cells do 
not release neopterin upon stimulation. Therefore, it was assumed that 
products of activated T cells induce neopterin production by other com- 
ponents of human peripheral blood mononuclear cells. 

Studies directed at the cellular source of neopterin excretion demon- 
strated that human monocytes/macrophages release neopterin (H22). In 
vivo, only patients with extremely high neopterin levels showed a moderate 
increase of monapterin levels. Neopterin secretion was not detected from 
other hemopoietic cells, such as natural killer cells, B lymphocytes, gran- 
ulocytes, nor from fibroblasts or a variety of tumor cell lines (H22,N4), 
except that certain subclones of the U937 monocytic cell line produce 
neopterin in small amounts (R29). Interestingly, no other pterin derivatives 
were released from macrophages upon stimulation with interferon-y. In 
vivo, only patients with extremely high neopterin levels showed a moderate 
increase of monapterin levels. 

2.5. INDUCTION SIGNAL 

Highly purified monocytes/macrophages released neopterin into culture 
media when stimulated by supernatants from activated T cells (H22,N4). 
These supernatants contain, among other immunomodulators, interferon- 
y, which is produced during early steps of T cell activation. Apart from 
its immunoregulatory and antiviral action, interferon-y regulates oxidative 
metabolism of macrophages and primes them for defense against intra- 
cellular pathogens, for antiviral resistance, and for antitumor activity (N5). 
Interferon-y and other lymphokines were examined as possible inducers 
of neopterin secretion. 

Maximal release of neopterin was achieved by doses of recombinant 
interferon-y ranging from 10 to 100 U/m1. Approximately lo3 times higher 
doses of interferon-a were required for detectable production of neopterin. 
Experiments with monoclonal antibodies against human recombinant in- 
terferon-? showed complete suppression of the neopterin-inducing activity 
in supernatants from activated T cells, providing further evidence for in- 
terferon-y as specific inducer (H22). Monocyted macrophages do not se- 
crete detectable neopterin in v i m  when exposed to other inducers of 
macrophage activity, e.g., zymosan, phorbol myristate acetate, colony- 
stimulating factor, and interferon$ (H22,N4). Neopterin production from 
macrophages exposed to interferon-a was either not observed (N4) or 
required extremely high concentrations (H22), hence being of questionable 
physiological relevance. Lipopolysaccharide variably stimulated neopterin 
secretion in small amounts from macrophages in vitro (N4). Thus the in 
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vitro experiments are compatible with the view that interferon-y represents 
the only apparent inducer of neopterin secretion from macrophages. This 
is supported by numerous in vivo observations. 

The question whether macrophages synthesize neopterin upon activation 
or secrete it from a presynthesized pool was recently resolved. In vitro 
studies in macrophages showed that interferon-? augments the intracellular 
concentration of guanosine triphosphate (GTP) as well as the conversion 
of GTP to neopterin (S8). The conversion rates correlated well with en- 
hanced neopterin levels (dihydroneopterin and neopterin were measured 
as total neopterin) in macrophages (S7). Most likely, conversion of GTP 
is due to activation of GTP cyclohydrolase I; however, elevated levels of 
dihydroneopterin triphosphate were not detected. 

2.6. PHYSIOLOGICAL ROLE 

Questions about possible physiological functions of neopterin or of bio- 
synthetic precursors cannot be answered at present. The secretion of 
neopterin correlated with the capacity of monocytes/macrophages to se- 
crete H202. It should be noted that the secretion of H202 by macrophages 
is a two-step process: the activation by interferon-y must be followed by 
a second stimulus, e.g., phorbol myristate acetate. Whereas the first step 
leads to synthesis of neopterin, the second step, the release of H202, is 
not paralleled by further neopterin production (N4). 

Since the main physiological role of interferon-y may be the induction 
of antibacterial, antiprotozoal, and antifungal states in parasitized cells, 
it has been suggested that neopterin might act as an endogenous inhibitor 
of folate synthesis by intracellular pathogenic microorganisms (N4). 

A further study suggests a connection of neopterin and the tryptophan 
metabolism of macrophages. Interferon-y stimulates macrophages to de- 
grade tryptophan, closely correlated with production of kynurenine, 3- 
hydroxyanthranilic acid, anthranilic acid, and neopterin (W 13). Other cells 
that degrade tryptophan following stimulation with interferon-y (P7,W 12) 
formed neither neopterin nor 3-hydroxyanthranilic acid (W12). It was 
therefore proposed that tetrahydroneopterin might serve as coenzyme for 
anthranilic acid 3-monooxygenase. Anthranilic acid 3-monooxygenase has 
been isolated from the tropical bush Tecomu stuns and required a tetra- 
hydropteridine as cofactor (N3). 

3. Methods of Measurement of Neopterin 

Isolation and measurement of pteridines has in general posed problems 
caused by their presence in trace amounts in biological material. Due to 
photolability and susceptibility of reduced forms to aerobic oxidation, it 
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is recommended that all manipulations of pteridines be conducted in dim 
light or in darkness. 

In addition to microbiological assay techniques for total biopterin, se- 
piapterin, monapterin, and their reduced forms, using the growth response 
of C. fusciculutu (P6), determinations of pteridines have been performed 
using paper chromatography (H4,K21). More suitable methods are sep- 
aration by column chromatography and measurement by fluorescence or 
UV absorption techniques (F23,R 18,s 1). Advances in liquid chromato- 
graphy have led to the development of high-performance liquid chroma- 
tographic (HPLC) methods for measurement of pteridines in biological 
materials (B 1 ,F22,K1 I ,Si7), with fluorescence detection. Only oxidized 
pterins are fluorescent and can be measured directly by a fluorescence 
detector. The dihydro- and tetrahydropterins require oxidation steps before 
measurement by fluorescence. Nonfluorescent dihydro- and tetrahydro- 
neopterins can be measured subsequent to HPLC separation by electro- 
chemical detection. Several pterin species can be measured in various 
oxidation states by liquid chromatography/electrochemistry using a dual- 
electrode detector (B 1 ,L12). The extensive sample purification required 
by this method was avoided using ion-pair reversed-phase HPLC for sep- 
aration and sequential detection steps. Tetrahydropterins were measured 
electrochemically, whereas dihydropterins were measured by fluorescence 
following postcolumn oxidation and oxidized pterins were measured by 
native fluorescence (H24). 

A sensitive method for identification of natural compounds is gas chro- 
matographic separation of derivatized pteridines (G4); this technique en- 
ables elucidation of structure when combined with mass fragmentography 
(H7,K20,R30) and can serve as a reference method due to the high pre- 
cision. 

Due to growing interest in analysis of pteridines in urine and serum, 
radioimmunoassays (RIAs) have become available for measurement of 
biopterin (N2) and for neopterin (R26,S24). To date, determination of 
neopterin for clinical use is done by HPLC for urine and serum or by RIA 
for serum, since these methods are suited for application in clinical lab- 
oratories due to their simplicity and accuracy. 

3.1. MEASUREMENT BY HPLC 

Pteridines, including biopterin and neopterin, have been separated by 
cation exchange (S17) and by reversed-phase HPLC techniques (F23,KI 1). 
The procedures involve time-consuming chemical oxidation of dihydro- 
and tetrahydro forms. Furthermore, dihydro- and tetrahydro forms are 
partly converted into pterins other than the corresponding oxidized com- 
pounds, depending on pH value, when not immediately analyzed. 
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Therefore, a method was developed for rapid separation and sensitive 
quantitation of urinary neat oxidized neopterin by reversed-phase HPLC 
on a 10-pm octadecylsilica column (H9). The analytes are eluted with 15 
mmoyliter potassium phosphate buffer at pH 6.4 and at a flow rate of 0.8 
ml/min. Urinary neopterin can be measured by fluorescence and related 
to creatinine determined by ultraviolet absorption in order to account for 
fluctuating concentrations of urine. The method has good performance 
characteristics and is easy to handle. The procedure was modified for 
routine laboratory automated analysis without any pretreatment except 
dilution of samples with aqueous potassium phosphate buffer using guard 
columns (F10). 

Determination of neopterin in serum by HPLC is more difficult to per- 
form than in urine due to the presence of protein and due to the about 
200-fold lower concentration of neopterin. Particularly, during the pre- 
cipitation of protein as proposed by Fukushima and Nixon (F22), a variable 
amount of neopterin might be coprecipitated. Precipitation is not necessary 
and further pretreatment steps are avoided if solid-phase extraction is 
combined with on-line elution of the solid-phase cartridge directly onto 
the HPLC column (W11). Acidified but not deproteinized serum is injected 
to a cartridge with silica sorbent modified by 4-propylbenzenesulfonic acid, 
which quantitatively retains the analytes but not the serum proteins. Then 
the analytes are eluted from the cartridge by a pulse of more concentrated 
potassium phosphate buffer (0.4 movliter; pH 6.8). The final separation 
is achieved by isocratic elution on octadecyl silica column with potassium 
phosphate buffer (15 mmolhter; pH 6.0). Neopterin or other pterins are 
measurable by fluorescence. Creatinine can be simultaneously determined 
by ultraviolet absorption. 

The glomerular filtration rate of neopterin was found to average 1.8 
times that of creatinine in healthy subjects (F22,W14) as well as in renal 
allograft recipients with variably impaired kidney function (R7). Therefore, 
neopterin and creatinine rise in a dependent manner and relating serum 
neopterin to serum creatinine allows discrimination of the influence of 
renal impairment on serum neopterin levels. This is of particular impor- 
tance for the interpretation of neopterin levels in serum of patients with 
impaired kidney function, such as renal allograft recipients. 

3.2. MEASUREMENT BY RIA 

The particular advantage of RIA compared to HPLC is its suitability 
for large-scale applications. When measurement of neopterin was rec- 
ognized to be useful for diagnostic purposes, radioimmunoassay proce- 
dures were quickly developed (N1 ,R26). 
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Antisera were obtained in rabbits immunized with thyreoglobulin and 
hemocyanin conjugates of N-(3-~arboxy)propylneopterin. The w-carboxyl 
alkyl derivatives were coupled to tyramine by the mixed anhydride method 
and then radioiodinated by the chloramine T method, yielding '"I-labeled 
tracers (R26). 

In rabbits, specific antibodies against neopterin have been prepared with 
a conjugate of neopterin to bovine serum albumin (neopterincaproyl-bo- 
vine serum albumin). With this specific antiserum a conjugate of neopterin 
with tyramine was synthesized and labeled with '251 as ligand for the ra- 
dioimmunoassay (Nl).  

Measurement of neopterin by RIA in serum is sensitive and specific. 
The results of serum neopterin determination correlate with those of mea- 
surement by HPLC (W14). In contrast, the results of both methods did 
not correlate for urinary neopterin values (W14), possibly due to the cross- 
reactivity of the antisera (R26). 

4. Neopterin Concentrations in Healthy Subjects 

4.1. URINARY EXCRETION LEVELS 

Results of urinary neopterin levels in four healthy subjects have been 
published by Fukushima and Shiota (F24). A distinct dependency of 
neopterin on sex was later shown, the mean urinary neopterinkreatinine 
ratio in males (n = 12) being lower than that in females (n = 43) (W2). 
Mean neopteridcreatinine ratios and corresponding upper normal limits 
for different sex and age groups obtained from 417 healthy adults and 
from 21 1 healthy children were age dependent (H12,RS,S13) (Table 1). 
The highest urinary neopteridcreatinine ratios were observed in neonates 
(S13). The values in children decreased gradually with increasing age to- 
ward those in adults. The lowest values were found in males aged 24-45 
yr and in females aged 18-35 yr. The values increased slightly for the 
older age groups, being lower in general in males than in females (p < 
0.01). Daily neopterin excretion levels reveal that the sex dependence 
and, at least in part, the age dependence are caused by variations of urinary 
creatinine levels. In fact, daily neopterin excretion of males was found to 
be higher than of females (FIO). 

4.2. LEVELS IN SERUM 

Neopterin levels were determined by radioimmunoassay in serum spec- 
imens from 662 healthy subjects, aged 1-98 yr. Of these, 263 were children, 
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TABLE 1 

AGE GROUPS" 
URINARY NEOPTERIN LEVELS IN HEALTHY INDIVIDUALS IN DIFFERENT SEX AND 

Neopterin 
Number of mean' Upper normal 

Age Sexb subjects (SD) limits' 

0-3 days 
4 days 
5 days 
I month 

3-8 months 
1-3"/12 yr 
4-6"/12 yr 
7-11"/12 yr 

12-14"/12 yr 
15-18 yr 

18-25 yr 
26-35 yr 
36-45 yr 
4655 yr 
56-65 yr 
>65 yr 

18-25 yr 
26-35 yr 
36-45 yr 
46-55 yr 
56-65 yr 
>65 yr 

m,f 
m,f 
m,f 
m,f 
m,f 
m,f 
m,f 
m,f 
m,f 
m,f 

m 
m 
m 
m 
m 
m 

f 
f 
f 
f 
f 
f 

13 
21 
I5 
9 
4 

13 
25 
55 
45 
I I  

42 
29 
41 
32 
31 
33 

55 
28 
31 
28 
26 
41 

972 (661) 
1510 (641) 
1602 (657) 
906 (527) 
560 (53) 
267 (94) 
226(76) 
181 (73) 
171 (73) 
144 (65) 

123 (30) 
101 (33) 
109 (28) 
105 (36) 
119 (39) 
133 (38) 

128 (33) 
124 (33) 
140 (39) 
147 (32) 
156 (35) 
151 (40) 

- 
- 
- 
- 
- 
432 
405 
374 
343 
320 

195 
182 
176 
197 
218 
229 

208 
209 
239 
229 
249 
25 I 

"From Shintaku et al. (S13), Reibnegger et a!. (IU), and Hausen et al. (H12). 
bm, mde;  f, femde. 
'Values in pnoYmol creatinine. 

aged 1-18 yr (W14) (Table 2). There was no statistically significant sex 
dependence (Kruskal-Wallis test, p > 0.05). The neopterin levels in serum 
of subjects between 18 and 75 yr old did not differ significantly, but subjects 
younger than 18 yr or older than 75 yr had significantly higher neopterin 
levels than the former group. The serum neopterin levels of the group 
aged 18-75 yr agree with data of 1837 blood donors aged 18-67 yr (K5) 
and of 518 blood donors older than 20 yr (HI). 

4.3. CIRCADIAN VARIATIONS 

Several laboratories examined neopterin excretion or serum levels during 
a 24-h period. Neopterin was excreted in constant amounts from one in- 
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TABLE 2 

DIFFERENT AGE GROUPS’ 
NEOPTERIN LEVELS IN SERUM OF HEALTHY INDIVIDUALS IN 

Percentile Age Number of Neopterin 
(years) subjects mean (SE) 5th 95th 

0-18 263 6.78 (0.22) 3.5 13.5 
19-75 359 5.34 (0.14) 2.6 8.7 
> 75 40 9.67 (0.79) 3.7 19.0 

~~ ~ ~~~ 

“Values in nmoliliter. Three age groups showed statistically 
significant different neopterin levels (Kruskal-Wallis test, p < 
O.OOOl), but no statistically signifcant sex dependence (W14). 
The 95th percentiles were chosen as upper normal limits. 

dividual during 24 h (S17). The urinary neopteridcreatinine ratios of three 
subjects exhibited a mean coefficient of variation of 15.7% (H9). The ex- 
cretion of neopterin was calculated per hour using spontaneous urine 
specimens from nine subjects. The highest neopterin excretion level was 
observed during night and early morning (F10). This finding corresponds 
with serum neopterin levels obtained from a healthy individual (R27) and 
higher total neopterin excretion in the morning (Pll). 

Due to the observed physiological circadian variations of neopteridcre- 
atinine ratios, we recommend collection of first-morning urine specimens 
for diagnostic purposes. 

4.4. LONG-TERM STABILITY 

Neopteridcreatinine ratios were determined in 25 individuals (10 males, 
10 females, and 5 children) every 2 weeks during 1 yr (H. Wachter, un- 
published). Two representative determinations are depicted in Fig. 6. The 
ratios vary little and remain within the normal range except as shown in 
subject B, when a sharp peak appears during a viral infection. Another 
study showed that neopterin levels in serum obtained daily from six healthy 
females were within the normal range during one complete estrous cycle 
(W. 

5. Conditions Associated with High Neopterin Levels 

Elevated neopterin levels in general are caused by activation of cell- 
mediated immunity, as will be discussed below. However, there are two 
further conditions known to lead to elevated neopterin levels. One con- 
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FIG. 6.  Neopteridcreatinine ratios of two adults during 1 yr. The ratios were determined 
every 2 weeks. Subject B experienced a viral infection (influenza) during the observation 
period. 

dition is impaired renal function, which leads to elevated neopterin levels 
but to normal neopterinh-eatinine ratios in serum and urine. The other 
condition is atypical phenylketonuria. This rare metabolic defect (incidence 
1/1,000,000 of newborns) is caused by dihydrobiopterin synthetase 
deficiency (NS), consisting in most cases of deficiency of 6-pyruvoyl- 
tetrahydropterin synthetase, an enzyme eliminating the triphosphate group 
from dihydroneopterin triphosphate. Patients are commonly detected by 
postnatal screening for concentrations of serum phenylalanine. 

Elevated neopterin levels in urine and serum are associated with con- 
ditions involving activation of cell-mediated immunity. High neopterin 
levels in patients correlate with in v i m  studies which have demonstrated 
that neopterin release by monocytes/macrophages depends on their ac- 
tivation by supernatants from activated T lymphocytes or by interferon- 
y. Thus, high neopterin levels are not specific for a certain disease but 
indicate the presence of at least one of several conditions involving ac- 
tivation of cellular immunity. The presently known disease states related 
to neopterin levels are listed in Table 3. 

5.1. ALLOGRAFT REJECTIONS 

Allograft rejections and infections represent a major problem in the fol- 
low-up of allograft recipients. Release of lymphokines is one of the earliest 
events following stimulation of T cells by alloantigens. Interleukin-2 and 
interferon-? are produced locally during rejections or systemically follow- 
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TABLE 3 
DISEASE STATES ASSOCIATED WITH 

ACTIVATION OF CELLULUAR 
IMMUNITY" 

Allograft rejections 
Graft versus host disease 
Infections 

By viruses (including HIVs) 
By intracellular protozoa 
By intracellular bacteria 

Autoimmune diseases 
Rheumatoid arthritis 
Ulcerative colitis 
Crohn's disease 
Autoimmune thyroiditis 
Diabetes mellitus type I 

Other inflammatory diseases 
Sarcoidosis 
Celiac disease 
Multiple sclerosis 
Aseptic meningoencephalitis 

Certain malignant diseases 
Hematological neoplasias 
Gynecological cancer 
Tumors of the genitourinary tract 
Lung cancer 
Gastrointestinal carcinoma 
Pancreatic carcinoma 

"As measured by high frequency 
of elevated neopterin levels. 

ing infections. Interferon-y stimulates macrophages to release neopterin. 
Determination of neopterin levels has been found useful for early assess- 
ment of major clinical complications of allograft recipients. It was observed 
that monitoring changes in daily neopterin levels is most significant in 
detection of these complications, whereas the actual level of neopterin 
has less diagnostic potency. 

The use of daily urinary neopterin measurement to monitor the post- 
operative course was tested in recipients of 96 cadaver kidneys, three 
livers, and one pancreas (MS). Posttransplant courses without acute re- 
jection episodes or viral infections ( n  = 29) were characterized by stable 
and/or low neopterin levels. Acute rejection episodes (n  = 38), viral in- 
fections ( n  = 17), or both complications (n  = 8) were preceded by in- 
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creasing neopterin levels, on the average by 1 day. Increased neopterin 
levels also followed withdrawal of cyclosporine A, since this drug inhibits 
secretion of interferon-? by T cells. Two characteristic courses of urinary 
neopterin levels, one obtained from a patient with an uncomplicated post- 
transplant course and one from a patient with a rejection episode, are 
shown in Fig. 7. Assessment of urinary neopterin levels enabled prediction 
of acute rejections and viral infections in 95 and 100% of patients, re- 
spectively. Therefore, neopterin appears to be a useful marker for detection 
of immunological complications in allograft recipients. 

These results were confimed by several reports on the clinical relevance 
of urinary and of serum or plasma neopterin levels. Serial plasma samples 
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FIG. 7. Two characteristic posttransplant urinary neopterin levels of two patients having 
received renal allografts. The upper curve, obtained from a patient with uncomplicated post- 
transplant recovery, is characterized by decreasing neopterin levels during about 2 weeks. 
The levels then remained nearly unchanged, The neopterin levels of a patient with rejection 
episode (lower curve) show a pronounced maximum that peaks at the day the rejection was 
clinically diagnosed (arrow). 
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of 172 kidney transplant recipients were evaluated retrospectively by ra- 
dioimmunoassay (S5) .  Of a total of 169 rejection episodes, a significant 
rise in neopterin levels was observed 1 day prior to initiation of bolus 
steroid therapy due to clinical diagnosis of acute rejection. The sensitivity 
of neopterin measurement was 95% in biopsy-proved rejections. 

Levels of neopterin and of interferon-y were simultaneously assessed 
daily in 36 patients having received cadaveric renal allografts; 26 acute 
rejection episodes and 9 serious infectious complications were observed 
(W22). The appearance of small amounts of interferon-y in serum was 
invariably paralleled by increasing neopterin levels. Rejection episodes 
were associated by increasing neopterin levels even when interferon-y 
could not be detected. It has been assumed that interferon-y is produced 
in peripheral tissues but rarely enters the bloodstream. In contrast, neop- 
terin enters the circulation due to its small size and chemical stability. 

These studies were extended by determining serum levels of interferon- 
y and neopterin concomitantly in 63 kidney transplant patients and in 6 
heart transplant patients (W2 1) .  Distinct increases of neopterin levels ac- 
companied both rejections and infections. In all patients with severe in- 
fectious episodes, distinct peaks of interferon-y levels were also observed, 
followed 1-2 days later by increases of neopterin levels. In contrast, in- 
terferon-? levels did not rise or only slightly rose during rejections, whereas 
neopterin levels were clearly elevated. 

Neopterin was determined in serum and urine by RIA in 33 renal allograft 
recipients who were treated with cyclosporine A maintenance therapy 
(W 19). Patients without clinical complications showed slightly elevated 
but stable urinary and serum neopterin levels. The highest neopterin levels 
in serum were observed in patients with allograft rejections, while the 
highest urinary neopterin levels were found in patients with viral infections. 
Among the studied parameters, the ratio of neopterin clearance and serum 
neopterin was found most useful for early diagnosis of allograft rejection. 

In these studies, daily determination of neopterin in serum and/or urine 
was found to be useful for detection of immunologic complications, par- 
ticularly for early diagnosis of acute rejections and viral infections during 
the posttransplant period. 

In addition, the clinical value of neopterin levels was compared to that 
of P,-microglobulin for monitoring the course of disease in 116 renal al- 
lograft recipients (S4). The data of these studies indicated that elevations 
of neopterin levels clearly preceded those of serum creatinine, but P2- 
microglobulin levels remained nearly constant 4 days prior to and 4 days 
after bolus steroid therapy. 

A further study that was conducted on 117 patients with kidney, 17 with 
liver, 8 with heart and 18 with pancreas dografts evaluated the application 
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of urinary neopterin levels for diagnosis and prognosis of cytomegalovirus 
infection (T5). Measurement of urinary neopterin levels has provided useful 
information because levels increased approximately 1 week earlier than 
antibody titers, because the magnitude of the rise was related to the se- 
venty of infection, and because levels normalized concomitantly with res- 
olution of infection. 

A similar correlation between serial urinary neopterin levels and clinical 
course was observed in monitoring of 16 (NiO), 6 (L6), and 25 (VS) bone 
marrow transplant recipients. The excretion of neopterin was lowest si- 
multaneously with the nadir of peripheral blood leukocyte counts during 
the bone marrow aplasia. The engraftment was associated with rising uri- 
nary neopterin levels. Activation of cellular immune responses caused 
either by graft-versus-host disease or by infection was indicated by an 
increase of neopterin excretion that preceded the clinical signs by 2 days 
(NlO), or by 2.9 ? 1.6 days (V8). Successful treatment of graft-versus- 
host disease with steroids cut the rapid increase of neopterin levels, but 
when in addition to this disease infections occurred, corticoids did not 
depress the neopterin excretion (V8). Therefore, it was concluded that 
measurement of neopterin excretion appears to be useful for the early 
prediction of developing immunologic complications in recipients of bone 
marrow transplants. 

5.2. VIRAL INFECTIONS 

Interferon-y is produced whenever T lymphocytes are activated by spe- 
cific antigens, including viral antigens (K8,LS). Hence, viral infections 
are typical clinical conditions associated with highly elevated neopterin 
levels. Elevated neopterin levels were found in urine from patients with 
various viral infections, as was reported in the very first publication (1979) 
describing altered neopterin excretion for a variety of clinical conditions 
(W2). 

This important observation was confirmed by various authors. For ex- 
ample, in four children with chicken pox, serial urinary neopterin levels 
were determined during the viral incubation period, during the period of 
clinical symptoms, and during convalescence (R4). Invariably, neopterin 
levels began to rise 1 to 2 days before the first exanthem was observed. 
Sharp peaks of neopterin levels appeared within a few days. Subsequently, 
neopterin levels decreased rapidly and normalized. The decrease of neop- 
terin levels coincided with the period when specific antibodies are mea- 
surable. Thus, the elimination of the pathogen by a functioning immune 
system in these children was indicated by normalizing neopterin levels. 
Importantly, there was no correlation between increased body temperature 
and neopterin levels in these children. 
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Significantly increased serum neopterin levels were seen in 9 patients 
with mononucleosis due to infection with Epstein-Barr virus, in 10 patients 
with cytomegalovirus infection, and in 20 patients with acute virus-induced 
hepatitis (6 cases with hepatitis A, 11 with hepatitis B, and 3 with non- 
A, non-B hepatitis) (K6). 

Serial urinary neopterin determinations were performed daily in 18 pa- 
tients with rubella, in 12 with chicken pox, and in 15 with influenza, from 
infection until recovery (MI 1). A slow increase in neopterin level was 
observed during the incubation period, and, with onset of clinical symp- 
toms, high peak levels were reached in all cases (between 1000 and 2000 
Fmol neopterin per mol creatinine). The peak height corresponded with 
severity of diseases. At the maximum of clinical symptoms, neopterin 
levels showed a rapid decline and finally normalized. 

In patients with virus-induced hepatitis, several additonal studies were 
undertaken (K6). In a study on 95 patients with hepatitis B, urinary neop- 
terin levels were determined and compared with clinical status (FI). There 
were 50 patients with acute, 20 with chronic aggressive, and 25 with chronic 
persistent hepatitis. Mean neopterin excretion was significantly elevated 
in these patients. There was a correlation with status, patients with acute 
hepatitis having higher levels than those with chronic disease, and patients 
with chronic aggressive hepatitis having higher levels than those with 
chronic persistent hepatitis. 

Urinary neopterin levels were also assessed in 51 patients with acute 
hepatitis and were related with the type of the hepatitis (R13). There were 
13 patients with hepatitis A, 26 with hepatitis B, and 12 with non-A, non- 
B hepatitis. A good correlation was found with markers of clinical activity, 
such as serum levels of aminotransferases in individual patients. In this 
study, patients with various nonviral pancreatic and biliary disorders as 
well those with alcohol-toxic hepatitis were included for control. In all 
these patients, neopterin levels were normal or  only slightly elevated, but 
were well below the levels found in virus-mediated hepatitis (serologically 
proved in the case of hepatitis A and B). Further, in the control subjects 
there was no correlation between levels of neopterin and other biochemical 
tests for liver function. As neopterin levels were invariably elevated in 
proved viral hepatitis, it was concluded that neopterin might be a valuable 
marker for suspected non-A, non-B hepatitis. 

Another study underlined the potential of neopterin determination to 
aid in the discrimination between chronic persistent non-A, non-B hepatitis 
and steatosis hepatitis (P19). Patients with these disease entities usually 
present with very similar signs, including mild elevations of serum levels 
of transaminases, but rarely show clinical disease. The prognosis and the 
clinical impact of both diseases, however, are completely different. In a 
comparison of neopterin levels and other biochemical tests for liver func- 
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tion, neopterin levels were shown to have the greatest potential for dif- 
ferential diagnosis, because neopterin levels were elevated in the chronic 
persistent non-A, non-B hepatitis cases but were normal in fatty liver pa- 
tients. 

In addition to these studies, essentially the same observations were made 
in children after vaccination with a live measles-mumps vaccine. The typ- 
ical pattern of sharply increasing levels was observed, with a peak at the 
time when viremia is known to be highest in wild-type measles infection 
(12 to 15 days after vaccination). Subsequently, neopterin levels rapidly 
declined and normalized. This decline coincided with the period in which 
specific antibodies become detectable. It is important to note that in none 
of these children were clinical symptoms apparent (R4). 

The typical pattern of peaking neoptern levels preceding the appearence 
of specific antibodies in serum, and the decline associated with increasing 
antibody titers, was also observed in kidney allograft recipients with cy- 
tomegalovirus infection (T5). 

Summarizing the available evidence, one can conclude that neopterin 
is a highly sensitive indicator for the presence of activation of cell-mediated 
immune responses by viral pathogens. Neopterin elevations in viral in- 
fection do not appear to depend heavily on the type of the virus, and 
hence, neopterin determination should be kept in mind as a potent general 
marker for known viral infection, and also for new viruses against which 
no antigen-antibody system exists. 

In this context, it should be considered that a fast and generally appli- 
cable method to identify viral infections is not yet available. Virus serology 
and culture methods cannot be used routinely in clinical practice because 
they are time consuming, expensive, and often the pathogenic agent cannot 
be identified. Furthermore, viral and bacterial infections require different 
therapeutic modalities. Therefore, it seems reasonable to predict that a 
sensitive marker indicating viral infections and activity of disease would 
be useful in management and therapy control of viral infections. 

The large number of diseases indicated by elevation of serum neopterin 
concentrations suggests the application of neopterin for routine screening 
of blood donors. One of the most serious hazards of blood transfusion is 
the potential transmission of malignant and infectious diseases, including 
acquired immunodeficiency syndrome. Neopterin levels were determined 
in parallel with established laboratory tests in 6%8 voluntary blood donors 
during 3 months (S9). The observed donor loss due to elevated neopterin 
levels was comparable to that due to elevated alanine aminotransferase 
and was therefore within tolerable limits. It can be expected that the av- 
erage donor loss due to elevated neopterin levels will not exceed 2% over 
a period of 1 yr. Because a panel of hazardous diseases can be detected 
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due to its association with activated cellular immunity, measurement of 
neopterin to minimize transfusion hazards can be recommended. 

5.2.1. Infections by Human Immunodeficiency Virus 

Acquired immunodeficiency syndrome (AIDS) was first described in 
1981 in the United States. Human immunodeficiency virus (HIV) has been 
identified as the causative agent of AIDS in humans. At present, HIV 
infection is a major worldwide health problem. HIV selectively infects 
and destroys the helpedinducer subpopulation of T lymphocytes. The 
progressive depletion of these cells leads to the wide spectrum of clinical 
manifestations characterized by high susceptibility to opportunistic in- 
fections, which are generally fatal, and to rare malignancies. The partic- 
ipation of T cell activation in the pathogenesis of the disease is of increasing 
concern. 

In 1983, when our laboratory, collaborating with T. J. Spira from the 
Centers for Disease Control, Atlanta, Georgia, had begun to study urinary 
neopterin levels in patients with acquired immunodeficiency syndrome 
and with prodromal stages (WS), the pathogenic agent of AIDS was not 
known. Surprisingly, it was concluded in part from the extremely high 
neopterin levels of these patients that their cellular immune system was 
strongly activated. Due to the severely immunocompromised condition 
of patients with advanced disease, the results presented provoked much 
debate or even denial. Later on, it was observed that cultivation of human 
immunodeficiency virus strictly depended on activation of target cells. 
Thus, the data became reasonable. Particularly, both infection of T cells 
and replication of HIV in vitro require activation of cells, which is usually 
achieved by phytohemagglutinin and interleukin-2 (B3,P14). A pivotal role 
of T cell activation in vivo has been concluded from neopterin data. Neop- 
terin levels increase early during the course of HIV infection and correlate 
positively with progressive disease according to the Walter Reed staging 
classification. Neopterin is a valuable marker for AIDS patients due to 
its predictive significance. 

The preceding pilot study (W8) was conducted using 5 patients with 
AIDS and 12 patients in prodromal stages. The results of this report were 
extended to 38 patients with AIDS and 64 patients with persistent gen- 
eralized lymphadenopathy (F15); results confirmed by another group using 
36 patients with AIDS and 48 patients with AIDS-related complex (ARC) 
(Al). This study showed that almost all patients had significantly elevated 
neopterin levels but biopterin levels were within the normal range. 

Detailed investigations of neopterin levels in groups with a high incidence 
of AIDS were of significance for the recognition and confirmation of the 
role the T cell activation plays in HlV infection. Increased urinary and/ 
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or serum neopterin levels were found in more than 90% of 59 HIV-ser- 
opositive parenteral drug addicts (F19), in approximately 85% of sero- 
positive homosexuals (F I3,G8), and in 6040% of seropositive hemophilia 
patients (DI,F17). However, in addition to most of the HIV-infected in- 
dividuals, a substantial fraction of seronegative symptomless members of 
groups at high risk for AIDS showed elevated neopterin levels, for in- 
stance, 15% of seronegative homosexuals and 50% of seronegative par- 
enteral drug addicts and hemophilia patients (Dl,Fl3,F19). This obser- 
vation possibly identifies a special disposition in high-risk groups. The 
role of T cell activation for HIV infections appears to be reflected by the 
observation that the magnitude of neopterin levels was correlated with 
behavioral factors of risk-group members: with the number of partners 
of receptive anal intercourse in homosexuals (F18) and with the parenteral 
mode of drug administration in drug addicts (F20). Infections, drugs, and 
adulterants that are often mixed with drugs likely stimulate T cells, leading 
to enhanced production of neopterin (W9). The presence of at least tran- 
sient immune stimulation was also shown in recipients of blood transfu- 
sions (W9). 

These data have indicated that activation of cellular immunity represents 
the often-suggested cofactor for increased susceptibility for seroconversion 
and progressive disease, in addition to increased risk of infection following 
exposure to HIV. Thus, those individuals who are at risk for exposure to 
HIV (homosexuals, parenteral drug abusers, and hemophiliacs) and re- 
cipients of blood transfusions who are exposed to HIV are likely to be 
effectively infected if a preexisting T cell activation promotes production 
of HIV (F16,W9). In East Africa activation of the cell-mediated immune 
system occurs frequently because of infections with parasites or fungi, 
thus AIDS spreads rapidly, regardless of sex, among African communities 
(W6). 

According to this proposed role of T cell activation, immunostimulatory 
treatment such as application of interleukin-2 will exacerbate the course 
of the disease in HIV-infected patients (H14,H15). In fact, failure of treat- 
ment with interleukin-2 has been reported (F5,V I ,V7). Immunosuppressive 
therapeutic regimens, however, have been shown to be beneficial (A4,Ml). 

Neopterin levels follow closely the course of HIV infection. In one pa- 
tient, neopterin levels increased during acute infection before antibodies 
against HIV became detectable (El). Progressive infection is paralleled 
by increasing neopterin levels, as was reported first for a single patient 
(Al )  then for groups of patients (F13,KlO). Whereas there exists no dif- 
ference in neopterin levels among asymptomatic HIV seropositives and 
those with persistent generalized lymphadenopathy, the correlation to the 
Walter Reed staging classifcation was found to be highly significant (F13). 
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Neopterin levels and CD4'/CD8' T cell ratios correlate inversely in ARC 
and AIDS patients. In asymptomatic seropositives the ratios were usually 
only slightly below the level found in seronegative risk-group members 
(H23 ,K 10). Similar conclusions were drawn regarding the correlation of 
neopterin and P,-microglobulin, because neopterin levels begin to rise 
earlier than do P,-microglobulin levels (K10,L3). 

Neopterin has predictive potential in HIV-infected individuals. HIV- 
seropositive subjects with high neopterin levels developed symptoms ear- 
lier than did those with lower levels (Ul). High neopterin levels precede 
progression within the Walter Reed staging classification (B9). AIDS pa- 
tients with the highest neopterin levels were observed to die earlier than 
others (H23). 

Neopterin levels in risk groups and HIV-infected individuals can serve 
as a valuable marker because neopterin levels increase early in course of 
HIV infection with high frequency and because they continue to rise 
steadily when the disease progresses, and thus are of predictive signifi- 
cance. 

5.3. INFECTIONS BY INTRACELLULAR PROTOZOA 

It is well established that cell-mediated immunity is involved in defense 
against malaria parasites, but antibodies also play a role particularly in 
the case of continued challenge by the parasites (F3,H17,R23). Mediators 
released from T cells and macrophages such as interferon-y, tumor necrosis 
factor, and reactive forms of oxygen are thought to play an important role 
(Cl). Therefore, it is not unexpected that neopterin levels, indicating ac- 
tivation states of T cells and macrophages, increase during infection by 
Plasmodium species. 

Extremely high urinary neopterin levels were reported in a group of 27 
malarial patients from Bangkok, Thailand, where malaria is semiendemic 
(R8). 

A study of 55 patients with malaria showed that the serum neopterin 
levels were almost invariably highly elevated during acute malarial attacks 
(K4). In 17 patients with Plasmodiumfulciparum malaria, a weak cor- 
relation between degree of parasitemia and neopterin levels was observed. 
Neopterin levels of 41 nonimmune patients were higher than were those 
of 14 semiimmune individuals. When clinical disease resolved within 3- 
7 days of treatment, neopterin levels normalized rapidly. 

Urinary neopterin levels were further measured in 128 infected indi- 
viduals from Tanzania, where the disease is holoendemic. Neopterin levels 
of a subgroup of 117 previously untreated patients were compared with 
those of 19 untreated malarial patients from Bangkok (R9). The levels of 
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the Thai patients were considerably higher than those of the Tanzanian 
subjects of similar age. An overwhelming age dependency was detected 
among the Tanzanian patients (children showed by far the highest levels), 
but other variables did not influence neopterin levels significantly. The 
observed influence of age on neopterin levels likely reflects a switch from 
cellular to humoral immune mechanisms against Plasmodium. In holoen- 
demic regions, malarial infection provokes predominantly cellular immune 
phenomena in young children. With increasing age of subjects, antibodies 
against the circumsporozoite protein are thought to become more important 
for acquired immunity in endemic areas where the prevalence and severity 
of P. falciparum infection decreases (H17). It should be noted that urinary 
neopterin levels were also reported to be significantly elevated in four 
children with low-grade parasitemia without clinical symptoms. 

The studies on neopterin levels in malaria patients suggest that neopterin 
is an early and sensitive marker in this disease. Since neopterin levels 
decrease toward normal with recovery, their measurement might also be 
useful for follow-up treatment. 

5.4. INFECTIONS BY BACTERIA 

5.4.1. Intracellular Bacteria 

Intracellular bacteria provoke cellular immune responses of the infected 
host. Interferon-? is regarded as the primary lymphokine responsible for 
defense against intracellular pathogens (NS). Although direct measure- 
ments of interferon-? levels have not yet been performed, there is indirect 
evidence that this lymphokine is produced endogenously in diseases caused 
by intracellular pathogens (C2). For example, injection of monoclonal an- 
tibody to interferon-? prevented mice from recovering from listeriosis 
(B13).  Due to the importance of cell-mediated immunity in resistance to 
infection caused by intracellular pathogens, it appeared appropriate to 
study neopterin levels as a marker for activation of cellular immunity in 
patients with such infections. So far, studies on neopterin have been per- 
formed in patients with pulmonary tuberculosis and leprosy. 

A study conducted on 55 patients with pulmonary tuberculosis dem- 
onstrated that urinary neopterin levels were elevated in 83.6% of patients 
with active disease (F12). There was a correlation between mean neopterin 
levels and extent of disease as well as activity of disease. Serial mea- 
surement of neopterin levels showed that neopterin levels reflect accurately 
the clinical activity of tuberculosis under treatment. These findings appear 
to be of practical value because there is no reliable parameter reflecting 
rapid changes of activity in this disease. 
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Urinary excretion of neopterin was studied in 77 patients with leprosy 
(S6). Neopterin levels were increased in 75% of patients. No difference 
was apparent between patients with tuberculous, with borderline lepro- 
matous, and with lepromatous leprosy. Also there was no correlation be- 
tween neopterin levels and duration of disease or prior medication. The 
value of neopterin levels for assessment of activity or of efficacy of therapy 
in this disease remains to be examined. 

5.4.2. Other Bacteria 

The question as to which bacteria induce interferon-? and which do not 
cannot be answered systematically by experimental studies from the lit- 
erature (K9). However, it can be concluded from the high susceptibility 
to viral, fungal, protozoan, and intracellular bacterial infections of indi- 
viduals with deficient T cell function that immune responses against these 
pathogens are mediated by immune cells (T cells and macrophages). During 
this immune response, CD4' and CD8' cells secrete interferon-? (M9), 
inducing neopterin production by macrophages. 

The host defenses against other (nonintracellular) bacteria are thought 
to be mainly mediated by antibody and complement factors. Therefore, 
interferon-? and neopterin should not be produced to any great extent in 
infections by such bacteria. Indeed, bacterial infections are not commonly 
associated with high neopterin levels (W2), particularly when infections 
are locally restricted. However, increased neopterin levels are observed 
in a substantial fraction of patients with staphylococcal pneumonia (NI I ,  
and H. Wachter, unpublished results). 

Possibly, high neopterin levels reflect a combined viral-bacterial pneu- 
monia. I t  is thought that virus infection in the respiratory tract favors 
growth conditions for bacteria. In addition, it was reported that coinfection 
with Staphylococcus aureus enhanced greatly pathogenicity of influenza 
virus due to virus activation by a protease produced by S .  aureus (TI). 

Alternatively, production of interferon-? and of neopterin might be found 
in advanced stages of bacterial infections such as bacteriemia. This view 
is supported by a study on plasma neopterin levels in intensive care patients 
with and without septic complications (S23). Twenty-one patients were 
classified according to their clinical course and outcome. Highly significant 
differences of neopterin levels were observed among survivors and non- 
survivors. I t  was concluded that estimation of neopterin might become a 
helpful tool for assessment of the clinical course in septic patients. This 
is also supported by a study on neopterin levels in 42 patients with bron- 
chial asthma (M8). Patients with exacerbated asthma showed significantly 
higher neopterin levels in urine and blood than did patients with stable 
asthma (p < 0.01). 
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New information about bacterially stimulated release of interferon-y 
could lead to insights on human immune responses and to recognition of 
neopterin elevations in other bacterial infections. 

5.5. AUTOIMMUNE DISEASES 

The participation of cellular immune events in the pathogenesis of au- 
toimmune diseases is now generally accepted. Activation of T cells was 
determined by expression of HLA-DR antigen (B 10) and by significantly 
elevated levels of interferons in patients with autoimmune diseases 
(H18,H 19,P16). It was concluded that interferon found in sera from patients 
with systemic lupus erythematosus was an unusual acid-labile form of 
interferon-a but that interferon from patients with autoimmune vasculitis 
was predominantly interferon-y (P15). Furthermore, it has been hypoth- 
esized that interferon has a role in the development of autoimmune dis- 
orders. Indeed, accelerated progression of disease was observed in several 
independent studies in experimental animals (A2,E4,H 16). As a conse- 
quence of the presence of interferon-y, it was suspected that neopterin 
levels might be of interest in autoimmune diseases. Neopterin levels are 
high in acute phases and reflect extent and activity of disease in rheumatoid 
arthritis, Crohn’s disease, ulcerative colitis, autoimmune thyroiditis, and 
early-onset diabetes mellitus type I. 

5.5.1. Rheumatoid Arthritis 

Activated lymphocytes and lymphokines are found in synovial mem- 
brane and synovial fluid of patients with rheumatoid arthritis during clin- 
ically active periods of disease (JI). The clinical course of rheumatoid 
arthritis fluctuates. The patients require medication during periods of high 
clinical activity but not during quiescence of the disease. Apart from clin- 
ical criteria, a panel of laboratory data is commonly used to assess clinical 
activity of the disease. However, a reliable, sensitive, and reproducible 
method to quantitate activity of rheumatoid arthritis would be particularly 
valuable. 

A pilot study conducted in 30 patients with the classical form of rheu- 
matoid arthritis appeared promising because a correlation between urinary 
neopterin levels and stage and particularly activity of disease was observed 
(H13). 

Investigations of urinary neopterin levels and other commonly used 
laboratory variables were conducted in 106 patients with rheumatoid ar- 
thritis and compared with the data of 45 patients with osteoarthritis as an 
example of a degenerative rheumatic disorder (R1 1). Neopterin levels were 
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significantly associated with stage as well as with activity of rheumatoid 
arthritis. Significantly higher neopterin levels were found even in patients 
with stage I rheumatoid arthritis compared to patients with osteoarthritis. 
Correlations with erythrocyte sedimentation rate, hemoglobin level, white 
cell blood count, and presence or  absence of C-reactive protein and of 
rheumatoid factor were weak. Therefore, measurement of neopterin con- 
fers independent information. This conclusion was corroborated by mul- 
tivariate analysis of the data, showing that levels of urinary neopterin, C- 
reactive protein, and erythrocyte sedimentation rate were the best inde- 
pendent combined predictors of clinical activity. There was a dominant 
contribution of neopterin to this combination. The ability of neopterin 
levels to reflect clinical activity of disease was also apparent in follow- 
up studies, which showed that neopterin levels decreased if therapy ef- 
fectively lowered the activity of the autoimmune process. 

A close association between urinary neopterin levels and clinical activity 
of rheumatoid arthritis was also shown by another group (H6). Neopterin 
levels, serum levels of C-reactive protein, and activity of disease were 
correlated. Patients with rheumatoid arthritis ( n  = 67) had significantly 
higher levels than did a healthy control group (n = 67) or patients with 
arthralgia or arthrosis (n  = 24). 

Because it is assumed that activated T cells produce interferon-y within 
inflamed joints, it seems likely that this lymphokine locally induces mac- 
rophages for neopterin production. 

A recent study demonstrated that neopterin levels in synovial fluid are 
higher than in serum of patients with inflammatory rheumatic diseases (n  
= 30) (M2). Neopterin levels in synovial fluids from inflammatory joints 
( n  = 30) were significantly elevated compared to those from noninflam- 
matory joints (n = 30). It was concluded that neopterin is locally produced 
in synovial fluid of patients with inflammatory rheumatoid diseases but 
not with noninflammatory disease; then neopterin appears in circulating 
blood and is finally excreted in urine. There was no correlation between 
neopterin levels and immunoglobulin levels, acute-phase proteins or  al- 
bumin in synovial fluids of inflammatory joints. 

It might be expected from the published results that neopterin levels 
can advantageously complement the typically employed clinical and lab- 
oratory variables to discriminate between rheumatoid arthritis and os- 
teoarthritis and to assess the clinical activity of rheumatoid arthritis, par- 
ticularly during treatment. Application of neopterin in other inflammatory 
rheumatoid diseases, for instance, systemic lupus erythematosus and ju- 
venile rheumatoid arthritis, might be of importance for insights into path- 
ogenetic backgrounds. 
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5 .5 .2 .  Ulcerative Colitis 

In addition to phenomena usually ascribed to the activity of humoral 
immunity in the pathogenesis of ulcerative colitis, participation of cell- 
mediated immune events is generally supposed. Therefore, it can be in- 
ferred that production of interferon-y by activated T cells and of neopterin 
by induced macrophages should be observed in active periods of ulcerative 
colitis. Because assessment of clinical activity of ulcerative colitis is based 
predominantly on secondary clinical features, such as local irritation and 
systemic symptoms, a sensitive marker for activity of critical immune 
events is desirable. 

Urinary neopterin levels were measured in 25 patients with ulcerative 
colitis (N9). A correlation between neopterin levels and severity of clinical 
symptoms was observed. The closest correlation of clinical activity was 
obtained with extent of bowel involvement. Neopterin levels were the 
second best index, followed by erythrocyte sedimentation rate, by number 
of bowel movements per day, and by body temperature. C-Reactive protein 
and orosomucoid correlated less than neopterin with clinical activity of 
disease. Therefore, determination of neopterin was proposed to be useful 
for monitoring activity of ulcerative colitis. 

In further studies, the results were confirmed in 11 patients with colitis 
ulcerosa. In addition, a significant correlation between the number of pe- 
ripheral activated lymphocytes and neopterin levels was observed (Rl) .  

5 . 5 . 3 .  Crohn’s Disease 

There are several unresolved questions in the pathogenesis and as- 
sessment of clinical activity of Crohn’s disease. However, there is no 
debate that both humoral and cellular immune phenomena play a role in 
this disease. Similar to other autoimmune disorders, Crohn’s disease is 
characterized by alternating acute (active) and quiescent periods. There- 
fore, criteria for assessment of clinical activity are sought. Neopterin levels 
as indicators of activation of cellular immunity were found appropriate 
to characterize the activity of Crohn’s disease. 

Urinary neopterin levels were measured in 34 patients with Crohn’s 
disease (P20). Multiple stepwise regression analyses were used to evaluate 
a possible association of neopterin with 15 other clinical and laboratory 
variables. Neopterin was significantly correlated with clinical activity, with 
disease duration (inverse correlation), and with index of body weight. Ex- 
tent and localization of the disease did not influence neopterin excretion. 

For assessment of the course of Crohn’s disease, several indices have 
been suggested, e.g., the Crohn’s Disease Activity Index (CDAI) includes 
one laboratory parameter (hematocrit) and seven other somewhat sub- 
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jective factors. On the basis of the correlation of neopterin and activity 
of disease, a simple triple-parametric index for clinical activity of Crohn's 
disease was proposed (R14). This index consists of two laboratory vari- 
ables, hematocrit and urinary neopterin levels, and one clinical parameter, 
the frequency of liquid or very soft stools. The results obtained with the 
latter index were at least equal to those based on the eight parametric 
CDAI. 

A study of 51 patients with Crohn's disease revealed significant asso- 
ciation of neopterin concentrations with clinical activity, with CDAI, and 
with the number of peripheral activated lymphocytes (Rl ) .  Therefore, 
neopterin levels might be considered valuable assays in Crohn's disease. 

5.5.4. Autoimmune Thyroiditis 

Excessive expression of HLA-DR antigen was observed in T cell clones 
from autoimmune thyroid glands (B 10). Because interferon-y represents 
the best known inducer of DR antigen expression, it has been suggested 
that this lymphokine is produced locally and within the environment of 
thyroid glands (T7). Neopterin levels were examined in patients with dif- 
ferent thyroid diseases (S1 1). Neopterin levels in serum were elevated in 
11 of 13 patients with autoimmune thyrotoxicosis, in 2 of 8 patients with 
disseminated autonomy, in 5 of 6 patients with autoimmune hypothy- 
roidism, and in 0 of 4 patients with goiter. From these results, it was 
suggested that neopterin might be helpful to differentiate autoimmune from 
nonautoimmune thyroid diseases and in the management of autoimmune- 
induced thyrotoxicosis. During treatment, neopterin levels normalized in 
hyperthyroid patients when thyroid hormones normalized (5 patients) but 
remained elevated when the course of disease was unchanged (1 patient). 
Further work on autoimmune thyroiditis may help to consolidate the value 
of the neopterin assay in this field. 

5.5.5.  Diabetes Mellitus Type I 

Type I diabetes mellitus (insulin-dependent diabetes mellitus) is con- 
sidered to be an autoimmune disease (E2). Increased CD4'/CD8' ratio 
and activated T cells were found in peripheral blood, with high numbers 
of CD8' T cells positive for HLA-DR antigen in the pancreas of patients 
with type I diabetes mellitus (B1 1). There is evidence for involvement of 
cell-mediated immunity. 

A pilot study showed that urinary neopterin levels were significantly 
increased in newly diagnosed patients with early onset of type I diabetes 
(n = 8) and with long-lasting diabetes with anticytoplasmic islet cell an- 
tibodies (n  = 3), but not in long-lasting diabetic patients without anti- 
cytoplasmic islet cell antibodies ( n  = 13) (M4). It was proposed that neop- 
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terin determination would be useful in monitoring patients with type 1 
diabetes mellitus. Additional investigations might show the predictive value 
of neopterin in patients who are genetically predisposed to diabetes mellitus 
type I. 

5.6. OTHER INFLAMMATORY DISEASES 

This group comprises diseases with recognized involvement of cell-me- 
diated immunity as an essential element in the pathology of disease. At 
part, they are considered as autoimmune-like (celiac disease, multiple 
sclerosis). However, the precise mechanisms of these diseases are not 
yet defined and remain a matter of debate. 

5.6.1. Sarcoidosis 

Pulmonary sarcoidosis, a chronic disorder of unknown etiology, is 
characterized by accumulation of T lymphocytes and macrophages at the 
site of disease activity (V4). Activated immune cells produce, among other 
lymphokines, interferon-y (R25, T3). 

In order to test the hypothesis that neopterin levels reflect activity of 
pulmonary sarcoidosis, urinary neopterin levels were measured concom- 
itantly with clinical status and 67Ga scans in 40 patients with biopsy-proved 
disease (Ll). It was shown that neopterin levels were significantly elevated 
in the patients with sarcoidosis. Patients with active sarcoidosis had higher 
neopterin levels than did those who did not meet the clinical criteria for 
active disease. Furthermore, neopterin levels of patients with extended 
alveolar lympholysis (more than 30%) were higher than was found in those 
with low alveolar lympholysis (less than 30%). A significant correlation 
between urinary neopterin levels and results of 67Ga scans, but not with 
serum angiotensin-converting enzyme levels and urinary calcium excre- 
tion, was observed. 

The results of further studies were in accord with the former. (E3, P18, 
W20). Also, serum neopterin levels were significantly elevated in patients 
with sarcoidosis. Serum and urinary neopterin levels increased in parallel 
to clinical activity of the disease and were correlated to 67Ga scans. 

The results of these studies suggest that measurement of neopterin might 
be valuable in determining the degree disease activity and in follow-up, 
and justify further investigations. 

5.6.2. Celiac Disease 

Celiac disease is a malabsorptive disorder defined as permanent intol- 
erance against wheat gluten A-gliadin and similar proteins of other cereals. 
Apart from genetic and environmental factors, pronounced immunological 
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events of both humoral and cellular types are important in the pathogenesis 
of celiac disease (F2, KI).  Oral intake of gliadin is known to activate 
celiac disease and leads to lesions, termed villous atrophy, of the small 
bowel mucosa. Activation of T lymphocytes and production of lympho- 
kines play a crucial role (S22). 

A pilot study on children with active celiac disease demonstrated that 
urinary neoptenn levels were elevated when the children were fed with 
gluten-containing diet. Introducing a gluten-free diet was accompanied by 
rapid fall of neoptenn levels (F1 I ) .  

Urinary neopterin levels were measured in 52 children with celiac dis- 
ease, as reported in an extended work (GIO). A highly significant difference 
between children with active celiac disease and patients without clinical 
symptoms or patients on gluten-free diet was observed. There was a close 
correlation between neopterin levels and titers of antigliadin antibodies 
in serum (an indicator of specific humoral immune response) when samples 
were collected on the same day (n = 16). 

Because neopterin levels reflect activity of celiac disease, neopterin 
can be regarded as useful, independent marker for follow-up of childhood 
celiac disease. 

5.6.3. Multiple Sclerosis and Aseptic Meningoencephalitis 

Multiple sclerosis is presently an incurable and often debilitating neu- 
rological disease in which a number of immunological phenomena have 
been reported. The presence of mononuclear cell infiltrates in demyeli- 
nating lesions and of oligoclonal immunoglobulin G in the cerebrospinal 
fluid strongly suggests the involvement of an immunopathological process 
(P4). The involvement of the immune system in the pathology of multiple 
sclerosis is generally accepted, but it is not known which antigens trigger 
the immune response. It has been suggested that infectious agents or au- 
toimmune responses against components of the central nervous system 
are implicated. Certainly, there is a substantial role of cell-mediated im- 
munity in the pathogenesis of multiple sclerosis (B4). Analogously, in- 
trathecal cellular immune mechanisms are demonstrated to be involved 
in the pathogenesis of aseptic meningoencephalitis (LIO). 

A recent study revealed elevated neopterin levels in cerebrospinal fluid 
(CSF) of 10 of 12 patients with multiple sclerosis during exacerbation when 
compared to periods of remission (F8). High neopterin levels in CSF were 
not paralleled in the serum of the patients studied. 

Neopterin levels were further measured in CSF of patients with acute- 
phase aseptic meningoencephalitis, with active noninflammatory neuro- 
logical disease, and with tension headache or psychoneurosis as controls 
(F7). Elevated neopterin levels were found in CSF in most patients during 
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acute-phase aseptic menhgwncephalitis. The neopterin levels in CSF were 
strongly correlated to the number of mononuclear cells in CSF during the 
course of disease and normalized with recovery. Neopterin levels in CSF 
of patients with active noninflammatory neurological disease and of con- 
trols were lower than those of a majority of patients with aseptic me- 
ningoencephalitis. The observed elevation of neopterin levels in CSF ar- 
gues for high-level activation of these immune cells. 

The results of neopterin levels in CSF of patients with inflammatory 
neurological diseases are promising and further examinations would be 
of considerable interest. 

5.7. MALIGNANT DISEASES INVOLVING ACTIVATION OF 

CELL-MEDIATED IMMUNITY 

lmmunogenicity of tumors was convincingly demonstrated in the 1950s 
(N12). The interactions between tumors and immune system, however, 
are complex and therefore remain a matter of much debate. The original 
concept of immune surveillance, whereby actions of the immune system 
are invariably beneficial to the host of a tumor, clearly can be regarded 
as an oversimplification (P13,P17). It has been strongly suggested that 
activated macrophages even promote tumor growth (MlO,S15). Extensive 
investigations leave little doubt that a substantial number of tumors evoke’ 
cellular immune responses in the host whether the growth of the tumGr 
is restricted or not. 

In several malignant diseases, elevated levels of neopterin in urine and 
serum were observed. The extent of elevation of neopterin levels was 
correlated with stage and prognosis of disease in several tumor types. The 
data support the view that persistent immunoactivation is not necessarily 
of benefit to tumor patients (R6). 

5.7.1. Hematological Neoplasias 

Several studies describe neopterin levels in patients with hematological 
neoplasias (H 12 ,L5 ,M 1 1 ,R5, S2, S3 ,Z2) .  Patients with active malignancies 
(chronic lymphocytic leukemia, chronic myelocytic leukemia, multiple 
myeloma, Hodgkin’s lymphoma, non-Hodgkin’s lymphoma, and poly- 
cythemia Vera) (n = 135) showed significantly elevated urinary neopterin 
levels with high frequency, except that only 29% of patients with multiple 
myeloma in stage I exhibited neopterin levels above the upper limit of 
normal (H12). It was of particular interest that more than 90% of patients 
with non-Hodgkin’s lymphoma and with leukemia showed elevated neo- 
pterin levels. A pronounced influence of stage was observed in patients 
with chronic myelocytic leukemia, with multiple myeloma, and with non- 



NEOPTERIN AND ACTIVATION OF CELLULAR IMMUNITY 119 

Hodgkin’s lymphoma. The majority of patients with hematological neo- 
plasms in remission had neopterin levels within the normal range. 

Several further studies underline these results. Urinary and/or serum 
neopterin levels were examined in 14 children with active hematological 
neoplasia and in 25 children with hematological neoplasia in remission 
(RS), in 19 adults with active hematological neoplasia (S2), in 64 patients 
with hematological neoplasias, untreated or in stable remission (L5), in 
28 patients with active neoplasia, in 2 patients with disease in remission 
(S3), in 28 patients with Hodgkin’s disease (Z2), and in 21 patients with 
multiple myeloma (M11). The latter study showed a significant correlation 
between urinary neopterin levels and the total estimated mass of tumor 
cells that was even more pronounced than the correlation between p2- 
microglobulin and mass of tumor cells. These data support the view that 
neopterin levels might be useful complements to the hematological pa- 
rameters commonly employed in these diseases. 

Several other studies should be mentioned. In 1981, a simple method 
was published to determine 6-hydroxymethylpterin (R2). The described 
assay claims to absorb 6-hydroxymethylpterin from urine on charcoal, 
followed by elution and measurement by fluorescence. This report was 
followed by two further studies from the same laboratory and by one from 
another laboratory (A5,R3,T8). The results were excellent: 120 patients 
with various types of cancer excreted significantly higher levels of 6-hy- 
droxymethylpterin (R3). The levels correlated with the percentage of blasts 
in patients with acute myeloid leukemia (TS) and normalized when re- 
mission was achieved. An analogous correlation was observed in patients 
with acute lymphoblastic leukemia (R3). However, the method used for 
quantification of 6-hydroxymethylpterin in patients with tumors was 
questioned (D6,D8), and according to our experience, only neopterin levels 
are consistently increased in patients with malignancies, particularly in 
hematological neoplasias. Examination of the HPLC method proposed by 
Rao and co-workers showed that most of fluorescent pterins were absorbed 
on and eluted from charcoal. The major fluorescence measured by Rao 
and associates was caused by neopterin, not by 6-hydroxymethylpterin 
(HIO). From this view, the findings are consistent with other reports on 
neopterin. 

5.7.2. Gynecological Tumors 

In 287 women with carcinomas of the genital tract pretherapeutical uri- 
nary neopterin levels were measured (B5,B6,R12,R15). The percentage 
of patients with elevated neopterin levels depended on tumor type and 
tumor stage. The highest frequencies of elevated levels were observed in 
patients with ovarian carcinoma and generally in patients with the most 
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advanced tumor stages. In contrast, in patients with benign gynecological 
tumors (n  = 53) and in women with precancerous lesions of the cervix 
and endometrium (n = 24), neopterin levels below the upper limits of 
normal were commonly observed (B6). 

The relation between pretherapeutically and serially measured neoptenn 
levels and the outcome of disease was examined in 186 women with cer- 
vical cancer (R15) and in 74 women with ovarian cancer (R12). High pre- 
therapeutic neopterin levels were significantly predictive for a more un- 
favorable course of disease and earlier death in both groups of patients. 

The possibility that the predictive significance of neopterin depends on 
other factors, such as tumor stage or surgery, was examined by multi- 
variate statistical analysis with the Cox regression procedure and strati- 
fication according to tumor stage. Laboratory variables chosen for inclu- 
sion in these analyses were urinary neopterin levels, white blood cell count, 
thrombocyte number, hemoglobin, hematocrit, erythrocyte sedimentation 
rate, serum urea, and liver function tests. Levels of hemoglobin, leukocyte 
number, and neopterin were independent significant predictors of survi- 
val time in cervical cancer even when adjusted for tumor stage (R15). In 
ovarian cancer, neopterin was the unique significant laboratory test 
(R12). 

A potential association of neopterin levels measured serially during fol- 
low-up with risk of death, recurrence, or metastasis was statistically as- 
sessed by a variant of the Cox technique with a time-dependent covariate. 
This model is particularly suited for analysis of profiles of tumor markers 
(G3).  A highly significant association of elevated neopterin levels and a 
higher risk for death, recurrence, or metastasis were detected in cervical 
and ovarian cancer. In cervical cancer, a signifcant rise of neopterin levels 
was observed up to 5 months prior to death, I month prior to recurrence, 
and 2 months prior to metastasis. Significantly elevated neopterin levels 
were found 7 months before death in ovarian cancer. 

There was a significant association between serial neopterin levels and 
histological diagnosis of patients with ovarian carcinoma at second-look 
laparotomy ( p  = 0.016). This observation might be of particular value 
because a substantial number of patients commonly refuse second-look 
surgery. Furthermore, patients with evidence of disease at second look 
and with normal neopterin levels were found to have a better outcome 
than women with evidence of tumor and with elevated neopterin levels 
(R12). 

5.7.3. Tumors of the Genitourinary Tract 

Urinary neopterin levels were measured in patients with bladder tumor 
(n  = 541, with carcinoma of prostate (n = 34), with tumors of testicle (n  
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= 321, and with renal cell carcinoma (n = 11) (A7,F9). Except for the 
latter group, a substantial correlation between stage of tumor and urinary 
neoptenn excretion was found. All patients with bladder tumor stage TI 
had normal neopterin levels, but 89% of 35 patients with higher stages 
had elevated neopterin levels. Similarly, all patients with prostatic car- 
cinoma stage A or B had normal levels but 84% of 19 patients in stage C 
or D had significantly elevated neopterin levels. 

Neopterin levels were determined in urinary samples from 7 1 testicular 
tumor patients during a 4-yr follow-up. Of these patients, 38 had seminomas 
and 33 had nonseminomatous tumors (J5). The observed correlation be- 
tween urinary neopterin levels and clinical condition demonstrates that 
neopterin represents a valuable marker for monitoring the course of disease 
in patients with testicular tumor. 

A further study of 93 patients with prostatic carcinoma revealed a pre- 
dictive significance of serum neopterin levels (L9). Patients with initially 
elevated neopterin levels had significantly worse survival rates than did 
those with normal neopterin levels 0, = 0.001). 

The therapeutical modalities of patients with prostatic carcinoma stages 
A and B differ from those with stages C and D, and with bladder tumor 
stage T1 from those with higher stages. Due to its predictive significance 
in patients with prostatic carcinoma, the value of neopterin determination 
for these tumor types is obvious. 

5.7.4. Lung Cancer 

Of patients with lung cancer ( n  = 103), 58% showed elevated urinary 
neopterin levels (C3). There was no association between neopterin levels 
and histological type of lung cancer or tumor stage. However, there was 
a significant difference of neopterin levels between limited and extensive 
disease in small cell carcinoma 0, = 0.0117; Kruskal-Wallis test). Fur- 
thermore, 25 of 36 patients (69%) with tumor recurrence had elevated 
neopterin levels. 

The predictive value of tumor stage, of therapy, and of pretherapeutic 
neopterin level was examined by multivariate analyses according to the 
Proportional Hazards model (C.5). The analysis was stratified by tumor 
histology to correct for possible nonproportional effects of histology on 
base-line survival curves. 

There was no significant difference in survival of patients with normal 
and elevated neopterin levels in squamous cell carcinoma (n  = 41, p = 

0.24; Breslow test) but there was a significant difference in adenocarcinoma 
(n = 21, p = 0.018) and in small cell lung cancer (n  = 24, p = 0.025). 

The multivariate stepwise regression analysis showed significant influ- 
ence of tumor stage (p = O.OOOl), therapy (p = 0.0056), and neopterin 
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levels (p = 0.0055) on survival time of patients with lung cancer. The 
relative risk of death of patients with elevated neopterin levels was 2.1 
times higher than that of patients with neopterin levels below the upper 
normal limit, even when corrected for effects of stage and therapy. Thus, 
the predictive value of neopterin levels was observed independently from 
studies of tumor stage and presence or absence of specific therapy. 

Due to the limited number of patients in the various histologic types 
and stages, these investigations of lung cancer patients shpuld be extended. 
However, the results of neopterin determinations in patients with lung 
cancer are promising. 

5.1.5. Gastrointestinal and Pancreatic Carcinoma 

Urinary neopterin levels were elevated in approximately 50% of patients 
with gastric carcinoma (n = 42) or with carcinoma of colon or of rectum 
( n  = 25) (C4). Patients with pancreatic carcinoma (n = 26; 69%) and 
patients with carcinoma of biliary tract (8 of 9) showed elevated urinary 
neopterin levels. For these tumor localizations, no correlation of neopterin 
with tumor stage could be demonstrated, probably because of the limited 
numbers of patients investigated. 

5.1.6. Malignant Diseases with Low Frequencies of Elevated 
Neopterin Levels 

It should be noted that certain tumor types show elevated neopterin 
levels only in low percentages (below 25%): melanomas (Z2), breast tumors 
(D5, W17), and head and neck cancers (D5, R10). However, a possible 
predictive value of neopterin has not been investigated. 

5.1.7. Activation of Cellular Immunity and Prognosis 

The observed correlation between elevated neopterin levels and acti- 
vation of cell-mediated immunity might be considered surprising. Due to 
the close association between neopterin release by macrophages and pro- 
duction of interferon-y by activated T cells, elevated neopterin levels in 
patients with malignant disease are considered as indirect evidence that 
these types of neoplastic cells evoke at least one or several first steps of 
the cell-mediated immune response. 

From in vitro results it is recognized that interferon-y induces macro- 
phages to secrete neopterin and concomitantly primes them for capacity 
to secrete H20,.  As already mentioned, the secretion of H,O, by mac- 
rophages is a two-step process: activation by interferon-y (paralleled by 
secretion of neopterin) must be followed by a second step for H202 pro- 
duction. Thus, it is possible that this second and/or further steps are not 
initiated or are suppressed despite a high degree of neopterin release. 
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There is some evidence that tumor-specific immunity, particularly ac- 
tions of macrophages, might support tumor growth. Activated macro- 
phages might fuse with malignant cells and the resulting hybrids could be 
responsible for metastatic spreading of tumors (M 10). In addition, angi- 
ogenesis of tumors was reported to be facilitated by secretory products 
of macrophages (P13). It was also found that tumor-specific immune re- 
actions supported tumor development in experimental tumors of mice 
(P17). On the basis of these studies, the observed association of high ac- 
tivation of macrophages and poor prognosis appears more understandable. 

Finally, it is certainly conceivable that measurement of neopterin as an 
index for production of interferon-y and activation of T cells might be of 
some importance in drawing conclusions about features of cellular immune 
reactions in the complex field of tumor immunology. 

5.7.8. Follow- Up during Therapeutic Zmmunomodulation 

Due to its special source from interferon-y-induced macrophages, 
neopterin is particularly suited to assess treatment modalities aimed at 
modifying immune responses. Therapy with interferons (D3 ,L4), tumor 
necrosis factor (D3), interleukin-2 (K7), and immunoactivating antitumoral 
peptides (V6) was accompanied by elevation of neopterin levels in serum 
and urine. In this way, the minimal therapeutic doses of interferon-a were 
determined for treatment of hairy cell leukemia (G6). Evidence was ob- 
tained that doses ranging from 5 to 10% of those commonly applied yield 
clinical results comparable to conventional doses, with greatly reduced 
side effects. The minimal dose was defined as the dose of interferon-ol 
inducing maximal neopterin release in serum and urine. 

6. Conclusions 

The low-weight metabolite neopterin is biosynthetically derived from 
guanosine triphosphate via 7,8-dihydroneopterin triphosphate. Zn vitro, 
human monocyteslmacrophages produce neopterin when stimulated by 
interferon-? released from activated T cells. Other cell types do not pro- 
duce measureable amounts of neopterin following various stimuli. There- 
fore, neopterin production appears to be closely associated with activation 
of the cellular immune system. 

Numerous clinical studies have demonstrated that neopterin represents 
an early, specific, and sensitive marker for in vivo T cell activation, in- 
terferon-y production, and monocyte/macrophage activation. High neop- 
terin levels were observed in clinical settings recognized or supposed to 
involve activation of cell-mediated immunity in acute allograft rejections, 
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viral infections, infections by intracellular parasites and bacteria, autoim- 
mune diseases, and certain malignancies. 

Several studies focus on the application of neopterin for monitoring the 
posttransplant course in allograft recipients. Acute rejections and viral 
complications are rapidly and accurately indicated. Increased neopterin 
production is a very early and sensitive response to most forms of infection, 
with exception of localized infections by extracellular bacteria. The rise 
of neopterin levels precedes the appearance of specific antibodies. Neop- 
terin levels decrease toward normal rapidly with recovery. Neopterin can, 
therefore, be used as an objective index of disease activity and response 
to therapy. 

Studies of neopterin levels in groups at high risk for AIDS and in patients 
infected with HIV have demonstrated that activation of T lymphocytes 
and macrophages (analogous to activation in v i m )  represents a crucial 
event for HIV production. HIV attaches preferentially to stimulated T 
cells and is produced by such cells. Consistent with these data, neopterin 
levels are of prognostic significance, identifying among healthy subjects 
those with high susceptibility for HIV infection and among HIV-infected 
individuals those whose disease is more likely to progress to AIDS. 

In autoimmune diseases, neopterin determination provides useful in- 
formation because neopterin levels reflect accurately the clinical activity 
and the extent of disease. 

In malignant diseases, the degree of neopterin elevation is a measure 
of the clinical activity, and in some tumor types serves as a measure of 
the extent of disease. In ovarian cancer, in cancer of the uterine cervix, 
in prostatic tumor, and in carcinoma of the lung, neopterin is of predictive 
value particularly for follow-up studies. 

In several clinical situations, neopterin as an early, specific, and sensitive 
marker for activation of the cellular immune system is well suited to dis- 
criminate between disorders otherwise hardly distinguishable by laboratory 
assays, e.g., between chronic persistent non-A, non-B hepatitis and stea- 
tosis hepatitis, or between osteoarthritis and rheumatoid arthritis at an 
early stage. 

Finally, it should be noted that neopterin measurement can be easily 
performed by RIA in serum or by HPLC in serum or urine. Neopterin 
determination provides information on the in vivo situation of the cellular 
immune system and is more simply performed than, for instance, deter- 
mination of T lymphocyte activation markers. Neopterin is diffusible and 
is not metabolized subsequent to in vivo formation, enabling ease of mea- 
surement compared to interferon-?, which enters the circulation minimally 
when locally produced and which has a comparatively short biological 
half-life. 
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That neopterin is not specific for a special disease or pathogen does 
not disqualify it as a useful measure. The wide application range of neop- 
terin resembles, for instance, that of the erythrocyte sedimentation rate 
and of C-reactive protein. However, it should be emphasized that neopterin 
carries completely independent and unique information. 
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1. Introduction 

Hepatitis B was recognized as a disease for many years prior to the 
identification of any of its viral constituents (24). In 1967, Blumberg de- 
scribed an antigen (now known as hepatitis B surface antigen, HBsAg) 
in human serum that occurred frequently in hepatitis, Down’s syndrome, 
and leukemia (B I I). Because it was first found in the serum of an Aus- 
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tralian aborigine, it was called Australia antigen (B8). Identification of the 
hepatitis B virus (HBV) presented problems, because the serum of hepatitis 
patients contained three distinct virus-related forms: tubules, and spheres 
with diameters of about 22 or 42 nm (BIO). All three forms reacted with 
antiserum directed against HBsAg. Because of their more complex struc- 
ture, as seen under the electron microscope, Dane identified the 42-nm 
particles as virus, and correctly concluded that the other two forms were 
excess viral surface antigen (DI). Blumberg’s discovery of HBsAg pro- 
vided the first tool for the detection of hepatitis B infection. The identi- 
fication of the HBV (Dane particle) led to the study of its biochemistry 
and the development of further specific tests for the virus. Serological 
and biochemical methods are now both used extensively in the study of 
hepatitis B infection. This article deals with biochemical methods for the 
detection of HBV constituents. 

1.1. EPIDEMIOLOGY OF HBV INFECTION 

The factors that are implicated in HBV infection are gender, vertical 
transmission, and horizontal transmission. A person whose blood is pos- 
itive for HBsAg for over 6 months is termed an HBV carrier (A7). Male 
adults have a higher HBsAg carriage rate than females (L15, Y3). Groups 
at high risk are babies born of HBV-infected mothers, patients receiving 
frequent blood transfusions, healthcare workers, homosexuals, drug ad- 
dicts, renal patients, and persons in close contact with HBsAg carriers. 
The relative importance of any single factor in the spread of HBV infection 
in a given population varies. For example, perinatal and postnatal trans- 
mission from mother to child (vertical transmission) is extremely important 
in some Asian populations (N8, N9, S24, W7), but is less so in West Africa 
(P8) or India (N4). HBV infection among different groups living in one 

TABLE 1 
HBsAg CARRIER RATE AMONG DIFFERENT GROUPS I N  

AUSTRALIA“ 

Category HBV carriers (%) 

AboriginaVTorres Strait islanders 26.0 
Southeast Asian origin 15.0 
Institutionalized mentally retarded 14.9 
Intravenous drug abusers 8.9 
Male homosexuals 5.5 
Mediterranean origin 2.5 

“Adapted from Gust er a/ .  (G11, (312). 
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TABLE 2 
FREQUENCY OF HBsAg POSITIVITY I N  VARIOUS AREAS 

____ 

HBsAg positive 
Area No. tested Subjects (%) Reference 

Taiwan 
Hong Kong 
Senegal 
China 
Saudi Arabia 
India 
Greece 
Japan 
United States 
Australia 

22,707 
16,334 

2212 
277,186 

7020 
8575 
6606 

342,407 
67,092 

12,585.167 

Men 
Cross section 
Children 
Cross section 
Hospital patients 
Pregnant women 
Blood donors 
Blood donors 
Blood donors 
Blood donors 

15.2 
9.6 
9.0 
8.8 
7.3 
3.7 
2.9 
1.9 
0.2 
0. I 

8 2  
Y3 
BI 
22  
L15 
N4 
E l  
N9 
s33 
GI1 

country would, accordingly, reflect such influences. Table 1 shows the 
carrier rate among different groups living in Australia. 

HBV infection is endemic in Asia, central and southern Africa, and 
Oceania (M9). Table 2 shows the frequency of HBsAg positivity in large- 
scale screening studies. With due allowance for the effects of age, gender, 
and differences in the method of detecting HBsAg, the observed differ- 
ences vary by one or two orders of magnitude. 

It is estimated that about 200 million people worldwide are carriers (S33, 
W8). Figure 1 shows a general scheme for the possible outcomes and 
various sequelae of HBV infection. Approximately 510% of patients with 
acute hepatitis become chronic carriers (B15, K9). Because the carrier 
state may lead to chronic hepatitis, liver cirrhosis, and primary liver cell 
cancer, it has serious health implications (B9, B12, S32). 

HBV infection 

Recovery HBsAg carrier state: asymptomatic, 

or chronic persistent hepatitis, 

or chronic active hepatitis 

liver c i r rhr is + 
hepatocellular carcinoma 

FIG. 1. Possible outcomes of HBV infection. Liver cirrhosis and hepatocellular carcinoma 
are frequent but not inevitable sequelae of chronic active hepatitis. 
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1.2. BIOLOGY OF THE VIRUS 

Hepatitis B virus is the smallest of the DNA viruses that infect man. 
Only one other animal DNA virus, which infects pigs, is smaller (T8). 
The four viruses, HBV, woodchuck hepatitis virus, ground squirrel hep- 
atitis virus, and duck hepatitis virus, form a distinct group of reverse- 
transcribing viruses that show strong similarities in virion size, in the length 
of the genome, and in other properties (G13, S26). Because these DNA 
viruses are hepatotropic, they are called the hepadna viruses (R4). Al- 
though these viruses utilize reverse transcription, they differ from retro- 
viruses in their smaller size, in the fact that their genomes consist of DNA 
instead of RNA, and in their mode of replication (S6, S28, W5). The com- 
mon tree squirrel also harbors a hepatitis B type of virus, but its exact 
relationship to the hepadna viruses remains to be defined (F7). It is possible 
that hepadna viruses and retroviruses are derived from a common ancestor, 
because there are similarities among some of their nucleotide sequences 
(M16). 

Dane particles isolated from the plasma of HBV carriers consist of a 
double-shelled spheres that either may be “empty,” or may contain cir- 
cular double-stranded DNA and HBV DNA polymerase (K2, T3). Empty 
particles may be a defective form of the virus (G2). The particles containing 
DNA and polymerase are considered to be the complete, fully infective 
particle. The outer shell is composed of HBsAg. The inner shell, called 
the nucleocapsid, is composed of core protein (HBcAg) that is antigenically 
distinct from one of its components, e protein (HBeAg) (M4, 01). The 
viral DNA is a circle plaited from two linear strands of unequal length. 
There are two enzymes associated with the virion, DNA polymerase (K3, 
R3) and protein kinase (A5, G4). 

There is no established cell culture system for growing HBV. Particles 
resembling HBV have been grown in hepatoblastoma cultures and in a 
hepatoma cell line transfected with cloned HBV DNA (S7, S31). Similar 
particles were detected in low yield from lymphoblastoid cell cultures that 
were grown from bone marrow aspirates taken from a hepatitis patient 
(R7). HBV in primary liver cell cultures is short-lived (S15). 

Four subtypes of HBV are recognized, based on the HBsAg subdeter- 
minants d/y and w/r. The commonest subtypes are adw, adr, and ayw 
(H18, Ll). The distribution of the subtypes is along geographical lines, 
as might be expected from an infectious disease (B2, MS, NIO). Several 
of the antigenic determinants exist in variant forms that are distinguishable 
by serological tests (ClO). It has been deduced from DNA sequence anal- 
ysis that individuals may be coinfected by more than one HBV (F14,05, 
P1, 23). Earlier studies, which were based on subtype analysis of HBsAg 
and anti-HBs, led to the same conclusion (C10). 
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HBV infection is a necessary condition for multiplication of the delta 
virus (HDV), an incomplete virus that contains an RNA with 1750 nu- 
cleotides with no sequence homology to HBV DNA (WI). Delta virus 
and HBV may coinfect man, aggravating liver damage. However, the 
prevalence of HBV and HDV infection among various groups differs. HDV 
infection is more frequent among homosexuals and drug addicts than in 
other groups that are at high risk for HBV infection (H17). Coinfection 
is frequent in Europe and in North and South America, but extremely 
rare among Asian Chinese, even among drug addicts (C6, L3, P10). Con- 
current infection is more than coincidental, because the delta virus utilizes 
HBsAg as its coat (H21). Thus, HBV can multiply in the absence of HDV 
but the converse is not true (P10, R2). 

1.3. MOLECULAR BIOLOGY OF THE VIRUS 

The structure of HBV DNA in its most common form, the circular dou- 
ble-stranded DNA with a single-stranded gap, is remarkable in many re- 
spects. The two linear strands, one long (L) and one short (S), have co- 
hesive 5’ ends, enabling a circle to be formed. Although the S strand is 
of variable length, its 5’ end is always fixed at the same position on the 
L strand. Therefore, the end of single-stranded gap is also fixed. Figure 
2 depicts the HBV genome. The L strand has about 3200 nucleotides and 
is attached to a protein at its 5’ end (G3). The S strand is of variable 
length, ranging from about 1700 to 2800 nucleotides (R4). Examination of 
Dane particle preparations from one individual revealed that most HBV 
DNA molecules have a gap length of 600-700 nucleotides (D7). The 5’ 
fixed end of the S strand is located over 200 nucleotides from the 5’ fixed 
end of the L strand. There are four open reading frames, represented by 
L-strand transcripts that begin with AUG and end with UAA or UGA. 
HBcAg is encoded by gene C. HBsAg is encoded within an open reading 
frame that is longer than necessary to specify the 226 amino acids making 
up the antigen. This open reading frame is divided into two regions, pre- 
S and S. The pre-S region is further subdivided into the pre-S2 region 
(adjacent to gene S) encoding 55 amino acids, and the pre-S1 region further 
upstream, encoding another 1NL110 amino acids. There is also a relatively 
short open reading frame, region X, that encodes polypeptides which have 
been detected in some human tissue specimens, but the function of which 
is unknown (F6). The fourth open reading frame, region P, covers over 
three-quarters of the genome; it probably encodes the viral DNA poly- 
merase. The coding region for HBV protein kinase has not been identified. 

HBV DNA was first sequenced in entirety in 1979 (GI). Since the L 
strand contained about twice as many stop codons as the S strand, it was 
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determined that the S strand was the (+) strand, which is analogous to 
mRNA. The DNAs of all four subtypes and that of a complex subtype 
adyw are known. Table 3 summarizes the differences found within and 
between the subtypes. Nucleotide sequence differences within a subtype 
were less than 3%. Differences between subtypes were usually larger, 
about 9-12%, but those between ayr and adr were as  small as those within 
the same subtype. As for the nucleotide sequence of the complex subtype 
adyw, it resembled that of ayw more than any of the other three subtypes. 

FIG. 2 The hepatitis B virus genome. Bold lines represent the double-stranded DNA 
with single-stranded region (dashes). Restriction enzyme sites are indicated in the innermost 
circle. The four arrows indicate the locations of the open reading frames, encoding the core 
antigen, surface antigen, polymerase, and region X polypeptides; DR, direct repeat sequence. 
Adapted from Tiollais and Wain-Hobson (T6). 
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TABLE 3 
NUCLEOTIDE SEQUENCE COMPARISON OF CLONED HBV DNAs 

Difference (%\ 

Length Within Between 
Subtype (base pairs) subtype subtype Reference 

I adr 
II  adr 
I11 adr 
IV ad w 
V ad w 
VI ayw 
VII ayw 
VIIl ayr 

1X adyw 

X adyw 

3215 
3214 
3188 
3200 
3221 
3182 
3182 
3215 

3182 

2743” 

I 1  (2.3) 
I11 (2.8) 
I(2.7) 
V (1.6) 

VII (2.6) 
- 

IX (0.5) 

- 
1V (9.8) 
VII (10.0) 
VII (10.8) 

111 ( I  1.2) 
1-111 (2.1-2.3) 
IV-V (8.4-9.0) 
VI-VII (10.4) 
111 (11 .1)  
v (9.4) 
VII (3 .1)  
Vlll  (9.2) 
V (11.6) 
v11 (3.9) 

- 

K5 
F14 
0 5  
0 5  
VI 
8 4  
GI 
0 2  

P9 

PI 

“About 13% of the genome was missing from the cloned sequence. 

The interpretation of these data is open, since it cannot be determined 
from serological subtyping whether a complex subtype is a mixture of two 
different subtype populations (say, adw and ayw), or that it is a hybrid 
form (C10, H18). The data would be consistent with the hypothesis that 
the DNA of a subtype ayw virus was selected in the course of cloning, 
but it is also possible that the clone was truly representative of a hybrid 
subtype. 

There is evidence for subtype-independent heterogeneity in some con- 
stituents of HBV in different carriers. Examination of DNA lengths in 
preparations of Dane particles from HbsAg carriers revealed size heter- 
ogeneity (T3). DNA polymorphism was also demonstrated by restriction 
fragment analysis (B21, C5, P1, S18, S20) and molecular hybridization 
(L13). Microheterogeneity of the polypeptides found in small spherical 
HBsAg obtained from different HBsAg carriers was demonstrated by 
electrophoresis (S25). 

The replication of HBV has been deduced from studies carried out on 
HBV-infected ducks (S27) and on chimpanzees infected with human HBV 
(C2, F9, W5). These observations have been confirmed by studies in man 
(B6, M15, M17-Ml9, S4). Although HBV constituents have been found 
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in several extrahepatic tissues, the principal target is the liver cell. Once 
in the liver cell nucleus, elongation of the S strand is completed. The 
resulting fully double-stranded DNA is covalently closed and assumes a 
supercoiled form. The subsequent events take place in the cytoplasm. A 
RNA copy of the L strand is made with RNA polymerase and is extended 
with further sequences to form the pregenome. The RNA transcript of 
the L strand is then reverse transcribed to produce L strands. Most of 
the pregenome is then degraded and the viral DNA polymerase proceeds 
to synthesize the S strand on the L-strand template. This process is usually 
incomplete and the virion is excreted from the liver cell with one full- 
length strand and one shorter strand of DNA. 

1.4. MARKERS OF HBV INFECTION 

The first tests that were useful in the diagnosis of hepatitis were serum 
transaminase (AST and ALT) and bilirubin assays (Z4). They continue 
to be used but their lack of specificity for this particular disease remains 
an obvious drawback. 

The most frequently used serological tests in HBV infection are those 
for the detection of the viral antigens HBsAg and HBeAg, and the anti- 
bodies to HBc, HBe, and HBs (Table 4). The markers appearing earliest 
in acute hepatitis B infection are HBsAg, the IgM class of anti-HBc (L5, 
L14, TIO), and HBeAg. Anti-HBc (IgG, or non-class-specific) may appear 
weeks, months, or years later. In many patients this event will be followed 
by the appearance of anti-HBe and finally anti-HBs, but in other patients 

TABLE 4 
SEROLOGICAL MARKERS OF HBV INFECTION 

Early markers 
HBsAg 

Anti-HBc (IgM) 

HBeAg 

Late markers 

Appears during acute infection; disappears during recovery; persists 

Test for recent acute infection; absent or weakly positive in chronic 

Appears during acute infection; disappears during recovery; may be 

in chronic infection 

infection 

absent or present in chronic infection 

Anti-HBc (IgG) 

Anti-HBe 

Anti-HBs 

Absent during acute infection; appears during recovery and in 

Absent during acute infection; appears during recovery; may be 

Absent during acute infection; appears during recovery; fails to 

chronic infection 

present or absent during chronic infection 

appear in chronic infection 
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with chronic hepatitis seroconversion to the latter two antibodies may fail 
to occur. There are two excellent papers on the interpretation of standard 
serological tests for HBV infection (D3, M25). 

The most important biochemical markers are HBV DNA and HBV DNA 
polymerase. Both of the analytes are contained within the complete, in- 
fective virus. In contrast, serological markers lack this specificity for the 
virion. The 22-nm spheres and tubules of HBsAg may outnumber the virion 
by a factor of 1000 (S23). Further, the HBeAg that is routinely assayed 
in serum is not the antigen present within HBV because the test is carried 
out without disruption of the viral coat. The e antigen occurs in serum in 
the unbound state or bound to IgG (besides being present within the virion 
as a component of the core) (Tl). Prior to the development of methods 
for the detection of HBV DNA, the DNA polymerase assay was consid- 
ered to be the most specific test for the presence of the virion. Currently, 
DNA hybridization is the most specific and sensitive test for HBV. Pol- 
yalbumin binding assays have received much attention, but their clinical 
usefulness has yet to be established. 

Since the presence of HBV is a prerequisite for delta virus replication, 
the detection of delta virus markers is also meaningful in the context of 
HBV infection. Markers for delta virus include delta RNA, delta antigen, 
and anti-delta (IgM and IgG types) (R2, S19). 

2. HBVDNA 

Two biochemical techniques are applicable to the detection of HBV 
DNA: dot hybridization, which provides a semiquantitative test for its 
presence or absence, and Southern blot analysis, by means of which HBV 
DNA sequences are located in nucleic acid fragments that have been sep- 
arated according to electrophoretic mobility. [In siru hybridization, which 
relies in large part on histological techniques, is not discussed herein, but 
the reader may consult some useful references (B7, G8, H1, N5, Rl).] 

2.1. PRINCIPLES OF DNA-DNA HYBRIDIZATION 

The technique of nucleic acid hybridization was developed in 1965 by 
Gillespie and Spiegelman ((36). The fundamental process in hybridization 
is the reversible formation of hydrogen bonds between bases on separate 
strands via pairing of guanine-cytosine and adenine-thymine (or adenine- 
uracil). The stability of a duplex DNA formed between two single strands 
of nucleic acid is determined principally by the degree of complementarity 
between the two strands, and is dependent on many other factors, including 
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salt concentration, temperature, and guanine-cytosine (GC) content of 
the DNA. In naturally occurring DNAs, strand separation is half complete 
at a melting temperature (T,) that is dependent on the GC content and 
on the sodium ion concentration of the solvent in moles/liter (M). 

T, = 81.5"C + 16.6(10g M) + 0.41(% GC) 

The GC content of HBV DNA is 4849% (R6). Its melting temperature 
in 0.15 mollliter NaCI-0.015 mol/liter Na citrate (pH 7.5) would be 88.4"C. 
Increasing the salt concentration to 1 mollliter would raise the T, to 101°C. 
Since the  optimal temperature for formation of DNA-DNA hybrids is 20- 
25°C below the melting temperature (W4), the temperatures necessary for 
hybridization would in either case be above 65°C. Hybridization is often 
carried at lower temperatures in order to minimize heat-induced strand 
breakage. The addition of formamide to the hybridization medium enables 
lower temperatures to be used. The T,  decreases by 0.72"C for every I %  
formamide (M10). 

T,  = 81.5"C + 16.6(10g M) + 0.41(%GC) 
- 0.72(% formamide) 

The effective T,  of HBV DNA would be 65°C in a solvent containing 50% 
formamide and 1 mol/liter sodium ion. 

The actual temperature of hybridization is chosen according to the de- 
gree of stringency required. Both high and low stringency conditions may 
be used in studying the relatedness of different DNAs (H20). Highly strin- 
gent conditions should be used in tests for the presence or absence of a 
specific DNA. By way of illustration, serum from non-A, non-B hepatitis 
patients gave negative results with an HBV DNA probe when high-strin- 
gency conditions were used and positive results under low-stringency 
conditions (F11). Very high-stringency conditions would obtain at  T,  - 
20°C; high stringency, at T,  - 25°C; very low stringency, at  T, - 50°C. 

The degree of mismatch between base pairs formed at the temperature 
of hybridization is 1.4% for every degree below the T,. Under very high- 
stringency conditions (T ,  - 20°C) duplexes formed may contain up to 
14% mismatches. Perfect pairing of all the bases in such duplexes is seldom 
attained. It could be predicted that nucleotide sequences between HBV 
DNA of different subtypes, that do not exceed 12% (Table 3), would not 
be detectable by molecular hybridization. 

The rate of hybridization is maximal in the temperature range T,  - 
18°C to T,  - 32°C (W4). The time (t) required to achieve hybridization 
of half the strands is given by the equation 

(N)(ln 2) 
(3.5 x los)(L".5)(c) 

t =  
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where N is the complexity of the DNA to be probed, L is the number of 
nucleotides in the probe, and C is the concentration of probe in moles of 
nucleotide per liter ( M l l ) .  N is approximately 3200 for HBV DNA. If a 
nick-translated probe ( L  = 400 nucleotides) was used at a concentration 
of 8 nmol/liter, t would be about I 1  h. 

2.2. PREPARATION OF SPECIMENS 

2.2. I .  Serum and Other Biological Fluids 

The preparation of serum, plasma, or other fluids for dot or Southern 
blot hybridization involves lysing the viral envelope and nucleocapsid. 
Deproteinization is optional for dot hybridization samples but essential 
for samples that are used for Southern blot analysis. Direct spotting of 
serum on the membrane without deproteinization has the advantages of 
speed and convenience. The presence of alkali alone is sufficient to release 
the DNA from the virion and to denature it (S2). The alkaline serum is 
passed through a membrane filter, which binds DNA and proteins. The 
addition of Nonidet P-40, a nonionic detergent, to the serum mixture has 
two effects, lysing the viral envelope and improving the flow of fluids 
through the membrane filter (€38). 2-Mercaptoethanol added to the medium 
aids in lysis of the HBsAg coat by reducing its disulfide bonds. Addition 
of alkali is necessary to separate the DNA strands and for their binding 
to membranes. The presence of a high salt concentration is important in 
binding of DNA strands to nitrocellulose membranes, but much less so 
with nylon membranes. 

Several methods for deproteinization have been reported. There are no 
clear advantages to the use of deproteinized extracts for dot hybridization, 
unless large samples of serum are to be tested. The disadvantages are the 
cost of the  proteases and the extra time and labor involved in deprotein- 
ization. The sample is first incubated with a protease; enzymatic break- 
down of all of the proteins must be aimed for to ensure release of the viral 
DNA. The digest is extracted with phenol and the resulting aqueous so- 
lution is made alkaline before application to the membrane (B3, W2). Two 
modifications of this procedure have been described. Serum may be di- 
rectly spotted on the membrane, which is then treated with a protease 
(L7). The enzymatic digest can also be passed through the membrane 
filter without phenol extraction (M23). The procedures for applying urine, 
saliva, and semen specimens to membranes for dot hybridization are sim- 
ilar to those for serum, except that the specimens are usually first con- 
centrated (Table 5 ) .  

Samples for Southern blot analysis must be deproteinized, using the 
protease-phenol method outlined above. After concentration of the  HBV 
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TABLE 5 
PREPARATION OF URINE, SALIVA, AND SEMEN FOR DNA-DNA HYBRIDIZATION 

Concentration step 
Specimen (factor) DNA extraction Reference 

Urine Ultracentrifugation (100-fold) Phenol D9 
Urine Dialysis vs. gel (100-fold) Protease-phenol K4 
Urine None Alkali D9 
Saliva Dialysis vs. gel Protease-phenol K4 
Semen Dialysis vs. gel Protease-phenol K4 
Spermatozoa Low-speed centrifugation Protease-phenol H3 
Seminal fluid None Alkali H3 

DNA, the samples are subjected to electrophoresis and the separated bands 
are transferred to a membrane (S22). 

2.2.2. Cells and Solid Tissues 

The preparation of samples for dot or blot hybridization from blood 
cells (S13), cell cultures (E2), and solid tissues (L8, M15, R8) requires 
protease treatment and phenol extraction. If the objective is solely to detect 
supercoiled DNA, protease treatment is omitted and hot phenol-chlo- 
roform treatment is employed (L18, R8, Y7). Unlike other forms of HBV 
DNA, supercoiled forms are not attached to protein. 

If the aqueous extracts are to be analyzed by Southern blotting they 
are also treated with RNase. 

2.3. PROBES 

Four kinds of probes have been developed for the detection of HBV 
DNA: probes consisting of HBV DNA isolated from plasma, probes ob- 
tained by recombinant DNA techniques for both HBV DNA strands or 
for either strand, and oligonucleotide probes. 

2.3.1. Plasma HBV DNA as Probes 

The concentration of HBV DNA in infected plasma is between 1 and 
10 ng/ml (C12). HBV DNA isolated directly from plasma can be labeled 
and used directly as probes (L9, S18, S30). Figure 3 shows the flow diagram 
for the preparation of HBV DNA. Because the starting material is usually 
blood donor plasma, human DNA must be eliminated. It is degraded by 
DNase before the viral envelope and nucleocapsid are lysed. The DNase- 
treated preparation is layered over a deep cushion of 30% sucrose, and 
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150 ml Plasma 
(2000 9. I 1 h. 4°C) 

Supernate 
25-ml portions layered 
over 10 ml 30% sucrose A (70,00Og, 17 h, 4°C) 

Pellet: a. Treated with 40 pg pancreatic DNase in 2 ml 
0.1 mollliter Na acetate-0.005 mol/liter Mg acetate. pH 5 I (20 min,370~) 

b. Layeredover 30 ml 30% sucrose 
I (70,000 Q, 17 h, 4OC) 
I 

Pellet: Treated with roteinase K, 1 m /ml, in 
0.5 ml 1% S6S-O.05 mol/liter 2DTA (2 h, 37OC) I 

HBV DNA solution: a. Deproteinized with 0.5 ml phenol 
I 
6.  Separated from phenol phase 

I gp min) 
I c. Steps a and b repeated 

Aqueous phase: Mixed with 0.1 volume 3 mol/liter Na acetate 
and 2.5 volume ethanol (2 h, -2OOC) 

(9000 g, 5 rnin) 

I 
b. Vacuum dried to remove ethanol 
I 
c. Dissolved in 50-100 pl buffer 

I 
Precipitate: a. Washed with 95% ethanol 

FIG. 3. Preparation of HBV DNA from human plasma. Adapted from Lin et a!. (L9). 

centrifugation effectively separates the HBV from the enzyme. Lysis of 
the viral envelope and nucleocapsid and deproteinization are carried out 
by means of proteinase K and phenol treatment. 

The HBV DNA present in different carriers may vary considerably in 
the extent of hybridization with a given sample (L13). Such differences 
may affect the results of dot hybridization quantitatively but not quali- 
tatively. 

2.3.2. Cloned HBV DNA as Probes 

Among the four kinds of cloning vectors that use Escherichia coli as 
host, bacteriophage A and plasmids have been used for the production of 
double-stranded probes, and M13 has been used for single-stranded probes. 
HBV DNA cloned into A strains were subsequently subcloned into plas- 
mids (CS, C12, F14). The many plasmid strains employed as cloning ve- 
hicles for double-stranded HBV DNA include the commonly used pBR322 
(B21). 
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Double-stranded probes representing various regions of the HBV ge- 
nome have been devised using restriction enzyme fragments of cloned 
HBV DNA. Southern blot analysis carried out with specific probes for 
regions pre-S, S, C, and X revealed different hybridization patterns (M20). 

Strand-specific probes are obtained with the M13 strains developed by 
Messing (H23, M12). In this system, single-stranded recombinant DNA 
would consist of the (+) strand of plasmid DNA and a sequence from 
either strand of the inserted DNA. The usefulness of the system was in- 
creased by the development of strains containing a series of unique re- 
striction enzyme sites incorporated into the plasmid genome. Different 
strains carrying the restriction enzyme sites arranged in opposite orien- 
tations enable both strands of the insert DNA to be produced in single- 
stranded form. 

As the first step in cloning, HBV may be purified by means of sucrose 
gradient centrifugation (S29) or isopycnic CsCl centrifugation (F13). Al- 
ternatively, the scheme illustrated in Fig. 3 may be used. Repair of the 
single-stranded gap is carried out prior to restriction enzyme cleavage by 
means of the “endogenous” DNA polymerase associated with the virion 
((25, K3), E. cofi DNA polymerase I (S29) or T4 DNA polymerase (C12). 
Inserts of HBV DNA are produced by ligating viral and vector DNAs 
that have been cut by the same restriction enzyme(s). The HBV subtype 
usually determines which restriction enzymes to employ (L16). 

2.3.3. Oligonucleotide Probes 

An oligonucleotide probe with the sequence 5‘-d(CTTCGCTTCA 
CCTCTGCACGT) has been developed for detecting HBV DNA in serum 
(LlO). This particular sequence was chosen because it occurs in the DNA 
of all subtypes cloned so far. It corresponds to the portion of the S strand 
immediately preceding its 5‘ fixed end. Since this sequence is located 
at the end of the single-stranded gap, there would be no competition 
from viral DNA strands. The sensitivity of the oligonucleotide probe is 
comparable to that of HBV DNA probes (Fig. 4). Moreover, the time re- 
quired for hybridization to the oligonucleotide could be reduced to a few 
hours, as compared to the 16-24 h usually employed for HBV DNA 
probes. 

2.3.4. Labeling Techniques for Probes 

Table 6 lists the various techniques that have been used to label HBV 
DNA probes with radioisotopes and the specific activities of the products. 
Cloned double-stranded HBV DNAs are used as probes with or without 
removal of the vector DNA sequences. The latter may promote hybrid- 
ization by the formation of networks (B3). However, vector DNA se- 
quences may occasionally produce false-positive results in dot hybridi- 
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FIG. 4. Autoradiograms obtained with oligonucleotide and HBV DNA probes. Forty- 
eight serum specimens were applied in duplicate to each membrane. From Lin et al. (LIO). 

zation tests (DlO), or would result in niisinterpretation of Southern blots 
(G 10). Current techniques for radiolabeling single-stranded HBV DNA 
probes depend on the presence of the vector DNA. The HBV DNA insert 
remains single-stranded and unlabeled, covalently linked to a vector DNA 
strand that is hydrogen-bonded to a complementary, radiolabeled se- 
quence. Such probes must of course be employed without denaturation 
of the DNA. In the oligonucleotide-primed synthesis method, the radio- 
isotope is incorporated into sequences of vector DNA by extension of an 
annealed oligonucleotide (M 18). In the hybridization procedure the single- 
stranded M I 3  DNA bearing the HBV insert is labeled by annealing with 

TABLE 6 
METHODS FOR RADIOLABELING HBV DNA PROBES 

Specific 
Radio- activity 

Probe Method isotope (CPdPg) Reference 

Probes for both strands 
Plasmid-HBV DNA 6-mer primed synthesis 32P 2 x lo9 P6, F4 
Cloned HBV DNA Nick translation l2P 8 x lo8 B6 
Plasmid-HBV DNA T4 DNA polymerase- 'H 5 x lo6 F5 

exonuclease 
Strand-specific probes 

Plasmid-HBV DNA Hybridization with 'lP 4 x lo8 F9 
radiolabeled plasmid 
DNA 

synthesis 
Plasmid-HBV DNA 17-mer primed '*P 1 x lo* MI8 
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nick-translated double-stranded M 13 DNA (F9). In practice, hybridization 
tests with any type of probe containing vector DNA sequences are checked 
by reprobing the samples with vector DNA without the HBV DNA insert. 

Biotin can be used to label HBV DNA probes. Nick translation in the 
presence of biotinylated dUTP results in the substitution of a large pro- 
portion of thymidine residues with biotin-labeled uridine (N5). Bound 
probe is detected by means of avidin complexed to an enzyme such as 
P-galactosidase and is quantitated by reaction with a suitable substrate 
(Nl, Y8). The sensitivities of probes labeled with biotin and radiophos- 
phorus (using exposure times of 1-3 days for the latter) are approximately 
comparable (M22, Y8). However, radiolabeled probes have the advantage 
that signals can be boosted by very long exposure times, whereas biotin 
labels do not have this flexibility. Furthermore, if nylon membranes are 
used with radiolabeled probes, they can be reused after the probe is re- 
moved by treatment with alkali (L9). Enzymatic staining of the membranes 
prevents reuse of membranes subjected to biotin-labeled probes (B 13). 

The limit of detection with radiophosphorus-labeled probes is approx- 
imately 0.1-0.5 pg (H2, L7, M7, S2), while that of biotin-labeled probes 
is about 1 pg (M22, Y8). The DNA content of 10’ HBV particles is about 
0.3 pg. 

2.4. DOT HYBRIDIZATION 

Dot or (spot) hybridization is a semiquantitative technique suitable for 
handling large numbers of specimens. The amount of serum that can be 
directly applied to membranes is in the range of 5-100 p1 (F2, S2). Larger 
samples can be tested if they are first concentrated by means of ultra- 
centrifugation (F2) or aqueous phase separation with polyethylene glycol 
(S14). Dot hybridization is suitable for detection of picogram quantities 
of HBV DNA. A modification of the technique, slot hybridization, enables 
microgram quantities of purified DNA to be applied (M19). 

Quantitation of HBV DNA based on the density of the autoradiogram 
presents some difficulties. Known quantities of HBV DNA may be applied 
to the membranes, but it must first be mixed with serum, because purified 
HBV DNA does not bind quantitatively to nitrocellulose membranes (S2). 
The relative densities of the sample and standard dots may be measured 
by densitometer. The linearity of such measurements depends on the op- 
tical density of the sample, with faint signals being overestimated and 
strong signals underestimated. The range over which densitometric mea- 
surements are linear is relatively short, 1-30 pg (Kl). 

Liquid scintillation counting has been employed. Since the amount of 
P necessary to produce an image on X-ray film is less than 50 dpm, 32 
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counting of such dots would lack precision unless large samples or un- 
acceptably long counting times were used. Cerenkov counting of dots 
probed with ’*P-labeled DNA has been applied to samples representing 
500 pl serum (F2). Liquid scintillation counting is also used to measure 
the samples (representing 1 ml serum) hybridized to an ’H-labeled probe. 
The sensitivity of the tritium probe is about 10 pg, about two orders of 
magnitude lower than that obtained with 32P-labeled probes (F5). 

2.5. ANALYSIS OF HBV DNA FORMS 

The principal tool for studying the molecular forms of HBV DNA is 
the Southern blot technique. DNA forms are separated according to size 
and secondary and tertiary structure by means of gel electrophoresis and 
are transferred from the gel to a membrane either by blotting (522) or by 
electrophoresis. Detection of HBV DNA sequences by probing the blots 
gives information on the state of the DNA, whether it is integrated or 
unintegrated (“free”), and on its molecular forms, which may signify an 
active or suspended state of replication. 

Southern blots of 32P-labeled DNA incorporated by HBV DNA poly- 
merase have also been used as a detection method for HBV DNA (13). 

2.5.1. Molecular Forms of HBV DNA 

HBV DNA can be found in a variety of forms that differ in the number 
and kinds of nucleic acid strands present, their lengths, and the secondary 
and tertiary structures of these molecules. Table 7 lists the various forms 
in order of increasing electrophoretic mobility. The large number of forms 
that the viral nucleic acid can assume may make the interpretation of 
Southern blots difficult. Other properties of the HBV forms, also given 
in Table 7, may be useful in their characterization. 

All of the HBV forms have been detected in HBV-infected human liver 
(M19), and all of them have been found in the serum of human carriers, 
with one possible exception. The presence of supercoiled HBV DNA in 
human serum has been suggested by the transient appearance of the 3.6- 
kb form resulting from heat denaturation (S3) or digestion with a nuclease 
capable of introducing a nick in the supercoil (R8). Its occurrence in human 
serum remains to be firmly established (M17). 

2.5.2. lnterpretation of Southern Blots 

The amount of information on HBV DNA that can be obtained by 
Southern blot analysis is significantly increased when the effects of treat- 
ment with certain restriction enzymes can be observed. Different samples 
(a, b, and c) of the preparation are (a) left untreated, (b) treated with an 
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TABLE 7 
MOI~ECULAR FORMS OF HBV D N A  

Sensitivity Buoyant 
density 

Form mobility (kbIh enzymes S I  denaturation (gicm‘) 
Electrophoretic Restriction Nuclease Heat 

Relaxed, circular, fully 3.6 
double stranded 

double stranded 

stranded 

Circular, partially 3.5-1.8 

Linear, fully double 3.2 

Supercoiled 2.0 
Full length, single I .9 

stranded 
Short, single stranded <1.9 
RN A-DN A hybrid 3.6-2.3 

~ 

+ + + I .55‘ 

+ + t 

+ - + I .42d 

- + - 
+ I .45-1.60‘ 

“Compiled from Miller et a/ .  ( M I S ,  M17, MIS), Ruiz-Opazo et ul. (R8), and Yokosuka et ul. (Y5). 
”Expressed as the length of linear fully double-stranded DNA with the same electrophoretic mobility. 
‘Cesium chloride. 
Tesium sulfate. 
“Relatively more resistant as compared to other double-stranded forms. 

enzyme that does not cut HBV DNA, and (c) treated with an enzyme that 
cuts HBV DNA at a single site (S9). Although HindIII and EcoRI are 
often used in steps (b) and (c) respectively, two points should be noted. 
HindIII is usually employed as the restriction enzyme that does not cut 
HBV DNAs of any subtype. However, a few HBV DNAs that have been 
cloned or integrated into cellular DNA are sensitive to this enzyme (F8, 
K7, P5). Second, EcoRI cannot be used for cutting HBV DNA of subtype 
adr, since the latter does not possess the required site (L16, W10). 

If integrated HBV DNA sequences are present, sample (a) will appear 
as a smear in the high-molecular-weight region (Fig. 5). The patterns of 
samples (b) and (c) will vary according to the sites of integration into the 
host genome and the length and arrangement of the HBV DNA insert. In 
the sample (b) pattern shown on the left side of Fig. 5, the HBV DNA 
sequences were found mainly in three HindIII restriction fragments, all 
longer than 3.2 kb. In another sample of the same specimen that was 
digested with EcoRI, there was a strong band at 3.2 kb, which could be 
explained by insertion into the host genome of two or more whole viral 
genomes, joined head to tail in a tandem arrangement. Sample (b) (on 
right, Fig. 5) showed a different pattern of hybridization. All five of the 
HindIII restriction fragments were also longer than 3.2 kb. Sample (c) 
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FIG. 5 .  Demonstration of integrated HBV DNA by means of restriction enzyme digestion 
and Southern blot analysis. Total cellular DNA was divided into three samples (a, b, and 
c) that were (a) not treated with any restriction enzyme, (b) treated with Hind111 (which 
does not cut HBV DNA), and (c) cut with EcoRI. Arrows indicate the positions of the 
fragments hybridized to the HBV DNA probe. Fragment lengths are expressed as kilobases 
of linear double-stranded DNA. (Left) Pattern compatible with integration of the whole viral 
genome into host DNA. (Right) Pattern compatible with integration of shorter HBV DNA 
sequences. Adapted from Brechot et a / .  (B18). 

contained eight bands, the most intense of which were 3.0 and 2.4 kb in 
length. This pattern was consistent with integration of HBV DNA se- 
quences shorter than 3.2 kb. In other specimens (not shown), integration 
of short viral sequences could be inferred from the appearance of Hind111 
fragments shorter than 3.2 kb. 

Figure 6 shows Southern blots of unintegrated HBV DNA. Sample (a) 
(left-hand side) is a typical blot of HBV DNA extracted from serum, a 
mixture of circular partially double-stranded molecules forming a smear 
from about 3.5 to 1.8 kb. Conversion to linear partially double-stranded 
molecules by means of EcoRI digestion [sample (c), left-hand side] did 
not markedly change the position of the smear. Sample (a) (right-hand 
side) prepared from infected hepatocyte nuclei, contained supercoiled and 
relaxed fully double-stranded circular forms at  the 2.0 and 3.6 positions, 
respectively. EcoRI digestion converted both forms to  linear double- 
stranded molecules of 3.2 kb. It follows that supercoiled DNA, if present 
in a serum sample, would be undetectable by Southern blot analysis, since 



162 HSIANG JU LIN 

FIG. 6. Southern blots of unintegrated HBV DNA. Labeling of the lanes as given in the 
legend to Fig. 5 ;  size markers given on both sides. (Left-hand side) HBV DNA extracted 
from serum: (a) a typical smear produced by undigested HBV DNA, with the pattern (c) 
only slightly altered by EcoRI digestion. Adapted from Scotto et al. (S3). (Right-hand side) 
Sample (a) prepared from liver nuclei contained HBV DNA in relaxed circular form (3.6 
kb) and in supercoiled form (2.0 kb). EcoRI (c) converted both forms to linear fully double- 
stranded DNA of approximately 3.2 kb. Adapted from Miller and Robinson (M15). 

the smear of partially double-stranded DNA forms that predominates in 
serum would obscure the presence of the supercoil and its derived forms. 

Other patterns, suggesting the presence of HBV DNA in linear mon- 
omeric or oligomeric forms, have been observed. Figure 7 (left) shows 
the simplest pattern. HBV DNA is present as a discrete 3.2-kb band in 
all three samples. This pattern is consistent with the presence of unin- 
tegrated HBV DNA as a linear fully double-stranded monomer. The center 
panel shows the pattern encountered in Fig. 5 (left), in which (a) the un- 
digested preparation appears as a smear in the high-molecular-weight re- 
gion, (b) Hind111 digestion resulted in the appearance of discrete bands 
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a b c  a b c  

FIG. 7. Monomeric and oligomeric forms of HBV DNA. The labeling of the samples is 
given in the legend to Fig. 5. (Left) Unintegrated linear monomer. (Center) Integrated oli- 
gomeric forms. (Right) Unintegrated oligomeric forms. 

that were longer than 3.2 kb, and (c) treatment with an enzyme making 
a single cut in HBV DNA produced one discrete band at 3.2 kb. As with 
the example shown in Fig. 5 ,  it would be necessary to postulate the ex- 
istence of oligomers formed by head-to-tail joining of whole HBV DNA 
genomes. The third pattern (right panel) consists of discrete high-molec- 
ular-weight fragments seen in (a) untreated and (b) HindIII-digested sam- 
ples. These forms were converted to a single 3.2-kb form by EcoRI diges- 
tion (c). This pattern would be explained by the presence of unintegrated 
HBV DNA oligomers present as linked circles (concatenated form), or 
genome length sequences joined head to tail (L8). 

RNA-DNA hybrids are detected by a combination of pancreatic RNase 
treatment, Southern blotting, and strand-specific probing (Fig. 8). The 
electrophoretic pattern of these hybrids is altered by digestion with RNase, 
with the appearance of additional shorter DNA bands detectable by probes 
for both strands. Strand-specific probing might furnish confumatory proof: 
the DNA in RNA-DNA hybrids would be located at positions c1.9 kb 
and it would hybridize exclusively with probes specific for the L strand 
(M19). 

2.6. SIGNIFICANCE OF HBV DNA IN HBV-RELATED LIVER DISEASE 

HBV DNA has replaced HBeAg as the “gold” standard for the detection 
of active HBV replication (B13). In general, serum HBV DNA accurately 
reflects hepatic production of the virus. Paired serum and liver DNA 
specimens showed similar Southern blot patterns (Y7). 

The various molecular forms of HBV DNA have come to be associated 
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FIG. 8. Detection of RNA-DNA hybrids. The two lanes on the left were probed for 

both strands of HBV DNA. Probes specific for the S and L strands were used on the third 
and fourth lanes. RNA-DNA hybrids are sensitive to RNase digestion, and their DNA consists 
entirely of L strands. Adapted from Miller et al. (M19). 

with different states of replication activity. The mixture of circular partially 
double-stranded DNA, RNA-DNA hybrids, and unpaired L strands which 
form the smear seen in Southern blots (Fig. 6, left-hand side) are replicative 
intermediates. Although supercoiled DNA is also a replicative interme- 
diate, the finding of the supercoiled form in the absence of the other HBV 
DNA forms may signify a dormant state or “inactive replication.” Yok- 
usuka and co-workers showed by Southern blot analysis that free hepatic 
HBV DNA in chronic hepatitis patients could consist of supercoiled forms 
appearing either in the absence or presence of other replicative inter- 
mediates (Y5). Most patients with serum HBeAg showed the latter pattern, 
while supercoiled DNA was the dominant form in the majority of HBeAg- 
negative cases. Furthermore, interferon treatment in some patients resulted 
in the disappearance of all but the supercoiled form (Y7). In another study 
on hepatic HBV DNA in HBsAg carriers with minimal histological changes 
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in the liver, integrated and 3.2-kb forms were found in some patients (Kl). 
The analysis of hepatic HBV DNA forms appears to provide closer cor- 
relation with liver disease activity than could be provided by serological 
markers (S8). 

2.6. I .  Correlation of Serum HBV DNA with Serological Markers 

The serial changes in HBV DNA, AST, and serological markers in a 
case of acute hepatitis are illustrated in Fig. 9. Serum HBsAg and HBeAg 
appeared first, followed shortly by HBV DNA, and then by rises in AST 
and IgM anti-HBc. Recovery was indicated by the disappearance of HBV 
DNA and eventual seroconversion to anti-HBe and anti-HBs. About 46% 
of the HBeAg-positive patients admitted to hospital with acute hepatitis 
B were found to be HBV DNA positive (K9). The relatively low frequency 
in this group of patients could be explained by the fact that the majority 
of them recovered from HBV infection. Serum HBV DNA was cleared 
before HBeAg, as shown in Fig. 9. 

Persistence of serum HBV DNA for more than 8 weeks following the 
appearance of symptoms may be a sign of chronic infection (K9). In the 
chronic carrier state, there is a close association between serum HBV 
DNA and HBeAg in relatively healthy HBsAg carriers, such as blood 
donors (Table 8). However, this association does not always obtain in 
patients with liver disease. A proportion of HBeAg-positive patients may 
have no detectable serum HBV DNA. In the large series of patients studied 
by Matsuyama et al. (M7), this type of discordance was found to be absent 
in patients with no specific changes in liver histology, but increased pro- 
gressively with CPH, CAH, and HCC. There is a second type of dis- 
cordance, namely the HBV DNA positivity of patients who seroconvert 
to anti-HBe. As shown in Table 8, this anomaly was infrequent among 
blood donors in the United Kingdom (H8), but was found in one out of 
six donors in Taiwan (C8) and in a high proportion of patients with HBV- 
related conditions, chronic hepatitis, cirrhosis, and HCC. Approximately 
15-55% of the patient serum specimens with anti-HBe contained HBV 
DNA. The HBeIanti-HBe system is not as accurate as serum HBV DNA 
as a marker for HBV replication (T5). 

Given the positive (if loose) association of HBeAg with HBV DNA, 
the degree of correlation of anti-HBc and anti-HBs with the latter should 
only be examined in HBeAg-negative cases. Among 138 such anti-HBc- 
positive cases with acute hepatitis or chronic liver disease, only a small 
percentage was positive for serum HBV DNA (L18, M4, V2). The presence 
or absence of anti-HBs in the same serum had no  significant effect. In 
seven HBeAg-negative, anti-HBc-positive HCC patients, however, all had 
serum HBV DNA (C7). This observation may be a further example of 



166 HSIANG JU LIN 

c v) 
U 

Oays 

FIG. 9. HBV DNA, AST, and serological markers in acute infection. From Thomas 
a/.  (TS). S/N, Ratio of cpm. specimen to negative control; OD, optical density. 

et 

the discordance of serum HBV DNA with serological markers in advanced 
liver disease. 

2.6.2. Hepatic HBV DNA in HBV-Related Disease 

Hepatic HBV DNA may be found free or  integrated into cellular DNA 
in the liver. Both types of HBV DNA sequences may be transcribed into 
mRNAs and expressed. The significance of free hepatic HBV DNA was 
brought out in a study of liver biopsy specimens obtained from patients 
with chronic liver diseases (Y6). Those in whom hepatic free HBV DNA 
and mRNAs for both HBcAg and HBsAg were detected had active liver 
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TABLE 8 
CORRELATION OF SERUM HBV DNA WITH HBeAg AND ANTI-HB~" 

HBV DNA 
No. of positive 

specimens HBe Anti-HBe (%) Subjects Reference 

39 
161 
12 
56 
24 
9 

12 
17 

I 
28 
32 

9 
26 

22 
46 

446 
5s I 
66 

109 
78 
17 

I I7 
26 
19 
9 

151 

95 
+ 2 

8 
89 

+ 17 
I I  

100 
+ 54 

0 
100 

+ 50 

- 

- 

- 

100 
+ 45 

91 
+ 13 

82 
+ 24 

14 
17 

+ 18 
41 

- 

- 

68 
+ 21 

0 
67 
6 

- 

HBsAg-positive blood 
donors 

HBsAg-positive blood 
donors 

HBsAg carriers, 77% with 
CPHIC AHIcirrhosis 

HBsAg carriers, many 
with CPHICAHI 
cirrhosis 

HBsAg carriers, 82% with 
CPHIC AHIcirrhosisI 
HCC 

markers and liver 
diseases 

CPHIC AHIcirrhosis 

Patients with HBV 

HBsAg carriers, 40% with 

Patients with HBV 
markers, 65% with 
acute HBV infection, 
CPHICAHIcirrhosisl 
HCC 

markers or liver disease 
Patients with HBV 

HBsAg-positive patients 
28% with acute HBV 
infection, CAHl 
cirrhosisIHCC 

H8 

C8 

814 

L7 

H4 

v 2  

M7 

w 9  

s2 

TI I 

"Abbreviations: CAH, chronic acute hepatitis; CPH, chronic persistent hepatitis: HCC, 
hepatocellular carcinoma. 

disease. They were all seropositive for HBeAg. In contrast, patients who 
had no free hepatic HBV DNA and had only hepatic mRNA for HBsAg 
showed fewer histological signs of liver disease. Most members of the 
second group were seropositive for anti-HBe and a few had integrated 
hepatic HBV DNA. 
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The association of HBeAg positivity with the presence of free hepatic 
HBV DNA has been shown in other studies (Table 9). A large majority 
of HBeAg-positive patients had free hepatic HBV DNA, which was also 
found in HBeAg-negative cases but with significantly lower frequency. 
Integrated HBV DNA, on the other hand, was not associated with the 
HBeAg status. It was found in some patients but with no clearcut bias 
with respect to HBeAg seropositivity or -negativity, nor for any disease 
category. 

In line with the observations on hepatic HBV DNA in HCC patients 
as shown in Table 9, Imazeki el ul. (12) found HBV DNA integrated into 
HCC tissue DNA in only 12 out of 34 cases. None of the tumors contained 
free HBV DNA. Clearly, the presence of free or integrated HBV DNA 
is unnecessary for the maintenance of the tumourous condition (F 12). 

Integration of HBV DNA into liver DNA can occur at an early stage 
in the progression of hepatitis to liver cirrhosis and HCC. Lugassy et af. 
found integrated HBV in 2 of 22 cases of acute benign hepatitis and in 7 
of 26 patients with fulminant hepatitis (L18). Among the 48 cases, free 
hepatic HBV DNA was found in 9 patients who had either form of hep- 
atitis. It is possible that the duration of infection with HBV would be 
positively related to integration of its DNA (SIO). 

2.6.3. Churucferization of lntegrated HBV DNA in Liver 

Characterization of integrated HBV DNA has revealed some interesting 
features but it has not shed much light on the possible connection between 
HBV and oncogenesis. The role of integrated HBV DNA sequences in 
the development of HCC is not clear. Some inserted HBV DNA sequences 
are expressed. HBV-specific mRNAs have been detected in cell culture 
systems (C4, E2, P7) and in hepatoma tissues (Y2). Transformation of 
mouse cells with cloned HBV DNA resulted in integration of the latter 
into cellular DNA, and production of HBsAg particles (D11) and HBsAg 
and HBeAg (G7). The production of HBsAg in some human carriers with 
no free hepatic HBV DNA might, then, be explained by the integration 
in liver of fragments containing gene S. 

There are a multiplicity of sites on human chromosomes at which HBV 
DNA sequences have been inserted. In the PLC/PRF/S cell line, derived 
from a human hepatoma, inserts were found on chromosomes 1 1, 15, and 
18 (B16) and chromosomes 1 ,  2, 16, and Y in another study (S l l ) .  

The host DNA regions flanking the viral DNA insert vary. They may 
be satellite sequences (S12), or coding regions that are expressed in a 
fusion protein (K7). Although much work has been done searching for 
oncogenes in tumors with integrated HBV DNA, no positive evidence 
was found (K6, ,916, V3). However, in one specimen of hepatocellular 
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TABLE 9 
LIVER HBV DNA I N  HBV-RELATED STATES 

HBV D N A  

Group Free Integrated Reference 

HBeAg-positive cases 
Asymptomatic HBsAg carriers 
CPH 

CAH 

HCC 

HBeAg-negative cases 
Asymptomatic HBsAg carriers 
CPH 

C A  H 

HCC 

414 
414 
313 
212 

10/10 
15/18” 
Ill1 1 
I l l 1  I 
212 
111 
212 
314 
01 I 
1 / 1  
419 

4/10 
01 1 
013 
01 1 
8/36” 
014 
I 18 
012 
016 
2/10 
011 I 
717 
2/19 

114 K1 
I 14 FIO 
013 B19 
- B20 

3/10 s4 
1/18” F12 
011 I FIO 
111 I B 19 
1 12 s4 
111 B20 
212 B 19 
414 H2 
111 s 9  
111 c 7  
219 F12 

6/10 K1 
01 I F10 
- B 19 

01 I s4 
3136h F12 
I 14 FIO 
- B19 

012 F10 
016 B20 
3/10 H2 
611 I s 9  
417 C7 
9/19 F12 

“Number positivehumber tested. 
”Chronic hepatitis cases. 

carcinoma, integrated HBV DNA was flanked by sequences analogous 
to the v-erb-A oncogene and steroid receptor genes (D4). It is possible 
that some HBV DNA inserts are oncogenic while others are not. 

Integration takes place at both single- and double-stranded regions of 
the HBV genome (Table 10). The sequences around viral-human DNA 
junctions in the various clones indicated that both single- and double- 
stranded regions of the viral genome have been inserted with comparable 



170 HSIANG JU LIN 

TABLE 10 

SITES 
LOCATION ON THE HBV GENOME OF SEQUENCES AT THE JUNCTION 

S-strand insert 

Cellsttissues Clone 5' end 3' end Reference 

PLCIPRFIS 8 
13 
14 
15 
23 
26 
27 

PLCtPRFI5 A-10.7 
A-10.5 
A-6.0 
A-4.0 

huSP hu-489 
HCC DT 1 

h ~ H 2 - 2  - 
1 A22 

ds" 

ds  

ds 
ds 
ds  

ss 

- 

- 

SS 

ds  
ss (DR) 
ds (DR) 
ds 

ds 2 3  

vr 
vr 
ds  
ss (DR) 
ds 
ss (DR) Kfj-KS 
ss (DR) 
ds 

ds M21 
ds D5 
ds 
ds Y1 

ss 

SS 

"Abbreviations: ss, single stranded; ds, double stranded; vr, variable 
(single o r  double stranded) region; DR, direct repeat sequence 5 ' -  
TTCACCTCTGC (D5) at terminus. 

frequency. It is notable that the direct repeat (DR) sequence 5 ' -  
TTCACCTCTGC has been found in five clones, in part or in entirety, 
both at the 5' and 3' ends of the inserts. The DR sequence, strategically 
located on the S strand near the 5' fixed ends of the two strands (Fig. 2), 
may be favored as initiation points for integration (D5, T7). 

The inserted sequences often contained deletions in the pre-S region 
(23). Deletions occur frequently in the inserted sequences. Rearrangements 
of the viral sequences may take the form of translocations, inverted du- 
plications, and, in some clones, foldback structures (K6, M21, S12, 23).  

2.7. HBV DNA IN EXTRAHEPATIC SITES 

The finding of HBV DNA in extrahepatic sites might be explained by 
deposition of immune complexes or by contamination with blood con- 
taining HBV DNA. Formation of immune complexes in HBV infection 
can result in accumulation of HBsAg in extrahepatic sites, particularly 
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lymph nodes, spleen, blood vessel intima, and renal glomeruli (N13). Pre- 
sumably, the presence of HBV DNA in some tissue specimens could be 
explained by formation of immune complexes with Dane particles. Positive 
evidence for the occurrence of extrahepatic HBV infection was demon- 
strated in two ways. Southern blot analysis has revealed integration of 
HBV DNA into cellular DNA in several tissues other than liver. Second, 
HBV replication or synthesis of HBV constituents has been demonstrated 
in some extrahepatic human and animal tissues. By these criteria, human 
spermatozoa, leukocytes, bone marrow, skin, kidney, pancreas, and pla- 
centa have been shown to be occasional sites of extrahepatic HBV in- 
fection. 

2.7.1. Saliva, Seminal Fluid, and Urine 

The detection of HBV DNA in saliva is complicated by the fact that 
specimens may be contaminated with blood. Some saliva specimens ap- 
parently free of blood were HBV DNA positive (Fl,  K4). The molecular 
form of HBV DNA in one saliva specimen was examined by Southern 
blot technique and unintegrated oligomeric HBV DNA forms were ob- 
served (Fl). These were similar to some of the forms found in leukocyte 
HBV DNA (Section 2.7.2). 

HBV DNA has also been detected in seminal fluid (K4) and in sper- 
matozoa, in which the viral DNA was in integrated form (H3). Although 
the levels of HBV DNA in saliva and semen were well below those in 
serum, there were implications in regard to the mode of HBV infection 
in man, since these fluids have been shown to transmit HBV in primates 
(A6). HBV DNA has occasionally been detected in urine but it is not 
considered a major source of infection (D9). 

2.7.2. Leukocytes 

The occurrence of HBV DNA in leukocytes is well documented. There 
are several unusual features about leukocyte HBV DNA. Its occurrence 
did not correlate closely with the presence of HBV DNA in serum, as 
shown by the frequent finding of HBV DNA in leukocytes from blood 
specimens with no serum HBV DNA (Table 11). 

Second, among the standard serological markers of HBV infection, anti- 
HBc and HBsAg were most closely associated with the occurrence of 
leukocyte HBV DNA (Table 12). Nearly all the leukocytes that contained 
HBV DNA were obtained in anti-HBc-positive blood specimens. In con- 
trast, only half or less of the leukocyte preparations were obtained from 
blood positive for HBeAg, anti-HBe, or anti-HBs. 
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TABLE 11 
FREQUENCY OF HBV DNA IN LEUKOCYTES AS COMPARED TO SERUM 

HBV DNA" 

Subjects Leukocytes Serum Reference 

HCC patients 
Controls 
HBV-infected patients 
Controls 
HBsAg carriers 
Controls 
Hepatitis patients 
Controls 
HBsAg carriers 
Controls 
HBsAg carriers: hepatitis patients 
Controls 
HBsAg carriers; patients with hepatitis, HCC, 

Controls 
HBsAg-positive and -negative cases, with hepatitis, 

HCC 

cirrhosis 

211 1 
012 I 
8/16 
012 1 
215 
016 

14/50 
0113 
8/14 
0112 
7/13 
219 

24/70 

0123 
42/72 

- 
2116 
012 I 
014 
016 

22/49 
0113 
6/14 
0112 
Oil2 
119 

19/70 

1/23 
14/76 

L8 

PS 

H 16 

G10 

Y4 

P6 

S13 

P2 

"Number positiveinumber tested. 

TABLE 12 
CORRELATION OF LEUKOCYTE H B V  DNA WITH SEROLOGICAL MARKERS 

HBV DNA- HBV DNA" 
positive 

leukocytes 
(no. specimens) Anti-HBc HBsAg HBeAg Anti-HBe Anti-HBs Reference 

2 
8 
2 

14 
8 
7 

24 
42 

Totals (%) 

212 
818 

NT 
I D  
NT 
616 

22/22 
617 

44/45 (98) 

212 
818 
212 

13/13 
818 
617 

18/24 
30142 

941106 (89) 

N T ~  NT 
418 518 
012 212 

11/13 ID 
518 NT 
I17 517 

12/24 9/24 
ID 317 

33/62 (53) 24/48 (50) 

212 
018 

NT 
NT 
NT 
316 
8/24 
217 

15/47 (32) 

L8 
P5 
H 16 
G 10 
Y4 
P6 
S13 
P2 

"Number positiveinumber tested. 
'Not tested. 
'Insufficient data. 
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Third, the molecular forms of HBV DNA found in many leukocyte 
preparations were different from those usually seen in serum and liver. 
The existence of linear genome-length HBV DNA in the absence of par- 
tially single-stranded forms has been recorded (G10, H16, P.5, P6). Leu- 
kocytes may also contain unintegrated oligomers of HBV DNA, possibly 
in concatenated form or joined head to tail (L8, S13, Y4). The latter may 
also be present in some preparations as integrated DNA (P5). In addition 
to these forms, smears in the 3.2-kb or shorter length range resembling 
the smears seen with serum or liver HBV DNA have been observed in 
some leukocyte preparations (GIO, Y4). 

It has been proposed that HBV DNA that is found in leukocytes is the 
result of phagocytosis of the virus or of HBV-infected cells. Polymor- 
phonuclear cells distinctly contain more HBV DNA than do monocytes 
(H16, P6). Within a given blood specimen, B cell lymphocytes appear to 
contain more HBV DNA as compared to T cells (P2, Y4). The finding of 
HBV DNA in lymphoid cells suggested a possible connection with the 
immunological disorders in HBV infection (P2, P5). It was postulated that 
HBV infection of leukocytes and replication therein may interfere with 
their function, but as yet there has been no direct demonstration of such 
an effect. 

2.7.3 Bone Marrow 

Bone marrow may be a possible site for HBV replication. In vitro in- 
fection of bone marrow cells with HBV has been demonstrated (Zl ) .  A 
culture of bone marrow obtained from an HBV-infected patient contained 
a mixture of supercoiled and relaxed circular fully double-stranded forms 
of HBV DNA, with no  detectable integrated sequences (E3); intracellular 
particles resembling Dane particles together with HBcAg and HBsAg were 
detected in some cells (R7). 

2.7.4. HBV DNA in Other Cells and Tissues 

Table 13 summarizes other reports of HBV DNA in extrahepatic sites. 
Despite the small number of patients studied, some tentative conclusions 
may be drawn. In the study carried out by Dejean e? al. (D6), HBV DNA 
was found in some specimens of skin, kidney, and pancreas of a carrier. 
The carrier’s serum contained no HBV DNA, eliminating the possibility 
of serum contamination. The HBV DNA was integrated into the cellular 
DNA present in all three tissues, an observation that could not be explained 
by deposition of immune complexes. Experiments with another member 
of the hepadna viruses, duck hepatitis B virus, have demonstrated rep- 
licating forms of HBV DNA in the kidney and pancreas of infected ducks 
(HS). The relevance of these findings to clinical conditions is that HBV 
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TABLE 13 
HBV DNA I N  EXTRAHEPATIC CELLS AND TISSUES 

No. positive/ 
Cells or tissue HBV DNA form no. specimens Reference 

Blood vessels 
Endothelial cells 
Smooth muscle cells 

Bile duct epithelium 
Heart 
Brain 
Lung 
Intestine 
Skin 
Kaposi sarcoma (of skin) 
Pancreas 
Kidney 

Placenta 

- 
- 
- 
Free 
Free 
Free 
Free 
Freelintegrated 
Relaxed circle 
Integrated 
Freelintegrated 
Freelintegrated 
Freelintegrated 

313 
313 
313 
112 
112 
1/2 
111 
212' 
1/1 
111 
212 
111 
414 

BS 
BS 
BS 
D6 
D6 
D6 
D6 
D6 
S17 
D6 
D6 
N3 
N3 

infection of kidney has been implicated in membranous glomerular ne- 
phritis. While some cases had glomerular deposits of immune complexes 
containing HBeAg (H12) or HBsAg (H22), no such changes could be dem- 
onstrated in other HBsAg-positive patients. 

The occurrence of integrated HBV DNA in placenta suggests transpla- 
cental infection as a possible source of vertical transmission, in addition 
to the oral route during delivery (L2). It should be noted that for all prac- 
tical purposes serum HBV DNA assays are of greater value in the in- 
vestigation of perinatal transmission from mother to child (D8). High levels 
of maternal serum HBV DNA were associated with babies infected despite 
immunization, and infants with detectable HBV DNA were almost all in- 
fected, as shown by the presence of HBsAg (L4). 

3. HBV Enzymes 

3.1. HBV DNA POLYMERASE ASSAYS 

The term HBV DNA polymerase refers to the enzyme contained within 
Dane particles. A soluble DNA polymerase in the serum of HBsAg car- 
riers, with properties different from Dane particle DNA polymerase, has 
also been characterized (M6). Further studies are required to establish 
the significance of the soluble enzyme. 

All assays of HBV DNA polymerase call for the four deoxyribonu- 
cleoside triphosphates, at least one of which is radiolabeled with 'H or 
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32P. Enzyme activity is decreased with 5’-’2’I-labeled dCTP (L12). Incor- 
poration proceeds at a slow rate, even with suitable substrates. The amount 
of radioactivity incorporated is usually 0.1-5% of input, depending on the 
concentrations of all four nucleoside triphosphates used. 

It is necessary to demonstrate the specificity of the assayed DNA poly- 
merase activity because serum and other biological specimens may contain 
enzymes of cellular or bacterial origin, with similar activities. Two ap- 
proaches have been used successfully. Serological tests have been used 
to show the association of DNA polymerase activity with HBsAg. Second, 
the biochemical properties of the viral enzyme that distinguish it from 
mammalian DNA polymerases have been exploited. 

3.1.1. Assays with Serological Tests of Specificity 

The assay of HBV DNA polymerase was first described by Kaplan and 
his co-workers (K3). Dane particles are concentrated by ultracentrifu- 
gation; typically, this is performed for 4 h at 66,000 g (H19). HBV may 
also be concentrated in an air-driven centrifuge for a shorter period of 
time (M13). The resulting pellet is suspended in 0.05-0.1 of the original 
sample volume and is incubated with Nonidet P-40 and radiolabeled deoxy- 
nucleoside triphosphates in a suitable buffer. After incubation the DNA 
is precipitated by means of trichloracetic acid and unincorporated pre- 
cursors are removed by washing. 

It was subsequently recommended that DNA polymerase activity be 
assayed before and after addition of appropriate antiserum, to test for the 
specificity of the assay for the viral enzyme (R3). Preparations containing 
HBV DNA polymerase would be expected to react positively in the ser- 
ological test for HBsAg prior to lysis of the viral envelope, and to give a 
positive reaction with anti-HBc after lysis (R3, R5). Although many studies 
are carried out without such tests, their use is recommended, because 
pelleted fractions containing Dane particles may show DNA polymerase 
activity even before the step of nucleocapsid lysis, suggesting contami- 
nation with non-HBV enzymes (B17, H15, K3, L11, L17). Table 14 lists 

TABLE 14 
SEROLOGICAL TESTS USED IN THE HBV DNA POLYMERASE ASSAY 

~~ 

Precipitation test Criterion for specificity Reference 

Anti-HBs >30% enzymatic activity in particles precipitated H 19 
Anti-HBs >50% enzymatic activity in particles precipitated F3. N2, C1 
Anti-HBs Enzymatic activity in particles precipitated before R3 

Anti-HBc Enzyme precipitated after detergent treatment R3 
detergent treatment 
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the serological procedures and criteria for specificity, which vary in their 
degree of stringency. 

3.1.2. Differential Assays 

These assays are based upon the differences in the properties of HBV 
DNA poIymerase and the DNA polymerases present in human serum. 
Table 15 summarizes some of the properties of the viral enzyme. Com- 
parison of its properties with those of mammalian DNA polymerases shows 
several differences. An unusual characteristic of HBV DNA polymerase 
is its inability to use a template other than its own circular DNA. The 
enzyme is unable to use linear HBV DNA molecules as template (R6). 
In contrast, the DNA polymerase activity present in human serum is stim- 
ulated by the addition of denatured DNA regardless of its source (H15). 
Human and HBV DNA polymerases differ also with their sensitivity to 
potassium ion. High concentrations have no effect on the viral enzyme, 
whereas human DNA polymerase activity is largely, but not completely, 

TABLE 15 
FACTORS AFFECTING HBV DNA POLYMERASE ACTIVITY 

Fac tor(s) Reference 

PH 
Optimum: 7.5 

7.2-8.0 
K3 
H7 

Temperature 
Optimum at 3741°C K3 
50% inactivation in 20 min at 60°C N2 

Absolute requirement for circular HBV DNA R6 

Activated by 0.02-0.12 mol/liter Mg’+ ; active in 0.4 mol/liter KCI H7, HI5  

Phosphonoformate H7, N12 
Actinomycin D, daunomycin K3 
N-ethyl- or  N-methylmaleimide H7 
Poly(dAT) K3 
Dideoxythymidine triphosphate H7 
Arabinosylnucleoside triphosphates H6, H7 
Ethidium bromide H I9 

Active in 10% Nonidet P-40; inhibited by 0.1% sodium dodecyl sulfate HIS 

10 min in 70% ethanol; I min with 2500 ppm available chlorine N2 

Template 

Cations 

Inhibitors 

Detergents 

lnactivators 
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inhibited. Third, the viral enzyme is more sensitive to phosphonoformate 
inhibition than is mammalian DNA polymerases (E4, Lll) .  

Hirschman and co-workers developed a differential assay based on the 
resistance of HBV DNA polymerase to high KCI concentrations, its ac- 
tivation in 0.04 moVliter M g Q ,  and the inhibitory effect of these con- 
ditions on other types of polymerases (H13-H15). Such tests are applicable 
to Dane particles prepared by ultracentrifugation from serum and saliva 
(MI). 

It was later shown that high potassium and magnesium concentrations 
did not completely suppress the human DNA polymerases in all specimens. 
Therefore, a different assay was developed based on phosphonoformate 
inhibition of HBV DNA polymerase activity. DNA polymerase activity 
was measured in replicate samples with and without phosphonoformate. 
The difference in nucleotide incorporation in the absence of phosphon- 
oformate and that in its presence represented HBV DNA polymerase ac- 
tivity. The phosphonoformate inhibition assay removed the need for per- 
forming serological tests of specificity. The original method required 
ultracentrifugation of 6-ml samples of plasma or serum (L11). It was re- 
placed with a micromethod using 120 ul serum that, unlike other assays 
of HBV DNA polymerase, did not require concentration of Dane particles 
by ultracentrifugation (L12). 

Phosphonoformate inhibits not only HBV DNA polymerase, but the 
DNA polymerases of woodchuck hepatitis B virus (H7), Epstein-Barr 
virus (D2), herpes simplex virus, and cytomegalovirus (E4, H10). The 
specificity of the assay in human serum for HBV DNA polymerase was 
in part attributable to the fact that infection of man with any of the latter 
three viruses did not result in their appearance in blood to any measurable 
extent. Phosphonoformate acts by binding to the DNA, blocking the fur- 
ther incorporation of nucleotides (HI l ) ,  and inhibition is of the noncom- 
petitive type (N 11). 

3.2. HBV DNA POLYMERASE ACTIVITY IN HBV-RELATED DISEASE 

Serum HBV DNA polymerase activity appears to fluctuate sponta- 
neously (H19). Peaks and troughs were observed in chronic hepatitis pa- 
tients tested at short intervals over 2 days, with coefficients of variation 
ranging from 20 to 50% (A2). Polymerase activity followed in other patients 
over a period of weeks or months also revealed bursts of activity ( S 5 ) .  
Spontaneous loss of both HBV DNA polymerase activity and HBeAg was 
recorded in 4 out of 10 CAH patients receiving placebo in a clinical trial 
(S 1 ). 

In acute infection HBV DNA polymerase peaks before the transami- 
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nases and, like the changes observed with HBV DNA and HBeAg, its 
activity falls with recovery. Persistence of DNA polymerase after the acute 
phase of HBV infection is prognostic of the chronic state (Al). 

HBV DNA polymerase activity usually parallels serum HBV DNA and 
HBeAg. Correlation of DNA polymerase activity with HBeAg in a group 
of HBsAg carriers with and without symptoms of hepatitis was close: 21 
of 22 with HBeAg were DNA polymerase positive, whereas none of the 
12 HBeAg-negative specimens showed the enzymatic activity (N11). In 
another study, chronic hepatitis cases with neither HBV DNA polymerase 
nor HBeAg were compared to those with both markers (AS). The former 
group had more severe liver disease, as shown by clinical symptoms and 
biochemical tests, and the duration of their HBsAg carrier state was longer. 
HBV DNA polymerase activity was detected more often in CPH patients 
(14 of 15) than in CAH patients (4 of 8) (T9). Since both the enzyme and 
HBV DNA are markers for the complete virion, these findings were in 
accord with the reports mentioned above on the absence of serum HBV 
DNA in many patients with severe liver disease (Section 2.6.1). 

Serum HBV DNA polymerase is detected in a small percentage of pa- 
tients with HCC. I t  was found in only 2 of 72 (3%) Korean patients (C9) 
and in 12 of 106 ( 1  1%) South African black cases (S21). 

The usefulness of the assay in monitoring the efficacy of several drugs 
was demonstrated by many reports. Rapid changes in HBV replication 
were seen in serum HBV DNA polymerase and HBV DNA (W3), but not 
by following HBeAg (C11). Figure 10 illustrates the decrease in DNA 
polymerase in a subject treated with three courses of interferon. Similarly, 
dramatic decreases in DNA polymerase activity have been reported in 
other trials (04,  S5). In contrast, serum HBsAg and HBcAg decreased 
slowly. Adenine arabinoside produced similarly rapid decreases in DNA 
polymerase activity with persistence of serological markers (C3, C1 I). 

3.3. HBV PROTEIN KINASE 

Protein kinase activity copurifies with HBV core particles. Unlike HBV 
DNA polymerase, which is found principally in cores with higher density, 
protein kinase activities were found in both light and heavy cores, the 
lighter fraction having more activity (G4). 

HBV protein kinase preferentially transfers the y-phosphate residue of 
ATP to the HBV core protein. Only the serine residues in core protein 
are phosphorylated. Enzymatic activity is detected by incubating core 
protein with 32P-labeled ATP in the presence of Nonidet P-40, followed 
by gel electrophoresis of the reaction mixture and autoradiography. The 
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FIG. 10. DNA polymerase, HBsAg, and HBcAg levels in a patient treated with three 
courses of interferon. From Greenberg et a!. (G9). 

appearance of radioactivity at the 22-kDa position signities phosphorylation 
of the core protein. 

HBV protein kinase activities have been found in HBV core particles 
present in HBV-infected liver and in Dane particles isolated from human 
plasma. HBsAg particles present in plasma do not contain protein kinase 
activity (A5). 

4. HBV Polypeptides 

4.1. PRE-S REGION POLYPEPTIDES 

Aside fi-om HBV DNA polymerase, HBsAg, HBcAg, and HBeAg, there 
are several other polypeptides encoded by the viral genome. They are 
grouped as the HBsAg-related polypeptides and the region X polypep- 
tideis). Table 16 lists the HBsAg-related group, consisting of four poly- 
peptides, including HBsAg, and their glycosylated derivatives. Their amino 
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TABLE 16 
HBSAg-RELATED POLYPEWIDES” 

Occurrence 

Description 22-nm 
Polypeptide (encoding regions) HBV spheres Tubules Reference 

GP46 Minor constituent + W6 

P39lG P42 Minor constituents + - + H9, T2, 

P3 lIGP35 Minor constituents, +‘ + c  - M2, T2 

(Pre-S, S) 

(pre-Sl, pre-S2, S) T4 

(GP33/GP36)b pHSA receptor 
(pre-S2, S) 

P24lGP27 HBsAg (S) + + + H9 
P22d No pHSA receptor M3 

P8d pHSA receptor (pre- M3 
activity (S) 

S2) 

“Abbreviations: P, nonglycosylated polypeptides; GP, glycosylated polypeptides; pHSA, 
polymerized human serum albumin. Numbers denote molecular weight in kilodaltons. Sym- 
bols: I, related polypeptides; + , present; - , absent or scanty. 

bPolypeptides designated GP33lGP36 (H9, S25) correspond to P3 IlP35 (03).  
‘Present in HBeAg-positive serum, scanty in anti-HBe-positive serum. 
dDerived from P3 I by cyanogen bromide treatment. 

acid sequences are encoded by the pre-S1, pre-S2, and S regions of the 
genome. Consequently, there is homology between them, demonstrable 
by cross-reactivity with antiserum (H9, W6). Polypeptides with pre-S2- 
encoded sequences possess polyalbumin receptor activity. All the poly- 
peptides are found as constituents of Dane particles, and some are present 
in small spheres or tubules of HBsAg as well. It is interesting that P311 
GP35 in Dane particles and small HBsAg spheres were detected only in 
HBeAg-positive serum (H9, M2, T2). These polypeptides correspond to 
GP33/GP36 described elsewhere, that were likewise increased in small 
HBsAg spheres isolated from HBeAg-positive serum, as compared to those 
present in anti-HBe serum (S25). The observed changes in polypeptide 
composition of some HBV constituents imply some kind of biological 
control or response in the different stages of HBV infection. 

4. I .  1. Polyalbumin BindinglReceptor Assays 

The factors that affect polyalbumin binding assays are pH, temperature, 
ionic strength, and the polymerization method for albumin. The optimal 
pH and temperature for species-specific polyalbumin binding are 6.0-6.7 



DETECTION OF HEPATITIS B VIRUS CONSTITUENTS 181 

and 37"C, respectively. The species specificity of binding of human and 
chimpanzee polyalbumin to HBV forms was abolished at NaCl concen- 
trations below 0.15 mollliter; at concentrations above 0.5 molfliter, binding 
to albumin from any species was abolished (M14, P3). All polyalbumin 
binding assays employ albumin that is prepared by cross-linking with glu- 
taraldehyde. Polyalbumin that was cross-linked by treatment with car- 
bodiimide, or cross-linked polyalbumin produced by aging of albumin so- 
lutions, did not bind as efficiently in the assay (Y9). 

Assay of polyalbumin-binding sites is performed by hemagglutination 
or by immunoassay (Table 17). Test I was the first to be developed. It 
had the disadvantage that positive specimens had to be subjected to further 
assays to exclude the possibility of interference from antibodies to albumin 
(P4). Tests I11 and IV utilized anti-HBs, increasing the specificity of re- 
action for HBV forms, but like the first test depended on the interaction 
of pHSA and HBV forms. An antibody which precipitates HBV, but is 
not anti-pHSA, has been shown to react in this type of assay (A4). In 
contrast, tests I1 and V dispense with pHSA. They detect receptors directly 
by means of antibodies directed at sequences of 19 and 55 amino acids, 
respectively, which are encoded by the pre-S2 region. 

4.1.2. Polyalbumin Receptors in HBV Infection 

Polyalbumin assays may provide an additional marker for assessing the 
status of HBV infection or predicting its outcome, but their usefulness 

TABLE 17 
POLYALBUMIN BINDING/RECEFTOR ASSAYS 

Assay (type) Materials Reference 

Hemagglutination tests 
I (Binding) sheep erythrocytes coated with pHSA" 11, P4 
11 (Receptor) sheep erythrocytes coated with monoclonal 0 2  

antibody directed against 19-amino acid sequence 

lmmunoassays 
111 (Binding) pHSA-coated beads; detection with '2SI-labeled anti- 

IV (Binding) anti-HBs-coated wells; detection with pHSA linked T2 

M3 

MS, M14, N7 
HBs 

to horseradish peroxidase 

V (Receptor) wells coated with antibody directed against a 55- 
amino acid sequence 

"Human serum albumin polymerized by means of glutaraldehyde. 
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has not been proved. They appear to furnish little information that is missed 
by assays of HBV DNA and serological markers. Because the binding 
sites are located on the surfaces of HBV forms, the titers generally reflect 
their density per unit volume, without differentiating between the complete 
virion and the tubular or small spherical particles of HBsAg. 

As a whole, HBeAg-positive serum specimens have higher pHSA-bind- 
ing titers than do HBeAg-negative specimens or sera with anti-HBe (G5, 
11, M5). However, there was considerable overlap with respect to the 
titers. About half of the HBeAg-positive serum specimens had titers within 
the range set by titers in the HBeAg-negative specimens (M5). In acute 
HBV infection, patients who recovered had initial pHSA-binding titers 
that were significantly lower than did patients who developed chronic in- 
fection (P4). The pHSA-binding titers were high during the HBeAg-positive 
period of acute infection and were significantly reduced at the time of 
recovery or seroconversion to anti-HBe (A3, P4). In chronic HBV infec- 
tion, pHSA-binding titers in patients with CPH, CAH, or cirrhosis were 
in many cases within the range seen in asymptomatic carriers, indicating 
that this type of assay would not be useful in differentiating between the 
various disease states (P4). 

4.1.3. Polyalbumin Receptors and Hepatotropism of HBV 

Although there is little doubt that the polypeptide encoded by the pre- 
S2 region can specifically bind chimpanzee or human albumin polymers, 
the biological significance of this property is uncertain (N6). Polyalbumin 
binding was investigated in many laboratories because it provided a ra- 
tionale for the hepatotropism of HBV. Lenkei reported in 1977 that liver 
cells had specific receptors for polyalbumin (L6). Two years later, Imai 
et al. reported that Dane particles could bind specifically to human and 
chimpanzee polyalbumins. It was postulated that since both HBV and the 
hepatocyte receptor could bind polyalbumin, the virus could gain entry 
into the cell by using polyalbumin as a bridge (11). 

There are two facts that make the hypothesis difficult to accept. Since 
the receptors do not have a great affinity for albumin that is polymerized 
by aging in aqueous solutions (such as plasma), it is difficult to see how 
HBV could effectively use them as a means to penetrate hepatocytes. 
Moreover, woodchuck hepatitis B virus, which, like HBV, produces hep- 
atitis in the infected host, does not possess polyalbumin sites for poly- 
merized woodchuck albumin (P3). It would appear that the hepatotropism 
of two hepadna viruses will possibly have to be explained by mechanisms 
other than polyalbumin binding. 
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4.1.4. Pre-S Polypeptides 

Western blotting is used extensively in the detection of specific poly- 
peptides. The specificity of the test depends almost entirely in the anti- 
bodies used to detect the amino acid sequences of interest. Recombinant 
DNA technology has been used to produce several of the antigens used 
to raise antibodies for the study of several HBV polypeptides. These tech- 
niques have resulted in the characterization of GP46 and GP42 (W6), P39/ 
GP42, and P3VGP35 (H9, M2, T2). 

A test for pre-SI polypeptides has been developed based on use of an- 
tibodies directed against a fusion protein with 100 amino acid sequences 
encoded in the HBV genome (T4). The test is relatively new and further 
developments to make it more suitable for routine work may appear. The 
number of patient specimens studied in the initial trial was relatively small, 
but it appeared that the presence of the pre-S1 polypeptides correlated 
closely with HBeAg-positivity and with HBV DNA. 

4.2. REGION X POLYPEPTIDES 

Synthetic peptide sequences with 11-17 amino acid residues that were 
predicted from the nucleotide sequence of region X were used to raise 
antiserum and to detect naturally occurring antibodies to region X poly- 
peptides. This strategy has enabled region X polypeptides to be detected 
in HBV-infected cells, HBV-infected liver, hepatomas, and in core par- 
ticles prepared from liver (F6, M24). The HBV-infected tissues and he- 
patomas contained a 28-kDa protein reacting with the antiserum to region 
X peptides (M24). 

In the same study, serum was tested for antibodies to region X peptides. 
Specimens from 254 cases with acute hepatitis B, asymptomatic HBV 
carriage, chronic hepatitis, liver cirrhosis, and HCC were screened. An- 
tibodies to region X polypeptides were detected in 13, 16, and 73%, re- 
spectively, of the subjects in the last three disease groups. These obser- 
vations suggest that region X may furnish further markers for HBV 
infection. 
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1. Introduction 

Why plasma electrolytes, why acid-base control? Many publications 
available today address these questions. Current laboratory methods for 
investigation of disorders in the internal environmental balance are known 
and used. Yet, it is worthwhile to further study the medical aspects of 
electrolytes and problems of acid-base control. Interpretation of the lab- 
oratory findings requires up-to-date knowledge of the integrated function 
of the lungs, the kidneys, and the blood. Clinical chemists participate in- 
creasingly in the diagnosis of disorders and in the control of treatment of 
patients in intensive care units, in resuscitation wards, in specialized units 
for the treatment of burns or septic conditions. 

Disorders in the internal environmental equilibrium and a disturbance 
of the internal regulatory mechanisms lead to a restricted supply of oxygen 
and nutrients (as well as drugs) and to an impaired excretion of catabolites. 
Hydrogen ion activity, osmolality, and ionic composition of body fluids 
are disrupted. 

Interpretation of these problems is facilitated by the use of a computer. 
Problem-oriented laboratory findings are the result of the advances 
achieved in biochemical diagnosis and enable the clinician to take early 
and comprehensive measures. Computer control is useful not only for the 
establishment of the diagnosis of the disease and the follow-up of its further 
course, but also for the proposal of therapy and its monitoring. Computers 
are able to suggest treatment of disorders in water, ion, and acid-base 
metabolism as well as the composition of the defined nutrition. Accu- 
mulated data serve as a basis for the development of expert systems. 

2. Osmolality 

2.1. INTRODUCTORY COMMENTS 

Reference intervals-serum, 275-295 mmol/kg; urine, 600-1200 mmol/ 
day. 

Data for the excretion of the daily osmotic load differ according to the 
situation. In healthy subjects without an elevated intake of salts and pro- 
teins and without an elevated physical activity, the values usually do not 
exceed 1300 mmollday (M5, N4, Sl).  In the case of low intake of proteins 
and in hospitalized patients, the losses are under 600 mmoVday (W7). In 
critical states the excretion of the osmotic load is significantly increased. 
It is a characteristic feature of the catabolic situation and provides infor- 
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mation about kidney performance. In 25 critically ill patients with mul- 
tiorganic failure, the excretion of osmotically active substances in 300 
whole-day collections was over 1500 mmoVday in 35% of the findings; a 
value over 2000 mmol/day was ascertained in not less than 15% of all 
findings (K4). Excretion of urea is chiefly responsible for the high values, 
but ions, frequently glycosuria in impaired glucose tolerance, and os- 
motherapeutic agents and/or low-molecular-weight substances excreted 
in renal intoxications also contribute. 

In addition to the estimation of the excreted amount of osmotically active 
substances it is necessary to determine their concentration in the urine. 
This makes it possible to evaluate the existing concentration abilities of 
the kidneys and, in comparison with serum osmolality, it is one of the 
main parameters for establishing a differential diagnosis of prerenal or 
renal cause of the oligoanuric state ((27). The limits of osmotic urine con- 
centration are 50-1 200 mmolikg ; commonly occurring concentrations range 
from 300 to 900 mmol/kg. After a 12-h period of water deprivation, urine 
osmolality should rise to at least 850 mmoYkg (T2). When estimating the 
osmotic urine concentration, it is naturally necessary to consider also the 
decline in the kidney’s concentration ability in relation to the patient’s 
age (E2, Sl) .  

Assessment of urine and plasma osmolality under conditions of dehy- 
dration with subsequent vasopressin administration serves for the estab- 
lishment of differential diagnosis of the causes of hypotonic polyuria. This 
may be psychogenic, or it may occur in diabetes insipidus and in ne- 
phrogenic diabetes insipidus (S1, T2, W7). 

Serum osmolality is maintained within relatively narrow limits. With 
its rise above 278 (ranging from 277 to 282) mmol/kg, the secretion of 
ADH begins to increase. The corresponding values of natremia are 137 
(ranging from 136 to 140) mmolfliter (M16). The further increase in ADH 
secretion then continues until an osmolality of 296-298 mmol/liter is 
reached, i.e., when the maximum is attained. At the same time, osmotic 
urine concentration increases progressively. A further pathological rise 
in osmolality does not further increase the ADH secretion (E2). Another 
cause of stimulated ADH secretion is a decline in the circulating fluid 
volume of 10-20% or a decline in blood pressure of at least 5% (M16, 
W7). A similar effect is also produced by anxiety, trauma-induced pain, 
and certain drugs (opiates, barbiturates, etc.). Renal action of ADH is 
potentiated by some drugs (chlorpropamide, acetaminophen) and by ox- 
ytoxin. Certain tumors produce antidiuretic substances. Antidiuresis then 
also plays a part in normo- or hypoosomolal states. The effect of dopamine 
on ADH secretion has not been demonstrated (M16). 
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2.2. HYPER- AND HYPOOSMOLAL STATES 

Causes of hyperosmolality include loss of water, acute catabolism, di- 
abetic coma, hyperosmolal coma without acidosis, burns, nephritis, severe 
sepsis, acute intoxication with low-molecular-weight substances, diabetes 
insipidus, nephrogenic diabetes insipidus, and salt water ingestion (in 
swimming accidents). 

The cause of hyperosmolality in acute catabolism, i.e., in shock, is the 
accumulation of metabolic intermediate products in cells. Because of en- 
ergy disorders these can be neither metabolized into final products nor 
released from tissues. The result is hyperosmolality of intracellular fluids 
(ICFs) against extracellular fluids (ECFs), leading to a shift of water into 
cells. The reduction in the volume of ECFs often deteriorates the pre- 
viously primarily affected circulatory system. 

In intensive care, acute hyperosmolality may also develop iatrogenically. 
Among the causes, for example, are incorrect doses of parented or enteral 
nutrition, dialysis using hyperosmolal solution, high NaHCO, doses in 
cardiac resuscitation (M lo), transcutaneous propylene glycol absorption 
in the treatment of burns, or osmotherapy with glycerol or other small- 
molecular-weight substances. In the latter situations, a large difference 
arises between the calculated and the measured osmolality, i.e., the os- 
molal gap, which can range between 100 and 150 mmol/kg (F3). 

Causes of hypoosmolality include metabolic response to trauma, excess 
water intake, replenishment of lost isotonic fluid with water, chronic ca- 
tabolism, fresh water ingestion (in swimming accidents), and excessive 
ADH excretion. 

Following cerebrospinal injury, severe disorders may take place in the 
regulation of water and ion conservation. This regulation represents a 
complicated interconnection of diencephalo-hypothalamic functions with 
the functions of peripheral receptors and effectors (kidneys) as well as 
with the endocrine organs. Two types of disorders may develop (Gl): (a) 
Diabetes insipidus may occur due to insufficient ADH secretion, with typ- 
ical polyuria and serum osmolality at the upper limit of the reference values 
or elevated up to  330 mmollkg. Hyperosmolality does not develop when 
fluids are suitably balanced. Urine osmolality is low, and vasopressin 
administration increases it significantly. (b) Unsuitable rise in ADH se- 
cretion may occur in brain injuries and tumors, leading to hyponatremia 
and hypoosmolality; the patients are at risk of cerebral edema. Urine os- 
molality is higher than serum osmolality. 

Clinically, changes in osmolality are attended by the development of 
metabolic encephalopathy that resembles encephalopathies arising from 
other metabolic causes. Clinical symptoms appear in cases of acute sodium 
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elevation (hypernatremia), with values above 150 mmol/liter, and with 
osmolality above 310 mmoukg. In a chronic state symptoms develop only 
when Na' is above 160 mmoyliter and osmolality is above 330 mmol/kg. 
The decline in Na' and osmolality is manifest clinically in acute states 
when the values are below 127 mmol/liter and below 265 mmol/kg, re- 
spectively. In chronic states, the corresponding values are again more 
extreme, namely for Na' below 110-120 mmoVliter and for osmolality 
below 240-250 mmol/kg (M1 1). 

Regardless of the causes, both hyper- and hypoosmolality produce 
symptoms of metabolic encephalopathy, the pathophysiological basis of 
which lies in diffuse neuronal functional disorders with a possible focal 
maximum. The states range from moderate neuropsychic disorders as- 
sociated with unspecific motor symptoms, to delirium and, eventually, to 
coma. The development of a hyperosmolal state is accompanied with con- 
fusion and hallucinations that, in elderly persons, are sometimes erro- 
neously considered t o  be manifestations of cerebral sclerosis. Typical 
symptoms are thirst and headache. In elderly persons certain factors con- 
trolling the water balance are obviously changed. The sensation of thirst 
is weaker and osmoregulatory secretion of vasopressin is increased but 
the renal response to it is paralyzed (E2). In hypernatremia hemorrhagic 
encephalopathy may develop. In cerebrospinal fluid, the number of cells 
is normal, proteins are over 0.5 g/liter, and the coloring is xanthochromic 
or hemorrhagic. An EEG demonstrates unspecific or  focal changes in 
bleeding and computerized axial tomography (CAT) scans show a dimin- 
ishing of the brain volume and/or the presence of hemorrhagia. 

When acutely developed hyperosmolality persists, the concentration of 
active particles increases due to a compensatory mechanism of the brain. 
This enables a return of fluid levels to the original volume. The active 
particles are called idiogenic osmoles. They are probably metabolites of 
actual cell proteins, i.e., amino acids and ammonia (MI]). In addition, 
other authors report an increase in the concentration of ions and glucose 
in hyperglycemia (M 12, W7). Experimentally, this development takes place 
in hyperglycemia as well as in hypernatremia within the first few hours 
(W7); according to other authors it occurs in hypernatremia only in the 
course of a week (M12). 

Hypoosmolal states are accompanied by weakness, nausea, apathy, and 
headache. Diffuse cerebral edema develops with a risk of brain stem her- 
niation; protein content in cerebrospinal fluid is low, typically under 0.1 
gihter. ECG demonstrates unspecific or possibly epileptiform changes and 
CAT scans confirm diffuse cerebral edema. 

Values of 230490 mmoVkg are reported as  limits of serum osmolality 
(T2). However, extreme values have also been described (H5, K5, L5): 
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hypoosmolality under 200 mmoYkg developed iatrogenically in a course 
of treatment requiring diuretics and a salt-free diet. The lowest serum 
osmolality measured by us was 213 mmoYkg in a patient with Addison's 
disease and diarrhea, who was treated at first with hypotonic solutions. 
After a long-term adequate treatment the patient survived. Hyperosmo- 
lality above 500 mmoVkg was ascertained in patients with combined ethyl 
and methyl alcohol intoxication. 

Because no correlation has been proved to exist between mortality and 
the clinical and biochemical findings obtained at the time of admission of 
patients with hyperosmolal, hyperglycemic, or nonketonic syndrome, hy- 
perosmolality cannot be regarded as being a prognostically important in- 
formation in these states (R2). 

Correction of osmolality disorders must proceed slowly, so that os- 
molality does not change more rapidly than by 2-4 mmoYkg/h, and/or 
natremia by 1-2 mmol/h, or that the change in osmolality within 24 h does 
not exceed 20-30 mmoYkg. Reasons for caution and for monitoring or 
biochemical findings are the above-mentioned alterations in the region of 
the brain, wherein-after a more rapid normalization, especially of hy- 
perosmolality-the patient's clinical state may deteriorate due to intra- 
cranial expansion (N4). Correction of hyper- and hyponatremic states in 
relation to the patient's clinical situation is discussed in the Section 3. It 
should be recalled here that every patient should be approached individ- 
ually and that only careful monitoring of both the biochemical and the 
clinical states is decisive for the estimation of whether treatment is ade- 
quate (Wll). 

3. Sodium 

3.1. INTRODUCTORY COMMENTS 

Reference intervals-serum, 132-142 mmoYliter; urine, 120-240 mmoY 
day. 

Na+ homeostasis is of constant concern in intensive care settings. Nu- 
merous outstanding studies of Na+ homeostasis can be found in the lit- 
erature (B4, El,  Fl ,  G4, N3, R5, Z1); on the other hand, the interpretation 
of Na' levels remains nevertheless difficult, namely because of the dif- 
ferent clinical situations accompanying disorders in Na' metabolism. The 
determination of optimum therapeutic doses is also not simple. 

For the physician, these tasks can be facilitated by the computer-an 
example is given at the end of the paper. At this point an evaluation of 
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the relationships between Na' levels, the Na' stores in the ECF, and 
the state of the patient's hydration will be discussed. 

Hyponatremia is the expression of a relative water excess in relation 
to Na' supply. Hypernatremia is the expression of a relative water deficit 
in relation to Na' supply. Neither of these findings says anything about 
the real state of Na' supply in the ECF, which in both cases may be 
elevated, normal, or decreased, depending on the size of the distribution 
space, i.e., the ECF volume. Normonatremia may also be accompanied, 
depending on the size of the distribution space, with an elevated, normal, 
or decreased Na' supply. 

The above-mentioned relationships may significantly influence the cal- 
culations used for the correction of Na' levels. Moreover, laboratory 
findings may be influenced by effective osmolality. Hyperglycemia, very 
frequently present in sepsis and other catabolic states, causes an osmotic 
shift of water from cells to the ECF. Per every 5 mmolhiter of its elevation, 
Na' levels decrease by 1.5 mmol/liter (Fl). After the normalization of 
glycemia, Na' levels increase again. This should be taken into consid- 
eration in estimates of Na' concentration in severe hyperglycemic pa- 
tients. 

3.2. INTERPRETATION OF NATREMIA FINDINGS 

In the investigation of Na' metabolism, measurable Na' losses can be 
determined by commonly available methods, whereas unmeasurable losses 
(in sweat, in diarrhea, or into the ileum or peritoneal cavity) can be es- 
timated only approximately. For the correct interpretation of Na' status, 
for an estimate of Na' stores in the ECF, and for a determination of the 
required therapeutic dose (i.e., the dose to compensate for the existing 
deficits and to meet current needs), two groups of data, laboratory and 
clinical, must be known. Laboratory data include Na' levels, glucose 
levels, osmolality, and measures of Na' losses (via urine, gastric tube, 
or catheter). Clinical data include state of hydration; a comparison is made 
of the normal and existing body weights, or at least the estimated body 
weight changes are taken as a basis. Further, it has to be decided whether 
the state is acute or chronic. 

The following survey of the problems encountered in Na' homeostatis 
is based on a combination of clinical and laboratory findings, both of which 
should be considered inseparable in the interpretation of the problems. 

3.2.1. Normohydration with Hypo- or Hypernatremia 

3.2.1.1. Normohydration with Hyponatremia. This situation develops 
in both acute and chronic states. In acute states, the etiology and patho- 
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biochemistry include losses of more or less isotonic liquids that are re- 
placed sufficiently, but only by glucose or water. There is a decrease in 
Na' stores in the ECF, but the ECF volume remains unchanged. An os- 
motic gradient develops between the ECF and ICF, with some water 
shifted to the ICF. 

Clinically, in acute states, hypoosmolality symptoms may appear in 
conjunction with a sudden decrease in Na' to less than 127 mmol/liter. 
In acute, asymptomatic states, isotonic salt solutions are usually sufficient 
to correct the problem. Only in symptomatic hyponatremia with an acute 
onset is Na' supplied in the form of hypertonic solutions; the dose is 
calculated according to the following equation: 

( I )  

The target Na' value is in the middle between measured hyponatremia 
and the reference value, i.e., 137 mmol/liter. F is a factor for total body 
fluid (for males, 0.6., for females, 0.55). The more acute the hyponatremia, 
the more careful its normalization must be. Target Na' levels should not 
be reached in less than 8 h; that means usually that Na' levels should 
not rise more rapidly than by 1-2 mmol/liter/h. The dose calculated using 
the factor F should be regarded as the upper limit. F is based on the 
change of the distribution space of Na' after its administration when part 
of water is transferred from the ICF to the ECF. In extreme hyponatremia, 
the doses thus determined are very high. Then, considering the patient's 
clinical status, even a lower value of the factor F can be selected; in ex- 
treme cases it may be as low as 0.2 (the calculation applies only to the 
ECF). Depending on the course of Na' homeostasis, the correction doses 
are then specified. 

In chronic states, the etiology and pathobiochemistry include catabolic 
atrophy of cell structures and decreased tonicity in the ICF, with water 
migration from cells to the ECF and consequently dilution of the ECF. 
Hypoproteinemia is usually present and the osmostat is reset (A3). Patients 
have hyponatremia that does not return to normal with an increased Na' 
supply; the Na' excretion increases. Moreover, in chronic conditions the 
course described in acute situations may develop. 

Clinically, in chronic states hyponatremia is symptomatic only when 
Na' levels decrease to 110-120 mmol/liter and lower (M11). Corrective 
therapy primarily involves management of the causes, control of hypo- 
proteinemia, and monitoring and maintaining the patient's energy balance. 

3.2.1.2. Normohydrution with Hypernutremia. The etiology and pa- 
thobiochemistry include the iatrogenic condition following the adminis- 
tration of concentrated salt solutions. Na+ supply is increased, the amount 
of water is physiological. The ECF becomes hypertonic as compared with 

dose of Na' mmol = (target Na' - measured Na') x F x kg 



MONITORING ACID-BASE AND ELECTROLYTE DISTURBANCES 209 

the ICF, and water leaves the cells. Expansion of the ECF takes place 
to the detriment of the ICF. 

Clinically, symptoms of hyperosmolality are present; in extreme cases 
there is a risk of pulmonary edema. For therapeutic management, cor- 
rective calculations are of value only for orientation to the patient's status 
and should be made immediately after the onset of the disorder; later they 
are influenced by renal excretion of water and ions. 

(2) Na' excess = F x kg x (measured Na' - 137) 

H,O deficit = F x kg x (rneasu;;; Na' - 1) (3) 

Diuretics that act in Henle's loop are administered. Because the diuretic- 
induced loss of water is higher than the loss of Na' , hyperosmolality is 
brought under control by 5% glucose infusions. In case of renal failure, 
dialysis treatment is necessary. 

3.2.2. Dchydrution with Norrno-, Hypo-,  or Hypernatremiu 

For the assessment of the seriousness of dehydration it is helpful to 
know the difference between the normal and the existing body weight. 
Because in adult patients this information is generally not available, the 
deficit is only estimated. When the clinical symptoms include slight de- 
hydration, a deficit of 2.5% of total body weight is adequate; with more 
serious dehydration, a deficit of 5% of total body weight is calculated 
@ I ) .  

3 .2.2.  I .  Dehydrution with Normonatremiu. The etiology and patho- 
biochemistry include loss of water and ions in the ratio in which they are 
physiologically present in the ECF. The losses may be external (gastroin- 
testinal, renal) or into the third space (ileum, peritoneal cavity). Na' levels 
and osmolality are normal, no osmotic gradient develops between the ECF 
and ICF, and there is no movement of water from cells to the ECF. The 
whole loss thus takes place to the detriment of the ECF. Oliguria is present, 
Na' in the urine is very low, and osmolality is high owing to the con- 
centration of urea. A gradual increase is found in serum urea and hemo- 
globin. 

Clinically, there is a risk of circulatory collapse, metabolic acidosis, 
and oliguria; turgor of the skin is decreased and cramps may occur in the 
calves. Laboratory findings cannot be used for corrective calculations. 
Isotonic liquids are replaced according to the estimated fluid loss. Their 
composition depends on the biochemical findings, chiefly the acid-base 
status. With long-term pathological losses, the substituted amount of water 
and ions is often high. 
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3.2.2.2. Dehydration with Hyponatremia. The etiology and pathobi- 
ochemistry include extrarenal or  renal losses of salts and water. They 
may be isotonic with body fluids but are replaced by an insufficient volume 
of liquids without ions, e.g., glucose. The decline in Na' supply is rel- 
atively higher than the loss of fluids. Some water shifts from the ECF to 
the ICF. 

Extrarenal losses may be due to gastrointestinal injury, burns, or shift 
into the third space. Hypovolemia stimulates the regulatory renin-angi- 
otensin system; aldosterone and ADH increase. Consequently, changes 
develop in renal hemodynamics. The amount of urine is small and the 
concentration of Na' and C1- is below 20 mmolfliter. An exception may 
be metabolic alkalosis when, together with HCO;, more Na' is excreted. 

Renal losses may be due to overdose of diuretics, primary adrenal in- 
sufficiency, nephropathy with a rise in Na' losses, o r  proximal renal tu- 
bular acidosis. Na' and CI- concentration is usually above 20 mmol/liter. 
An exception is found in states following diuretic overdose, when, after 
discontinuation of treatment, ion concentration in the urine is low. 

Clinically, symptoms are chiefly the result of ECF deficits and the de- 
crease in the volume of circulating fluids and/or hypoosmolality. For cor- 
rective therapy, complete substitution for the water and Na' deficit has 
two parts. The first involves replacing the lost isotonic fluids, with salt 
solutions, possibly by as much as  5-10% of the total body weight. The 
second part involves normalization of measured hyponatremia by cal- 
culating the target Na' according to Eq. (1). The pathophysiological 
mechanisms, however, are primarily normalized by administration of iso- 
tonic salts. Often, colloid solutions also have to be administered (e.g., in 
h ypoproteinemia). 

3.2.2.3. Dehydration and Hypernatremia. In dehydration associated 
with hypernatermia the supply of Na' may be decreased, physiological, 
or increased. 

3.2.2.3.1. Dehydration with hypernatremia and physiological Nu' 
supply (Fig. 1, situation A). The etiology and pathobiochemistry develop 
as a consequence of losses of more or less pure water, e.g., in fever, 
during exposure to a dry and hot environment, in hyperventilation, because 
of insufficiently moisturized artificial ventilation, or in cases of losses of 
heavily diluted urine in diabetes insipidus (also after brain injuries). 

Osmolality of the ECF increases, the produced osmotic gradient leads 
to the shift of water from the ICF to the ECF. The loss of water thus 
involves all of the body fluids, not only the ECF. Condensation of plasma 
proteins facilitates the maintenance of circulating fluids. 

Clinically, symptoms of hyperosmolality predominate. Development of 
vascular collapse is late, and so is the increase in urea. Oliguria is present, 
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DEHYDRATION WITH HYPERNATREMIA 

SLIGHT MODERATE SEVERE 
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STATE PHYSlOLOGlCAL REDUCED ..-...... .............................................. 

YO 
ECF I.III A m*:m B C .... ECF+ ICF 

DETERMINATION OF 
WATER AND N r  ..................... .... 
DOSES .... 

FIRST STEP 

.. .... 
A B C 

.... 
... 

... .... 
A B C 

FIG. 1. Possible relations between Na' supply and water deficit in dehydration with 
hypernatremia. First step: relation between actual deficit of body weight and deficit of free 
water, calculated according to Eq. (4). Second step: relation between free water deficit and 
deficit of isotonic fluid in three types of dehydration with hypernatremia: (A) only deficit 
of free water is present; (B) it is necessary to administer both isotonic fluid and free water; 
(C) deficit of free water is present together with Na' excess. 
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urine is characterized by high osmolality and high urea levels, and con- 
centration of Na' in urine is very low. Turgor of the skin does not decrease 
markedly. Corrective calculations for administration of liquids are based 
on Na' levels: 

H,O deficit = kg x F x 
measured Na' 

To prevent a sudden change in osmolality, glucose is administered in 
combination with physiological salt solutions, diluted to various degrees 
(to two-thirds, one-half, or even one-fourth of the usual concentration) 
according to the state of natremia. In a severe disorder the treatment is 
over 2-3 days, at the beginning using 9 g saline/liter. 

3.2.2.3.2. Dehydration with hypernatremia and decreased Na ' supply 
(Fig. 1, situation B). The etiology and pathobiochemistry include losses 
of hypotonic juices in gastroenteritis, osmotic diuresis (glycerol, manitol, 
urea), perspiration, and peritoneal dialysis using the hypertonic dialyzer. 
The loss of hypotonic fluid can be understood partially as a loss of pure 
water, partially as a loss of isotonic fluid. Na' levels do not serve as a 
reliable indicator for estimating the loss of fluids. 

Clinically, symptoms of hyperosmolality are present. Disturbance of 
the ECF is more serious than in the previous situation because the isotonic 
proportion of the lost fluids was to the detriment of the ECF only. Ther- 
apeutic correction has two steps: (1) By calculation according to Eq. (4) 
the deficit of pure water is determined. This can once again be replaced 
by administering glucose with a suitably diluted saline. (2) For that part 
of the decrease in body weight that remains to be increased after water 
supplementation based on the preceding calculation, solutions of isotonic 
salts can be administered. 

3.2.2.3.3. Dehydration with hypernatremia and increased Na' supply 
(Fig. 1, situation C). This situation is more or less hypothetical; such a 
state develop in the case of a combination of the previous states, leading 
to dehydration during increased (chiefly iatrogenic) Na' administration 
(salts of antibiotics, inappropriate concentrations of hypertonic salt so- 
lutions). Therapeutic correction according to the calculated water deficit 
due to natremia, i.e., according to Eq. (4), would supply more fluids than 
the patient actually needs. That is why it is necessary to decrease the 
calculated substitution to an amount by which the supply would exceed 
the patient's usual body weight. Even heavily diluted salt solutions used 
in combination with glucose for the prevention of a rapid decline in os- 
molality further increase Na' supply. For this reason it is necessary, after 
correction of the volume with persisting natremia, to administer diuretics 
and 5% glucose. 
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To summarize, in dehydration with hypernatremia the Na' supply is 
not typically known in practice. By means of relationships discussed above 
and given in Fig. 1, Na' supply is estimated. There exist only three pos- 
sibilities derived from Eq. (4): the H,O deficit ( I )  is equivalent to the 
decrease in body weight-Na' supply is physiological, only water is de- 
creased; (2) is less than the decrease in body weight-Na' supply is de- 
creased, water and isotonic fluids are decreased; and (3) is greater than 
the decrease in body weight-Na' supply is increased, water is decreased, 
and Na' is in excess. 

3.2.3. Hyperhydration with Normo-, Hypo-, or Hypernatremia 

For the estimation of the seriousness of hyperhydration, it is best to 
know the difference between the normal and the existing body weights. 
Because in adult patients this information is frequently unavailable, the 
degree of fluid excess is often the only parameter used. 

3.2.3.1. Hyperhydration with Normonatremia. The etiology and pa- 
thobiochemistry involve states in which water and ions are gained in the 
ratio in which they are physiologically present in the ECF. This happens, 
for example, after excessive infusions of salt solutions in hemorrhage and 
in states of impaired excretion of water and ions. Water and ion supply 
in ECFs increase, osmolality and Na' levels do not change. No osmotic 
gradient develops between the ECF and ICF, and no fluid shifts are pres- 
ent. Hemoglobin and total proteins decrease. 

Clinically, blood supply to the jugular veins and central venous pressure 
are elevated, body weight increases, and edema appears. Diuresis is often 
decreased because of the primary disease. Therapeutic correction involves 
control of intake of salt solutions, diuretics, and cardiotonics. 

3.2.3.2. Hyperhydration with Hyponatremia. The situations may vary, 
with Na' supply being increased, physiological, or decreased. The increase 
in volume of the ECF is to some extent moderated by the shift of water 
to cells, the degree of which depends on the magnitude of the osmotic 
gradient between the ECF and ICF. Essentially, two states may develop, 
acute and chronic. 

In acute states, the etiology and pathobiochemistry include water in- 
toxication that occurs during rapid rehydration, e.g., in the treatment of 
acute hypovolemia with glucose infusions. The risks rises after admin- 
istration of drugs with an antidiuretic effect (barbiturates, opiates), during 
labor (oxytocin acts as  an antidiuretic hormone), in states of chronically 
impaired water excretion, when drinking nonionic solutions after sweating, 
and in schizophrenia (release of ADH); in addition, water intoxication in 
mental patients is not uncommon (53). 

Clinically, Na' levels that decrease more rapidly than 1-2 mmollliterlh 
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lead to a feeling of bloating and to anorexia, nausea, vomiting, muscle 
spasms, and possibly lethargy and disorientation. These complaints are ob- 
viously related to changes in the volume of tissue cells. Physical examination 
demonstrates signs of elevated intracranial pressure due to brain expansion. 
Mortality is over 50%; the frequency of irreversible cerebral effects in sur- 
vivors is not known. Therapeutic correction involves calculation of the tar- 
get Na' according to Eq. (1). The measures used are the same as those given 
for normohydration with hyponatremia. The more extreme the initial situ- 
ation, the more important it is to provide treatment. Correction of the dis- 
order in an interval shorter than 12-24 h is wrong; the risk is high chiefly in 
old persons and in cardiovascular patients. 

In chronic states, the etiology and pathobiochemistry include edema 
due to heart failure, nephrotic syndrome, and cirrhosis with hypopro- 
teinemia. An osmotic gradient develops between the ICF and ECF and 
fluids shift outside the vascular blood bed. The kidneys respond as in 
hyponatremia and hypovolemia. Diuresis decreases to less than 800 mY 
liter and urinary Na' decreases to less than 10-20 mmol/liter. 

Clinically, symptoms of the primary disease are present-edema and 
depletion of fluid volume to various degrees. Hyponatremia, as long as 
it is not severe, is usually asymptomatic. Symptoms are present when 
Na' levels are 110-120 mmol/liter or lower. Therapeutic correction in- 
volves consideration of the seriousness of the hyponatremia. With Na' 
values less than 130 mmoyliter, it is necessary to ensure that water balance 
is not positive; at 120-130 mmol/liter the intake of liquids should be re- 
stricted to less than 1000 mYday. When symptoms of hypoosmolality ap- 
pear, the supply of liquids from the proximal tubule to the distal portion 
of the nephron must be increased by means of plasma expanders, including 
blood derivatives, acetozolamide, or manitol. Then diuretics acting distally 
may be useful, such as furosemide, thiazides, and spironolactone. Im- 
provement of the state of the body energy balance is likewise an important 
part of the treatment. 

Pathobiochemically, a similar situation may also arise in acute renal 
failure due to water and Na' overloading. In case of such symptoms of 
acute hypoosmolality, therapy consists of the infusion of a hypertonic salt 
solution with simultaneous dialysis. 

3.2.3.3. Hyperhydration with Hypernatremia. The etiology and patho- 
biochemistry include iatrogenic administration of concentrated salt so- 
lutions. The ECF is becomes hypertonic in relation to the ICF, and water 
leaves the cells. Expansion of the ECF takes place to the detriment of 
the ICF. 

Clinically, there is risk of pulmonary edema. With normal renal function, 
a prompt diuresis develops following intake of diuretics. Therapeutic cor- 
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rection involves evaluation of the seriousness of the state by calculating 
the Na' excess according to the Eq. (2). In fact, the calculation takes 
into consideration the part of the Na' increase that is not covered by the 
simultaneous increase in water supply. The calculation of the water deficit 
according to Eq. (3) determines the amount of water that would bring the 
measured hypernatremia to 137 mmol/liter. 

The actual treatment consists of administering diuretics that act  in 
Henle's loop. With this treatment the loss of water will be relatively higher 
than the loss of Na'. For this reason, it is essential to administer simul- 
taneously infusions of 5% glucose so that osmolality will not increase. 

4. Potossium 

4. I .  INTRODUCTORY COMMENTS 

Reference intervals-serum, 3.8-5.4 mmoMiter; urine, 40-90 mmol/day. 
Surveys of problems concerning K ' metabolism have been published 

repeatedly (B4, C3, C8, E4, N4, T2). The focus herein will therefore be 
limited only to the evaluation of potassium status and the methods of 
determining therapeutic doses for patients receiving intensive care. The 
estimation of K' status and K' balance is based on their links with energy 
metabolism and acid-base status (ABS). Although it is not possible in 
practice to examine intracellular conditions, the pH and K' status are 
their reflection. With a pH decline of 0.1, an elevation of K' levels takes 
place, on an average by 0.4 mmol/liter (Al ,  D3, E4), with a variability 
from 0. I to 0.9 mmol/liter. In acidosis due to an accumulation of organic 
acids, this effect is almost negligible (02);  the influence of inorganic acids, 
on the other hand, is more marked (D3). The ABS effect on K' status is 
modified, in a general way, by further factors: -AK'/ApH is more pro- 
nounced in acidemia than in alkalemia and in metabolic disorders than in 
respiratory ones, and it increases in intensity with the duration of acidosis 
(BI  I ) .  

The evaluation of the relationship of pH and K' status in 1409 findings 
of hospitalized persons (K5) revealed the dependence given in Fig. 2. The 
graph shows the logical implications of the hazard of K' doses related to 
the actual metabolic situation of the patient. If, for example, in simulta- 
neous severe acidemia and sufficient diuresis, normo- or hypokalemia is 
present, the risk of overdosage is negligible. If alkalemia is accompanied 
with normo- or hyperkalemia, the risk of overdosage rises with the pH 
normalization. 

When considering the K' dose, it is also necessary to estimate other 
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relationships, such as K' excretion in the urine and in other secretions, 
diuresis, and nitrogen balance. 

4.2. CALCULATIONS OF SUBSTITUTION AND CORRECTION 

The substitution dose is calculated to include renal losses and/or other 
secretions, corrected to nitrogen balance. Per every gram of a positive 
nitrogen balance, 3 mmol of K' are added and vice versa. The correction 
dose for the modification of K' to 4.4 mmol/liter is 

K1 = [body weight x 0.2 (4.4 - measured K')] x F 

The correction dose for the modification of K' to 4.4 mmoVliter with the 
assumed change of pH to 7.40 is 

K2 = (body weight x 0.2 "33.05 - 3.87 x pH) - measured K']) x F 

F is the factor for the modification of the correction dose with regard to 
diuresis: 

F = 1 

F = (  450 

F = 3 

with diuresis under 300 ml/day 

+ 1 with diuresis 300-1200 ml/day 1 diuresis in mllday - 300 

with diuresis over 1200 ml/day 
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5. Renal Function from the Aspect of Water ond Ion Balance 

5.1. INTRODUCTORY COMMENTS 

In view of the central role played by kidneys in the control of water 
and ion balance (B4, S1, T2), it is necessary to test regularly renal function 
in patients in critical states. Acute renal failure may be produced by a 
number of factors. Besides pathophysiological mechanisms related to the 
underlying disease, iatrogenic influences are also of importance. The pos- 
sible causes can be classified as follows (B 1, B2, C7, K5): 

1.  Prerenal: reduction of effective intravascular volume, decrease of 
cardiac output 

2. Renal: ischemia of the kidneys, nephrotoxins (chlorohydrocarbons, 
ethylene glycol, heavy metals such as cis-platinum, Amanita phaloides, 
antibiotics, aminoglycosides, radiopaque solutions, etc.), allergic or drug- 
induced interstitial nephritis 

3. Postrenal: ureteral, cystic, urethral obstructions 

Pathophysiological mechanisms influencing renal function in critical 
states include hypotension, in which a redistribution of intrarenal blood 
flow has been ascertained. The fraction flowing through the region of in- 
ternal cortical nephrons and through the marrow increases. In case of a 
relatively large decline of perfusion in the renal cortex, an impediment 
occurs in the supply of urea and ions from tubules to the medullary in- 
terstitial tissue, where they otherwise continuously complete the medullary 
osmotic gradient. This leads to a gradual “washing out” of this gradient, 
and the kidney loses the ability to form concentrated urine (B10, M14, 
S1). The medullary osmotic gradient is disturbed also by an increased 
flow of the tubular fluid that is due to a decline in the fractionary resorption 
of solutes and water, e.g., in diuretic treatment, often using high doses 
of drugs (SI). 

There are practical implications: in catabolism, the patient must often 
excrete a high amount of osmotically active substances. Thus, for example, 
when he has to excrete 2000 mmol/day and his ability to concentrate urine 
is maximally only about 500 mmol/kg, he must produce 4000 ml of urine. 
If such a diuresis is not ensured, hyperosmolality develops. These aspects 
must be considered in the estimation of whether diuresis is adequate. 

In critical states the glomerular filtration rate (GFR) may also be influ- 
enced significantly. In  addition to the more common GFR decrease seen 
in prerenal or renal failure, an increase in the  GFR may be present. This 
has been observed in patients suffering from burns and in postoperative 
states. The elevation is regarded as a physiological compensation following 
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an adequate hydration. In uncomplicated postoperative states, the cor- 
relation between the cardiac index and the GFR was positive (BIO, L6). 
It has also been reported that water and osmotic diuresis, including the 
action of furosemide and ethacrynic acid, increase the GFR. Manitol in- 
creases blood flow through the kidneys (B5, CI, SI). These circumstances 
also influence the administered doses of drugs (antibiotics, cardiotonics, 
etc.) excreted by the kidneys (K12, L4). 

Most renal failures in patients in critical states have a nonoliguric course, 
namely thanks to intensive rehydration and diuresis-stimulating drugs (fu- 
rosemide, manitol) as well as drugs improving blood supply to the kidneys 
(dopamine) (H 1). The onset of oliguria and the elevation of creatinine are 
late symptoms of renal failure. Thus certain renal function parameters 
have been proposed as predictors of the onset of renal failure. The most 
important parameters are creatinine clearance (CCJ and free water clear- 
ance (CHz0) (BIO). These measures warn of the onset of renal failure 12- 
24 prior to the development of oliguria and the elevation of creatinine. 
Because the medullary osmotic gradient is markedly impaired, it is in- 
dispensable for the prediction and the monitoring of nonoliguric renal fail- 
ure, in turn monitoring also other parameters characterizing tubular func- 
tions, i.e., fractional excretions (see below). Oligoanuria is the terminal 
stage, occurring in cases where it was impossible to prevent the progressive 
deterioration of renal functions. An early diagnosis and an intensive ther- 
apy enable reversion of this adverse course and contribute to a gradual 
normalization of renal functions. 

5.2. FUNCTIONAL RENAL PARAMETERS 

5.2.1. Clearances 

Reference intervals-C,,, I .  150-2.350 ml/s/I .73 m'; C,,,, 0.050 ml/s; 

Calculations of clearances: 
C H Z O ,  - 0.027 to - 0.007 ml/s. 

1 osm 

CH,, = V - C o s m  

where U,, and P,, are the creatinine concentrations in the urine and the 
plasma in mmol/liter, Uosm and Po,, are the osmolality of the urine and 
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plasma in mmol/kg, V is the urine volume in ml/s, and C,,, C,,,, and C,,, 
are the creatinine, osmolal, and free water clearances. 

In the evaluation of clearances, the interpretation of C,, is common and 
is mentioned only briefly here. Attention was drawn earlier to the possible 
causes of C,, elevation in critical states. In its evaluation it should be 
taken into consideration that an age-related decline in the values takes 
place (BS, PI, Sl). For the calculation of the mean age-related value, the 
following equation can be used: 

Y = -0.00946 x age in years + 2.118 

The following evaluation based on this calculation can be used also in 
computer processing: 

Actual C,, Estimation of filtration 
~~~ ~ 

1.3 x Y or more Increased 
0.71 x Y to 1.30 x Y Reference interval 
0.51 x Y to 0.70 x Y Decreased 
0.26 x Y to 0.50 x Y Considerably decreased 
0.26 x Y or less Critically decreased 

Despite all reservations, the C,, remains the only method available in rou- 
tine practice for the estimation of the GFR. 

Osmolal clearance (COs,,,) provides information on the amount of plasma 
cleared from osmotically active substances during the flow through kid- 
neys. In hypercatabolic states with a high production of osmotically active 
substances (urea, hyperglycemia) the value of C,,, is usually increased, 
unless C,, is decreased. The condition is generally accompanied by polyuria 
and a high rate of excretion of osmotically active substances in the urine. 
This is termed ovefflow osmotic diuresis. 

Free water clearance (C,,,) is the measure of urinary excretion of water 
that does not contain osmotically active solutes. Because the urine is usu- 
ally osmotically more concentrated than the plasma, it would be necessary 
to add water to the urine to attain isoosmolality with the plasma. The 
reference interval is therefore negative. In hypotonic urine, pure water is 
present in the urine in excess and C,,, is positive and expresses the amount 
of water that has to be removed from the urine to make it isoosmolal with 
the plasma. In critical states, the medullary osmotic gradient is often im- 
paired for the reasons mentioned above. Then C,,, rises, typically above 
the reference interval. This increase can be regarded as pathological only 
when plasma osmolality is increased simultaneously. The point is that 
C,,, also increases physiologically after a water load, reflecting an ade- 
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quate reaction of the kidneys. In such cases plasma osmolality naturally 
does not rise! 

C,,,, in addition to C,,, has been recommended as a valuable parameter 
in abdominal sepsis, particularly when the progression of pathological 
values is considered to be one of the indications for laparotomy 6 4 ) .  

5.2.2. Fractional Excretions 

Fractional excretions supply information on the amount of substances 
excreted in the urine as opposed to the quantity originally filtered in the 
glomerules. FEHZO, FE,,,, FEN,, and FE, represent water, osmolal, so- 
dium, and potassium fractional excretions. 

FEH,, is calculated as the Pc,JUc, ratio. Fractional excretions of the 
other substances equal the ratio between the clearance of the given sub- 
stance and C,,, and can therefore be calculated without knowledge of the 
volume of the urine. Thus, e.g., in the calculations of FEN, 

where UNa and PNa are Na' concentrations in the urine and in the plasma, 
respectively. 

Reference interval Maximum attainable value 

FEH,o 0.0 10-0.020 
FE0,nl c0.035 
FEN, 0.004-0.012 
FEK 0.040-0.190 

0.350 
0.350 
0.300 
2.000 

In the evaluation of fractional excretions, FEHz0 increases in water, tubular 
osmotic, and combined diuresis (see below). With minimal intake of liq- 
uids, it may even fall to 0.004. FE,,, increases in tubular osmotic and 
combined diuresis, and FEN, increases in tubular osmotic diuresis. FEN, 
belongs to the parameters used for the differential diagnosis of oligoanuric 
states: if the cause is prerenal, FEN, is <0.01; if the cause is renal, it is 
>0.02 (C7). In case of a previous treatment with furosemide or manitol, 
these criteria are not applicable. 

In burns, an FEN, elevation with two peaks was proved to exist in the 
first and the fourth weeks. The first peak is attributed to a hypoxia-induced 
affection of tubules and to escharectomy, the second peak is attributed 
to treatment with aminoglycosides (C2). When FEN, values exceed 0.160, 
an increased administration of diuretics has no effect (SI). A decline in 
FEN, accompanies extracellular losses and Na' depletions. 

The maximum attainable values of FE,, exceeding the amount filtered 
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in the  glomerules, are obtained through tubular secretion. Among the 
causes of FE, elevation are diuretics, tubular compensation of a glomerular 
filtration rate decline, hypercatabolism, and hyperaldosteronism. An FE, 
elevation with K' levels below 3.8 mmol/liter justifies the consideration 
whether treatment with aldosterone antagonists and other K'-sparing di- 
uretics might be suitable. An FE, decline accompanies extrarenal K' 
losses, depletions, and anabolic states. 

5.3. TYPES OF DIURESIS 

Patients receiving intensive care may develop water diuresis, osmotic 
diuresis, and combined diuresis. The diagnostic parameters are given in 
Table 1. Water diuresis may be produced by the following pathological 
states: 

1.  Diabetes insipidus (insufficient production of ADH)-primary, with 
an inclination to familial incidence, a rare disorder; or secondary, which 
is much more frequent, due to cranial injuries, a consequence of neuro- 
surgical treatment, meningitis, encephalitis, vascular aneurysma, so-called 
cerebral death due to brain hypoxia, brain tumors, tuberculosis, and sar- 
coidosis. 

2. Nephrogenic diabetes insipidus (insufficient response of tubules to 
ADH)-congenital, a rare disorder; or secondary, which is much more 
frequent, due to K+-deficit nephropathy, drug treatment (lithium salts, 
derneclocyline, methoxyflurane), acute tubular necrosis, removal of an 
obstruction of urinary pathways, and certain types of organic nephropathy. 

3 .  Psychogenic polydipsia, a frequent cause of water intoxication (53). 
4. Certain drugs that decrease the threshold of thirst perception in the 

5. High intake of liquids of iatrogenic origin. 
hypothalamus so that patients drink excessively (laxatives, diuretics). 

TABLE I 
DIFFERENTIAL DIAGNOSTIC CRITERIA FOR EVALUATION OF TYPE OF DlURESlS' 

Parameter 

Type of diuresis 

Water osmotic Combined 
Tubular 

Urine osmolality/serum osmolality < I  2 1  < I  
FEH+ >2 >2 >2 

W,, s 3 . 5  >3.5 >3.5 

C H K I  > O  S O  >O 

"Modified from Ref. S 1. 
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Osmotic diuresis may be produced by the following pathological states: 

I .  Overflow osmotic diuresis occurs in an elevation of GFR x Po,, (a 
high level of urea, glycemia, or manitol). C,,, increases, polyuria is pres- 
ent, and the excretion of osmotically active substances in the urine is 
high. If a simultaneous increase in GFR is present (see above), an increased 
osmotic load is excreted in polyuria without the development of plasma 
hyperosmolality and without an elevation of FE,,, and FE,,, (K5). 

2. Tubular osmotic diuresis; the resorptive capacity is decreased due 
to the action of diuretics or a pathological process (in chronic renal in- 
sufficiency; polyuria need not be present). 

3. Combined water diuresis and osmotic diuresis develop when both 
of the above-described disorders are present. 

5.4. RENAL FUNCTION IN Icu PATIENTS 

The renal function parameters given in the preceding text are examined 
as a rule in nephrological practice. Their comprehensive monitoring in 
critically ill patients has not yet become, however, common practice, and, 
for this reason, they are discussed below. 

Renal functions were examined daily, a combined total of 961 times, 
in 174 ICU patients (A. Jabor and A. Kazda, unpublished), 71 females 
and 103 males. The group consisted of patients with a complicated course 
after gastrointestinal tract operations (25), gynecological and urological 
operations (30). and vascular operations (16), and patients with intracranial 
hemorrhage (9), with contusion of the brain (16), with multiple injuries 
(lo), with intoxications (9), with cardiogenic shock and after CPR (14), 
with respiratory insufficiency (9), and with other diagnoses (36). The mean 
frequency of investigations in one patient was 2.65 (the geometric mean), 
with a minimum of 1 and a maximum of 45 investigations. Altogether, 129 
patients (74.1%) survived and 45 (25.9%) died. 

In view of the high number of the examinations performed and the wide 
range of the diagnoses established, it is possible to regard the reported 
findings as characteristic for hypercatabolic patients of ICU. 

Table 2 gives a survey of the frequency of selected parameters in the 
reference interval as well as those above and under this interval. It is 
possible to see a relatively high frequency of hypernatremia. Also, serum 
osmolality is far more frequently pathologically increased than decreased. 
The reason is that, besides electrolyte changes, hyperglycemia, elevation 
of urea, and iatrogenic influences (manitol and possibly treatment with 
high doses of antibiotics) also play a part in it. The relatively high frequency 
of hypokalemia necessitates a more intensive monitoring of K' status. 
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TABLE 2 
FREQUENCY OF SELECTED PARAMETERS" 

Number of findings 

Under Above 
reference I n  reference reference 

Parameterkeference intervalh interval interval interval 

S-creatinine/c I 10 pmol/liter 
S-urea/4-9 mmol/liter 12 
S-osmolality/275-295 mmollkg 62 
S-Na+/132- 142 mrnol/liter 87 
S-K'/3.8-5.4 mmol/liter 164 
DU-osmolality/600-1200 mmol/day 92 
DU-Na ' /I  20-240 mmollday 312 
DU-K +/50-100 mmol/day 226 
DU-urea/330-420 mmol/day 404 
C,,/l.l50-2.350 ml/s 153 
C,,, l~0.050 ml/s 
CHZd-0.027 - -0.007 ml/s 196 
Diuresis11000-1500 ml/day 47 
FE,,,/~0.035 
FE,*,,/O.O 1-0.02 235 
FE,,/0.004-0.012 222 
FEK/0.040-0. 190 53 

813 
5 46 
497 
654 
718 
423 
336 
543 
171 
429 

517 
125 

470 
52 I 
765 

582 

78 1 

148 
403 
402 
220 
79 

446 
313 
I92 
386 
379 
379 
248 
789 
180 
256 
218 
143 

"Data From 961 examinations of renal functions in 174 ICU patients. 
'U, Urine; S, serum; see text for discussion. 

Evaluation requires, however, the actual pH to be taken into consideration. 
The daily recording of Na' losses demonstrated a high, equally frequent, 
incidence of increased and decreased excretion. The excretion of osmot- 
ically active substances differs from these findings. Pathologically in- 
creased values clearly predominate here with regard to the higher demands 
on the excretion of osmotically active substances in catabolic states. Ex- 
cretion rates of over 2000 mmol/day were found 105 times (10.9% of find- 
ings) and over 2500 mmol/day, 43 times (4.5% of findings). 

The frequency of pathologically elevated C,, values predominates over 
decreased values (the possible causes were discussed in the preceding 
section). The frequent increase in C,,, is related to the excretion of high 
amount of osmotically active substances under conditions of normal or 
increased GFR, i.e., overflow osmotic diuresis. There is also a high per- 
centage of C,,, in the pathological range. Markedly negative values are 
due to the excretion of a high amount of osmotically active substances in 
concentrated urine and are indicative of the fact that the medullary osmotic 
gradient is being maintained. 
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A pathological C,,, elevation suggests either diuresis with the presence 
of water (glucose) load or a disorder in the medullary osmotic gradient. 
In the former case, serum osmolality is in the reference interval or  is 
lower; in the latter case, it is increased. Only a small number of findings 
related to diuresis were under the reference limit; values under 500 ml/ 
day were found only 4 times (0.4% of findings). On the other hand, polyuna 
is very frequent, e.g., values over 2500 ml/day were found 512 times 
(53.2%) and values over 3500 ml/day were found 234 times (24.3%) 

The frequent elevation of FE,,, and FE,,, corresponds to the trend of 
these parameters in the different types of diuresis. Water diuresis was 
found 21 times (2.2%), tubular osmotic diuresis was found 150 times 
(15.6%), and mixed diuresis was found 14 times (1.5%) (see also 
Table 1 ) .  

The frequent FEN, elevation is likewise in keeping with the incidence 
of osmotic diuresis. With values over 0.160, more intensive diuretic treat- 
ment has no effect. This situation was found only four times (0.4%). Also, 
the frequency of pathologically decreased FEN, values was high, and par- 
ticularly, the relationship of decreased FEN, to a simultaneous hyperna- 
tremia was of interest. A simultaneous FEN, decrease to under 0.004 and 
a Na' level above 142 mmol/liter took place in 59 cases (6.1%). The index 
Na'/K' in the urine, considered as the index of hyperaldosteronism, was 
under 1 .O in these cases 36 times. This was produced more frequently by 
a pathological FEN, decrease than by an FEK elevation. These patients 
were not in an oligoanuric state caused by dehydration. This is confirmed 
by diuresis (the mean was 2304 ml/day) as well as by C,, (the mean was 
2.204 ml/s). Findings of hypernatremia accompanied with a low FEN, 
should therefore be examined from the aspect of hyperaldosteronism, and, 
in such cases, treatment with aldosterone antagonists should be consid- 
ered. 

Among the pathological FEK findings, an elevation was more frequent 
than a decline. An elevation above 1.000, indicative of a tubular secretion, 
was found six times (0.6%). Special attention was given to the estimation 
of the incidence of hypokalemia associated with an inadequate renal reg- 
ulation, i.e., with an increased FEK. This finding was obtained 44 times 
(4.6%) and was accompanied with a decline in the Na'/K' index below 
1 .OOO 8 times, and by a C,, decline to under 0.833 ml/s 17 times. Treatment 
with aldosterone antagonists is indicated in hypokalemia with an FE, el- 
evation. Monitoring of K' status is particularly important during such a 
treatment when a simultaneous GFR decline is present. The point is that 
there is a risk that hyperkalemia may develop. 

The investigation of relations existing between C,,, diurnal excretion 
of osmotically active substances, serum osmolality, and diuresis revealed 
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that patients with a C,, decline under I .  15 ml/s were capable of excreting 
only a part of the daily osmotic load and remained predominantly hyper- 
osmolal. This situation was observed among 153 findings with a C,, decline 
I26 times (82.4%). The excretion ofthe osmotic load exceeding 1500 mmol/ 
day in patients with a GFR decline always necessitated diuresis above 
3000 &day and was found 23 times. It proves that the adequacy of diuresis 
in intensively treated patients must be evaluated not only from the aspect 
of the actual volume of the urine, but also in relation to GFR and osmolality 
of body fluids. At the same time, efforts should be made to decrease ca- 
tabolism (a high rate of formation of urea, hyperglycemia), which rep- 
resents, with the existence of a C,, decline, a difficult problem from the 
point of view of osmolality of body fluids. Patients with a C,, elevation 
above 2.35 ml/s are, on the contrary, usually polyuric and often excrete 
high osmotic load. 

The ability of the kidneys to  excrete a relatively or  absolutely increased 
quantity of osmotically active substances is mediated through two mech- 
anisms: through osmotic tubular diuresis or through overflow osmotic di- 
uresis. 

Diagnostic criteria of osmotic tubular diuresis are clearly defined and 
were described in the previous text and in Table 1. Overflow osmotic 
diuresis was also described in a general way in the foregoing text but no 
exact numerical criteria are reported in the literature (CR4, Sl). The results 
of a study reporting 150 findings meeting the criteria of tubular osmotic 
diuresis is given in Table 3. Parameters determining this type of diuresis 
(i.e., the urine and serum osmolality ratio, FEHz0, FE,,,, and C,,,) and 
values facilitating a more detailed characterization of these findings are 
given. The latter include C,,, C,,,, serum and urine osmolality, and daily 
excretion of osmotically active substances. 

In contrast to this group of findings Table 3 also gives values of the 
same parameters seen in 379 findings with C,,, over 0.050 ml/s. As com- 
pared with the preceding group, marked differences exist here in all pa- 
rameters. It is believed that in this second group there are included findings 
of overflow osmotic diuresis. It appears that even a considerable osmotic 
load can be eliminated, with a physiological or  even increased GFR, only 
by filtration. For the most part tubular compensatory mechanisms do  not 
play any part in this, as shown by findings of FEH,, and FE,,,. The sit- 
uation is made clear by the third group of findings, where among the criteria 
of selection, besides the elevation of C,,,, an excretion rate of osmotically 
active substances over 2000 mmol/day was also included. Altogether, the 
findings met this condition. In this last group a significant rise was further 
observed in C,,, C,,,, and the urine and serum osmolality, while FEH,, 
and FE,,, did not change significantly. These findings are regarded as 



TABLE 3 
SELECTED RENAL FUNCTION PARA METERS^ 

I Tubular 
osmotic 
diuresis 
(see Table 2) 

ml/s 
2 C,,, > 0.050 

3 C,,, 10.050 
ml/s 

mmol/d 
Statistical significance 

between groups 2 
and 3 

DU,, > 2000 

150 1.361 

0.263 
-c 

379 1.778 
1 - 

0.516 
105 I .938 

0.481 

+ - 

p < 0.01 

0.046 

0.027 

0.020 
t 

0.018 
0.020 

0.014 

n.s.” 

2 

+ - 

0.058 

0.027 

0.031 
f 

0.018 
0.034 

0.016 

n.s. 

2 

2 

-0.014 

0.012 

- 0.028 

I .667 
-0.043 

2 

+ - 

2 

0.018 

p < 0.01 

1.067 0.053 317.4 431.2 1461 
* 2 2 2 f 

0.609 0.024 23.1 82.6 667 

2.727 0.071 297.4 526.4 I828 
2 2 * 2 - 

1.089 0.018 19.5 147.8 484 
3.226 0.095 302.6 581.6 2480 

r?r 2 2 2 f 

1.181 0.016 23.2 131.7 387 

+ 

p < 0.01 p < 0.01 p < 0.05 p < 0.01 p < 0.01 

“x 2 s in findings meeting the criteria of osmotic tubular diuresis (group 1). in findings with C, , ,  > 0.050 mlls (group 2), and in findings with 

‘n.s., N o  significance. 
C,,, > 0.050 ml/s and daily excretion > 2000 mmol (group 3). Findings in groups 2 and 3 represent situations with overflow osmotic diuresis. 
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typical for overflow osmotic diuresis. Because of the relatively high fre- 
quency of these findings, they should also receive attention regarding the 
drugs excreted by the kidneys. On the basis of these results, we used as 
a diagnostic limit of overflow osmotic diuresis the higher value of 0.693 
mmoYs. This value is the product of the upper reference interval C,, and 
serum osmolality and a factor value of 0.001. It is equal to the amount of 
filtered mmolls. 

Further, the relationship between serum osmolality and C,,, was es- 
timated, depending on the different types of diuresis. When hyperos- 
molality and C,,, elevation are ascertained and when changes in other 
parameters indicating water diuresis are present, diabetes insipidus should 
by suspected. Such findings were noted 6 times in 961 examinations. On 
the other hand, in the case of serum hypoosmolality and a distinctly neg- 
ative C,,, value, the syndrome of unsatisfactory secretion of antidiuretic 
hormone (SIADH) should be suspected. Such findings were noted 13 times. 

After completing the aforementioned research, we observed the types 
of diuresis in another group of ICU patients. In 82 subjects, treated largely 
on the basis of neurological and internal diseases and injuries, renal func- 
tions were examined 330 times. Overflow osmotic diuresis appeared in 
14% of the findings. Its occurrence was largely related to osmotherapy. 
Renal function findings inclusive as to the types of diuresis will vary be- 
tween different groups of intensively treated patients, depending not only 
on the diagnosis and rate of catabolism but on the therapy as well. 

To conclude, monitoring renal functions provides information about 
water and electrolyte balance and qualitatively higher aspects of the man- 
agement of patients. 

6. Acid-Base Balance 

6.1. INTRODUCTORY COMMENTS 

Reference intervals-pH, 7.367.44; HCOj , 22-26 mrnol/liter; pCO,, 
4.8-5.9 kPa; BE, -2.5-+ 2.5mmol/liter. 

The values of the standard and the actual bicarbonate do not differ at 
p C 0 ,  5.3; in hypercapnia the actual bicarbonate value is higher than the 
standard value, and in hypocapnia the situation is reversed. 

In the evaluation of buffer bases, the base excess (BE) is used more 
frequently in Europe, and the plasma bicarbonate is used in the United 
States (A4, M13, 01 ,  R9). 

The relationship between the main parameters of the acid-base balance 
is expressed in terms of the simplified Henderson-Hasselbalch equation: 
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pH - HCO;/pCO,. The numerator of the fraction indicates the metabolic 
component of the acid-base equilibrium; the denominator expresses the 
respiratory component, that is, one of the buffer acids. The acid-base 
balance is determined by following three parameters: by H ' concentration, 
expressed as its negative logarithm, Le., pH; by buffer bases, expressed 
as HCO; or BE; and by acids, practically measured only as pC0,. Each 
of these components may undergo a primary change so that there are six 
possible main causes of acid-base status (ABS) disorders. Two of them, 
an increase of H' and a loss of HCO;, lead to metabolic acidosis (MAC); 
two others, a loss of H' or a gain of HCO;, lead to metabolic alkalosis 
(MAL). A primary CO, retention and thus apCO, increase leads to res- 
piratory acidosis (RAC); an increased CO, output and thus a pC0, decline 
leads to respiratory alkalosis (RAL). 

The development of acid-base disturbances passes through two stages: 
the buffer and the compensatory response. The buffer response takes place 
at the very onset of the primary disorder and is in proportion to its se- 
riousness. In its course, the pH and one component of the buffer pair, 
base or the acid, change. In metabolic disorders the level of the bases 
changes: in MAC it falls, in MAL it increases. In respiratory disorders 
pC0, changes in this reaction: in RAC it increases, in RAL it falls. Then 
the organ-mediated compensatory response follows. In this response the 
other component of the buffer pair changes. The compensation of met- 
abolic disorders is mediated by the lungs. In MAC, hypocapnia develops; 
in RAL, hypercapnia develops. The maximum rate of this compensation 
is reached in 12-24 h. The compensation of respiratory disorders is me- 
diated by the kidneys. In RAC, the bases are retained and the urine is 
acidic; in RAL, the bases are excreted and the urine is alkaline. The com- 
pensatory reaction starts during the first day and reaches a maximum 
within 2-4 days. After the cessation of the primary disorder the compen- 
satory efforts persist, which should be considered in assessing treatment. 
The buffer reaction has prevented extreme pH changes and the compen- 
satory reaction shifts pH in the direction of the reference interval. 

The acid-base findings can be interpreted by calculations or graphically. 
Either method can be of diagnostic importance. The choice depends on 
the customary practice of the institute as well as on the approach of the 
clinician. 

Calculations facilitate the determination as to whether the findings are 
typical for simple acid-base disturbances and whether maximum com- 
pensation has been reached. It is possible to judge by means of the findings 
the presence of certain mixed disorders. Yet the calculations alone do not 
enable diagnosis of all mixed disorders nor a number of other relations 
and ratios. In this respect the calculations are necessarily limited, but so 
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are the interpretations obtained from a graph. These problems are dealt 
with later on. Here the most frequentIy used equations are presented (B3, 
D2, D3, P3, W3). 

Metabolic aIkalosis-calculation of a compensatory rise in pC0,: 

pC0,  = 0.093 x AHCO; k 0.2 (upper limit pC0, = 7.33 kPa) 

In MAC (acidemia plus J HCO;) lasting 12-24 h, when this pC0,  cal- 
culation is lower than the measured one, then the maximum compensation 
has not been reached and a respiratory insufficiency is present. On the 
other hand, when the calculation is higher than the measured pCO,, a 
mixed MAC + RAL is present. 

Metabolic alkafosis-calculation of a compensatory rise in pC0,: 

pC0, = 0.093 x AHCOJ k 0.2 (upper limit p C 0 ,  = 7.33 kPa) 

In MAL (alkalemia plus t HCOJ) lasting 12-24 h, when the value of the 
calculation of pC0, is higher than the measuredpCO,, then the maximum 
compensation has not been reached. on the other hand, when the cai- 
culation is lower than the measurement, a mixed MAL + RAC is present. 

Respiratory acidosis-in an acute disorder as a result of the buffer re- 
action there is an elevation of HCO; by 2-4 mmol/liter; the upper limit 
is 30 mmol/liter. The next calculation pertains to a HCO; change that 
correlates with the development of the maximum compensation within 2- 
4 days: 

HCO; = 2.63 x ApCO, -+ 0.2 (upper limit HCO; = 45 
liter) 

mmol/ 

In RAC (acidemia plus t pCOz), when the calculation of HCO; is higher 
than the measured value, the patient is not compensated maximally either 
because of a renal disorder or MAC of another etiology is present. When 
the calculation is lower than the measurement, a mixed RAC + MAL is 
present. 

Respiratory afkalosis-in an acute disorder as a result of the buffer 
reaction there is a decline in HCO; by 2-4 mmoVliter. The next calculation 
pertains to a HCO; change that correlates with the development of the 
maximum compensation within 2-4 days: 

HCOj = 3.76 x ApCO, ? 2 (lowest limit HCO; = 12-15 mmol/ 
liter) 

In RAL (alkalemia plus JpCO,), when a greater decrease in HCO; is 
calculated than is measured in the patient, then the disorder is not max- 
imally compensated. If, on the other hand, the measured decrease in 
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HCO; is more severe than the calculated decrease, a mixed RAL + MAC 
is present. 

A finding of simultaneous acidemia, t pCO,, and .1 HCO; is indicative 
of a mixed MAC + RAC. A finding of simultaneous alkalemia, .1 pCO,, 
and t HCO; suggests the presence of MAL + RAL. 

Even when we decide to use the above calculations, relationships will 
become more understandable when they are compared with graphed find- 
ings of acid-base regulations. The graphic representations of relationships 
from the Henderson-Hasselbalch equation are often used for the inter- 
pretation of ABS findings. There are three variables, two of them always 
being pH and pC0,  and the third one either HCO; (CS, K3, L2, V2) or 
BE (A2, C6, L l ,  W10). Sometimes just pH and pC0,  are used (M4, 01) .  

We use a graph with three variables, pH, pCO,, and BE (see Fig. 3). 
This graph is also a part of our programmed data processing. The phys- 
iological range is in the middle of the graph. The fields ruled-off by thick 
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lines demarcate areas to which, with a 95% probability, the finding will 
move in the course of the buffer reaction. The fields ruled-off by thin lines 
demarcate areas of maximally compensated disorders, to which the finding 
will move, with 95% probability, during the compensatory reaction. At 
the time when the compensation is only developing, the findings lie in the 
transition areas between the acute and the maximally compensated dis- 
order. If the ABS findings are in the fields that on the graph are the areas 
between two of the four main disorders, mixed disturbances can be as- 
sumed. The graph is instructive, providing information on the relationship 
between the fundamental ABS parameters and on changes occumng during 
the development of the disorders. From the ABS finding alone it is, how- 
ever, possible to evaluate only the diagnostic field in which the finding is 
situated. For the diagnosis of the acid-base status it is essential to know 
also the medical history, clinical data, and various laboratory values. The 
ABS findings can be allocated to the appropriate field of the graph with 

FIG. 3. Evaluation of findings according to their classification in the particular areas of 
the graph of acid-base regulation. Modified from Ref. C6. In unventilated patients: ( I )  mixed 
MAC and RAL or MAC in alkalization treatment; (2) maximally compensated MAC; (3) 
less than maximally compensated MAC; (4) acute MAC; ( 5 )  mixed MAC and RAC; (6) acute 
RAC; (7) less than maximally compensated RAC; (8) maximally compensated RAC; (9) 
mixed MAL and RAC; (10) maximally compensated MAL; (11) less than maximally com- 
pensated MAL; (12) acute MAL; (13) acute to maximally compensated MAL; (14) maximally 
compensated RAC or MAL or mixed MAL and RAC; (IS) MAL and RAL; (16) acute RAL; 
(17) less than maximally compensated RAL; (18) maximally compensated RAL: (19) moderate, 
compensated MAC or RAL; (20) moderate MAC, acute to maximally compensated; (21) 
ABS values within reference limits; (22) ABS values still within reference limits (pH is 
slightly increased); (23) ABS values still within reference limits (pH is slightly decreased); 
(24) moderate RAC. acute to maximally compensated. 

In ventilated patients: ( I ,  2, and 3) hyperventilation-induced hypocapnia-acidemia and 
BD are indicative of MAC; (4) ventilation is proportional, the patient is in MAC; (5) hy- 
poventilation-this RAC is accompanied with MAC; (6) unsatisfactory ventilation, the patient 
is in RAC; (7) unsatisfactory ventilation, RAC already compensated less than maximally; 
(8) unsatisfactory ventilation, RAC maximally compensated; (9) unsatisfactory ventilation, 
RAC accompanied with MAL; (10) hypoventilation-induced hypercapnia-warnings: patient 
is in MAL; ( I  I )  moderate hypercapnia, severe MAL; (12 and 13) normal ventilation. MAL 
(sudden improvement of ventilation in chronic hypercapnia?); (14) hypoventilation with 
complete metabolic compensation and normal pH; (IS)  hyperventilation-induced RAL, MAL 
is also present; (16) hyperventilation-induced acute RAL, so far without metabolic com- 
pensation; (17) hyperventilation-induced RAL that is less than maximally compensated; (18) 
hyperventilation-induced hypocapnia that is maximally compensated; (19) moderate hy- 
pocapnia, maximally compensated; (20) proportional ventilation, the patient is in moderate 
MAC; (21) ABS values within reference limits; (22) ABS values still within reference limits 
(pH slightly increased); (23) ABS values still within references limits (pH slightly decreased); 
(24) hypoventilation, moderate RAC, acute to maximally compensated. 
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regard to the mode of ventilation, as discussed in the legend to Fig. 3 .  In 
any case, even the best possible graph cannot provide the following in- 
formation: 

I ,  How long the disorder lasts and whether the compensation proceeds 
in the corresponding way-let us give an example: In case of an ABS 
finding in the field of a less than maximally compensated MAC, three 
different situations may be present: (a) an acute disorder that is being just 
compensated; (b) a disorder lasting several days when, owing to respiratory 
insufficiency, compensation could not have developed fully; and (c) the 
MAC was already fully compensated but, because of respiratory insuf- 
ficiency, it has become decompensated. 

2. It is not possible to recognize mixed disorders when their parameters 
are in mutual opposition, i.e., a metabolic acidosis and a metabolic al- 
kalosis. 

3.  Multiple causes of one disorder cannot be identified, e.g., MAC due 
to starvation and hypoxia; recognition of multiple causes is of principal 
importance for a comprehensive therapy. 

4. In critical conditions a finding in the area of acute MAC is rarely 
observed. The typical response to a trauma is hyperventilation and there- 
fore on initial examination hypocapnia is present with a base deficit. 

5 .  A finding in the area of respiratory alkalosis is often accompanied 
with unrecognized lactic, hypoxic acidosis. 

6. In MAL the corresponding hypercapnia is encountered only excep- 
tionally, even in the case of a several-day-long course, although this is 
exceptional. The reason is that, with the development of compensatory 
hypercapnia, hypoxemia develops at the same time. A hypoxia-induced 
irritation of the breathing center leads to the increase of ventilation, and 
compensatory hypercapnia is thus limited. 

7. A particular situation develops in chronic hypoperfusion states, when 
alkalizing processes predominate in the arterial bed but when acidosis 
persists in the tissues. 

6.2. ACID-BASE BALANCE AND IONS 

For the comprehension of this relationship, calculations pertaining to 
anions are of importance-serum buffer bases (BB,) and the anion gap 
(AG). Interrelationships of serum Na+ and CI- are always evaluated (Nl): 

BB, = (Na' + K') - C1- = 42 mmolAiter 

When K' is left out, the value is 4-5 mmoVliter lower. In all bases, 
when the value of BB, increases, that part of the anion column (see Fig. 
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FIG. 4. Possible mutual variations of the serum Na' and C1- and their relation to the 
serum buffer base value (BB,). 

4) increases that corresponds to the sum total of HCOJ and of the negative 
charge of plasma proteins. To maintain electroneutrality, the amount of 
HCO; increases and the patient develops MAL. In all cases when, on 
the contrary, the relationship changes to favor Cl- ,  the space for BB, 
decreases and hyperchloremic MAC develops. It follows from Fig. 4 that 
not every hyperchloremic state signals MAC, and that not every hy- 
pochloremic state is indicative of MAL. Thus, e.g., when a higher Na' 
level and a higher CI- level are found in the serum, but when the increase 
of Na" is relatively higher, hyperchloremia is not a symptom of MAC 
and, on the contrary, MAL develops. 
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The anion gap represents a sum of negative charges of plasma proteins, 
chiefly of albumin (L3, M12, N1, 02): 

AG = (Na' + K') - (CI- - HCO;) = 15.2 * 1.6 mmol/liter 

When K' is left out of the calculation, then the value is 4-5 mmol/liter 
lower. The value increases with an increased concentration of anions of 
organic and inorganic acids, which occurs in certain MAC cases. The 
consequence of the increasing charge of these acids is a decrease of HCO, , 
which functions to preserve electroneutrality. The causes of AG elevation 
in MAC will be dealt with below in the discussion of this disorder. MAC 
is far from being the only cause of AG changes. The value of AG may 
also increase in alkalemia ((33, (36); the causes of this are as follows: 

1. Alkalemia may develop also in a situation when the production of 
organic acids is increased and an acid-base finding is obtained that in- 
dicates MAL or RAL (that is, when a mixed disorder with a preponderance 
of the alkalizing component is present). 

2. Alkalemia may increase the production of organic acids. In RAL the 
lactate increases by 2-3 mmol/liter, as the activity of anaerobic glycolysis 
becomes more intensive. 

3. Certain exogenously administered anions (sodium lactate or sodium 
acetate) may, after their partial metabolization, lead to alkalemia, but, at 
the same time, they persist to some degree in the circulation and increase 
the AG. 

4. In alkalemia the negative charge of proteins increases. 
5. An increase of AG in MAL is related also to the contraction of the 

volume and to the condensation of total proteins (TP).  The magnitude of 
this increase can be determined by a calculation ((36); let us call it AG- 
M A L : A G M A L  = 0.1 I X ApH X TP (g/liter) + 0.24 x ATP (g/liter), where 
A pH = the difference between the actual pH and pH 7.40, and A TP = 
the difference between the value of total protein in dehydrated state and 
its value after rehydration. Only when the increase of AG is higher than 
would correspond to the increase of A G M A L  can a mixed disorder with a 
concomitant MAC be suspected. 

Under certain circumstances, however, a decrease may also occur in 
AG ((33, M12, 02); the causes of this are as follows: 

1. Increase of unmeasured cations-(a) cationic IgG paraproteins: have 
the isoelectric point above pH 7.40 and therefore have a positive charge 
with physiological pH; some authors doubt the importance of this influence 
(B10); (b) increase of Ca", Mg*+, and K': less probable, all would have 
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to increase at the same time; (c) acute lithium intoxication; (d) adminis- 
tration of polymixin B. 

2. Unsystematic analytical error-(a) hyponatremia: certain types of 
photometers indicate falsely low Na' when levels are above 170 mmoV 
liter; (b) serum hyperviscosity: falsely low Na' because of aspiration of 
a smaller amount of specimen using a peristaltic pump during the dilution 
prior to examination (possible error up to 50 mmoUliter) (02); (c) intox- 
ication with bromides and iodine-containing drugs: halogens react with 
agents used for the determination of C1- by autoanalyzers; (d) hyperli- 
pemia: falsely increases colorimetric determination of C1- . 

3. Systematic error in the determination of Na+ ,  C1-, and HCO;: the 
calculation of AG was, moreover, proposed as a quality control (B8). 

4. Decrease of unmeasured anions-(a) dilution in hypoosmolal states, 
mainly with inappropriate secretion of the antidiuretic hormone; (b) hy- 
poalbuminemia: this is probably the most frequent cause of an AG decrease 
in nephrotic syndrome; investigation of AG in a set of 82 patients with 
albuminemia under 30 glliter demonstrated, regardless of the diagnosis, 
a highly significant decrease of AG as  compared with the normal value. 
No correlation existed between individual hypoalbuminemia and AG (Nl). 

A very interesting recent study has proved that hypoproteinemia and 
the AG decline resulting from it may be the cause of MAL (M12). Proteins 
participate as a buffer in the ABS. Plasma proteins therefore have to  be 
measured and assessed also from the point of view of their effect on  the 
ABS. In severe hypoproteinemia, primary h ypoproteinemic MAL devel- 
ops. In the study by McAuliffe et al., it was reported that a decrease in 
albumin by I0 glliter was accompanied by a mean increase in HCO; by 
3.4 mmol/liter and of BE by 3.7 mmollliter; AG falls by about 3 mmoI/ 
liter. It follows from the relations existing among ions that BB, does not 
change and that the decline in AG is compensated by a rise in HCO J . 

The knowledge of the existence of these relations is a fundamental con- 
tribution to the interpretation of ABS findings in patients with marked 
hypoproteinernia. They help in the explanation of findings obtained in 
MAL patients with normal BB, values and with a low AG. Patients with 
a simultaneous hyperchloremic MAC will have low BB, and low AG. 

6.3. METABOLIC ACIDOSIS 

Metabolic acidosis is represented by two primary findings: ( 1 )  an in- 
crease in the anion gap and (2) an increase in chloride (but with a normal 
anion gap). The causes of these findings are as  follows (B3, B4, D2, G3, 
K9): 
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Increase in the anion gap 
Fast-developing diabetic ketoacidosis with disorders in the excretion of ketoacids and 

Starvation with ketoacidosis 
Lactic acidosis with an increase of /-lactate (MI) (rarely of d-lactate) (M9) to 5 mmol/ 

liter and more 
Renal failure: retention of anions of organic as well as inorganic acids is relatively late, 

with a decline in glomerular filtration rate under 0.33 ml/s or with a rise in 
creatininemia above 350 pmoVliter (W2) or, according to other authors, above 600 
pmol/liter (02) 

With ethyl alcohol (keto-acids, mainly P-hydroxybutyric acid, lactic acid) 
With methanol (formic acid, lactic acid) 
With ethylene glycol (lactic acid, glycolic acid, oxalic acid) 
With salicylates (several organic acids) and with other agents, their acidifying 

possibly of other organic acids 

Intoxication 

component not being always defined (toluene, papaverine, paraldehyde, nalidixic 
acid) 

Parenteral nutrition with protein hydrolysate (exceptional) (T3) 

Increase in chlorides, normal anion gap 
With an inclination to hyperkalemia 

Subsiding diabetic ketoacidosis or ketoacidosis with a protracted course: HCO; was 
consumed for neutralization of protons and replaced by CI- ; a larger distribution 
space of HCO; than of ketoanions may probably also play a role (02) 

disturbed before the glomerular filtration is affected. This is a decrease in HCOj  
levels while inorganic strong anions are still excreted 

Early uremic acidosis: in medullary disease of the kidney, H +  excretion may be 

Obstructive uropathy in incipient stages; later, the AG also rises 
Renal tubular type 4 acidosis 
Hypoaldosteronism 
Infusion or ingestion of HCI, NH,CI, lysine-HCI, and arginine-HCI 
Potassium-sparing diuretics in patients with parenteral nutrition: due to inhibition of 

renal H' excretion and to an elevated intake of C1- (K14) 
With an inclination to hypokalemia: 

Renal tubular type 1 (classical distal) acidosis and type 2 (proximal) acidosis 
Acetazolamide, by the inhibition of carboanhydrase, leads to a decrease in H' 

Acute diarrhea: losses of HCOJ and of K + 

Ureterosigrnoideostomy: resorption of H,O and CI-, losses of HCO; and of K' 
Obstruction of artificial ileal bladder 
Dilution acidosis in cases of rapid hydration with physiological saline solution; as 

compared with body fluids, 24 mmol of HCO; are missing per every liter and, 
from the aspect of the blood, a further 24 mrnol of strong conjugated bases of 
protein anions are missing, i.e., of hemoglobin and proteins (N4); with a frequent 
disorder of tubular functions, hyperchloremic MAC easily develops in intensively 
treated patients 

excretion and to an increase in HCO; losses 

Clinical features of MAC include hyperventilation, usually accompanied 
by an enlargement of the pneumovascular system. Acidotic Kussmaul's 
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respiration is tolerated by patients better than are cardiac dyspnea or the 
breathing complications in pulmonary edema. The myocardium is influ- 
enced directly by intracellular acidosis, causing decreased contractility, 
and indirectly by the release of catecholamines. Effects in the circulation 
are seen: the arterial blood bed is dilated, the venous blood bed is con- 
stricted, and the cerebral blood flow is increased. In cases of sudden renal 
deterioration in lactic or diabetic acidosis, a coma may develop. In renal 
insufficiency there is sometimes pseudouremic-acidotic coma, and a dif- 
ferentiation from coma caused by renal deterioration is essential. Renal- 
induced coma is preceded by mental changes, headache, and vision dis- 
turbances, and later by loss of orientation, somnolence, coma, and possibly 
spasms (R5, R9, Zl). The changes depend on the pH decline in the cere- 
brospinal fluid and are even more marked in RAC (R5, R9, Zl). Gas- 
trointestinal symptoms include nausea, vomiting, and diarrhea in uremia 
and diabetic ketoacidosis. 

Further laboratory findings include a decrease in pH accompanied by 
an increase in K’ levels. With a shift of the hemoglobin dissociation curve 
to the right, an improved liberation of oxygen occurs. Protein-bound cal- 
cium is reduced and Ca” rises. 

A frequent cause of MAC in critical states is hypoxia. For the estab- 
lishment of its diagnosis one of the following information items is sufficient: 
a low value of PO, in arterial or central venous blood, low hemoglobin 
or evidence of its disturbance, a slightly reduced blood volume, reduced 
oxygen consumption, or an increased lactate level (N4). Some of these 
parameters are not measured in routine practice. Lactate levels, which 
are routinely measured, are thus indicated in suspected hypoxia. 

Caution should be taken regarding findings of P,02; when they are within 
reference limits or are even increased, tissue hypoxia cannot be excluded. 
This follows from the fact that P,Oz is a relative indicator, which informs 
us about the relationship between alveolar ventilation and perfusion. The 
relationship between hyperlactatemia and P,O, findings in 57 patients from 
ICU is given in Fig. 5 (K6). A recent excellent report on lactic acidosis 
problems states, in agreement with our own experiences, that it is im- 
possible to take the pH decline as an indicator of lactic acidosis. At the 
same time, alkalizing factors may play a role, and even an extreme hy- 
perlactatemia need not be accompanied with acidemia (Ml). 

Therapy includes the following measures: 

1. Elimination of the cause of MAC. 
2. Alkalizing agents are to be used for a prolonged period of time only 

3. At pH values greater than 7.15-7.20 in acute states, alkalization must 
when the basic cause cannot be determined and resolved. 

be done carefully. 
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FIG. 5 .  The relationship between hyperlactatemia and pa02 in 57 patients from ICU 

(W2). Reference limits of both parameters are denoted by broken lines. 

4. In acute MAC only NaHCO, is administered. Sodium lactate and 
sodium citrate require time for the metabolization of the anion. THAM 
is not fully utilized for buffering immediately after infusion because it pen- 
etrates slowly into cells (R9). 

The choice of suitable alkalization in cardiopulmonary resuscitation (CPR) 
is difficult. Recently it was proved that the percentage of survivors de- 
creases rapidly when pH 7.55 is exceeded from 10 min to 1 h after alkalizing 
CPR treatment. The prognosis is in indirect proportion to degree of lac- 
tatemia and depends on the maintenance of reference interval K' levels 
(W5). Bicarbonate cannot penetrate quickly into cells; this leads to an 
elevation of H,C03 in the ECF. The CO, liberated from buffer reactions 
enters the cells easily; counters intracellular acidemia and hence myo- 
cardial efficiency. No intracellular increase of pH was described for at 
least 15 min following NaHCO, administration (G7, W4). An experimental 
investigation of arteriovenous differences in blood gases confirms these 
findings (W6). There are formulas for therapeutic calculations (see below). 
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6.4. RESPIRATORY ACIDOSIS 

Respiratory acidosis has numerous causes, which are listed below (Kl ,  
N2, R9). 

1. Depression of the breathing center (narcotics, barbiturates). 
2. Injury to CNS (tumors and degenerative diseases). 
3. Cerebrovascular complications. 
4. Airway obstruction. 
5. Injury to the thorax and diaphragm. 
6. Shock (lung disease in advanced stages). 
7. Chronic obstructive lung disease. 
8. Asthmatic complications (severe). 
9. Pulmonary infection (severe). 

10. Pulmonary emphysema and embolism (large areas of lungs ventilated 

11. Neuromuscular disorders. 
12. Unsuitably managed artificial ventilation. 

but not perfused). 

RAC is rare in critically ill patients with the exception of those with a 
previous chronic, mainly obstructive, lung disease. Chronically ill patients 
show a more frequent susceptibility to hyperventilation. 

In the evaluation of 500 findings of ABS in randomly selected unven- 
tilated surgery patients the following frequencies were found (K5): MAC, 
13%; RAC, 4%; RAL, 32%; and MAL, 14%; 9% represented mixed dis- 
orders and 28% were in the reference interval. Clinical features indicated 
that acute, severe RAC is usually accompanied with neurological symp- 
tomatology. The risk of the brain acidemia is higher in RAC than in MAC. 
CO, penetrates well into lipid structures and thus also through the he- 
matoencephalic barrier and markedly decreases the pH of the brain. 
HCOJ, which is water soluble, penetrates more slowly. Cerebral vaso- 
dilatation is typical. Intracranial hypertension develops and headache is 
present as well as motor disorders, tremor, myoclonia, and susceptibility 
to spasms. Transient psychoses may alternate with euphoria and states 
of delirium. Coma occurs at ~ C 0 ~ 9 - 1 4  kPa (in chronic RAC at over 14 
kpa) (R9). Hemorrhage into the vitreous body and edema of papillae may 
ensue. The stimulation of the sympathicus may produce peripheral va- 
sodilatation, warm, erythematous skin, and elevated blood pressure. With 
severe hypoxia the cardiac output decreases. On the other hand, if hypoxia 
is absent, the effect of RAC is more modest. 

Further laboratory findings indicate that renal tubular compensation 
stimulates the exchange of Naf for H', and C1- and H' losses increase. 
Kidneys with a frequently disturbed tubular function are not functional. 
With a sudden restoration of compensated hypercapnia, alkalemia threat- 
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ens. A decrease occurs in Ca” and K + ;  treatment with digitalis is ac- 
companied with the risk of intoxication. The hemoglobin dissociation curve 
shifts to the left and liberation of oxygen in tissues is difficult. 

Treatment in acute RAC includes the following measures: 

1. Elimination of the cause as far as possible. 
2. The biochemical indication for ventilation therapy is pC0,8 kPa and 

more. Normalization of hypercapnia takes place while pH is being checked 
to prevent the development of alkalemia. Alkalemia does not threaten 
unless compensatory hyperbasemia has developed already. 

3.  In hypoxemia, oxygen therapy should be introduced. If this does 
not succeed in changing paOz to at least a value over 8 kPa, ventilation 
therapy is indicated from the biochemical point of view. 

4. Possible alkalization in marked acidemia (see therapeutic calcula- 
tions). 

Treatment in chronic RAC is more conservative; patients are adapted 
to hypercapnia and are compensated so that acidemia generally is not 
extreme. The following guidelines may be considered: 

1.  Conservative treatment has priority over ventilation, which often 
cannot be interrupted. 

2.  When oxygen therapy is indicated, it should be introduced only 
slowly; the ABS should be monitored to reduce the risk of hypercapnia. 

3.  In  cases of ventilation, p C 0 ,  should not decline more rapidly than 
by 0.3-0.7 kPdh with simultaneous acidification-hyperbasemia is usually 
present. 

6.5. METABOLIC ALKALOSIS 

Metabolic alkalosis has numerous causes, which are listed below (B4, 
C4, M12, R10). 

I .  Increased intake of bases of bicarbonate (treatment of acidosis), car- 
bonate (antacid, milk-alkali syndrome), acetate (hyperalimentat ion), or 
citrate (transfusion). 

2. Gastrointestinal losses of acids (gastric juice). 
3. Escape of acids in the urine: increase of tubular transportation of 

Na’ (diuretic therapy); increase in mineralocorticoid activity, including 
states with hyperreninemia (contraction of the ECF, deficiency of Mg2+, 
and Bartter’s syndrome) and primary hypermineralocorticoid states (pri- 
mary hyperaldosteronism, Gushing's syndrome, and adrenogenital syn- 
dromes); increase in negativity of tubular lumen from nonreabsorbable 
anions (phosphates and penicillin); posthypercapnic states; and hyper- 
parathyroidism and hypercalcemic states. 
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4. Severe hypoproteinemia leading to a decline in AG. 
5. Contraction alkalosis with the loss of Na' as well as CI- and with 

preservation of HCO i (cystic fibrosis and villous adenoma). 

It is important to know not only the causes of MAL but also the factors 
that maintain MAL. Otherwise, MAL may persist after the elimination 
of causes. Kidneys are not capable of excreting the excess of HCOj . The 
cause lies in CI- deficiency accompanied with a decrease in the volume 
of ECF, K ' deficiency, and hypermineralocorticism. The pathophysiology 
of MAL persistence has not been fully clarified (C4, 52). 

Clinical features of MAL are often influenced by volume depletion 
(weakness, spasms, postural vertigo) or by hypokalemia (polyuria, PO- 

lydipsia, muscular weakness, intestinal obstructions, cardiac arrhythmias). 
Neurological symptoms accompany only severe hyperbasemia, the reason 
being probably that HCO ; penetrates the hematoencephalic barrier only 
slowly and that this reduces changes in the pH value of the CSF. But in 
severe hyperbasemia, cerebral dysfunction takes place: muscle twitching, 
disorientation, lethargy and even grand ma1 convulsions, leading to a dra- 
matic, even though short-term, increase in lactate (exceeding 12 mmol/ 
liter), and thus leading to a temporary decrease in HCOj (G6).  The symp- 
toms are obviously also due to intoxication with ammonium, the concen- 
tration of which increases with increasing pH (R7). 

In surgical patients, mortality increases progressively with the pH above 
7.5 (RlO, WI).  MAL usually does not occur immediately after a trauma 
but begins to appear only from the second day, and the frequency increases 
in a complicated course within 7-10 days. 

Causes include persisting renal correction of MAC or compensation of 
RAC, alkalizing infusions, transfusions, saluretics, potassium losses, hy-  
peraldosteronism, glucocorticoids, and gastric juice losses. 

According to calculations and graphic evaluations, compensatory hy- 
percapnia ought to be more or less in proportion to the elevation of bases. 
The reality is often different. Hypercapnia leads to hypoxia; in severe 
MAL p p 0 2  is usually between 6.7 and 8.0 kPa. Hypoxia stimulates the 
breathing center and hypercapnia disappears. The whole situation may 
repeat itself cyclically, as can be seen from the example of our patient 
given in Fig. 6. 

Frequent dehydration contributes to the resorption of almost all of the 
Na' as well as of the HCO; in the tubules. Because only a little C1- is 
available, the rest of the Na' is resorbed in exchange for K' and H'. In 
the urine K' losses increase and, paradoxically, the urine may be acid. 
In addition to K + ,  Ca" declines in MAL, and a slight increase in lactate 
is generally seen. 

Treatment of metabolic alkalosis is as follows: 
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FIG. 6. Typical finding of unsatisfactory compensatory hypercapnia in MAL, which 
alternates with normocapnia. The numbers correspond to the chronology of investigations 
in the course of days 1 to 8. See text for details. 

1. Elimination of factors that produced alkalosis (modification of diuretic 
therapy, management of vomiting, and ventilation treatment of hyper- 
capnia). 

2. Restoration of C1- balance: MAL usually responds to C1- treatment 
(CI- values in the urine are typically under 10 mmoVliter). Irrespective 
of the origin of the losses of C1- and the ECF, renal mechanisms preserving 
Na' and HCOj are activated. Rarely, CI- values in the urine may be 
higher in this type of MAL in cases of simultaneous diuretic therapy and 
increasing of hypercapnia. In all of these MAL cases, treatment with saline 
solution rapidly influences the renal factors responsible for the persistence 
of MAL. The glomerular filtration rate goes up and renin and renin-main- 
tained hyperaldosteronism decline. Kidneys start to excrete HCO; and 
the pH of the blood returns to normal. The supply of K' partially improves 
these types of MAL. The saline solution alone is normalizing, regardless 
of the persisting K' deficiency. Nevertheless, it is recommended to supply 
both CI- and K'. 

3.  Rarely MAL is resistant to treatment with saline solution. The urine 
contains CI ~ above 20 mmol/liter. In these conditions hypermineralocor- 
ticism is present without the depletion of the ECF. The causes are a high 
activity of the adrenal glands or external influences (licorice contains a 
substance with mineralocorticoid activity). Plasma renin is low; any is 
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due to stimuli other than depletion of the ECF (Mg” deficiency, stenosis 
of renal artery, or Bartter’s syndrome). Volume expansion and hypertension 
are typical and are absent only in severe K + and/or Mg2+ deficiency and in 
Bartter’s syndrome. The treatment must abolish the cause of mineralocor- 
ticoid activity and normalize ion deficiencies (K’ and Mg2+). Mineralocor- 
ticoid influences are blocked by spironolactone or amiloride in Bartter’s 
syndrome. In symptomatic MAL, HCO ; excretion may be increased by the 
administration of acetazolamide (attention should be given to the effect this 
treatment has on the volume of the ECF and K + ) .  

Replenishment of CI - supply may be accomplished with the following 
solutions: 

1. Saline solution: 1 liter contains in 155 mmol each of Na’ and C1-. 
As compared with physiological conditions, there is a surplus of acidifying 
C1- (50 mmol). More severe MAL cases, with hypernatremia, cannot, of 
course, be returned to normal with saline solution. 

2. Ammonium chloride, lysine hydrochloride, and arginine hydrochlo- 
ride: As a rule, molar solutions are used and are added to glucose or other 
infusions. Traditional indications: NH,Cl, 5.3Yiindicated in severe MAL, 
particularly with hypernatremia; contraindication in hepatic and severe 
renal insufficiency. Arginine HCI, 21%-indicated in severe MAL, par- 
ticularly with hypernatremia including hepatic insufficiency; contraindi- 
cation in severe renal insufficiency. Recently, certain objections have been 
expressed to the use of these solutions. It has been found that they acidify 
the ECF but that intracellular HCO; does not decrease and that pH goes 
up (R10). Experimentally, an increase in intracellular pH was proved after 
NH,Cl administration due to ammonia diffusion (R8). The same trend was 
observed after administration of arginine HCI, thus tissues have either a 
high buffering activity or cells are penetrated by arginine, which has strong 
basic properties. 

3. Hydrochloric acid: Indications are MAL that is resistant to treatment 
using the other salt solutions, MAL with hepatic insufficiency, and edema 
treated with diuretics (W9). Intracellular decline in pH is detectable (R6). 
HCI cannot be administered by the peripheral venous route or in situations 
where clinical and laboratory monitoring is impossible. The infusion speed 
is 0.25 mmol per kilogram of body weight per hour; as  a rule 0.1 mol is 
used, less frequently a 0.2 mol solution is used (R6, Wl).  Hydrochloric 
acid is sometimes added to solutions of amino acids administered par- 
enterally. The advantages are a higher pH and a “gentler” solution than 
HCl alone (F2, R6). Some clinicians also have good results introducing 
this infusion into a peripheral vein ( K l l ) .  The question is whether the 
same drawbacks will be encountered as with arginine HCI (R6). 
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6.6. RESPIRATORY ALKALOSIS 

Causes of respiratory alkalosis are as follows (Kl ,  N2, R10, W2). 

1. Central disorders and brain stem hypoxia due to (a) anxious, hys- 
terical hyperventilation, (b) metabolic encephalopathy in hepatic failure, 
(c) CNS infections (meningitis, encephalitis), (d) cerebrovascular com- 
plications, (e) gram-negative sepsis, (f) salicylate poisoning, and (g) preg- 
nancy in the third trimester. 

2. Systemic hypoxia due to (a) pulmonary shunts, (b) imbalance in the 
ventilation-perfusion ratio, (c) defects in pulmonary diffusion, and (d) hy- 
potension. 

3. Physical stimuli due to (a) imitation in respiratory pathways (tumors, 
inflammations, and spasms), (b) early interstitial pulmonary diseases (fi- 
brosis), and (c) limited mobility of thorax and diaphragm (not extremely 
limited). 

4. Artificial ventilation. 

The hemostatic response to a stress situation is increased ventilation. 
With paCOz higher than 5.3 kPa in sepsis, shock, or trauma, the patient’s 
ventilation ability is doubtful. 

Clinically, symptoms are most marked in an acute disorder with distinct 
alkalemia. Patients have circumoral and digital paresthesia, more intensive 
tendinous reflexes, carpopedal spasms, and muscle contractions. CNS 
symptoms may be present and are evidently due to hypoxia induced by 
cerebral vasoconstriction. They include photophobia, nausea, and vom- 
iting. Concerning the cardiovascular system, in the alert patient tachy- 
cardia develops that prevents a decline in cardiac output and blood pres- 
sure. In the anesthetized patient cardiac output and blood pressure 
decrease because tachycardia does not develop. Moreover, in artificial 
ventilation the venous blood return is decreased (Kl ,  RIO). 

The fact that RAL leads to cerebral vasoconstriction is utilized some- 
times by anesthesiologists as a means of prevention or treatment of cerebral 
edema. In such cases they decrease paCOZ to 3 . 3 4 . 0  kPa. Naturally, hy- 
poxemia must not be present. In combination with osmotherapy the effect 
of this treatment is immediate and lasts at most 5 days. Major hypocapnia 
is harmful; venous blood from the brain contains a greater amount of lactate 
than is found in arterial blood. Further laboratory findings involve de- 
velopment of hypobicarbonatemia, hyperchloremia, hypokalemia, and 
possibly hypophosphatemia (N2). A moderate elevation of AG by 4-7 
mrnoVliter, due to lactate accumulation, may be present with accelerated 
glycolysis and an increase in the charge of plasma proteins in alkalemia. 
Hyperlactatemia is demonstrated only in some of the patients with RAL. 
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Of 48 unventilated patients with acute RAL, 22 had increbed lactate (46%). 
Among 28 other patients with either less than maximally compensated or 
maximally compensated KAL, 19 had increased lactate (68%); in one- 
third of the patients the increase exceeded 4 mmol/liter (K7). Treatment 
of respiratory alkalosis is as follows: 

1. At pH less than 7.55, provoking causes should first be eliminated. 
2. In symptomatic patients the paCOz can be increased by having them 

breathe into a paper bag or mask. 
3. In severe alkalemias with cardiac arrhythmia and mental changes, 

decrease HCO; with acetazolamide. This measure will be effective only 
when hypobicarbonatemia has not yet developed. When this treatment is 
not successful, HCI is administered. 
4. In extreme situations mechanical ventilation is used, chiefly when 

extreme alkalemia is present in mixed RAL + MAL. 

6.7. MIXED DISORDERS 

A mixed disorder is defined as a state in which two to three underlying 
acid-base disorders are present simultaneously (A3, G3, MI,  02, W3). In 
a broader sense this type of disorder also includes states with several 
underlying causes of one and the same disorder (RIO). 

The diagnosis of mixed acid-base disorders must be approached in a 
comprehensive way. Medical history data, clinical state, and laboratory 
data have to be considered. It is necessary to estimate the influences that 
may have led to the simultaneous occurrence of two or more acid-base 
disorders (e.g., the drugs used, pathological losses of fluids, and organic 
functional disorders). Laboratory investigations should be performed that 
confirm or refute the clinical suspicion of a simultaneous development of 
several underlying disorders or of several causes of one disorder. 

Of crucial importance is the evaluation of relationships between ions 
and ABS, chiefly the relationship between Na' and Cl- ,  i.e., BB, and 
the calculation of AG. 

To recognize a mixed disorder is not a theoretical problem, but it is 
important from the diagnostic and therapeutic aspects. Thus, in a febrile 
septic patient with RAL, a decline in HCO; with an increase in AG may 
be the first sign of the development of lactic acidosis and it signals septic 
shock. Patients with chronic RAC are usually treated with diuretics for 
congestive heart failure, and also have MAL. When the latter disorder is 
not diagnosed and treated, during artificial ventilation, hyperbasemia per- 
sisting after the treatment of hypercapnia may lead to respiratory depres- 
sion, making termination of ventilation impossible. 
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A survey of mixed disorders and examples of typical causes follows 
(for a better orientation, see the graph in Fig. 3): 

1. MAC + RAC, leading to a marked decline in pH: Causes include 
(a) cardiac arrest, (b) chronic obstructive lung disease plus septic shock, 
(c) severe renal and respiratory failure, (d) severe pulmonary edema, and 
(e) treatment with carboanhydrase inhibitors plus P-adrenergic blockers 
(37). Treatment involves artificial ventilation and alkalization to prevent 
a pH decrease to below 7.15. 

2. MAL + RAL, leading to a marked increase in pH: Causes include 
(a) chronic liver disease plus gastric juice losses, (b) congestive heart failure 
plus diuretic therapy, (c) breathing center disorders plus diuretic therapy 
or gastric juice losses, (d) pregnancy plus MAL of different etiology, (e) 
intentional hyperventilation in MAL, and (f) successful treatment of com- 
pensated MAC plus intensive alkalization. Treatment involves acidification 
with the use of HCl and artificial ventilation. 

3. MAL + RAC, with almost normal pH: Causes include chronic ob- 
structive lung disease plus diuretic therapy or vomiting. It is necessary 
to determine whether hypercapnia exists per se or whether it is secondary 
in MAL. Differentiation can be made by two methods: (a) if during several 
minutes of inhalation of 100% 0, the pC0, further increases, then RAC 
is primary; (b) if the alveoloarterial 0, gradient is above 2 kPa, then a 
serious pulmonary disease is present and RAC is primary. Treatment in- 
volves artificial ventilation to eliminate RAC; the persisting increase in 
HCO; would lead again to an increase in pC0, and a decline in pOz. Thus 
a simultaneous acidification with chloride is essential. 

4. MAC + RAL, pH decreased but usually only slightly: Causes include 
(a) septic shock, (b) hepatorenal syndrome, (c) renal failure plus sepsis, 
(d) salicylate poisoning, and (e) congestive heart failure and renal failure. 
Treatment is according to the underlying cause with monitoring and mod- 
ification of ABS according to need. 

5.  MAC + MAL, pH is shifted to the side of the predominating disorder, 
but may be also normal: Causes include (a) intoxication with ethyl alcohol 
plus vomiting, (b) uremia plus vomiting or diuretic therapy, (c) ketoacidosis 
plus vomiting or diuretic therapy, (d) lactate acidosis plus vomiting, and 
(e) serious hypoproteinemia plus various causes of MAC. Diagnosis will 
be facilitated by calculations of BE, that are increased in MAL and AG. 
This value rises only slightly in MAL, more markedly in MAC. (A rough 
determination of the participation of both disorders in the AG increase 
has already been discussed.) Both disorders must be treated simulta- 
neously. 

6. MAC + MAL + RAL, pH is usually only slightly alkaline: Causes 
in acute states often involve hypoxia (systemic or local in the area of the 
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breathing center), which leads to hyperventilation (G6) (see also causes 
a-d listed for MAC + MAL, step 5 above). 

7. MAC + MAL + RAC, pH is generally normal to slightly decreased: 
Causes are as given in step 5, a-d (MAC + MAL); moreover, see causes 
of RAC (Section 6,4). 

8. A special situation is presented by chronic RAC in which a sudden 
change takes place in $0,. Two situations may arise: (a) A further in- 
crease in p C 0 ,  due to heart failure, pneumonia, excessive supply of O,, 
or treatment with tranquilizers. There is risk of stupor and even coma 
and hypoxia. Treatment involves artificial ventilation. (b) A sudden de- 
crease in pC0, due to excessive artificial ventilation. Serious alkalemia 
develops due to persisting compensatory hyperbasemia. Treatment in- 
volves acidification and normalization of ventilation. 

9. Hyperchloremic MAC + MAC with a high AG. Causes include (a) 
diarrhea plus lactic acidosis or ketoacidosis, (b) renal tubular acidosis plus 
uremic acidosis, and (c) a possible further combination of causes of MAC 
of both types. 

6.8. THERAPEUTIC CALCULATIONS 

The quantity of alkalizing or acidifying solution to administer is cal- 
culated according to the ABS: correction to BE = 0 or to the target pH. 

The calculation for the correction to BE = 0 is formulated in the same 
way as for the treatment of acidosis and alkalosis, the only difference 
being that in the former case the base deficiency (BD) is eliminated, and 
in the latter case the base excess (BE) is removed. 

Calculation of HCO ; : 

mmol HCO; = BD x 0.3 x kg ( 1 )  

mmol C1- = BE x 0.3 x kg (2) 

Calculation of CI-: 

In acidosis, when it is useful to adjust the pH only to the target value, 
then the following corrected formula is used (N4): 

(3) 
target pH - actual pH 

pH X - actual pH 
mmol HCO; = BD x 0.3 x kg x 

The target pH is selected according to the clinical situation. In acute states 
(lactic acidosis, ketoacidosis) this value is 7.1 to 7.2 The value pH X can 
be looked up  in the table according to the patient’s pC0, value. It is a 
theoretical value to which the pH of the patient’s blood would be adjusted 
after the correction of BD with the actual p,CO,  being retained (Values 
are in kPa): 
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PCOZ PHX 

2.0 7.670 
2.5 7.610 
3.0 7.567 
3.5’ 7.517 
4.0 7.487 
4.5 7.457 
5.0 7.427 
5.5 7.397 
6 .0  7.377 
6.5 7.350 
7.0 7.332 
7.5 7.314 
8.0 7.298 
8.5 7.280 
9.0 7.263 
9.5 7.248 

Equation (3 )  can also be used (with a small correction) for the correction 
of MAL if hypercapnia is present. Then a correction will be made to the 
target pH (generally 7.400) and not to BE = 0, because we would shift 
the patient from alkalemia to acidemia. In the calculation 

(4) 
actual pH - target pH 

actual pH - pH X 
mmol CI- = BE x 0.3 x kg x 

The pH X is subtracted depending on pC0,. 
General information about our approach to the calculation of the nec- 

essary amount of acidifying or alkalizing infusion can be seen in Fig. 7. 
Whether and to what extent a disorder in ABS is going to be treated with 
infusions depends always on the decision of the attending physician, who 
takes into consideration not only laboratory findings and calculations but 
also the patient’s medical history and clinical status. The corrective treat- 
ment of the acid-base disorder as far of the treatment of its underlying 
cause is then under control. 

Correction of chronic RAC + MAC by means of infusions should be 
avoided (despite the discussion of calculations) as far as possible, unless 
pH is critically low. Oxygen treatment alone involves the risk of a sudden 
increase in pH after the elimination of the hypoxic component of the dis- 
order. In acute disorders the primary cause should first be eliminated. As 
far as metabolic acidoses are concerned, greatest care should be given to 
hypoxic MAC and to ketoacidosis, which subside rapidly and sponta- 
neously with effective treatment of the cause. Alkalization is recommended 
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only when pH is less than 7.100 (maximally, 7.200). In cases of renal 
insufficiency, acidosis must likewise be corrected very carefully. Evidently 
a chronic disorder is usually associated with anemia and hypocalcemia, 
and patients tolerate a moderate acidemia much better than alkalemia. 
We must be more resolute in those MAC cases that would persist if un- 
corrected. These cases cover the frequent hyperchloremic dilution acidoses 
or acidoses accompanying diarrhea. On the other hand, in MAL, as a 
rule, the whole calculated dose of the corrective solutions will have to be 
administered. 

7. Computer Programs for Monitoring Water, Ion, and Acid-Base Metabolism 

7.1. INTRODUCTORY COMMENTS 

Data processing with the use of computers has made it possible to im- 
prove the control of vital functions of critically ill patients (B9, B12, M6, 
V2). With the rapid advances achieved in the management of these prob- 
lems, it is necessary to overcome objective difficulties as well as traditional 
approaches in the thinking of healthcare personnel. This is evident from 
the following data: 

1 .  Technical development of computer systems is very progressive. 
Compromises are repeatedly made between what is already feasible and 
what is actually done in practice. Conceptions are subject to new modi- 
fications (M6).  

2. In combination with monitors, supervising the patients with com- 
puters enables complex systems. Computer use requires a change in the 
thinking of the attending staff and also a nontraditional approach to the 
monitoring of patients. 

3.  New information items, estimations of relationships, and cumulative 
and graphic evaluations enables a more profound view to be taken of the 
patient’s situation. Thus both practical and theoretical knowledge is en- 
hanced. At the same time, there are increased demands for continuing 
education and postgraduate studies for medical personnel (M 15). 

Many accounts have been given of the critical-care approach of clinicians 
with respect to computer interpretation. Yet, comparative studies show 
that the reaction of the clinical staff to critical findings of ABS and paOz 
is slow and unsatisfactory (B9). It has been found that most clinicians 
overestimate their ability to interpret data, and only a minority interpret 
the findings correctly and propose adequate treatment (H4). At the neo- 
natal intensive care unit, computer ABS data processing was found to 
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lead to an earlier normalization of greatly abnormal results, and serious 
pathological trends developed less frequently. On the other hand, the 
treatment used for the correction of ABS was sometimes too aggressive 
and, in extreme cases, gave rise to the development of pneumothorax. 
The duration of oxygen therapy, tracheal intubation, and mortality re- 
mained unchanged (H3). 

7.2. DEVELOPMENT AND CONTRIBUTION OF COMPUTER PROGRAMS 

The first program interpreting acid-base findings was published toward 
the end of the 1960s ((26). The graph on acid-base regulation (see Fig. 3) 
was divided into 28 areas. The location of the finding in any area was 
commented on with due regard to the mode of ventilation. 

At the beginning of the 1970s extensive interactive programs for inter- 
pretation appeared (B6, G5). The first of them used information on the 
basic parameters of ABS, serum ion concentrations, ketonemia, creatin- 

FIG. 7. Approach to the calculation of the amount of acidifying or alkalizing infusions. 
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FIG. 7 
EXPLANATION 

Number of Equation 
zone used Corrected to Note 

1 

2 
3 
4 

7 

2 BE = 0 Under the condition of a 
simultaneous elimination 
of hypercapnia 

4 Target pH, 7.4 - 
2 BE = 0 - 
1 BE = 0 

3 

I l l  

Target pH, 7.4 

Target pH higher 
by 0.1 than the 
actual pH (if it 
exceeded 7.4, 
pH 7.4 is 
regarded as 
the target) 

Target pH higher 
by 0.1 than the 
actual pH 

(Exceptionally to 
BE = 0) 

Be on your guard against 
inhibition of the 
breathing center! Often 
managed by oxygen 
therapy with monitoring 
of ABS; in acute 
disorders by elimination 
of the cause 

As long as acidosis due to 
hypoxia or ketoacidosis 
is not present 

As long as acidosis due to 
hypoxia or ketoacidosis 
is not present 

Be on your guard against 
inhibition of the 
breathing center! Often 
managed by oxygen 
therapy with monitoring 
of ABS; in acute 
disorders by elimination 

8 3 
of the cause 

or in ketoacidosis 
Target pH, 7.1 

Target pH higher 
by 0.1 than the 
actual pH 

by 0. I than the 
actual pH 

In acidosis due to hypoxia, 

In other types of acidosis 

9 3 Target pH higher - 
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inemia, and glycemia. The mode of ventilation, types of medication, etc., 
were also among the data set. If the user was unable to answer, he could 
find the background information on the display. The computer report con- 
sisted of a numerical part and of a commentary. The latter described the 
diagnostic area in which the finding was situated and assured the printing 
of the most probable and less probable diagnoses. According to the user’s 
wish, the least probable diagnoses and remarks on possible treatment were 
printed. 

The other program also requires data on urinary excretions and also 
gives attention to water and ion metabolism. The dialogue with the user 
as well as the actual output are naturally more detailed. In the 1980s this 
program was improved (M15). It considers not only diagnostic possibilities 
but also explains the pathophysiology, recommends treatment, and draws 
attention to data inconsistencies and any  lack of information. 

In the second half of the 1970s a further interactive program was pub- 
lished that was intended to serve both the treatment of critically ill patients 
and the medical education community (S2). Biochemical investigations, 
together with data on the patient’s clinical state, form a basis for calcu- 
lations of water, blood, and ion deficiencies. Continual monitoring using 
the program also requires a daily supplementation of information on the 
vital signs and symptoms, on the intake and excretion of liquids, and on 
temperature, medication, further biochemical findings, and cardiovascular 
and respiratory functions. In addition to ABS, the program also evaluates 
pulmonary shunts and respiratory functions. When the cardiac output and 
blood gas findings (arterial and central venous blood) are to be estimated, 
the program calculates the respiratory quotient and determines the need 
for water, ions, and energy. Commentaries draw attention to problems 
of major importance, but the solution must be found by the physician. 

In the meantime, a number of studies have been published on the prob- 
lem of seeking optimum variants and of conveying and commenting on 
acid-base parameters and oxygen measurements (Rl ,  SS, T1, V1, W8). 
Many of these programs also deal with patients treated with artificial ven- 
tilation (B9, D1, E3, K10, L7, M15, 01,  S3, V2). The program estimates 
the adjustment of the ventilator and indicates treatment with the use of 
positive end-expiratory pressure (R3). 

A further and qualitatively higher degree of utilization of biochemical 
information is represented by continual monitoring of p,O, and of paC02 
values used for on-line management of ventilation therapy. Electrodes are 
introduced into the artery (K13); also, the transcutaneous measurement 
ofp,O2 and end-expiratory CO, as the degree of paCO, are estimated (H2). 
In both cases the continually scanned data are transferred to the micro- 
processor, which compares the desirable values, set in advance, with the 
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actual ones. The data obtained are converted into impulses that adjust 
the ventilator and the valves, ensuring 0, supply to the mixture of gases. 

Many programs, even recent ones, are not of an interactive nature and 
therefore do not require a direct dialogue with the clinician. They work 
only with laboratory findings, supplemented maximally with a limited 
number of data, set in a standard way, on the mode of ventilation, on the 
patient’s temperature, etc. (B9, D1, K2, K10, L7, M3, M 4 , 0 1 ,  V2). With 
such a manner of processing, the physician’s possible subjective error in 
the evaluation of the patient’s clinical state is eliminated; the processing 
is simpler, it does not require a direct availability of hardware at every 
clinical department, and the program can thus be used to a wider extent. 
The time factor limiting the clinician in his dialogue with the computer 
does not come into consideration. 

Interactive programs, based on a dialogue of the physician with the 
computer, require technical resources, but, in return, provide higher order 
information from the qualitative as well as the quantitative point of view 
(B6, G5, M15, S2, S3). Thus they surpass the framework of a mere inter- 
pretation of results and also serve as teaching programs in undergraduate 
and postgraduate education. The findings obtained in the course of their 
use serve as background material for the development of expert systems. 
The contribution of programs that process and evaluate biochemical find- 
ings for ICU patients are summarized as follows: 

1. Warn of serious pathological findings and thus speed up the action 

2. Draw attention to impossible and improbable data. 
3. Complete calculations and evaluate a number of parameters not 

commonly utilized in evaluations of results. 
4. Substitute for that part of the clinician’s work for which there is 

limited time in routine practice; provide expertise sometimes not possessed 
by the clinician. 

5. Provide an evaluation with a commentary and possibly also with a 
graphic representation, in addition to the usual numerical expression of 
the laboratory results. 

6. Facilitate a cumulative evaluation of the results and monitor the 
prevailing trends. 

7. Relate the evaluation of biochemical findings to functional param- 
eters, chiefly cardiopulmonary ones. 

8. Suggest therapeutic methods including ventilation therapy and its 
modifications. 

9. Enable, with suitable communication media, an interpretation of 
the results at a considerable distance. 

of the healthcare team. 
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10. May be supplemented with new findings. 
11. Serve both for undergraduate and postgraduate studies. 
12. May be adjusted in accordance with the users’ experiences and 

13. Are opening up new possibilities for research work. 
14. Are becoming the physician’s helpers (their purpose not being, 

however, to replace the physician). The final decision rests in the phy- 
sician’s hands. The programs afford him, however, new and qualitatively 
higher evaluations of biochemical findings than those performed by him- 
self. In this way they facilitate his diagnostic as well as therapeutic decision 
making. 

wishes. 

7.3. APPROACH TO BIOCHEMICAL MONITORING OF I c u  PATIENTS 

7.3.1. Acid-Base Status, Metabolic Balances, and Renal Functions 

The programs described below have been used since the beginning of 
the 1980s in the daily ICU practice for reporting of biochemical findings 
(K8, M7, M8). They have been further developed and gradually introduced 
into a number of hospitals. Findings of water and electrolyte metabolism, 
acid-base balance, and PO, are processed. The programs compute the 
accessible lung function values as well as renal functions, and they make 
it possible to estimate the quality and quantity of the parenteral nutrition 
and diet formulas. The outputs have numerical and graphical data and 
comments. They enable a cumulative evaluation of data. 

(A) Input data: are both clinical and laboratory. Data are entered into 
the computer either using the terminal in the clinical ward or by the staff 
of the emergency laboratory using the order form accompanying the bi- 
ological specimens. When all of the data are not available, the programs 
offer the maximum possible information with respect to the missing data. 

Clinical data include (1) weight, height, and sex, (2) artificial ventilation 
(used or not; if used, then ventilation (liters) and FiO, data are demanded), 
(3) type of blood sample for ABS and PO, investigations, (4) body tem- 
perature at the time of specimen collection and its mean for the period 
under study, (5) urine volume and the time of the urine collection andlor 
the same parameters for the tube or drain contents, (6) and estimated 
amount of sweat. As far as metabolic balances are ascertained, all received 
infusions, transfusions, blood derivatives, and formula diets and intakes 
of selected antibiotics (Na’ or K’ salts) are put in by means of a simple 
dialogue. Depending on the diagnosis and clinical status, the clinician sets 
the degree of catabolism, used later for the calculation of the energy de- 
mand (P2). 

Laboratory data include (1) ABS, i.e., pH, pCO,, PO,, hemoglobin, and 
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possibly saturated hemoglobin (So,), (2) serum (plasma) Na’, K’, CI-, 
osmolality, urea, creatinine, total protein, glucose, lactate, and possibly 
other electrolytes, (3) urine Na+,  K’, CI-, osmolality, urea, creatinine, 
glycosuria, ketonuria, and possibly other electrolytes, and (4) Na’, K +  , 
C1-, and urea contents of tube and drain. (B) Program processing proceeds 
after the clinical and laboratory data have been set. Its individual parts 
(ABS plus electrolytes, renal functions, and metabolic balances) are ar- 
ranged as a brick-box so that they can be used also as separate units. (C) 
Output: In addition to the usual identification data, the chronology of 
findings is indicated in alphabetically order within each subgroup. The 
output has three parts (see Fig. 8), numerical, graphical, and comments. 

The numerical part, wherein results are always expressed in SI units, 
comprises the first page, which is logically arranged into three blocks. 
The first block deals with ABS. The two left-hand columns contain in- 
formation on the type of blood, ventilation, FiO,, hemoglobin, and the 
measured temperature used for correction of blood gases. Another type 
of blood, withdrawn at the same time, is indicated separately here. The 
two center columns include the measured and the calculated ABS param- 
eters. The two right-hand columns cover PO, findings and calculations 
derived from them, i.e., the volume of 0, dissolved in 1 liter of blood 
(Vo2) and So,. Lung arteriovenous shunts are estimated from FiO, and 
paO,, as well as the alveoloarterial difference for oxygen (A - a,,). If 
central venous blood is analyzed, then the arteriovenous Vo2 difference 
is calculated and arteriovenous shunts are evaluated more precisely. 

The second block is concerned with further biochemical parameters 
that are related to the parameters examined and to the evaluation of the 
balances. The parameters used are given in the left column; the substances 
measured and the calculations are in the upper line, and are arranged from 
left to right in the following way: 

I .  Serum: glucose and various other parameters are examined (lactate 
from plasma is also included). 

2. Urine: timed volume and other parameters are examined; the con- 
version of excreted urea into grams of nitrogen is also given. 

3. Loss: total losses of particular parameters for the time of the col- 
lection are summarized; the energy output is given in kilojoules (Harris- 
Benedikt’s formula, corrected to body temperature and to estimation of 
the degree of catabolism). Alternately, this calculation can be replaced 
by data obtained by indirect calorimetry. 
4. “Income”: includes summary intake of the balanced items using 

constants from data bases. Included are intake levels of certain ions, the 
investigation of which in the emergency laboratory is not always feasible. 
The total intake is given. 
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2.07.87 * H l l S P I T A L  ACUTF LABORATORV * P A T I E N T S  NAME 
7:30 " H "  * R U L n V K A  PHAGUE * RFPOPT * I C U  

* * * * * * * * * * * * * * * * * * * 1 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~ * * * * * ~ ~ *  

BLOOD T Y P E  A R T € R Y  P H  7.184 P O 2  6.59 
V E N T I L A T I O N  12.0 P C 0 2  5 . 5 2  V O 2  120.5 
F I O 2  .hO BE -12.4 so2 .7s 
HB 1?0 S T  R I C  15.2 SHUNT F S T I M  .46 
TEMP A C T U A L  313.0 A C T  BIC 15.2 AA 002 44.3 
P E E P  5.0 

BLOOD T Y P E  C E N T R A L  P H  7.164 PO2 4.99 
V F I N  P C 0 2  5 - 0 4  voz 92.1 

RE -12.3 SO? .57 
ST R I C  1 5 . 3  SHllNT .64 
4 C T  R I C  15.9 4 v  D V D ~  2n.2 ...................................................................... 

Q F R l l P  l l R I N E  L O S S  I N C O M E  B A L A N C E  J l l I C E  D R A I N  

VOLUME 450 2h44 2750 106 8nn 350 
/ T I M E  20 24 ?4 24 24 I ?  

GLOCOSE 1 0  .a 34.6 34.b 
K E  TONUR I E 1 
L A C T A T  3.2 
O S M O L A L I T Y  310 216 
CREATININ i u n  1.8 
UREA 13.0 38 31 9.0 2 , 8  
N I T R O L E N  1.2 1 . 1  3.1 1.4 . 3  .l 
N 9  1 ? 1  11 57 56 - 1  32 14 
K 3.5 13 28 2 1  - 1  10 5 
C L  92 19 R5 an - 5  44 22 
TOT PROT hR 
CA 6.7 
MG 1.2 
P 6.3 
Z N  .IS 
E N E R G Y / T I M E  lot? 14105 14113 8 ...................................................................... 
88.3 30.5 H F I G H T  17s R L n n o  5 0 0  
AG 2 3 . 3  WFIGHT 8 0  E H Y H A S S  200 

OEF K 43 P F  3600 P L A S M A  50  
D E F  NA 160 E C F  l h O O O  E I.V. .71 
D I U R / D  450 I C F  3 m o n  F P.O. . 2 9  
CLR CR .135 TPW 4H000 E G L Y C I D S  .43 
CLR nsM .on7 TFMP /n 37.5 E F A T  .36 
CLR H20 - . n o 3  E N F P G / n  lei05 E P R O T E I N  .21 
F E  OSM -053 N M  n l l T  ' 1 / 0  1044 T H I A M I N  20.5 
F E  H 2 0  .034 NM I N C  W/D 350 R I B O F L A V I N  8.4 

F E  K - 2 0 3  IrJ E:H 4553 P A N T f l T E N A T  10.0 

U / S  OSM 1.5 F E A  H2n . I l l 9  C V I T  llOH 
U / 9  U 3 . 2  F F A  NA .on7 A VIT 13085 
U N A / K  .8 F E A  K .29R K V I T  21.5 

E V I T  4.5 

D E F  K / P H  91 SURF AREA 1.96 A L R l l M I N  in0 

F E  NA .no7 IDX  S T R E S S  -7.n PYRIDOXIN 6.1 

U/S  CR 2 0 . 3  NIKOTIAMID 8n.5 

FIG. 8. Sample program output, used daily in the intensive care unit for biochemical 
and metabolic monitonng of the patients. All the values are SI units. 
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----------------------------------------------------------------=-------------- ____________________-------------------------------------------- -------------- 
--*----+----+----o----+----+---+----+--- ....................................... 

P I  I K I  * . .  
c 9 t  * .t 6t * .  . 
0 1  . I  I . . . . . . . . . . . . . . . . . .  
2 1  * .. I 5 t *  F . . *  

8 t  * .  . t I * . .  * 
I I 4 t  . . . .  G . . . *  . . . . . . . . . .  
I . . . .  I I H . . *  
I * I I . .  * 
I * . * .  * I  ------*----*----+----+----*----+---r*--t----t-- 

6t*****************t***********.***+ 7.1 7.2 7 . 3  7.U 7.5 7.6 P H  
I G F . *  * 1 _-___--_____---____-___________________ 
I H  . *  * I Fl .+  -20% *4% 

5 t  . * * .  + I 1  
I*******.***.*.********************I 0.8t 
I .  * *  I ? I  * 
I. . *  * I I G F  . 
I . .  * *  I . 4 t  * 
I .  * *  I . 2 t  * *  

. .  7 t  * *  t 3 t  * 

t . h t  H 4 t  . . . *  

3 t  . . * *  t I * 
--+----*----t----+----+----+----+--+--- ----*----+----*----+----+----+----+-----t---- 

- 1 5  - i n  - 5  n 5 i n  15 n~ u R 12 1 6  z u  u o  60 POZ ............................................................................... ------------------------------------------------------------------------------- 
E V A L U A T I O N  OF AR- S T A T U S  AT V E N T I L A T E D  P A T I E N T :  ............................................... 
tPH,PCOZr3E,Pf12:I  AR F I N D I N G  DEMONSTRATES M E T A B O L I C  A C I D O S I S .  FROM THE P O I N T  
OF V I E W  OF I T S  C O M P F N S A T I O N  T H E  V E N T I L A T I O N  I ?  NOT O P T I Y A L .  P R O G R E S S I O N  OF 
F I N D I N G  F R O 9  THE L A S T  E X A M I N A T I O N .  FOR C O R R E C T I O N  OF R A S E  E X C E S S  TO BE=O 
I T  H A S  TO R E  G I V F N  298 ML N A H C D 3  fI.ux, TO P H = 7 . 2 8 4  G I V E  1U6 ML OF T H I S  S A L T .  
H Y P O X E M I A ,  1 N I ) I C A T I O N  TO C O R R E C T I O N  OF T H E  DXYGFNOTHERAPY.  
t U . C R , K E T O , L A C T , R D S , A G : l  M I X E D  D I S T U R D A N C E  WITH SHARE OF M E T A P O L I C  A L K A L O S I S  
IS NOT P R O B A R I F .  
IK,PH:I  H v P n K A L E M I A  1'1 D I S C R E P A N C Y  W I T H  PH. AT C O R R E C T I O N  OF P H  F U R T H E R  F A L L  

MAY BE F X P E C T E T .  

E V A L I J A T I O N  OF K I n N E Y  F U N C T I O N S  (CORRECTFO T O  BODY S U R F A C E  AREA) :  

ICLR-CR: I  C R F A T I Y I E I  C L F A R A N C F  TS VERY H E A V Y  O E P R F S S E D L  
[ S - O S M . L J - ( I S I ~ / S - O S M , O I I I R F S I S : ~  K I D N E V S  CONCENTRATE U R I N E  WITH D E P R E S S E D  EFFORT,  
SERUM O S M O L A L I l Y  I S  E L F V A T E 9 .  D L I G I I R I E ?  OANGEP OF F U R T H E R  R E T E N T I O N  OF O S M O T I C  
A C T I V E  SURSTANTES.  C H F r K  THE S l l P P L V  OF G I V E N  L I O I I I D S !  
I F E - H 2 f l , F E - O S M , C L R - H ? O , U - O S M : I  E X C R E T I O N  OF WATER A N 0  O S M O T I C  A C T I V E  SUB- 
S T A N C E S  IS I ! I T H  R E G A R D  T O  GLOMERl lLAR F I L T R A T I O N  E L E V A T E D ,  O S M O T I C  T Y P E  OF 
D I U R F S I S  IS PROVFO. C A I I S F  OF E L E V A T F O  F P E E  WATER CLEARAb'CE MAY B E  I M P A I R E D  
C O N C E N T R A T I N G  A H I L I T Y .  AT G I V E N  OEVELOPMENT OF SERUM f l S M O L 4 L I T Y  WDULO OTHERWAY 
THE F R E E  k!ATER C L E A P A N C F  BE N E G A T I V E .  
IFE-NA,FE-K,FFA-NA,FEA-K:I F F H A  IS I N  P H Y S I O L O G I C A L  RANGES, F E K  IS E L E V A T E D  - 
- ( T U B U L A R  C O M P F N S A T I O N  OF OECREASCO GF?, O I I J R E T I C S P I  H Y P E P A L D O S T E R O N I S M T I .  
C O M P A R I S O N  OF F E  A O E f l U A T E S  N I T H  FE ACTIJALS D E M D N S T R A T F S  THAT K I D N E Y S  00 NOT 
I N F L U E N C E  R A L A N C F  flF NA OR K N E I T H E R  I N  S F N S E  OF R E T E N T I O N  NOR D E P L E T I O N .  
ISUMMARY:I  D I F F E R E N T I A L  D I A G N O S T I C  P A R A M E T E R S  00 NOT E N A A L E  C L E A R  D I S T I N C T I O N  
OF P R E R E N A L  OR R F N A L  F A I L U R E .  C R F A T I N I N  A N 0  F R E F  WATER C L F A R A N C E S  DOCUMENT 
M I X E D  D I S T U P R A N C E  OF GLOMERULAR AND T l l B l J L A R  F U N C T I O N  I !  

...................................................................... 

................................................................ 

FIG. 8. Continued. 
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5. Balance: given as the difference between the intake and the output. 
6. Tube (“juice”) and drain: the columns contain data on losses during 

the time of collection. If the volume of sweat was estimated, then losses 
of electrolytes are calculated again with the use of constants from data 
bases. 

The third block contains in the two left-hand columns values calculated 
from the column (Fig. 4) of anions (BB,, AG) and calculations of Na’ and 
K’ deficits; the value for K’ deficit is an alternative parameter to the 
measured pH. Then follow parameters of renal functions, i.e., clearances 
and fractional excretions. Also included are indices of urine/serum pa- 
rameters, used for differential diagnosis of oligoanuric states. The two 
center columns contain basic anthropometric data and theoretical cal- 
culations of the body spaces. Then auxiliary calculations for metabolic 
balances follow, i.e., the unmeasurable output of water (NM OUT W/D) 
and the intake of metabolic water (NM INC W/D), which were considered 
above in the water balance. The calculation of the stress index (K5) is 
followed by the calculation of the ratio between the intake of nonprotein 
kilojoules and the received nitrogen (IN E:N) and calculations of adequate 
fractional excretions for water, Na+, and K’. Finally, the two right-hand 
columns contain data on intake for the period under study, where a total 
is given for the quantity of transfusions and blood derivatives, the pro- 
portion of energy received by the intravenous and oral routes (E I.V. and 
E P.O.), the evaluation of the proportion of glycides, fats, and proteins 
in the total intake of energy, and, finally, data on the amount of vitamins 
taken. 

The graphical part of Fig. 8 contains three graphs. On the left is a graph 
of acid-base regulations in which the existing finding and two preceding 
ones are marked with letters in alphabetical order so that the course of 
the disorder may be observed. The same symbols are used in the other 
two graphs. The upper right graph shows the K’:pH ratio; reference in- 
tervals of both parameters are delineated by points, and the relationship 
between the parameters is marked with asterisks. The bottom right graph 
illustrates pulmonary shunts and their development. The curve of asterisks 
corresponds to the upper physiological limit of 4% of the shunts; the curve 
of points indicates the clinically significant 20% of the shunts. The graphic 
interpretation is enabled by a commercially available line printer. 

Comments pertain to the evaluation of the acid-base finding and to the 
estimation of renal functions. First, the location of the finding in the graph 
of the acid-base regulation is described and the mode of ventilation is 
taken into consideration. Then follows the evaluation of the course of the 
acid-base findings since the last investigation; the length of the interval 
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since that investigation is taken into account. Next comes the calculation 
of the correction dose suitable either for the attainment of the target pH 
or BE according to the procedures described in Section 6.8. The presence 
of a mixed disorder is then evaluated by means of suitable biochemical 
parameters. The comments assessing K' status are presented in rela- 
tionship to pH and estimate the development of this relationship. The last 
remark is devoted to biochemical indications for the modification of ven- 
tilation therapy and for oxygen therapy. 

The comments dealing with renal functions evaluate chiefly C,,, then 
diuresis in relation to serum osmolality and its trend, and to the osmolal 
index, i.e., to the urine and serum osmolality ratio. An estimation is further 
made of the type of diuresis and, in cases of CHZO elevation, the possible 
causes are considered. In the evaluation of FEN, and FE, the most prob- 
able and least probable causes of their changes are discussed. In extremely 
elevated FEN, a further possible effect of diuretic treatment is taken into 
consideration; in a simultaneous incidence of a high FE, and hypokalemia, 
attention is drawn to the possible treatment with aldosterone antagonists. 
In the estimation of relationships  between^ fractional excretions of H 2 0 ,  
Na+,  and K' and their adequate fractional excretion, it is considered 
whether the kidneys influence the balance via retention or depletion. Fi- 
nally, in the summary, the parameters of prerenal and renal failure are 
evaluated in indicated cases, and attention is drawn to findings indicative 
of a combined disorder of the glomerular and tubular function. Wherever 
necessary, a note is added concerning any doubts about the validity of 
the input data. Attention is thus given to a methodological error made in 
the collection of the material or in its processing. 

The discussed programs, written in the language FORTRAN IV and 
alternatively in TURBO PASCAL, are a part of a far wider data-processing 
scheme in the laboratory information system (LIS). 

7.3 .2 .  Proposal of Sodium and Potassium Doses 

A qualitatively higher step in program processing is a proposal of the 
particular components of parented nutrition and formula diet. We present 
programs for calculations of Na' and K' doses used daily for ICU patients 
(J1). 
Program processing of the sodium dose proposal requires input variables, 

including both laboratory data (sodium status, glycemia, Na' excretion 
in the urine, and extrarenal Na' losses) and clinical data (state of hydra- 
tion, determination whether the state is acute or chronic, common and 
measured body weight or estimation of changes in body weight, and data 
on diuresis and the patient's age and sex). 
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Program processing with respect to the proposed dose has two pur- 
poses-substitution and correction. The substitution dose replaces losses 
and is based on the knowledge of renal and/or extrarenal Na' losses. 
Extreme losses need not be replaced fully. The correction dose addresses 
two concerns, requiring two calculations: 

1. Calculation of a dose for attaining a target natremia: this is used 
chiefly in hyponatremia and, to a limited extent, in normonatremia. 

2. Calculation of a dose to correct a Na' deficit or excess; this is based 
on the knowledge or estimate of changes in body weight during dehydration 
or hyperhydration and natremia. 

Both types of calculations, depending on the circumstances, account 
for different theoretical distribution spaces, clinical situations, and the 
constellation of laboratory findings. With the varying proportion of free 
water and isotonic fluid losses, one proceeds according to Section 3 (see 
also Fig. I ) .  By a combination of different doses and their summation, 
three proposed values are obtained: the optimum proposed dose and the 
lower and upper limit of the proposed dose. 

Together with the proposed doses a commentary is printed, which forms 
an inseparable part of the output. It substantiates the proposal of the op- 
timum dose as well as the proposal of the limits, it estimates Na' supply 
with regard to the ECF:TBW ratio, it gives the factors used in estimates 
of body weight changes, it draws attention to the proposal of an incomplete 
replacement of loses in suitable cases, it recommends convenient con- 
centrations of salts, and it contains comments on the suitability of diuretic 
treatment in indicated cases. For an example of the output see Fig. 9. 

Program processing of the K + dose proposal requires input variables, 
including both laboratory data (potassium status, pH of arterial or arteri- 
alized blood, and nitrogen balance) and clinical data (diuresis and body 
weight or its estimate). 

Program processing with respect to the proposed dose has two pur- 
poses-substitution and correction. Substitution is based on the knowledge 
of renal and/or extrarenal losses and accounts for the negativity or pos- 
itivity of the N balance. Correction is based on the doses, which are dif- 
ferent in the six areas given by the K':pH relations. The border of the 
areas is demarcated by a K' level of 4.4 mmol/liter, pH 7.4 and the ideal 
K':pH ratio, defined by the equation 

K' mmoYliter = 33.05 - 3.87 x pH 

The specific areas differ from each other by the risk of developing hy- 
perkalemia, which may increase with the modification of pH. A standard 
dose has been proposed for the normalization of K' to 4.4 mmollliter. 
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NAME: D E M O N S T R A T I O N  WARD: I C U  .............................................................. 
LABORATORY: N A T R E M I A  

G L Y C E M I A  
FIA L O S S  U R I N E  
NP L O S S  D R A I N  

C L I N I C A L Y :  S T A T E  OF H Y D R A T I O N  
DEVELOPMENT 
CURRENT # E I G H T  
A C T U A L  WEIGHT 
O I U R E S I S  
SEX 

155 M M O L l L  
5 M M O L l C  

30  MMOL/O 
1 0  MMOL/D 

D E H Y D R A T I O N  
ACUTE 
15 KG 
NOT G I V E N  
650 H L / O  
M A L E  

NA OOSE - PROPOSAL: 191 ( 1 4 4  - 2 8 9 )  MMOL/D .............................................................. 
T H E  C O N D I T I O N  C A N N n T  RF T R f A T E D  W I T H  WATER ONLY - CHANGFS 
I N  O S M O L A L I T Y !  THF PROPDSAL C O N S I D F R S  T H E  IJSE OF D I L U T E D  
NACL S O L U T I I I N S ,  F V F N  THOllGHT THE STORE OF NA INCREASES.  
THE L O S S  OF F L U I D S  IS E S T I M A T E D  TO RE 1.9 - 3.8 L I T E R S .  

THE PROPOSED R A S I C  DOSF C O N S I D E R S  THE R E P L E N I S H M E N T  OF 1.9 
L I T E R S  U S I N G  0 . 6 8  Y NACL, THF LOWER L I M I T  W I T H  1.9 L I T E R S  
OF 0.45 X NACL, THF I I P P F R  L I M I T  W I T H  3.R L I T E R S  OF 0.45 X 
NACL. 

I N  CASE OF P F R S I S T F N C E  OF H Y P E R N A T R E M I A  AFTER R E H Y O R A T A T I O N  
THE TREATMFNT W I T H  S A L I J R E T I C S  AND WATFR SHOULD HE CONSIDERED.  

FIG. 9. Program output for the proposal of sodium dose. 

When the measured K’ is higher than 4.4 mmol/liter, this dose becomes 
“negative” and is subtracted from the substitution dose. A change in the 
dose is always considered when the pH is outside the reference limits, 
provided it is going to be normalized. 

The upper and the lower limits of the dose and the optimum dose are 
also suggested in the output. The commentary substantiates these pro- 
posals. In  certain situations it stresses the risk of K’ administration and 
estimates the necessity of changing dosed in connection with ABS changes. 
Attention is drawn here to the N balance. The output is arranged similarly 
to that for the Na’ dose proposal. 

8. Conclusions 

The information obtained from biochemical investigations of patients 
in intensive care can be exploited in an optimum way only when certain 
conditions are met. Among these conditions are a simultaneous evaluation 
of the medical history, the clinical state, and the laboratory results. From 
the medical history it is necessary to estimate the effect of the previous 
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course of the disease and of its effect on the water, electrolyte, and acid- 
base balance and on energy metabolism. Equally important is the eval- 
uation of the actual clinical state. Of greatest importance are the assess- 
ments of the state of hydration and the cardiopulmonary findings. All of 
these items of information must be considered in the interpretation of the 
laboratory values. In view of the interrelationships existing between bio- 
chemical parameters, specimen collection for blood gases and other tests 
must be performed simultaneously. Computing methods make it possible 
to complete the calculation of a number of parameters and to evaluate 
them along with the measured ones. Of importance are estimates of in- 
terrelationships between ABS and electrolytes and oxygen parameters, 
including pulmonary shunts and renal functions. In addition to clearances, 
it is important also to assess parameters providing information about tu- 
bular functions. The monitoring of renal functions is of fundamental im- 
portance for the assessment of water and electrolyte balance as well as 
for the estimation of the adequacy of diuresis. 

Computer data processing enables a qualitatively higher evaluation of 
the biochemical findings supplemented with anamnestic and clinical in- 
formation. The increasing amount of information to put into a system and 
the new methods of data processing decisively indicate that “interpreting 
programs” will be replaced by expert systems. 
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1. Introduction 

We live in what has been called the “age of information.” Yet, for all 
the promise envisioned for this new era, a paradox has emerged. Rather 
than obtaining pertinent data, reduced and organized to exactly that which 
is needed, i.e., information, we are overwhelmed by minute bits of data 
thrown into reams of reports. This data overload, in reality, obscures the 
real paucity of information. 

The senior author of the present article has designed, and both authors 
have implemented, computer systems in teaching institutions. Herein, we 
describe our concepts of an integrated, computer-assisted healthcare ar- 
chitecture crucial to cope with the expanding role of laboratory medicine. 
The guiding tenet, well established for more than a decade, is that infor- 
mation, i.e., converted data, be compact, informative, timely, and easy 
to access. 

The laboratory professional recognizes that every datum has its costs 
and intended benefits. Associated with that datum are several factors, 
which include (1) the degree of difficulty associated with its acquisition, 
(2) the ability to transmit it on a timely basis, (3) organization in a format 
amenable to fostering patient care, and (4) correlative organization with 
other data, thereby enhancing its inherent value. Collectively, the data 
must be condensed so that they tell a story in as efficient and clear a 
manner as possible. 

In developing a philosophy pertinent to synthetic integration of infor- 
mation, the modem laboratory should be cognizant and exploit the range 
of benefits now feasible, which, under manual systems, were unattainable 
without Herculean effort. These benefits should ultimately allow healthcare 
institutions to achieve the following goals: 
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1. Improve the quality of patient care by providing timely and accurate 
information to the care team. This will be accomplished with methodology 
and delivery locations which best ensure that the information is promptly 
received, assimilated, and utilized. 

2. Increase labor productivity by reducing the number of manual steps 
involved in clinical procedures and, therefore, the time required to com- 
plete those procedures. 

3. Facilitate active management of departmental and institutional 
resources through systems measurement and reporting of production 
costs, employee productivity, resource utilization, and quality assess- 
ment. 

4. Capture more complete administrative and financial data allowing 
managers to identify, track, and cost each event involved in producing 
and processing clinical information. Control of variable costs will also be 
forthcoming, thereby enhancing system use where marginal costs are fa- 
vorable. 

5. Accommodate technological developments in computer hardware, 
communications, operating systems, and software development in areas 
such as expert clinical decision systems. 

6. Foster scientific research, through comprehensive integration of the 
data, making its access and manipulation easy for data analysis. 

Application of this philosophy dictates that the integrated system allow 
for data collection in detail sufficient for providing the desired information. 
The system must define the specific activities of each procedure and track 
those activities to enable full exploitation of each of their attributes to 
include the “who, what, where, and when” of each event. This detail 
enables the pathologist to exercise rational, insightful control over labo- 
ratory operations. 

From the parochial view of pathology, the schema in Fig. 1 depicts a 
working concept of a comprehensive healthcare architecture, aspects of 
which are currently being implemented at the New Jersey Medical School 
and University Hospital of the University of Medicine and Dentistry of 
New Jersey (UMDNJ). It is organized on three levels: (1) who can access 
the system and from where; (2) which clinical information systems are 
available or planned for a university system, along with their communi- 
cations schemata, and the available specialized software packages which 
enhance the system; and ( 3 )  examples of management and advanced in- 
formation systems which enhance the value of integrated data where the 
composite information far exceeds the collective value of the separate 
components. 

The basis of the system is software. In this article, software functionality 
will be stressed from the vantage point of how laboratory personnel, daily 
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FIG. I .  A compi-chensive, integrated hospital computer architecture, partially in place 
at UMDNJ, as viewed from the perspective of the pathology department. 
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operations, and end-users are affected; technical and hardware aspects 
hidden from the user will be generally ignored. 

2. Ease of Use 

No system is trivial to use. Several features, though, greatly enhance 
its usability. 

2.1. MENUS 

Menus are a formatted listing of programmatic applications available 
to the user. Menus, which contain multiple levels of submenus, are a great 
boon to both the novice and the experienced user. To the novice, the 
menus act as a guide to navigate through the many options of the system. 
Menus markedly shorten the training time for a beginning user (e.g., tech- 
nician, secretary, or pathologist) to become proficient. For advanced users, 
menus can act as a major aid in performing difficult tasks, especially those 
performed before, but with such infrequency that they have been mostly 
forgotten. Menus reduce the need for consulting reference books. Menus, 
thus, are a tool to make available the computer programs invisible to the 
user. As such, they make no bearing on the intrinsic worth of the computer 
programs to be run. 

2 . 2 .  FORMATTED SCREENS 

Formatted screens, which combine graphics and text, enhance efficiency 
of entry data. Each screen should be designed to facilitate data entry by 
using fields which are clearly labeled and logically arranged on the screen. 
Efficiency and accuracy are key goals. Sensitivity to the clinical concept 
and the user’s qualifications and intentions is important; parsimony of 
visual presentation and cognitive aspects of “ease-of-use’’ are closely re- 
lated. As a by-product, screens can solicit entry of data that are desirable, 
but would otherwise likely be forgotten, and which might be difficult to 
obtain at other times. 

2.3.  BRANCHING 

Branching is the direct access to other on-line functions without re- 
turning to a menu. Users should be able to “branch” from one transaction 
to any other, without menu intervention and without losing the original 
process in progress. 
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Most systems permit only one function to be accessed a t  any one time. 
With branching, the user is able to suspend operations in one function, 
move to a second or third function, and, after its completion, return to 
an earlier function and continue where the former was interrupted. For 
example, if a markedly abnormal lab value is being entered, the user can 
suspend the operation, call forth other data on the patient to determine 
its medical significance, and then return to the first operation at  the point 
of interruption, rather than starting the entire first function anew. If a 
telephone inquiry is received, the user can suspend the current transaction, 
investigate, and respond to the inquiry and then return to the first trans- 
action. 

Branching affords the experienced user flexibility to break out of the 
normal controlled information flow and bypass menus without sacrificing 
work already performed on the transaction in progress, without sacrificing 
productivity by manually transcribing data, and without sacrificing se- 
curity. Functionally, branching improves accuracy by electronically 
transferring the necessary information, eliminating the possibility of error 
that exists when the information is reentered by the user. 

2.4. HELP FUNCTIONS (WRITTEN AND ON-LINE) 

Vendors design systems and programmers write the software. All too 
often, neither document the system, reducing its utility and thus its power. 
Written documentation should be constantly updated in three regards: (1) 
an in-depth system manager’s guide, (2) user’s guide in English, and (3) 
a pocket book of useful commands. 

Newer systems incorporate on-line help functions of several types. On- 
line help functions, at the most detailed level, should list all relevant re- 
sponses to the question being asked on the screen. For example, help to 
‘Lsex” might be “F” for female, “M” for male, and “U”  for unknown. 
A second level of on-line help is more generic in scope and provides in- 
formation about the screen as a whole, such as what is known as a Levy- 
Jennings plot in quality control. Further, on-line interactive training mod- 
ules guide, and thereby teach, the novice user how to use the system in 
a step-by-step fashion. 

3. Hidden Enhancements to Functionality 

3.1. ACCESS 

In older systems, certain functions were often accessible only through 
specific terminals, thus making the physical location of hardware a primary 
determinant of access. In newer systems, any terminal, regardless of lo- 
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cation, is in principle capable of performing any function. The keys to 
functionality are the software and the levels of authority given to any 
particular user/administrator (see Section 4). Where control of capabilities 
by physical location is important, e.g., remote inquiry-only terminals, the 
software can so limit the terminal to such desired limits. 

3 .2 .  AUDIT TRAILS 

Audit trails of all transactions are important to determine who added/ 
altered/deleted data items and when. For example, the system should cap- 
ture the identification of the employee who alters a result after it was 
initially entered, register the date and time of the correction, and identify 
the function(s) used to effect the change. 

3 .3 .  REDUCTION OF UNPRODUCTIVE EFFORTS 

Manual systems are inherently decentralized. Each work station op- 
erates in a more or less independent manner with little or no communi- 
cation beyond itself. It must have detailed logs at any given time so as 
to be able to function. In a centralized system, the computer is likened 
to the hub of a wheel, with all work stations at the periphery of the spoke, 
but nonetheless always integrally in touch with each other. Many functions 
essential in a manual system become redundant and can be eliminated. 
Many unproductive (so called “scut”) tasks can be abridged, freeing up 
time for more productive effects. Each person who works on the system 
must add value. Each area must add a unique bit of useful data. Never 
should the addition of data duplicate the work of others. 

4. Safeguards 

4.1. PATIENT SECURITY 

Security of data is the most difficult area in today’s laboratory systems, 
both in terms of access to the system and the ability to allow only au- 
thorized persons who have a need to see data. 

The most basic of security measures is the use of passwords. A password 
known only to the user is, and will likely remain, the first and main level 
of security. The user name associated with the password, which should 
be unique for each user, resides in a table that identifies that user’s levels 
of authorization. 

In the past, a second common form of security was the physical limi- 
tation of access to terminals hard-wired into the computer. With the pres- 
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ence today of inexpensive modems, with a 2400-baud rate of transmission 
being already common and 9600 baud being introduced, it is fully expected 
that any telephone line from any area in the country will represent a po- 
tential user. To thwart access by “hackers,” which has been publicized 
in the media, some systems use a secondary password which changes 
weekly. As the password is specific to the system rather than the user, 
the authorized users must be given the new password weekly or must 
know how to calculate the new password. 

Given the highly sensitive data in a medical data base, it is likely that 
extra degrees of security will be needed to ensure integrity. For example, 
once the user has successfully identified himself by both primary and sec- 
ondary passwords, the system might ask the user to hang up, and the 
computer will then dial the user’s telephone number (from a prestored 
approved list of numbers) to achieve a valid connection. 

4.2. PREVENTION OF ACCESS TO UNAUTHORIZED DATA 

All users are not equal. Even though an individual may be authorized 
to use the laboratory computer, he may not be authorized to have access 
to all lab modules. Conceptually, today’s systems must be able to segregate 
patients into groups of general patients, hospital employees, VIP patients, 
and, in some cases, special contract groups (e.g., data for research groups 
of patients not connected with the hospital, residing in the lab computer). 
Employees of the healthcare system must be stratified in their level of 
security, to permit access only to the classes of patients to which they 
are authorized. 

An example of a test result requiring strict confidentiality is the test 
which detects antibody to the AIDS virus. At a data field level, the system 
must have the capacity to distinguish who should have access. The lab- 
oratory technologist who runs the HIV test must have the ability to work 
with the data, even though she may have limited privileges in any other 
lab area. Conversely, other workers, regardless of their privileges in other 
areas, must have no access to the results of AIDS data (lack of security 
clearance). Security must be such that the inquiring physician must have 
access to the AIDS data on his own patient, but to no other patient. Sim- 
ilarly, the hospital nursing coordinator or resident rotating on the floor 
must have access to data at the appropriate time. This requires that systems 
should have sophisticated and flexible security systems, such that, e.g., 
the system knows each resident’s service and on-call schedules. 

Rules issued by the Department of Health for the State of New Jersey 
allow results of HIV tests to appear on the patient charts. The slips may 
contain the HIV results and the patient’s name and unit number. Thus, 
the computer system should print cumulative summaries for all patients 
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on a daily basis. Yet, at the same time, the computer security system 
should not present on a video screen the HIV results or even the fact that 
a HIV test had been ordered if the person inquiring has inappropriate 
authorization. 

4.3. CHECK-DIGIT 

An important, albeit infrequent, occurrence in computer systems is for 
data to be erroneously entered and summoned from the wrong patient’s 
file. For example, if a patient’s hospital unit number is accessed, but two 
digits are reversed, the wrong patient’s file will have been entered. Al- 
though the person entering the data is expected to read the name of the 
patient on the terminal screen, this does not always happen. 

To help prevent such accidents, the concept of a check-digit was de- 
vised. The check-digit is a single terminal digit added to the main number, 
e.g., hospital unit number, which is calculated from the main number. 
The terminal digit detects transpositions or substitutions of digits. Upon 
detection, the computer notifies the user than an invalid number was en- 
tered and inhibits further transactions until a valid number is provided. 
Table 1 details the calculation methodology and the practical import of 
such a computer-generated check-digit. 

TABLE 1 
CALCULATION OF COMPUTER-GENERATED CHECK-DIGIT 

Purpose: Method to detect erroneous transposition or substitution of digits in a unit 
number or pathology accession number. In the case of a hospital unit number, at the 
time the number is first assigned, the computer assigns also the check-digit, e.g., 
09832149, where 0983214 is the base number and 9 is the check-digit. 

Multiply first digit by I 0 x l =  0 
Multiply second digit by 2 9 ~ 2 = 1 8  
Multiply third digit by 1 8 x 1 =  8 
Multiply fourth digit by 2 3 ~ 2 =  6 
Multiply fifth digit by I 2 x 1 =  2 
Multiply sixth digit by 2 1 x 2 =  2 
Multiply seventh digit by 1 4 x 1 = 4 

40 

Add results (40). divide result by 10 (quotient = 4, remainder = 0). subtract the 

Note: Each time the unit number is entered into the computer, it calculates a check-digit 

remainder from 9, and the result n becomes the check-digit (9 - 0 = 9). 

which is constant for any given sequence of numbers. When, for example, the 
secretary errs and inquires about 09823149 instead of 09832149, the computer 
calculates the check-digit “0” for the former, notes the discrepancy with the check 
digit “9” entered by the secretary, and immediately rejects the entry as invalid. 
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5. Enhancements for the User 

5.1. ELECTRONIC MAIL 

Electronic mail is a feature enabling all clinical laboratory personnel to 
communicate with one another. Whether management or staff, an indi- 
vidual can send a message to another individual, a section, an entire de- 
partment, or to selected individuals based on subject material. Since the 
message does not depend upon availability of transcriptionists or distri- 
bution of memos, the communication is both timely and direct. If the 
anticipated recipient is not using the machine at the time the message is 
sent, the message will be announced when the recipient next signs onto 
the system. Within the near future, it is anticipated that lab systems will 
use electronic mail increasingly as a mailbox function to notify physicians 
of abnormal lab results. Thus, electronic mail will become an alarm and 
early warning system. Hard-copy notification should follow. 

6. Common Core Functions to All Lab Modules 

6.1. PATIENT REGISTRATION 

Patient registration (admission/discharge/transfer, ADT) introduces the 
patient to the lab system. Increasingly, direct interfaces are joining the 
hospital computer and lab systems, which allow real-time admissions, 
transfers, updates, and dismissals to be sent immediately from the hospital 
information system to the lab systems. Some interfaces transmit ADT 
information from the lab system to update the hospital information system 
(HIS). Full validation of information should be completed within seconds. 
If the HIS fails during a transaction, the lab system should recognize an 
incomplete record was sent. Once the HIS returns on-line, the lab system 
should be able to retransmit the record. 

Demographic and insurance data should be comprehensive. In addition 
to expected basics (name, unit number, etc.), the system should record 
maiden name, patient type (inpatient, outpatient, etc.), birth date and 
conception date for newborns, height, weight, admitting and consulting 
physicians, location (room and bed), diagnosis, and admission date. 

When an inexperienced person accessions a specimen, such as a resident 
on night call performing a frozen section, it is wise for the system to restrict 
registration to a minimum of data, e.g., patient name and unit number, 
and then have the system queue that record for more complete entry the 
next workday by an experienced worker. 
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In many institutions patients must be admitted to the hospital on an 
emergency basis before proper identity can be ascertained, such as in 
cases of auto accidents and stabbings. The system should allow registra- 
tions of “John Doe” patients, with temporary names and numbers, to be 
corrected at a later time. Once the correct information has been entered, 
the system should readjust reference values, e.g., normal and critical 
ranges appropriate to the patient’s age, sex, etc. 

6.2. ORDER ENTRY 

Order entry is a key function in any system since it is one of the most 
effective methods to save cost and labor without sacrifice of quality. With 
HIS interfaces, requests can be entered through any HIS terminal, allowing 
doctors, nurses, and patient floor unit clerks to enter precedures from all 
hospital locations, and simultaneously verifying that the test ordered was 
in fact the test desired. 

In some systems procedures can be ordered as individual tests (e.g., 
glucose, BUN, hemoglobin), as group tests (collections of detailed pro- 
cedures, e.g., CBC, chemistry panel), as super groups (collection of group 
as well as individual tests, e.g., prenatal screen consisting of CBC, ABO 
typing, and rubella screen), as interval tests (multiple specimens drawn 
at specified intervals, e.g., glucose tolerance), and as prompted data (pre- 
defined additional information needed at order entry (e.g, total volume, 
duration of collection). It is useful if multiple ordering priorities are sup- 
ported, such that terminolgy (STAT, routine, early AM, etc.) can be de- 
fined, each with unique processing criteria. The collection priority and 
reporting priority should be independent of each other and should, re- 
spectively, indicate how soon the specimen must be processed and the 
results reported. For example, the sample for LDH isoenzyme may need 
to be collected as a STAT procedure, so as to catch enzyme changes at 
a particular moment, but can be performed and reported in a routine man- 
ner. In such cases the system should indicate the LDH isoenzymes are 
available for STAT collection priorities. 

Flexibility in procedure ordering enhances the utility of order entry. 
Orders should be validated as entered. The system should automatically 
include the procedure on the appropriate collection list, based upon pa- 
rameters such as collection date and time, collection priority, and patient 
location, which were entered in advance. An important aspect of order 
entry is for the system to identify duplicate procedures ordered within a 
specified time interval defined for each procedure, e.g., 24 h, and display 
a warning message. Newer systems allow for automatic rejection of du- 
plicate tests, unless overwritten by the ordering physician. Procedures 
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should be able to be scheduled at least a month in advance. During a user- 
specified period, additional orders should be allowed as “add-ons” to 
existing orders. The additional procedures should be assigned the identical 
accession number of the original procedure request. 

6.3. PATIENT INQUIRY 

On-line inquiry permits quick access to information. Most systems per- 
mit inquiry by medical record number or name. More advanced systems 
increasingly permit inquiry by parts of last name and first name, nursing 
station, room and bed, service (e.g., pediatrics, oncology, emergency), 
and doctor name. A useful function of inquiry is the capability to carry 
information (e.g., patient registration, order entry) accessed in inquiries 
over to other functions easily, by a stroke of a single key. 

7. General Chemistry Functions 

Given the intended audience of this article-persons interested in clinical 
chernistry-advances in medical computing will be limited to this general 
discipline. Where pertinent, selected advances in other laboratory modules 
will also be addressed. 

7 .  I .  SPECIMEN ACCESSIONING 

The specimen accession number can play an important role in graphic 
display of data and in the use of expert systems. Coupling the accession 
number with the use of a calendar or Julian date not only speeds accession, 
but facilitates data presentation. Time of day, treatment protocols, and 
significant clinical events can be integrated into data analysis. 

7 . 2 .  LABEL GENERATION 

Labels, generally considered a mundane aspect of computing, can 
markedly reduce clerical error and effort, particularly when they have bar 
codes. Labels should be generated automatically as part of the order entry 
process, either immediately or held for a collection list for each priority. 
For highlighting special collections, such as STAT, designated printers 
can produce color-coded labels. Dependent upon the label size employed, 
much useful data, in addition to demographic data, can be printed, e.g., 
workcenter, priority, isolation code, collection datehime, collection tube 
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type, volume, and doctor. Recent advances indicate bar coding will be- 
come much more frequent in the near future. By providing extra checks 
for patient identity at various steps throughout the processing system, 
errors should further decrease. 

7.3. SPECIMEN COLLECTION 

Specimen collection can be time consuming and inefficient. A major 
benefit of computers is assistance in organizing laboratory orders for the 
eficient dispatching and laboratory-defined routing of laboratory personnel 
for the collection of specimens. Each phlebotomist should be assigned 
unique collection lists, which can be modified at any time. In some cases, 
laboratory-defined parameters will determine when specimens, e.g., urine 
and sputum, are to be collected by nursing personnel. Specimen volumes 
and the number and types of containers required for each draw should 
be automatically calculated. The system should assess the parameters 
whenever a test is ordered and “net” specimens together based on col- 
lection class, specimen type, container type, volume required, and special 
handling instructions. Commonly, the system will detect, for example, 
that three tests, each requiring a 10-ml specimen when collected singly 
(30 ml total), might require only 15 ml when collected together. Special 
handling and/or preparation instructions can be defined at the test level 
so that special instructions appear on the collection list any time a test is 
ordered. Appropriate labels, and reports which accompany each label to 
indicate the required container type, infectious hazard, or other partinent 
information, should also be produced. 

After a specimen has been received, verification of the receipt should 
be performed quickly and the receipt time automatically recorded. If a 
collection is entered as “missed,” the system should require a reason 
why the collection was missed along with the technologist’s name and 
identification number. Thus, an audit trail is established to ensure that a 
specimen is collected and delivered to the laboratory. Missed collections 
should be continuously tracked. Specimens that are missed should continue 
to appear on a Collection Pending Report and the Pending Test Report 
until results are entered or the test is cancelled. Cancelled tests should 
require a comment indicating reason for cancellation so that uncollected 
specimens cannot simply “disappear” from the system without qualifi- 
cation. 

By manipulating various aspects of the audit trail data, the status of an 
order can be easily monitored in entirety throughout its natural transaction 
cycle. Statuses provided at each step of the process include the following 
examples: 
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~ ~ 

Order Collection Location Result 

Ordered Pending STAT lab Pending 
Drawn Dispatched Remote Performed 
In-process Drawn In-transit Verified 

In-lab New result Complete - 
Cancelled Missed - Cancelled 

For those labs with physically remote collection or testing centers, 
specimens can be tracked from remote sites via packing lists and courier 
status monitoring screens. 

With the recent introduction of reliable and economical bar-coding 
hardware in general industry, bar-coded specimen-tracking systems are 
becoming available. A bar-coded specimen number on each collection label 
tracks the times and appropriate identification at the time of draw and at 
each receiving location. This information is quickly captured and used to 
distribute the specimens to the appropriate laboratory section as well as 
to an aliquotting area. Recently, the Health Care Industry Bar-Code 
Council (HIBCC) has proposed a single bar-code symbology, code 39, as 
the standard. 

7.4. WORKLIST LOADLIST GENERATION 

Worklistlloadlist generation typically is both cumbersome and a resource 
hog. New systems now have the capacity to automatically assign the ap- 
propriate workstation based upon priority, day of the week, time of day, 
patient age, and method of test request, i.e., ordered singularly or as part 
of a profile. Parameters set at the test level assign accessions to the work- 
station that is the desired location for testing. Such a rapid, efficient ap- 
proach of automatically assigning tests to the appropriate testing site also 
helps build a virtually paperless environment, eliminating the need for 
manual worksheets. 

A system that logically reflects a laboratory’s policies and procedures 
applies numerous laboratory-defined system parameters, such as times of 
day and days of week each instrument is available, and what ordering 
priorities should or should not be performed on each instrument. Using 
such parameters, the system literally recreates the pathologists’ thought 
processes each time a test is received by assigning the tests to work- 
benches, automated instruments, and reference laboratories. Systems be- 
come even more “paperless” when each workbench has on-line access 
to the worklists for which it is responsible, thus eliminating the need to 
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generate hard-copy reports of worklists, which eliminates transcription 
errors or misplaced tests while assuring that laboratory personnel and 
instruments are fully utilized. 

7.5. RESULT ENTRY 

Entry of results can be dramatically shortened when each workstation 
is given a range of options as to the method most suitable for it. Common 
methods include batch test entry, single accession entry, single test entry, 
profile test entry (i.e., urine analysis, CSF analysis), interval test entry 
(the technologist uses the keyboard in place of the cell counter), and spe- 
cialized instrument interface entry. Formatted screens with preformed 
rules speed result entry by a number of methods, such as automatically 
displaying the first test’s accession number according to priority, filling 
in the associated demographic data, and inserting any required decimal 
points automatically based upon the institution’s predefined format for 
each result. 

In general, all results should require verification with identification before 
becoming available to inquiries external to the lab or for patient reports. 
Verification can be performed either at result entry or as a separate func- 
tion. Results can be verified by single specimen or, if so desired, by entire 
worksheetAoadlists at one time. All verified results should be immediately 
released for reporting. Calculation, error checking, flagging of abnormal 
results, and comparison of abnormal against normal results should be pro- 
vided. Systems should distinguish between when a test has been “per- 
formed” (results maintained in the system, but not released outside of 
the laboratory) and “verified” (results available outside the laboratory). 

Automated result entry should be technologist controlled. Interface 
abilities should include monitoring of the automated instruments, pro- 
cessing the raw data, and performing on-line error and quality control 
checking. Operators should have the ability to start and stop data acqui- 
sition, restart and repeat, disable and enable channels, synchronize in- 
strument and computer, add samples during instrument operation, correct 
or void results, capture calculated test results for diluted specimens, verify 
results and release them for reporting, handle results that exceed the in- 
strument’s linearity, accept diluted samples,and accept otherwise altered 
samples. 

Delta checks, which are quantifications of percentage variance or ab- 
solute variance of two consecutive testing values, should be automatically 
performed on-line by the system on all tests as specified by the user. The 
test result with the drawn datehime immediately preceding the result cur- 
rently entered is used to compute the delta value. 
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7.6. BY -PRODUCTS 

A common shortcoming in many systems is the inability of the pa- 
thologist to obtain scientific and management reports without additional 
insertion of information into the computer’s data base. A useful philosophy 
in system design and for the prospective purchaser evaluating systems is 
to find every datum element used in an integrated, generalized fashion 
for multiple subsequent purposes such that a new report or analysis re- 
quires only computer effort, not the pathologist’s effort. Such a system 
greatly enhances the pathologist’s productivity by reducing the effort to 
attain the product needed. Table 2 lists several types of reportdmanage- 

TABLE 2 
MANAGEMENT REFQRTS 

Delivery of service 
Turnaround times 
Phlebotomy audit summary 
STAT phlebotomy response time 

Test utilization monitors 
Policy compliance audit 
Section supervisor and pathologist review reports 
Result exemption 

CAP workload recording productivity monitor 
Employee productivity reporting 

Test cost analysis 
Contribution reporting 

Quality assurance 

Productivity 

Financial 

Test volumes 
Laboratory volume 
Laboratory revenuekost report 
Sendout analysis 
Testing site volume 
Instrument utilization 

Equipment and supplies 
Preventive maintenance schedules 
Materials management 

Continuing education records 
Employee scheduling 
Employee time and attendance records 

Employee 
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ment tools typically needed for most hospital labs. By-products are further 
discussed in Section 9.2. 

7.7. QUALITY CONTROL 

Quality control is the assurance of conformity of clinical laboratory 
activities to established specifications by systematic observation and reg- 
ulation of starting materials, workmanship, environmental factors, and 
other influences. This activity has become paramount in the era of mush- 
rooming technological growth. Increasingly, there is scrutiny from all 
sides-patients, courts, and government regulators. In contrast to the 
concept of quality assurance (which is less process oriented and more 
directed toward outcome, encompassing more global issues of appropri- 
ateness of test use), quality control refers to the periodic, systematic sur- 
veillance of people, instruments, methods, and reagents. 

Each laboratory generally defines its own unique set of rules for quality 
control, which apply for each test and every testing sitehnstrument . This 
includes definitions of means and standard deviations of controls, rules 
for the percentage deviation, and parameters against which a result is 
validated. Manufacturers’ values, current period, prior period, and 
inception-to-date values are included. 

Quality control specimens should be processed in a manner similar to 
specimens from patients. Automatic scheduling of control tests should be 
available for both automated instruments and manual testing sites. Controls 
are usually run multiple times each day for each test. In many cases mul- 
tiple specimens are included in each run or batch, producing an avalanche 
of data. Control results should be included on all pending reports, audit 
trails, worksheets, and loadlists. Some systems have statistical reports 
by testing site and include all test results, dates, and times, at user-definable 
intervals (shift, day, week, month, and year). 

Corrective action must be taken when a control is out of range. The 
laboratory information system (LIS) systems should provide options which 
permit each institution, when an out-of-range control is entered at the 
CRT of via an interfaced instrument, to continue normal processing or to 
prevent patient result entry until controls are rerun or corrected. 

Levy-Jennings plots, based on laboratory-defined criteria, indicate 
multiple data points with identical values. LIS systems should permit them 
to be printed on demand or during the course of daily operations, for all 
lab sections or selected lab sections, and for all tests or selected tests. 
The plots should include information on report period, laboratory section, 
instrument identification, all shifts, shift 1 period, test name, test number, 
level, corrective action, date and time, technologist and control identifi- 
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cation, expected range, number of range, mean, standard deviation, and 
result. CRT terminal presentations of such plots are also valuable. 

7.8. WORKLOAD REPORTING 

Workload reporting (usually by the College of American Pathologist 
methodology) is a proved management tool for pathology in that its norms 
are based on nationwide experience. The workload reporting system, 
which allows interlaboratory comparison, and to some degree year to year 
intralaboratory comparison, is continuously revised to incorporate both 
new tests and old tests using newer automated machinery. In a fully com- 
puterized system, workload is automatically captured for all procedures, 
including phlebotomies by codes that can be defined according to CAP 
or laboratory-defined guidelines. Today’s computer systems should allow 
assignment of workload units by instrumentation or methodology, where 
each testing site can have different workload units assigned, based on 
instrumentation, methodology, etc. Many tests can be performed by mul- 
tiple methods (i.e., automated on a multichannel instrument and for backup 
on a single-channel instrument), and at more than one location during the 
day. Today’s systems should capture these differences. In addition, LIS 
systems should capture workload assigned to each testing site, and, based 
on the nature of each testing site, a third component, handling units, should 
be incorporated into either the venipuncture units or the testing units, or 
both. 

Workload reports should be computer generated (Table 3). The timing 
of workload reports should be user specified, but these generally occur 
daily, weekly, monthly, or yearly. Common workload reports include 
workload by time period; workload by procedure; workload by shift; 
number of each procedure per shift; list of procedures by instrument; raw 
counts year to date; workload units year to date; workload by section, 
by month, and year to date; and over time. Other useful comparisons 
include year to date: raw counts with previous year, workload units with 
previous year, workload by section with previous year, and workload by 
technician with prior year. 

7.9. INSTRUMENT INTERFACES 

Automated instruments are more common in clinical chemistry than in 
any other area of laboratory medicine. Direct interfaces to high-volume 
instruments achieve marked savings, especially substantial in the area of 
laboratory personnel. Instrument interface programs have the capacity to 
process raw data and to perform on-line error and quality control checking. 
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Results collected by the system should be displayed on a screen for ver- 
ification. Additional functions in some systems include the ability to start 
and stop data acquisition, restart and repeat, disable and enable channels, 
synchronize instrument and computer, add samples while the instrument 
is operating, correct or void results, calculate test results for diluted spec- 
imens, verify results and release them for reporting, handle off-the-chart 
specimens, accept diluted samples, accept otherwise altered samples, and 
record and flag repeated tests for management and workload statistics 
while not adding additional charges to the patient’s bill. 

Some operating systems perform parity checking and the software per- 
forms check-sum routines. Further checking should also be done by the 
laboratory system against normal values and previous patient results. This 
has the clear advantage of quickly alerting the pathologist that the clinical 
status of the patient has begun a possible life-threatening change. Error 
messages are posted to the system log during periods of communication 
failure and a list is maintained of specimens for which results have already 
been processed. 

8. Data Presentation and Retrieval 

This thesis of this article, that a paucity of information often exists in 
the midst of a flood of data, is nowhere better exemplified than in reports 
of today’s laboratory information systems. How often does the clinician 
miss the critical abnormal value in a sheet painted with hundreds of data 
items? How often are data inaccessible because they have been purged 
from the system after a short interval of time, or, if retained longer, have 
been buried with all other data collected during the same period? Finally, 
how often does the clinician, even with today’s computer systems, still 
have to graph out serial data collected over a patient’s hospital stay to 
make sense of trends, especially in relation to some triggering or thera- 
peutic event? Various aspects of charting are discussed below. 

8. I .  PATIENT CHARTING 

Charting is a complex procedure that has an important impact on patient 
care. Today, it is the major mechanism by which computers help organize 
data into useful information. Some systems have the ability to produce 
patient charts at multiple levels: encounter, order, or accession. The en- 
counter level generates a report which shows all results accumulated on 
a patient. The order level facilitates outpatient result reporting. The 
accession level supports “case-type” reporting. 

Since results (charting) are continually reported during a patient’s hos- 
pital course, it is useful to determine data to be included. Types of data 



TABLE 3 
WORKLOAD REPORT 

Report number: LR-WLR- 
Period: 
Section: 300 Chemistry 
Workcenter: 00200 Special 

07 Jan 86 to 07 Jan 86 

Procedure Raw counts 

In- Out- 
Site Name Units CAP number patient patient Total 

220 ACA/Abbott/bili/manual 5.0 82250.000 5 0 5 
Bili neont 2.5* 82249.034 I 0 I 
Bili dirct 2.5* 83690.034 0 I 1 

N Lipase 2.5* 84 103.034 1 I 2 
% Phosphorus 2.5* 84465.034 I 1 2 

SGRPJALT 2.5* 84720.034 1 1 2 
PC estrase 2.5* 83735.034 1 0 I 
Magnesium .o 0.000 6 0 6 
CSF anal 5.5* 0.012 1 0 I 
CSF prot 

Patient total 17 4 21 

Bili neont 
Lipase 
Phosphorus 
SGPT/ALT 
PC estrase 
Magnesium 
CSF prot 

5.0 82250.000 2 0 2 
2.5* 83690.034 0 1 1 
2.5* 84105.034 1 0 1 
2 . S  84465.034 1 0 I 
2.5* 84720.034 0 I I 
2.5* 83735.034 I 0 I 
5.5* 0.012 LO 0 10 

Repeat total 15 2 17 

Time: 19:36:41 
Prepared: 08 Jan 86 
Page number: I 

Workload units 

Period Period 
I 2 Total 

25.0 
3.0 
3.0 
6.0 
6.0 
3.0 
3.0 
0.0 
6.5 

55.5 

10.0 
2.5 
2.5 
2.5 
2.5 
2.5 

55.0 

77.5 

0.0 
0.0 
0.0 
0.0 
0.0 
3.0 
0.0 
0.0 
0.0 

3.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 

25.0 
3.0 
3.0 
6.0 
6.0 
6.0 
3.0 

.o 
6.5 

58.5 

10.0 
2.5 
2.5 
2.5 
2.5 
2.5 

55.0 

77.5 



Bili neont 
Bili dirct 
Lipase 
Phosphorus 
SGPT/ALT 
PC estrase 
Magnesium 
CSF prot 

QC control total 

5.0 
2.5* 
2.5* 
2.5* 
2.5* 
2.5* 
2.5* 
5.5* 

82250.000 
82249.034 
83690.034 
84105.034 
84465.034 
84720.034 
83735.034 

0.012 

9 
1 
0 
1 
1 
1 
1 
3 

17 

9 
1 
1 
I 
1 
2 
1 
3 

19 

30.0 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 

16.5 

61.5 

15.0 
0.0 
0.0 
0.0 
0.0 
2.5 
0.0 
0.0 

17.5 

45.0 
2.5 
2.5 
2.5 
2.5 
5.0 
2.5 

16.5 

79.0 

Bili neont 5.0 82250.000 2 0 2 10.0 0.0 10.0 
CSF prot 5.5* 0.012 6 0 6 33.0 0.0 33.0 

QC standard total 8 0 8 43.0 0.0 43.0 

Testing site total 57 8 65 237.5 20.5 258.0 
Workcenter total 57 8 65 237.5 20.5 258.0 

N m 
W 
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include cumulative to date (all work during current admission), cumulative 
since a specified date, interim since last chart (only new results not pre- 
viously reported), and interim since last cumulative (all results since last 
cumulative report. 

Once a patient has left the hospital, several reports can be produced. 
A “discharge chart” is an ad hoc chart which can be produced if results 
are entered after the patient is discharged and before the final chart is 
produced. This report is intended to be temporary and for the convenience 
of the clinician. A “final chart” is typically a cumulative listing produced 
for physicians and the medical records department and is produced au- 
tomatically a user-defined number of days following the patient’s dis- 
charge. Not all lab orders are completed at the time the final report is 
produced, and therefore “addendum charts” are generated if results are 
entered or corrected after the final chart has been produced. 

Chart distribution is an important aspect of information flow. Given 
governmental impacts such as DRG’s, where costs associated with delays 
in information flow are borne entirely by the hospital, speed is essential 
and it becomes desirable to route the same report or tailored reports to 
multiple places simultaneously, e.g., to the patient floor and to the private 
physician. Given advances in equipment, such as high-speed lasers (print- 
ing 40 pagedmin), it is also now feasible to eliminate forms with multiple 
carbons and instead print original copies in the appropriate distribution 
queues. Such an approach saves on the purchase of mechanical bursters 
and on secretaries who must collate individual copies into distribution 
routes, and permits documents with elaborate header information on the 
first sheet but minimal header information on the second and subsequent 
sheets. The following list is a typical chart distribution route for today’s 
medical center: 

Hospital patient 
copy 1: 

copy 2: 

copy 3: 

copy 4: 
copy 5:  

Nursing station, further sorted by room and bed 
If discharged 
Clinic, then patient name or medical record number 
For emergency room, final copy + Medical Records 
Physician (alphabetical) 
(Print only abnormal and pending values) 
Consultant physician and/or responsible resident (alphabetical) 
(Print only abnormal and pending values) 
Medical service type (for quality control ofticer) 
Special-interest group (pertinent data to Tumor Registry, Infection Control, 
etc.) 

by medical record number (send to Medical Records) 

Referred lab work (by physician) 
Copy 1 : To physician (alphabetical), then patient name (alphabetical) 
Copy 2: If patient has medical record number, then to Medical Records 
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8.2. EMERGENCY (STAT) PRINTING 

With today’s capabilities of an extended computer network (LIS con- 
nected to the hospital floors directly or via HIS systems), it is becoming 
feasible to print all STAT reports and all critical values directly on patient 
floors/nursing stations. Such “expedited” reports, which can be auto- 
matically printed at a designated printer location or, ideally, at multiple 
locations, are sent based on hospital location (e.g., emergency room, op- 
erating room, intensive care units), ordering and/or processing priority 
(STAT), critical results (life threatening), or manual selection by the tech- 
nologist, pathologist, or laboratory clerk. 

8.3. QUALITY OF CHART PRESENTATION 

The presentation of data on the chart is enhanced substantially by the 
layout of the data and by background features which help highlight ab- 
normal data. For the ease of physician use, it is important that all data 
be presented in logical sections and that any given procedure be reported 
in as many sections as needed for logical interpretation (“chart sections”). 
Grouping of tests into logical systedorgan orientations aids the user in 
detennining the type of abnormality present. In some instances, the results 
may even be duplicative, e.g., portions of the CSF analysis consist of 
tests unrelated to the lab section where many of the multiple-component 
tests are performed. Such a grouping allows tests that are performed in 
multiple areas of the lab to be reported together to enhance interpretation 
by the physician. Broader examples of logical groupings which enhance 
the physician’s ability to amalgamate scattered data into useful information 
(and thereby save unnecessary extra orders of new tests) include im- 
munology, hematology, liver profiles, transfusion, and cross-match sum- 
mary. Good grouping can also subliminally help orient the physician as 
to which test must next be ordered. 

In our system, the data can be printed horizontally or vertically, with 
a theoretical maximum exceeding the number of lines and columns that 
can physically be comprehended per page. Other printing choices include 
inclusion or exclusion of day of week and day of stay, printing abnormal 
results in boldface type, use of underlining or color (if the device supports 
color), listing pending orders, determining the best location of result qual- 
ifiers (e.g., footnotes, interpretive data, interpretations, or reference lab 
explanation and whether they should be in the body of the report, after 
the results section, at end of page, at end of section, or at end of report), 
and beginning with newest versus oldest results and specification of the 
maximum number of results to be included in any given page. 

Organization of the demographic features, which generally are user de- 
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fined for each hospital, enhances the ability of the medical staff to use 
productively the lab results. For example, page headers and footers can 
be designed to highlight the patient’s name and medical record number, 
nursing station and roomibed, admitting and consulting doctors, admitting 
diagnoses, height and weight, social security number and other demo- 
graphic data, birthdatehime, admission datehime, chart datehime, dis- 
charge datehime, and print location. The importance of these features in 
strengthening the report should not be underestimated. 

With the recent introduction of inexpensive laser printers, header and 
demographic materials, reference values, and organization lines can be 
produced in various tones and fonts so as to appropriately and insightfully 
highlight the lab data, aiding its assimilation. Lasers offer the ability for 
the system to highlight in different tones and size fonts values which are 
mildly abnormal, dynamically changing (beyond a delta threshold), or at 
such thresholds as to be considered critical or life threatening. 

8.4. LONG-TERM ON-LINE STORAGE: THE LAB’S MEDICAL ABSTRACT 

In some instances, the laboratory must retain, on-line, records of pro- 
cedures performed for a patient for many years after completion. Examples 
wherein such information is particularly useful include the blood bank, 
anatomical pathology, and, increasingly, certain chemical tests where there 
is long-term significance, e.g., HIV test results and hepatitis screening. 
To accommodate the need, some systems have developed a selective ar- 
chiving information system which provides an efficient solution to long- 
term on-line storage requirements. Laboratory medical abstract systems 
should not be confused with complete backup and archiving capabilities. 
The abstract system is economical on space utilization. If all test infor- 
mation were to be retained in active storage files, tremendous and wasteful 
disk capacity would otherwise be required. 

9. Management 

The spiraling costs of medicine, the substantial percentage (about 10%) 
of a hospital’s costs attributable to the laboratory, and the increased burden 
of regulatory agencies to which laboratories must respond have forced all 
laboratory staff to devote increasing time to managerial activities. The 
effort basically falls into three categories: ( I )  the thought process to decide 
what should be managed and how-a productive process; (2) the effort 
required to collect the data and organize them into information-generally 
a time-consuming and unproductive process; and (3) interpretation of the 
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information and action based upon the interpretations-a useful process. 
It is at step number 2 (data collection) and to some degree at step number 
3 (organization of data for interpretation-query systems) that today’s 
modern computer systems can reduce markedly “scut” time, returning 
that time to the manager for more productive thinking processes. 

9.1. MANAGEMENT TOOLS 

Marked advances in software packages for query of large data bases 
and for graphic display of such manipulations have become readily af- 
fordable and should be integrated in any modern laboratory system. Such 
query systems should, for example, in an automated fashion be able to 
extract thousands of pieces of data, organize them, and then present them 
in a simple pie chart, saving the pathologist the hours of time required to 
do the same by hand. All data bases in the system should be accessible 
for such ad hoc applications. The essential components of ad hoc reporting 
include data extraction, report writing, and personal computer (PC) in- 
terface. 

Ad hoc applications have witnessed much growth over the past few 
years. For some time we have used Datatrieve, a powerful query language. 
More recently, we have used the Cerner Command Language (CCL), a 
fourth-generation structured query language (SQL), and a relational data 
base language. SQL, a popular language used for data management in 
commerce, science, and industry, is an English-like language that is easy 
to use and efficiently searches and joins data base files. CCL enables non- 
data-processing personnel total access to archived and active data bases. 
Users may define report headings; time and date formats; center, right, 
and left justification; and padding, sorting, and selection criteria. Cus- 
tomized, ad hoc reports can be produced on-line, in printed format, or 
extracted to a file. This extracted information can be input into a standard 
generic report writer, spreadsheet, or statistical software package. 

Of conceptual import, some lab vendors have developed query systems 
which are too limiting and permit access only to specific fields with specific 
rules for application. A query system should afford total flexibility, al- 
lowing access to any field in the system, and should permit complete ma- 
nipulation of the field with a wide range of reporting methods. For example, 
through combinations of Boolean attributes tying together various data 
fields, the user should be able in English or with simple rules to ask for 
the following search: find all males between the ages of 15 and 30 yr with 
malignant tumors where at least three serial determinations were performed 
on a battery of tests for disseminated intravascular coagulation (e.g., PT, 
PTT, fibrinogen) and where a value changed greater than one standard 
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deviation, and report the results, giving values, calendar date, and Julian 
date organized alphabetically by patient name. 

As described earlier, assist (help) modes which use menus and prompts 
should be available. They help guide the inexperienced user in choosing 
information to extract from the data base. As each option is selected, the 
actual commands are displayed on the screen. In this way, the assist mode 
acts as a tutorial (again saving effort). As the novice user gains more ex- 
perience, commands may be executed without the assist mode. On-line 
help functions, user documentation, and editing are available to ease the 
transition. Eventually, the user may issue compound commands to save 
additional time in defining the collection of data. A wide range of powerful 
commands should be available to permit the pathologist to browse through 
displayed data, execute stored programs, and produce quick ad hoc queries 
with default headings and default print formats by referencing multiple 
tables at any one time. For purposes of security, the pathologist can assign 
special privileges to individuals or groups, and can define protection levels 
for data base tables and programs. 

Among new advances in today’s highly interconnected computer world, 
extracted files of information can be downloaded to a microcomputer for 
manipulation and/or analysis using third-party software products (e.g., 
with Lotus 1-2-3 or D B A S E ) .  

9.2. QUALITY ASSURANCE 

Unlike quality control, which assesses whether test performance was 
technically correct and produced the correct result, quality assurance as- 
sesses whether the test itself is medically useful and has helped the patient. 
A major function of a good computer system is that information fosters 
better care. The systems we have devised have stressed information output 
tailored to the needs of the pathologist/healthcare worker, which can have 
impacts in any of multiple ways. 

As an example, the following generic report formats were devised for 
surgical pathology, and simultaneously affect patient care, quality assur- 
ance, and research. A general module allows any pathologist to inform 
the computer at will of the type of cases he wishes to know of on a daily 
basis (Rl).  The listing of cases is individualized for each pathologist and 
is of cases encountered by the department during the previous day (Fig. 
2). In the example given, the pathologist desired knowledge each day of 
all malignant tumors (SNOMED morphology (M) field, first digit “8” or 
“9,” but fifth digit not “0”) of bone (SNOMED topography (T) field, first 
digit “1”). and any tumor, whether benign or malignant, of synovium 
(SNOMED morphology field, M904**), osteoid, cartilage, giant cell, mis- 
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FIG. 2. Example algorithm for a daily report listing cases of bone tumors of interest to 
the pathologist. Such a listing is useful for patient care, teaching, research, and quality 
assurance. [Reprinted with the permission of Robboy et al. (R1) and the American Journal 
of Clinical Pathology.] 

cellaneous rare lesions, or odontogenic lesions (SNOMED morphology 
field, M918**-M934**). Not uncommonly, the pathologist, because of his 
special knowledge of the field, would review the case, find something of 
immediate import, and communicate the finding to the patient’s doctor 
with a timeliness that affected patient care. Over time, such review of 
cases also helped to identify weaknesses in procedures, procedures that 
might be abandoned or revamped, or new procedures that needed to be 
added. Of utility, collection of cases identified daily often led in practice 
to endeavors in new areas of research. 

Integrating computer systems has also had the effect of producing useful 
information that heretofore has been nearly impossible to achieve. Linking 
radiology and pathology systems resulted in follow-up lists for the ra- 
diologist, informing him of the final pathology diagnosis rendered on any 
X-ray study he performed with during the past 3 months (Gl). Such listings 
become educational for the individual radiologist, because confirmation 
or denial of radiological diagnoses points to strengths or errors and hence 
aids learning. These listings become useful for teaching in general, since 
it becomes trivial to identify, for example, the spectrum of X-ray mani- 
festations of lung tumors when using such prepared lists. 

Finally, linkage of systems provides information about patient care. 
Linkage of pathology with an institution’s tumor registry permits rapid 
identification of new cases and follow-up on patients already in the registry. 
The fact that a patient has a pathology specimen, whether positive or 
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negative for cancer, nonetheless indicates the patient is alive, and hence 
provides valuable follow-up information for the tumor registry (see Fig. 
3). In the example given, the pathology department notifies the tumor 
registry of every patient if the patient location is a clinic associated with 
cancer patients (COXASU or MEDONC), if the pathology specimen is a 
malignant tumor (SNOMED morphology of tumor, but not benign tumor), 
or, finally, if the patient is already known to the tumor registry, regardless 
of the current findings (Fig. 3). 

9.3. HUMAN RESOURCE MANAGEMENT 

Managing human resources is a necessary and important function, but 
one that is often ignored. To manage 150 employees and keep track of all 
their functions in multiple areas throughout the laboratory requires sub- 
stantial effort. If done manually, the effort is often considered as unpro- 
ductive administrative overhead. Maintenance of an employee profile data 
base helps to streamline the centralization of pertinent data. Examples of 
data items needed include employee name, address, job classification, 
title, office phone extension, office mail address, employee identification 
number, social security number, residence phone number, emergency 
contact (name, phone number, relationship), birthdate, date of employ- 
ment, date of termination, employee status (part time, full time, etc.), 
section, shift assignment, salary, and security level. 

Such profiles save substantial effort every year in preparing credentialing 
statements for state government, for reporting types of manpower to the 

TMOR REGISTRY i-1s.r 7:06 PK 04/04/80 

UNIT NUflBER NAflE 
L ISTED F I R S T :  PATHOLOGY F I L E  NAflE 
L ISTEI I  SECOND: TUflOR REGISTRY F I L E  NCINE 

DEHOGRAF'HIC DATA: 
( S t *  IIENOTES EXCLUSIVE CONDITION E X I S T S )  
WSORDERING LOCATION: (COXASU) 

(flEDONC) 
OR 

SNOMED DIAGNOSES IIATA: 
SNOMED CODE: ((Me-9 AND NOT f l 8 t f S O  AND NOT f l 9 * t # O  AND NOT M809* ) )  

-EII=311=======S=IEE---------- . .- .- - = I - - - - - - - - - - - - - . .- - . ._ .. .- - - - - - .. - - -- - - - - - - - - - - - -. . - - - - - - - - - - - 
FIG. 3. Example algorithm for a daily report listing patients of interest to the hospital 

Tumor Registry. Potential cases are identified on the basis of hospital location, pathology 
diagnosis, or whether the patient is already known to have cancer. [Reprinted with the 
permission of Robboy et al. (Rl) and the American Journal ofClinical Pathology.] 
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hospital, for real-time security for personnel access to computer functions, 
for contacting employees in times of crisis, and for job relocation within 
the lab. It should be obvious that the data, once updated in the data base, 
are available for all functions. Conversely, no datum item should ever be 
maintained in more than one file. 

Given the increasing importance of human resource management, newer 
systems might maintain continuing education records, reprimand records, 
absentee journals, salary history, hours worked and hours paid, demo- 
graphic profile reporting, and payroll maintenance and reporting. 

9.4. MANAGEMENT INFORMATION SYSTEMS 

Management information systems summarize information about labo- 
ratory activity. The information they produce supports laboratory man- 
agement in review and decision-making processes. This same information 
also assists the pathologist in working with the hospital administrator in 
decision-making-processes. 

Many management data bases are updated daily and include extractions 
and updates of laboratory activity files such as raw counts, revenue, and 
cost information for each ordered procedure. Monthly and yearly main- 
tenence functions are also usually included which provide totals for the 
current fiscal period for each orderable procedure. To accommodate the 
variety of informational needs in management, several options should be 
available regarding the level of detail stored. Examples include assigning 
a time window to the activity (within a 24-h period), including/excluding 
detailed information at the testing site level, including/excluding details 
about the patient location, and includinglexcluding details about the client. 

Such flexibility permits management to choose the requisite information 
required for prudent decisions. Grouping features provides for specification 
of detailed information for additional focus: clients, physicians, physician 
specialty services, patient types, collection priorities, patient locations, 
reporting priorities, client classes, etc. 

9.5. UTILIZATION REPORTING 

Utilization reporting (analysis of usage patterns and demand for specific 
procedures) provides an analysis of each lab section’s activity by user- 
defined priorities. Utilization reports rank usage and demand by each client 
or group of clients, medical specialty service, ordering physician, or time 
window. Reports should be able to be generated in either ascending or 
descending order to include all procedures (including their reporting 
priority) ordered within a specific time window. 
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Utilization reporting, in conjunction with cost accounting data, should 
help identify contributions by margin, thus, fostering identification where 
additional use of equipment can be made for marginal costs. As a variation 
on the theme, physicians-individually or grouped to reflect group prac- 
tices or medical speciality-clients, or even wards can be monitored as 
individual clients and reviewed as health maintenance organizations 
(HMOs). Time windows can help monitor and identify activity for specific 
shifts and/or peak periods. Some variables for which sorts by frequency 
help identify productivity include employee shifts, priority, physician, 
medical specialty, client, client class (e.g., HMOs, PPOs, corporations), 
time windows, volume, revenue, contribution margin, section and de- 
partment, ordering location (e.g., emergency room), sales territory, and 
courier route. Such reviews often help identify optimal as well as wasteful 
practices, in addition to the actual experiences of the groups. 

Utilization reporting is useful in the analysis of operations. Examples 
include identification of number of STAT orders for a specific collection 
time (i.e., 6 AM), physician, or specialty service; analysis of volume by 
time window (which can correspond to shifts), allowing managers to ad- 
equately staff peak operations; and, finally, detection of trends. The latter 
is especially important to assist pathologist intervention at an earlier time 
to avoid unnecessary costs and procedures, or, alternatively, to identify 
new and useful situations on which to capitalize. 

9.6. LABOR PRODUCTIVITY REPORTING 

Labor is the lab’s single most expensive commodity, accounting for 
about 50% of all costs in many institutions. In manually operated orga- 
nizations, especially those with lax central administration, these costs can 
quickly spiral out of control. With DRG fiscal policy, where laboratories 
have become cost rather than revenue centers and where reimbursements 
is fixed, regardless of real costs, active management is crucial. 

Yet, in the area of productivity assessment, to gather data manually is 
near impossible and is, exceedingly wasteful of personnel time. To develop 
economic productivity reporting, computer systems are needed to capture 
all raw procedure counts and workload units for each procedure by testing 
site within each workcenter. Each time a procedure is performed, the data 
for that procedure should be updated. Raw counts should be maintained 
by patient type and workload should be maintained by user-defined time 
windows. 

Given the extensive system of standard workload units developed by 
the College of American Pathologists, maintenance of counts by testing 
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site within each workcenter should be relatively easy. Phlebotomy work- 
load is captured at the phlebotomy section level by type (e.g., venous or 
fingerstick), and can be incorporated into the overall procedure. 

As a consequence of detailed procedure counts, reports should be easily 
generated for any time period, such as shift, daily, weekly, monthly, or 
annually. Further, as workload units can be totaled at testing site, work- 
center, lab section, and laboratory levels, and also against patient type, 
etc., this type of analysis becomes a potent tool to assess hospital/lab 
areas for (1) maldistribution of personnel; (2) true resources for two com- 
peting types of instrumentation, e.g., 24-h SMAC coverage versus 8-h 
SMAC and 16-h ACA combination; (3) types of resources required for a 
hospital program, e.g., 24-h trauma center; and (4) marginal cost for han- 
dling new business from an external source during the evening shift when 
the equipment is underutilized. 

9.7. COST ACCOUNTING 

Cost accounting, which defines the costs involved with the performance 
of each procedure within the lab, is the obvious culmination of the afore- 
mentioned management systems to assess and report contribution dollars 
and/or contribution margin. Cost accounting provides the pathologist the 
tool necessary to assess and maintain costs of production. The standard 
cost report should examine all internal costs associated with performing 
a clinical procedure and permit comparison between costs if the procedures 
were to be sent elsewhere to be performed, thereby maximizing profit- 
ability. Such systems foster continuous standard costing information. 
Standard costs for labor (both technical and professional components), 
materials, depreciation, and testing site overhead at the testing site level 
can be easily maintained and updated. 

As materials and quantities and their costs to perform each procedure 
are known, the cost per unit is easily calculated. Because the system also 
knows the specific testing site where the procedure was performed, it 
accurately captures costs based on the methodology used to perform the 
procedure. 

Overhead costs are a real and high cost of doing business. At many 
institutions they are difficult to assess directly, causing predetermined 
formulas to be used, such as 2.3 times “direct cost.” When procedure/ 
testing site overhead costs can be precisely measured, the true cost can 
be applied on a recurring basic each time the procedure is ordered. These 
costs include set-up and shut-down costs as well as equipment depreciation 
costs and the cost of being in the facility. In the absence of precise data, 
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overhead costs must be allocated in an imprecise manner at various levels 
of the organization (e.g., section, departmental, location, client, hospital, 
or institutional levels) based also to some degree on volume, revenue, 
and known direct expenses. A useful listing is “procedure costs by testing 
site.” This report details the costs for each procedure: labor, materials, 
testing equipment depreciation, and testing site overhead. 

Cost accounting, when combined with other types of management sys- 
tems described above, further expands the pathologist’s management ca- 
pabilities. Section operating statements can be generated which report 
costs by client, client class, physician, specialty service, and time window 
and procedure rankings by contribution margin (percentage or dollar 
amounts). 

In all instances, it is important that data are summarized in a format 
useful as information for monitoring budgets. We have had as a long-term 
goal to decentralize (delegate) authority and responsibility so that each 
division director (e.g., hematology) and section head (e.g., coagulation) 
become responsible for the costs of his own unit. We therefore have de- 
sired to develop monthly operating statements by section. In addition, a 
summary report for the entire organization can be generated and compared 
to the monthly budget. Each operating statement will show the revenue 
generated by patient type within the given section, direct labor, direct 
materials, test site burdens accumulated as a result of volume, direct mar- 
gin (revenues less direct expenses), allocated overhead expenses, and the 
contribution margin (direct margin less indirect expenses). 

9.8. SERVICE LEVEL ANALYSIS 

A final aspect of management, and yet probably the most crucial of all, 
is the service the pathologist provides to clinicians. AU too often clinicians 
claim that service is slow, e.g., an 8-h turnaround time, whereas the pa- 
thologist believes it to be but l h. The former measures the time elapsed 
between ordering of a test and receipt of a result. The latter measures the 
interval between when the specimen arrived in the lab to when the report 
was ready. 

Analysis of turnaround times by procedure is based on collection prior- 
ity, patient location, and performing location (testing site). In a system 
where timings are ascertained at several checkpoints (i.e., requested col- 
lection, specimen drawn, specimen received in the lab, procedure com- 
pletion), bottlenecks become easily identifed. The value of this information 
to pathologists and the hospital is high, because areas of inefficiency, once 
identified, can often be corrected. 
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10. Conclusion 

LIS systems have progressed greatly during the past decade in how 
they help manage information and improve the quality of patient care. 
With the current expanding scopes of litigation and regulations, LIS sys- 
tems have proved they can produce needed documents as by-products of 
data already collected. Such systems, which help the pathologist transform 
bits of data into organized information, hold even greater promise for the 
future. Through computer based laboratory expert systems, the pathologist 
will be better able to serve as  an active laboratory manager. This will 
permit more time for the pathologist to utilize his personal knowledge in 
consultation for patient care. 
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1. Introduction 

Few biological achievements have so thoroughly captured the imagi- 
nation of scientists, t he  medical community, and entrepreneurs as has the 
development of monoclonal antibody technology. Monoclonal antibodies 
recognizing hundreds of different antigens have been developed since 
Kohler and Milstein first reported the production of monoclonal antibodies 
to red blood cell antigens in 1975 (K9). Contributions by many investigators 
have led to today’s unprecedented understanding of B cell immunity and 
the harnessing of B cell antibody production for man-made purposes (B16, 
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C13, HIO, L13). B cell immortalization techniques have provided human 
and mouse monoclonal antibody reagents for the study of a large array 
of biological substances, including proteins, nucleic acids, carbohydrates, 
lipids, and drugs. Innovative applications abound. New monoclonal an- 
tibodies are being generated at an enormous rate to configure novel di- 
agnostic tests, study protein function, serve as therapeutics, advance basic 
biological research, and establish new products in biotechnology. 

Considering the size of the field, a comprehensive review of monoclonal 
antibody technology is not possible here. Therefore, this review will cover 
certain important aspects of monoclonal antibody production, purification, 
and technology. The methods employed for human and mouse monoclonal 
antibody production and generation are illustrated along with the gener- 
ation of hybrid hybridomas (quadromas). Several key problems have been 
encountered in the production of human and mouse monoclonal antibodies 
and will be discussed with an emphasis on manufacturing considerations. 
In addition, various purification methods are surveyed and key regulatory 
and characterization issues are highlighted for monoclonal antibodies ap- 
plied therapeutically. Monoclonal antibody products are becoming more 
common and several successful commercialized products are described. 
This review concludes with a brief discussion of future directions of the 
technology. Several novel and evolving areas of the technology are also 
briefly discussed, including immunosensors, recombinant antibodies, bi- 
specific antibodies, and catalytic antibodies. 

1 .1 .  MONOCLONAL ANTIBODY STRUCTURE AND DIVERSITY 

The mouse B cell repertoire is capable of producing over 10 million 
different antibody molecules (S 14) with dissociation constants for specific 
antigens ranging from lo-' to lo-''' mol/liter. Figure I illustrates the basic 
structure of a mouse IgG molecule and how this diversity is generated at 
the DNA level. Most monoclonal antibodies currently employed in bio- 
technology are of murine origin-usually mouse IgG antibodies. The di- 
verse binding specificity of an IgG molecule is a consequence of the unique 
structure of the IgG molecule and the amino acids contained within two 
identical binding pockets at the N-terminal end. An IgG molecule is sym- 
metrical and consists of one pair of heavy (H) 55,000-Da polypeptide chains 
and one pair of light (L) 25,000-Da polypeptide chains linked by interchain 
disulfide bonds. The binding pocket is formed by orientation of variable 
or hypervariable stretches of the first 108 or so H and L chain amino acids 
(R3). The H and L chains are woven into a tight barrellike structure formed 
by repeating 9-pleated sheets that juxtapose variable and hypervariable 
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FIG. 1. Schematic illustrates the generation of light chain diversity at the genome level 
by recombination of V and J gene segments with the K constant region gene segments during 
p cell maturation. Heavy chain diversity is generated in a similar way but includes an ad- 
ditional small D region gene segment (S1). The conventional structure for an IgG molecule 
is also illustrated. Each IgG molecule is a symmetrical disulfide-linked structure composed 
of identical pairs of heavy and light polypeptide chains forming two equivalent binding sites. 
The N-terminal, variable region amino acid sequences differ from antibody to antibody, 
forming binding sites specific for a given antigen. Constant (CH2 - CH3) regions of the 
antibody molecule confer specific effector functions. 

stretches of amino acids and fold to form two identical antigen combining 
sites (AS). 

The IgG binding pocket is generated at the DNA level by specific re- 
combination events that consolidate H and L chain gene segments. Only 
one of the H and L chain germ line maternal or paternal alleles is properly 
rearranged (allelic exclusion). One pair of H or L chain alleles is excluded 
in the chromosome (El). Thus, each B cell or hybridoma cell produces 
only one type of antibody with unique binding characteristics. In the 
mouse, kappa (K) light chains are coded by gene segments on chromosome 
6, lambda (X) light chains on chromosome 16, and heavy chains on chro- 
mosome 12 (D5, (33). The variable and hypervariable regions of light and 
heavy polypeptide chains are generated in two basic ways, first, by the 
selection and recombination of spatially separated constant region gene 
segments with one of several hundred different germ line variable (V) 
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region gene segments (V region gene segments encode about 96 N-terminal 
amino acids), and second, by junctional diversity arising from the con- 
solidation of short DNA segments into the final recombined H and L chain 
genes. In the case of the light K chain (Fig. l), a specific joining segment 
referred to as a J region (13 residues long), present in about five distinct 
copies, is recombined at the 3’ end of one out of several hundred variable 
region gene segments (Cl 1). Each H and L chain contains three regions 
of amino acid hypervariability and the mechanism of recombination is 
somewhat inaccurate, leading to additional diversity around position 96- 
a critical site for antibody-antigen combination (PI). H chain gene re- 
combination events are similar, but involve an additional DNA element 
referred to as a D region, forming a V/D/J heavy chain variable region 
(S 1). Additional antibody diversity can arise through somatic mutation by 
a mechanism still not well understood (S21). 

Further diversity results from variations in antibody constant regions 
that result in different classes and subclasses of antibody molecules. All 
antibody molecules contain either K or A light chains, which have no known 
effector functions. H chain constant regions (C2, C3; Fig. 1) confer func- 
tional differences, including complement fixation, type of antigen bound, 
opsonization activity, macrophage binding, mast cell mobilization, and 
activity in secretions (G10). There are five major classes of immunoglob- 
ulins known as A, D, E, G, and M. In the mouse, four different subclasses 
of IgG are known and referred to as 1, 2a, 2b, and 3. IgG subclasses have 
distinct structures (04) and also differ with respect to biological activity. 

2. Monoclonal Antibody Production 

The production of monoclonal antibodies by B cell immortalization has 
several advantages over conventional immunization and polyclonal an- 
tibody production. Advantages include the following examples: 

I .  Each cloned B cell produces only one type of antibody of predefined 

2. Impure antigens can be used to generate monoclonal antibodies. 
3. Monoclonal antibodies can be generated against rare or weakly im- 

4. Monoclonal antibodies have a predefined isotype and thus variable 

5.  Reproducible antibody can be made in unlimited amounts. 
6. Specific human monoclonal antibodies can be generated without im- 

specificity. 

munogenic antigens. 

effector functions. 

munization. 
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7. Second-generation monoclonal antibodies (such as bispecific anti- 
bodies) can be designed which cannot be obtained by conventional 
immunization. 

The principal areas to be covered in this section will be methods for 
generating mouse and human monoclonal antibodies and bispecific anti- 
bodies. Technical limitations are also considered, particularly for the pro- 
duction of human monoclonal antibodies. In addition, hybridoma prop- 
agation methods are discussed, along with the advantages of serum-free 
media. 

2.1 MOUSE MONOCLONAL ANTIBODY PRODUCTION 

Today most monoclonal antibodies used in research, medicine, and bio- 
technology are of mouse origin. There are several reasons for the emphasis 
on mouse monoclonal antibodies. First, excellent myeloma fusion partners 
are available for mouse hybridoma generation. Second, reproducible stan- 
dard procedures have been developed for mouse immunization and myelo- 
ma fusion to immunocompetent B cells. Third, selection and cultivation 
of antibody-producing hybridoma clones is relatively straightforward. 

The procedures most commonly employed to generate mouse hybridoma 
producing monoclonal antibodies have been thoroughly described by oth- 
ers (E6, F2, G2, G9) and are outlined schematically in Fig. 2. For im- 
munization, a primary injection of 1-10 pg of protein antigen emulsified 
in complete Freund’s adjuvant is injected intrapentoneally. (Other injection 
sites, such as intramuscular hind legs and hind foot pads are also commonly 
employed.) Secondary injections are then given using incomplete Freund’s 
adjuvant at 2- to 3-week intervals until an antibody response is detected 
by assay for serum antibodies. To ensure an optimum antigenic response, 
a final intravenous injection of the antigen in microgram amounts is often 
given 2 to 3 days before spleen or lymph cells are removed. 

Although B cell immortalization has been accomplished by direct trans- 
fection using Sendai or other viruses (K12, S23), immortalization by fusion 
with myeloma cells is usually more successful. Reliable mouse myeloma 
(BALBk) fusion partners are available for mouse hybridoma generation 
(K5, S12). Mouse myeloma fusion partners can be obtained that grow 
aggressively in cell culture as myelomas and as heterokaryons, produce 
no endogenous antibody or fragments, and are stable to fusion in high 
concentrations of polyethylene glycol (PEG). Mouse B cells are typically 
fused with myeloma cells using 30% polyethylene glycol. As many as sev- 
eral hundred antigen-specific hybridoma cells can be obtained from a single 
spleen cell fusion. Normally, one hybndoma cell is expected for every 



308 DAVID VETTERLEIN 

CELLCULTURE 
MYELOMA LINE 

FUSE IN 
POLYETHYLENE GLYCOL 

n n  
000 
00 

MYELOMA CELLS 
[HPGRT ) 

*a 
0.0 

SPLEEN CELLS 

ASSAY FOR ANTIBODY I 

1 ASSAY FOR ANTIBODY 

ANALYZE TO SELECT VARIANTS 

> FREEZE PROPAGATE 
DESIRED CLONES THAW 

TUMORS MA 

.. . ... '.... .... :::I: :::.. 
ANTIBODY ANTIBODY 



MONOCLONAL ANTIBODIES 309 

lo4 lymphocytes fused. B cell-myeloma fusion may also be carried out 
using inactivated Sendai virus (C13), o r  by means of an electric field (V5). 
The electrofusion method may offer some important advantages for the 
production of human monoclonal antibodies where high fusion frequencies 
are necessary to generate antibodies from a limited availability of im- 
munocompetent spleen or lymph node-derived immune cells (G 1 1). Elec- 
trofusion methods, however, are technically more demanding, require 
relatively expensive equipment, and have a greater risk of culture con- 
tamination. 
Hypoxanthine/aminopterin/thymidine (HAT) selective media, first de- 

scribed by Littlefield (L13), are commonly employed for hybridoma gen- 
eration. B cells will die in cell culture unless immortalized by fusion with 
myeloma cells. Mouse myeloma cells commonly employed for the purpose 
of cell fusion lack hypoxanthine guanine phosphoribosyltransferase 
(HGPRT-) or  thymidine kinase (TK-). These are two essential DNA or 
RNA salvage pathway enzymes which utilize hypoxanthine (H) and thy- 
midine (T) substrate intermediates. Aminopterin (A) inhibits the normal 
pathways for DNA and RNA synthesis. Thus,  nonfused (TK- )  or  
(HGPRT-) myeloma cells also die in the presence of aminopterin or  HAT 
media. Since B cell salvage pathway enzymes provide for nucleic acid 
biosynthesis, only fused hybridoma cells survive and propagate in HAT 
media. 

Once hybridoma cells begin propagating, antibody-producing colonies 
are usually detected by enzyme-linked immunosorbent assays (ELISA) 
(E5). A number of different ELISA methods may be utilized for screening 
monoclonal antibody harvest fluids. ELISA methods for hybridoma 
screening have been recently reviewed by Brennand et al., who have sug- 
gested that the sandwich-type ELISA assay formats are the most sensitive 
for initial screening of harvest fluids (B 12). Antigen agglutination, RIA, 
or biological activity measurements may also be employed (E6). Antibody- 
producing colonies are  usually cloned by limiting dilution to establish 
growth from a single cell. Cloning prevents overgrowth by competing hy- 
bridomas and should be repeated several times to ensure monospecificity 
(D2). Other less common methods of cloning mouse hybridoma cells in- 
clude selection of single-cell colonies in soft agar (G2), direct separation 

~ 

FIG. 2. Classical procedure for generating mouse monoclonal antibodies. Generation 
proceeds in stages, mouse immunization, polyethylene glycol fusion with myeloma cells, 
selection in HAT medium, then cloning and detection of antibody-secreting cells by assay. 
Cloned hybridoma cells are either propagated as a mouse ascites tumor or in cell culture 
for production of large quantities of antibody. Adapted from Ref. M8, with the permission 
and courtesy of Cesar Milstein and Scientific American Publications. 
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by fluorescence-activated cell sorting (D I ) ,  or antigen-specific cell ad- 
herence assays (N I ) ,  where antibody-producing cells are cloned and se- 
lected on the basis of direct antibody-mediated recognition of solid-phase 
antigen. 

After cloning, hybridoma cells can be expanded in cell culture or grown 
as an ascites tumor to produce desired quantities of the monoclonal an- 
tibody required for a particular application (see Section 2.4). 

2.1.1. Technical Difficulties 

time-consuming process and can pose a number of problems: 
Generating hybridoma cells for particular antigens can be a difficult and 

1. Difficulties with media components or toxic reagents (PEG prepa- 

2. Contamination of cultures by fungus, bacteria, yeast, or mycoplasma. 
3. Difficulties in generating an immune response. 
4. Clonal instability leading to loss of antibody production by approx- 

imately 50% of the producing clones. 
5. Absence of hybridoma clones that produce monoclonal antibodies 

with desired physical properties (e.g., affinity, specificity, pH sta- 
bility, or biological properties such as complement fixation). 

6. Difficulties in obtaining desired quantities of monoclonal antibody 
due to poor growth in cell culture or ascites. 

Consequently, it is often necessary to perform multiple fusion experiments 
over a period of many months before hybridoma clones with the desired 
characteristics are obtained. 

When a protein is weakly or poorly immunogenic, new immunization 
strategies are generally employed. Often simple changes in immunization 
protocols, such as employing high or low doses of immunogen, hapteni- 
zation, varying injection routes, and changing adjuvants, give remarkable 
improvements in immune response. Recently, Nilsson et al. demonstrated 
that intrasplenic implantation of nitrocellulose- or Sepharose-coupled an- 
tigens greatly enhanced the immune response in mouse and rabbits for 
several antigens (N4). Conjugation of an antigen to an immunogenic protein 
or aggregration with cross-linkers may also be helpful in eliciting an im- 
mune response to conserved proteins or low-molecular-weight peptides 
(L15). 

In vitro approaches have also been employed. Most procedures have 
involved in vitro stimulation of B cells by antigens and mitogens 3 4  days 
prior to fusion (F8). Until recently, results of in vitro stimulation exper- 
iments have generally been unsatisfactory. B cells often become unstable 
to fusion after in vitro stimulation, and successful hybrids are usually IgM 

rations are sometimes contaminated with toxin). 
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secretors (05). However, Takahashi et a/. recently demonstrated suc- 
cessful production of IgG class monoclonal antibodies by optimizing an- 
tigen concentration in the presence of mitogen- and thymocyte-conditioned 
media and lengthening the culture time before fusion to 8 days (T2). Further 
enhancement of the IgG response is obtained by combining purified lym- 
phoblast cells, primed in vivo, with in vitro immunization techniques (E8). 
Muramyl dipeptide has been effectively employed in culture medium to 
enhance fusion frequency (B 1 1). Thus, considerable progress has been 
made recently in developing in vitro B cell stimulation methodologies and 
in controlling the class of monoclonal antibody produced in vitro by stim- 
ulated B cells. 

A number of laboratories are working on improving hybridoma screening 
methods. Care must be taken to  minimize overgrowth by competitive 
nonsecreting clones (G9), and thus culture density is a critical parameter. 
Hadas and Theilen have shown that hybridoma seeding density is ex- 
tremely important for improving the yield of ovalbumin-specific hybridoma 
clones (H 1). They observed an inhibitory effect on hybridoma production 
due to nonproducing cells or residual cell fragments on ELISA screening 
protocols. Maximum yield of antibody-secreting clones was obtained when 
one cell was present per well. New screening methods are also being de- 
veloped to select high-affinity monoclonal antibodies by directed fusion 
methods. Reason et al. have demonstrated a method for generating high- 
affinity antibodies by complexing antibody-producing B cell with antigen- 
coupled avidin in vitro, followed by fusion with biotinylated myeloma cells 
using polyethylene glycol (R2). The biotin- and avidin-directed fusion 
technique has been used successfully for several different antigens and 
provides an excellent selection method for high-affinity (Kd > lo-* mol/ 
liter) antibodies. I t  is also important to note that the recent application of 
computer-aided techniques for monoclonal generation is decreasing the 
time necessary to identify desired antibodies by facilitating screening pro- 
tocols. Data base software for screening against several antigens using 
multiple assay formats is becoming more common, particularly when 
complex screening procedures are required to select antibodies with com- 
plex physical or biological properties (H5). 

2.2. QUADROMA GENERATION 

When hybridoma cells that recognize two different antigens are fused, 
hybrid hybridoma, or quadroma, progeny are produced that secrete hybrid 
antibodies originating from both parental lines (as outlined in Fig. 3). Hy- 
brid hybridomas codominantly express H and L chains from both parental 
hybridoma lines. If the H and L chain polypeptides from both parental 
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Bispecific Antibody Generation 

FIG. 3. Scheme for generation of hybrid hybridomas or quadromas. Hybridomas, each 
producing antibodies that recognize two different antigens, are fused. Hybrid hybridomas 
are generated by a combination of heavy and light chains from both parental lines. Although 
10 separate antibody species are theoretically possible, quadroma cells usually express only 
three major antibody species. Two types are homologous to the original parental cells and 
bispecific antibodies that carry one binding site for each of the two different antigens rec- 
ognized by the parental lines. 

lines combine randomly after translation, ten different IgG molecules are 
theoretically possible. In practice, however H-L chain combination in 
hybrid hybridomas seems to be restricted, so that after translation the H- 
L chains associate preferentially and form half-molecules. Thus, three 
kinds of IgG antibodies are codominantly expressed-two species with 
identical phenotype to each respective parental line, and a hybrid molecule 
which is bispecific and composed of half-molecules from each parental 
line. Each IgG type is expressed in hybrid hybridoma cells in roughly 
equal proportions (S25). Separation can be accomplished by successive 
affinity separations or by conventional chromatographic methods. 

Generation of hybrid hybridoma cells can be quite labor intensive since 
additional selection procedures have to be employed to separate the pa- 
rental hybridoma cells from progeny hybrid hybridoma lines. For example, 
Staerz has generated a hybrid hybridoma to focus T cell effector activity 
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to Thy-]. I antigen expressing tumor cells (S 19). A T cell-specific hybri- 
doma sensitive to HAT media was first isolated and made ouabain resis- 
tant. Selection of hybrid hybridoma T cell-Thy-I. I cells was accomplished 
in HAT-ouabain selection. Another approach involves selection of hybrid 
hybridomas by treating both hybridoma cell lines with irreversible inhib- 
itors immediately prior to fusion. Suresh et al. developed antiperoxidase- 
antisubstance P hybrid hybridomas by treating one parental cell with a 
protein inhibitor (emetine) and the other with an inhibitor of RNA synthesis 
(actinomycin D) (S25). The resultant hybrid hybridomas were isolated in 
an actinomycin- and ouabain-containing selection media. Direct selection 
of hybrid hybridomas may also be accomplished by labeling one parental 
hybridoma cell with fluorescein isothiocyanate and the other with rho- 
damine isothiocyanate, followed by fusion and isolation of heterofluores- 
cent hybrid cells using a fluorescence-activated cell sorter (K2). 

Although heterohybrid methods of bispecific antibody production are 
more common, bispecific antibodies can also be generated chemically by 
mild reduction to monovalent IgG half-molecules followed by reoxidation. 
When monoclonal IgG half-molecules produced by two different hybri- 
doma cells are mixed and reoxidized, bivalent IgG molecules reform ran- 
domly, resulting in bispecific antibodies. Chemical reduction often results 
in loss of binding activity and denaturation, which can be a limitation 
(K2). It is important to note, however, that new chemical methods for 
producing bispecific antibodies have been very successful (P4). Arsenite 
can be used as a dithiol-complexing agent to prevent intramolecular di- 
sulfide formation and 5,5-dithiobis(2-nitrobenzoic acid) can be used to di- 
rect the assembly of IgG half-molecules with good retention of binding 
activity. Thus, controlled chemical procedures could become the method 
of choice for bispecific antibody generation, and complex hybridization 
techniques may not be necessary. 

2 . 3 .  HUMAN MONOCLONAL ANTIBODY PRODUCTION AND 
DIFF~CULTIES 

Developing procedures to immortalize human B cells producing anti- 
bodies represents an important and expanding research area. For those 
interested in more detail on the subject of human monoclonal antibody 
production with an emphasis on the difficulties involved, James and Bell 
have recently published a thorough review (JI). A recent book edited by 
Engleman et a / .  is also recommended reading (E4). The book contains a 
compendium of articles by key researchers in this area and a useful ap- 
pendix of techniques for those interested in specific methodologies. 

The methods used to immortalize human B cells are similar to those 
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used for mouse B cell immortalization. Human myeloma cell lines, Ep- 
stein-Barr virus (EBV)-transformed human lymphoblastoid cells, or mouse 
myeloma cells (making heterohybridomas) are often employed as fusion 
partners. Immortalization by direct transformation using lymphotrophic 
viruses such as EBV is also common. EBV transformation has proved 
one of the most effective immortalization techniques to date (Cl). Steinitz 
et al. were the first to immortalize human B cells and point out the im- 
portance of human monoclonal antibodies for medical and research ap- 
plications (S22). They immortalized donor lymphocytes with a natural 
antibody titer to a synthetic hapten molecule (4-hydroxy-3,S-dinitro- 
phenacetic acid) by direct EBV transformation. 

However, despite a number of successes, immortalization of human B 
cells is an evolving technology fraught with difficulties. A major difficulty 
is that immune B cells are not readily available in humans. Peripheral 
blood lymphocytes are generally employed with in vitro immunization or 
sensitization procedures to generate adequate numbers of immunocom- 
petent B cells. Procedures for in vitro stimulation and immunization of 
human B cells are still poorly defined. Many parameters are under study 
including (1) the duration of use and concentration of mitogen and antigen 
used for stimulation; (2) the addition of immunoregulatory molecules; (3) 
control of the differentiation state of immune B cells; (4) removal of su- 
pressor cells or cytotoxic T cells which inhibit human B cell survival; and 
(5 )  improvement of cultivation procedures after stimulation. 

Human B cell immortalization protocols are also far from perfected. 
Most procedures are 100 to 1000 times less efficient than those used for 
murine hybridoma generation. Human myeloma cell lines such as the ro- 
bust lines employed for mouse B cell immortalization are not yet available. 
Human myeloma lines generally grow poorly in culture or in selective 
media and are often killed by standard PEG fusion techniques. Electro- 
fusion procedures under development may facilitate human B cell im- 
mortalization by enhancing fusion frequencies (E6). In addition to  the 
problem of low fusion frequencies, immortalized B cells often lose the 
ability to produce antibody. This instability has been attributed to a variety 
of factors, including lack of certain growth and differentiation factors (W4), 
absence of important receptor signals (M6), structural or regulatory defects 
as a result of gene translocation or loss of heavy or light chain genes (T4, 
S8), and deficiencies in antibody secretory pathways (GI,  K l l ) .  

Immortalized human B cells in culture are difficult to clone and select 
due to their inherent instability and to the low levels of antibody secreted. 
Antibody-producing cells also tend to grow much more slowly than murine 
hybridomas and exhibit doubling times of 4&0 h in cell culture. Pro- 
duction and scale-up of human monoclonal antibodies can be difficult. 
Concentrations of human monoclonal antibodies achieved in cell culture 
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or nude mouse ascites are typically 10 to 100 times less than for murine 
hybridomas employing comparable cultivation methods. Understanding 
the mechanisms of this instability and generating stable human antibody- 
producing cells are research areas of key importance to the future of this 
technology. 

2.4. HYBRIDOMA CULTIVATION 

A variety of different techniques are available for the cultivation of hu- 
man and murine antibody-producing cells. For example, research quan- 
tities of murine or human monoclonal antibodies are often produced in 
the laboratory by simple expansion of stationary culture, roller bottles, 
or small spinner cultures (G2). In vivo growth in the peritoneal cavity of 
mice is also a reliable means of producing research quantities of mouse 
monoclonal antibodies. Most often within several weeks, 3-20 mg/ml of 
monoclonal antibody in 10 ml of peritoneal ascites fluid can be obtained 
from a pristane-primed mouse (E6). Production of human monoclonal an- 
tibodies is more difficult. Human-mouse heterohybrid Lines appear to grow 
better in mouse ascites than do cell lines generated by transfection or 
other immortalization methods ( J l ) ,  and nude mice are required for pro- 
duction of human monoclonal antibodies in ascites (B10). Usually, even 
after X-irradiation to destroy natural killer (NK) and macrophage cytotoxic 
activity, only 50% of human B cell immortalized lines produce in vivo 
(J 1). Thus, most human monoclonal antibodies are produced by cultivation 
and expansion of immortalized lines in cell culture. 

Although gram quantities of monoclonal antibodies can be conveniently 
and inexpensively produced in mouse ascities fluid for research purposes, 
commercial production of human or mouse monoclonal antibodies in vivo 
has several potential disadvantages: 

1. Thousands of mice are required to generate kilogram quantities of 
antibody. 

2. Caution must be taken to prevent rodent viral or bacterial infections; 
tissue-specific xoonotic viruses can be passed from rodents to man 
(C3), and outbreaks of viral disease have been reported even in bar- 
rier-maintained mouse colonies (B7). 

3. It is difficult and expensive to maintain sterile mouse colonies. 
4. Synchronizing ascites production from thousands of animals is labor 

5. Replacement of a contaminated mouse colony is considerably more 

6. Monoclonal antibodies from ascites fluid can be contaminated with 

intensive and expensive. 

difficult than sterilizing several large fermenters. 

up to 20% endogenous murine antibodies. 
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In vitro methods of hybridoma cultivation are relatively simple to scale- 
up and large quantities of antibody can be produced for commercial ap- 
plications. Experience has shown that mammalian cell products, including 
antibodies, can be produced and purified safely and efficiently using simple 
batch fermentation techniques (F3). If oxygen tension and pH are carefully 
controlled, mouse hybridoma cells grow to a level of 1-4 x 10' cell/ml. 
Production rates of up to 40 pg per 10' cells per day are not unusual. 
Once media nutrients are depleted and waste products accumulate, cell 
viability drops precipitously. Perfusion techniques can provide further 
nutrients and remove some waste products, leading to higher cell densities 
and improved antibody quality. Oxygen tension and pH are the two pa- 
rameters most carefully controlled during in vitro production. H ybridoma 
cells may also be immobilized by encapsulation or entrapment in inert 
supports to increase cell density and antibody production. Immobilization 
is accomplished with soft gels such as agarose or calcium alginate (NS), 
polyethyleneimine, or poly(1ysine) (L1 l ) ,  and entrapment densities of 10' 
cells per ml have been achieved (L14). The encapsulation process must 
be carefully controlled. If the size of encapsulated microspheres is greater 
than 80-100 pm in diameter, cells in the center can become starved for 
oxygen (F6). Microsphere technology is still under development and pro- 
ducing large numbers of microspheres with a predefined size for mass 
culture can be an expensive proposition. Hybridoma cells may also be 
grown in hollow fiber (H9, K7, L10) or ceramic cartridge reactors (P12) 
in a media perfusion mode. The fibers, typical ultrafiltration cartridges 
engineered for cell growth, contain capillary channels which entrap cells. 
The capillaries have pores large enough to allow exchange of low-molec- 
ular-weight media constituents, but small enough to exclude antibody 
passage. Capillary-entrapped cells can grow to very high densities and be 
sustained for several months by media perfusion. Similar observations 
have been made with ceramic cartridges. With the ceramic device de- 
veloped by Corning Glass Corporation, hybridoma cells adhere to or are 
entrapped by a ceramic support channeled with large pores in direct contact 
with perfusion media. Scale-up of the length of a hollow fiber or ceramic 
device to increase antibody production is limited by inlet and outlet gra- 
dients of pH, oxygen, nutrients, and waste products. Thus, new reactor 
methodologies may be needed before this technology is commonly em- 
ployed by industry. 

2.4.1. Serum-Free Media 

A number of laboratories are working to develop low-protein or protein- 
free defined media for hybridoma cultivation (C6, C7, 52). Where large 
amounts of monoclonal antibody are required for clinical or therapeutic 
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purposes, inclusion of serum for production has several disadvantages. 
The growth-promoting components in serum are not well defined and re- 
producible lots are often not available in the quantities needed for large- 
scale production endeavors. Serum may also be contaminated by adven- 
titious viruses such as bovine diarrhea virus, or may contain factors which 
inhibit antibody secretion (G7). Use of serum can also complicate a pu- 
rification process by adding contaminants that are difficult to remove (such 
as bovine IgG) and unwanted proteases that compromise product quality. 
Thus, defined media formulations for hybridoma growth represent an im- 
portant alternative for commercial production. 

Serum-free media consists of a basal salt solution, such as a mixture 
of Ham’s F-12 and Iscove’s modified Dulbecco’s medium, containing car- 
bohydrates, amino acids, vitamins, and minerals along with various growth 
supplements (C6). Common protein additives that may be employed are 
the iron carrier protein transfemn, the hormone insulin, and bovine serum 
albumin (C4). Others additives that have been investigated include hor- 
mones such as 3,3,5-triiodo-~-thyronine, ethanolamine, P-estradiol, hy- 
drocortisone, and a-thioglycerol, along with certain trace elements such 
as selenium (M10). In the future it may be possible to support hybridoma 
growth in chemically defined media without any added proteins. Cole et 
al. recently described a human hybridoma cell line that grows in a culture 
medium completely free of added proteins and supplemented only with 
ethanolamine (C7). 

Several companies offer commercial serum-free media formulations that 
are also pyrogen free for monoclonal antibody production. Although a 
number of excellent serum-free media formulations are on the market, a 
generic serum-free formulation is not yet available. Hybridoma lines orig- 
inating in serum-containing media must be adapted for serum-free growth. 
Unfortunately, adaptation is relatively time consuming. A better alternative 
is to prepare a myeloma cell bank preadapted to serum-free conditions 
and then to generate, clone, and select hybridoma cells in serum-free me- 
dia, eliminating the requirement for further adaptation. Also, commercially 
available serum-free media formulations are currently more expensive than 
serum-supplemented media due to the inclusion of relatively rare growth 
supplements (MIO), such as relaxin or prolactin. This cost can generally 
be justified if high-purity monoclonal antibody preparations are required. 

3. Monoclonal Antibody Purification 

Many monoclonal antibody applications require purified protein, and 
reliable purification techniques are needed for both research and clinical 
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purposes. Monoclonal antibodies employed for in vivo imaging, passive 
immunization, and other therapeutic purposes have to be carefully pre- 
pared utilizing safe and reproducible recovery procedures. Patients must 
be protected from the danger of adventitious viral or microbial pathogens, 
and from the potential untoward effects of immunization with irrelevant 
proteins. Fortunately, excellent antibody purification and characterization 
techniques are available today to provide such protection. Government 
regulatory and safety considerations for therapeutic monoclonal antibody 
products will be discussed in this section, along with several purification 
methodologies. 

3.1. COMMON PURIFICATION TECHNIQUES 

A number of techniques have been established for the purification of 
murine or human monoclonal antibodies from cell harvest or ascites fluids, 
as listed in Table 1. Human and mouse monoclonal antibodies can be 
purified using basically equivalent techniques. For research applications, 

TABLE 1 
COMMON MONOCLONAL ANTIBODY PURIFICATION METHODS 

Category Method Reference 

Precipitation 

Ion-exchange chromatography 
Anion 

Cation 

Size-exclusion chromatography 

Other chromatography methods 

Affinity methods 

Ammonium or sodium sulfate H4 
Polyethylene glycol C16 
Caprylic acid M4 
Caprylic acid + ammonium sulfate R4 
Rivanol F9 

DEAE 

Sulfonic acid 

Sepharose 
Superose 
Sephacryl 

DEAE Affi-gel blue 
H ydrox ylapatite 
Baker ABx resin 

QAE 

TSK-4000 

F1, G4, G9, 53 
B9 
c 2  

F1 
P7 
w 
P6 

B13 
57, S20 
N2 

Protein A resins 
Protein G resins A4, B9 
Immobilized anti-antibodies 84 ,  PI0  

E9. G8, L12, P8 

Immobilized antigen w 3  
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simple enrichment by precipitating agents is often sufficient. Commonly 
described precipitation steps include salting out with sodium or ammonium 
sulfate (H4) and precipitation with Rivanol (2-ethoxy-6,9-diaminoaridine 
lactate) (F9), polyethylene glycol (C 16), and caprylic acid (M4). Precip- 
itation methods are often employed when large numbers of monoclonal 
antibody samples need to be characterized and moderate purity is suffi- 
cient. Reik et af. have recently described a two-step precipitation method 
for the purification of monoclonal antibodies from mouse ascites fluid (R4). 
In the first step, caprylic acid is used to precipitate albumin and other 
non-IgG proteins followed by ammonium sulfate precipitation. Relatively 
high-purity monoclonal antibodies result. It is important to note that some 
monoclonal antibodies can be denatured by salt treatment (B14). Thus, 
salt precipitation should be judiciously practiced. 

When the application requires greater purity, chromatographic sepa- 
rations utilizing cation or anion exchangers (B15, C2, F1, G4, G9, 53), 
hydroxylapatite (S20), size exclusion (Fl) ,  Affi-gel blue (B 13), or affinity 
supports are commonly employed (Table 1). With anion-exchange meth- 
ods, antibody and acidic contaminants are bound between pH 7.0-9.0. 
Monoclonal antibody culture fluid is often concentrated and adjusted to 
low ionic strength before chromatography. Purification from more tightly 
bound acidic contaminants is accomplished by salt or pH gradient elution. 
Cation-exchange resins (e.g., sulfonic acid-substituted resins) may also 
be used to purify monoclonal antibodies (C2). An advantage of utilizing 
cation-exchange resins is that the monoclonal antibody can be concentrated 
and purified directly from hybridoma culture fluids after pH adjustment 
(4.0-6.0). Acidic protein contaminants (including albumin) flow unbound 
through the column. Monoclonal antibodies are then eluted by salt or pH 
gradient elution. In this way, purification and concentration can be per- 
formed as a single operation. Albumin and transferrin commonly contam- 
inate antibodies purified by ion-exchange methods, and can be removed 
by size-exclusion chromatography (53, €7'). Size-exclusion chromatography 
is also often utilized also for the purification of IgM class monoclonal 
antibodies (53, P7), because of the unusually high molecular weight of 
IgM (>900,0oO Da). 

A number of high-performance and fast-protein liquid chromatography 
(HPLC- and FPLC-configured) purification protocols have been proposed 
for monoclonal antibody purification (Table 1). Several mechanically stable 
bonded phases have had demonstrated utility, including ion exchange (B15, 
G4), hydroxylapatite (57, S20), size exclusion (P6, S2), affinity methods 
(B4, PlO), and mixed ion-exchange bonded-phase ABx proprietary sup- 
ports (N2). Currently, most monoclonal antibody purification work per- 
formed by HPLC is at  an analytical scale. High-performance techniques 



320 DAVID VETTERLEIN 

can be employed to purify and characterize small quantities of monoclonals 
within several minutes. There is considerable interest in configuring high- 
performance techniques for the production of larger amounts of antibody 
for clinical or therapeutic applications. With appropriately sized HPLC 
columns, pumps, and automated operation, kilogram quantities of antibody 
could be rapidly purified. 

3.1.1. Affinity Purijkution 

Afinity purification (Table 1) of monoclonal antibodies has several ad- 
vantages relative to other purification techniques. Minity chromatography 
steps are easier to implement, automate, and scale-up. Large quantities 
of antibody can be purified in a single step employing simple column load- 
ing, washing, and elution procedures. High-purity (>980/0) monoclonal 
antibody preparations can be reproducibly obtained from cell culture, as- 
cites fluid, or other complex feedstocks. Affinity purification procedures 
are relatively generic. For example, immobilized protein A can be em- 
ployed to purify hundreds of different human or mouse monoclonal an- 
tibodies with very few procedural changes. Ion exchange, on the other 
hand, would require optimizing conditions each time a monoclonal anti- 
body is purified. 

Protein A is a Stuphyloccocus uureus-derived membrane protein that 
selectively binds a site between the C2 and C3 constant region H chain 
domains of antibody molecules from many species. If a particular mono- 
clonal antibody is of a class and species bound by protein A, protein A 
chromatography is an excellent purification method (E9, G8, P8). Im- 
mobilized protein A resins are commercially available (Pharmacia, BioRad, 
Fermentech, Repligen, and others) and have a high capacity for many 
human and mouse monoclonal antibodies. Monoclonal antibodies are 
usually desorbed under relatively gentle conditions (pH 3.0-6.0), depending 
on the species and subclass purified. The mouse IgG, subclass, and IgA, 
IgM, and IgE do not bind well to protein A (G8). Mouse IgG, represents 
over 80% of the antibodies in mouse serum, and is the most common 
mouse monoclonal antibody subclass. The low affinity of protein A for 
mouse IgG, has limited its application for many mouse monoclonal an- 
tibodies. With recent advances in protein A chromatography, this limitation 
has been virtually eliminated (P8). Chromatography buffers with high pH 
and ionic strength (1.5 moUliter glycine, 3.0 mol/liter NaCI, pH 8.9) dra- 
matically increase the capacity of protein A resins for the IgG, subclass. 
It is important to note that protein G, another membrane-derived bacterial 
protein that binds selectively to antibody Fc regions, is currently being 
investigated and may provide an alternative approach. Protein G exhibits 
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a broader specificity for antibody classes and subclasses for immuno- 
globulins from many species. This fact is being exploited for the purifi- 
cation of less common antibody classes (A4, B9) and eliminates the need 
for a high salt high pH buffer. 

Protein A-based purification techniques may be superior to a number 
of other chromatography techniques employed for the manufacture of 
monoclonal antibodies. As an affinity technique, loading and washing steps 
can be performed at  relativeIy high ionic strength, so DNA contamination 
is minimized, and no salt gradient is required. Protein A resins are also 
stable to cycles of reuse without significant losses in binding capacity or 
selectivity. It has been reported that protein A-Sepharose can be reused 
over 200 times without noticeable loss in binding capacity (L12). Thus, 
the initial high cost of a protein A resin ($5000 to 10,000 per liter) is rel- 
atively easy to justify in terms of antibody production cost after repeated 
cycles of use. The protein A molecule is also stable to exposure to high 
temperatures, low pH, and denaturing agents (e.g., guanidine-HCI) (L12), 
which makes protein A resins easily amenable to sterilization prior to or 
during manufacturing. 

It is important to keep in mind that monoclonal antibodies purified with 
protein A or G may be contaminated with trace levels of bovine antibodies 
from cell culture harvest fluids or with nonspecific endogenous antibodies 
present in ascites fluids. Antimonoclonal antibody approaches can min- 
imize contamination by heterologous antibodies, since the binding spec- 
ificity is controlled by the specificity of antimonoclonal antibodies em- 
ployed for purification (P10). For example, Bazin et af. described a 
procedure to purify ascites fluid-derived LOU rat monoclonal antibodies 
against a dinitrophenyl (DNP) hapten employing immobilized K chain, al- 
lotype-specific, monoclonal antibodies (B4). The monoclonal antibody was 
selected for desorption under mild elution conditions to preserve anti- 
DNP binding activity. DNP-specific IgG,, IgG,,, and IgGzc antibodies were 
purified from either serum or ascites utilizing the same allotype-specific 
antibody and employing virtually the same immunoaffnity protocol. Other 
anti-antibody approaches are also commonly employed. For  example, 
subclass-specific antibodies can be prepared and immobilized so that con- 
tamination from heterologous antibody subclasses is minimized. Chro- 
matography employing immobilized antiidiotypic antibodies carrying an 
“internal image” of the antigen might offer an even higher degree of spec- 
ificity, based on the fact that such antibodies would be binding-site directed 
(J5). Antimonoclonal antibody affinity chromatography can eliminate 
contamination from endogenous ascites antibodies or  bovine antibodies 
present in cell culture media. Unfortunately, antimonoclonal antibody re- 
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agents, particularly antiidiotypic antibodies, are relatively difficult and 
time consuming to prepare, isolate, and immobilize. Despite these diffi- 
culties, anti-antibody methods are often employed for research purposes. 

Antigen-specific affinity chromatography is potentially the best way to 
purify monoclonal antibodies. Because binding occurs based on antigen 
specifcity, heterologous antibody contaminants from the same or different 
species would not be expected. However, antigen-specific techniques have 
several common limitations. For rare or novel proteins there is usually 
not enough protein available to prepare a suitable antigen-specific matrix. 
Further, many proteins lose the ability to bind antibody upon immobili- 
zation, or are unstable even to relatively mild elution conditions. Some 
antigens bind antibody with such high affinity that dissociation can only 
be accomplished with denaturing solvents such as 3.5 molhiter thiocyanate, 
8 mollliter urea, 6 mol/liter guanidine HCI, or 1 mol/liter propionic acid, 
which often leads to loss of antibody-binding potency. For these reasons 
antigen-based affinity methods, although powerful, are often difficult to 
implement (W3). 

3.2. MONOCLONAL ANTIBODIES FOR MEDICAL APPLICATIONS 

In the United States, therapeutically administered monoclonal antibody 
products and in vitro diagnostic products used to test blood are regulated 
by the Federal Drug Administration (FDA), by either the Center for Drugs 
and Biologics or the Office of Biologics Research and Review. Other in 
vitro diagnostic products are regulated by the FDA Center for Devices 
and Radiologic Health under the Medical Device Amendment of the Food, 
Drug, and Cosmetics Act. The mission of these agencies is to protect 
public health by establishing requirements for licensing medical products. 
For therapeutic monoclonal antibody products, licensing proceeds in 
stages. First, permission is requested to test unlicensed biological products 
in a small number of human volunteers in clinical trials by filing of a Notice 
of Claimed Investigational Exemption for a New Drug (IND). Permission 
is granted based on a review of data detailing the potential benefit of a 
product for treating disease and relevant toxicology and scientific data 
that establish the relative risk in therapy. Obtaining regulatory approval 
requires clinical trials and is expensive and time consuming. Most mono- 
clonal antibody biologicals administered in clinical trials to date have been 
of mouse origin. Only two therapeutic monoclonal antibody products have 
been licensed. Both products are monoclonal antibodies of mouse origin 
(see Section 4.3). The development of a new drug generally proceeds in 
stages, culminating after a period of 6 to 12 yrs with a license to manu- 
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facture a product for sale. At each stage the product’s safety and efficacy 
is defined more stringently and larger scale clinical trials are performed. 

3.2.1. Regulatory and Manufacturing Considerations 

Monoclonal antibodies are complex molecules and it can be difficult to 
establish reproducibly efficacious preparations without rigorous stan- 
dardization of manufacturing procedures. Schauf recently summarized 
basic government procedures and guidelines for licensure of therapeutic 
monoclonal antibody products and reviewed regulatory and safety con- 
siderations as well (S4). Documents which point out major concerns with 
respect to production, purity, and safety of monoclonal products have 
been published by the FDA and are available for review (F4, F7). Also, 
the Code of Federal Regulations (21 CFR Parts 200-299 and 600-680) 
deals with government guidelines for the production of biologicals and 
are broadly relevant. 

Monoclonal antibody products cannot be administered safely, or pre- 
pared reproducibly without the development of standard operating pro- 
cedures for production, purification, and characterization. Typically a 
manufacturer’s working cell bank is prepared containing cells with a well- 
documented history, free of viruses, and of a defined passage number. 
Tests are routinely performed on antibody lots and at various stages of 
the production process to demonstrate freedom from viruses. Consistent 
molecular characteristics must also be established. Qualities like antibody 
stability, specificity, purity, sterility, and molecular integrity are usually 
carefully assessed. SDS-polyacrylamide gel electrophoresis, light scat- 
tering, protein concentration, isoelectric-focusing gels, and HPLC analysis 
may be employed to evaluate physical parameters likely to alter the ther- 
apeutic value of the administered monoclonal antibodies. Common issues 
of concern include cross-reactivity with irrelevant human tissues, antibody 
aggregation, denaturation, fragmentation, and charge heterogeneity-fac- 
tors which might alter the molecular binding potency or toxicity after 
administration. Other issues of concern include removal of residual com- 
ponents such as protein A, bovine IgG, pristane, and penicillin. Mono- 
clonal antibody potency is carefully monitored. It may be sufficient to 
measure potency by performing a simple binding assay. However, if animal 
models exist,  an in vivo estimate of antibody potency is preferred. Final 
product vials must also be tested for sterility, general safety, and pyro- 
genicity. The product must be consistent with respect to molecular and 
pharmacological properties, most often based on a comparison to an ac- 
ceptable reference standard. 

Monoclonal antibodies employed for in vitro diagnostic applications or 
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for the purpose of purifying other pharmaceutical products by immu- 
noaffinity chromatography require similar, although less stringent, standard 
procedures for production and purification. In the case of in vitro diagnostic 
assays, shelf life and reproducibility are key issues. If monoclonal anti- 
bodies are used for immunoaffinity purification, the implications of em- 
ploying monoclonal antibodies in the purification process are carefully 
considered. Procedures must be in place to guarantee that the affinity- 
purified product is made reproducibly and that product safety is not com- 
promised by contamination with mouse viruses, mouse DNA, monoclonal 
antibody, or other possible adventitious contaminants. 

3.2.2. Removal of Viral Contaminants 

Viral contamination is a major concern for therapeutically administered 
antibody products. The perceived risk of pathogenic viral contamination 
is greatest for human monoclonal antibody products. Proposed safety, 
efficacy, and reproducibility issues for monoclonal antibodies are similar 
to those for human immune serum-derived heterologous antibody prod- 
ucts. Detailed studies have to be performed on hybridoma cell banks and 
purified monoclonal antibody to establish freedom from virus contami- 
nation. As reviewed by Carthew (C3), many rodent viruses are known to 
replicate in human and monkey cells in culture (Table 2), and certain vi- 
ruses, such as Hantaan (D4), lymphocytic choriomeningitis (B8), and rat 
rotavirus-like agent (E2), have been shown to transmit disease from animal 
to man in infected rodent colonies. The perceived risk is even greater for 
human monoclonal antibody products because of the potential propagation 
of human viruses. Transmission of blood-borne viral diseases such as hu- 
man parvovirus infection (Tl, W2) are well known among human serum- 
derived products. Clearly, EBV-immortalized human B cell products must 
be carefully checked for active virus particles (C14). The possible con- 
tamination of monoclonal-producing human B cell lines by virus is an 
important product safety issue. 

The safety risk with respect to viral contaminants must be established 
before monoclonal antibodies are approved for therapeutic use. Fortu- 
nately, a variety of excellent tests are available for the detection of en- 
dogenous mouse viruses, including the frankly pathogenic viruses. If mu- 
rine cells are employed, detailed testing of murine cells for viruses, 
including pol yoma viruses, reoviruses, lymphocytic choriomeningitis, and 
murine leukemia viruses, is essential. Recommended tests include mouse 
or rat antibody production (MAP or RAP) tests to identify murine virus 
contamination in manufacturers’ banks or purified product. Fermenter 
derived monoclonal antibody feedstocks, serum-free or serum-containing 
media supplements, or ascites fluids must all be considered as a possible 
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TABLE 2 
MOUSE ANTIBODY PRODUCTION (MAP) TEST: POTENTIAL PATHOGENICITY OF MOUSE 

VIRUSES’ 

Isolated from primate 
tissues or the cause Replication in 

test viruses cell cultures” or monkeys (M)” 
MAP human or monkey of disease in humans (H) 

Hepatitis virus 
Adenovirus 
Pneumonia virus 
Ectromelia 
Polyoma 
Sendai 
Minute virus 
Reovirus-3 
Pneumonitis (K virus) 

No (P3) - 
Yes (SI1) - 
Yes (B6) - 
Yes (P12) - 
Yes (D9) - 
Yes (N7) 
N o  (CIS) 
Yes (85) 
No (R10) 

Yes, M, disease (54) 

Yes, H, tissues (R9) 

Lymphocytic choriomeningitis Yes, H, disease (B8) 
Encephalomyeli tis Yes (H6) Yes, H, disease (D7) 

~~~ 

“Based on replication in human or monkey cells or on rodent viruses known to cause 
primate disease. Table and examples adapted from a review by Carthew (C3), with per- 
mission. 

”References are given in parentheses. 

source of viral contamination. Examples of viruses detected in a MAP 
test are summarized in Table 2. A number of companies provide a battery 
of sensitive tests to establish the safety of therapeutically administered 
antibody products with respect to endogenous murine viruses or other 
pathogens. 

There is no guarantee that a particular assay will be sensitive enough 
to detect certain viruses. Furthermore, some pathogenic viruses are un- 
doubtedly yet to be discovered. Thus, viral assays are helpful but do not 
guarantee safety with respect to endogenous viruses. Since freedom from 
viral contamination can not be assured by viral assays alone, the process 
employed for antibody purification may be designed to provide a further 
margin of safety. Steps are included to inactivate viruses by physical or 
chemical treatments. Most rodent viruses are inactivated by a I- to 2-h 
heat treatment at 50-60°C (A7, C3). However, certain rodent viruses such 
as encephalomyocarditis virus and Kilham rat virus are known to be re- 
sistant to heat inactivation and survive even after a 2 hour treatment at 
80°C (A7). Chemical treatments such as pH extremes, detergents, urea, 
or chaotropic agents may also be evaluated (A8). Unfortunately, it can 
be difficult to find a chemical or physical treatment that inactivates a spe- 
cific virus without compromising antibody integrity. 



326 DAVID VETTERLEIN 

It is also important to note that chromatography steps employed in a 
purification process are likely to be quite protective. Affinity chromato- 
graphic procedures (protein A chromatography, for example) have been 
shown to provide over log six clearance with respect to type C retroviruses 
(LS) and are also effective for the clearance of DNA and RNA contam- 
inants. Retroviruses are of particular concern with respect to murine hy- 
bridoma cells, since Bartal et al. have reported that hybridoma cells carry 
C-oncorna and A-oncorna retroviruses (B 1). Similar observations have 
been made with mouse plasmacytoma cells (L7). To establish that a par- 
ticular immunoglobulin preparation will be free of contamination, it may 
be necessary to demonstrate the removal of viruses in “spiking” exper- 
iments. In such experiments, known viruses are added at each stage of 
the purification process and clearance is then assessed by appropriate 
viral assays. Spiking experiments can be used to validate physical or 
chemical inactivation steps or the clearance of viruses at different stages 
of a purification process. Spiking experiments are routinely employed in 
manufacture of biological products (C14, F5, L8) to provide further evi- 
dence for safety. 

3.2.3. Heterogeneity 

Each monoclonal antibody has a characteristic fingerprint of isoelectric 
bands (referred to as a spectrotype) that characterizes the molecule with 
respect to charge heterogeneity. The spectrotype for several different IgG, 
mouse monoclonal antibodies specific for recombinant tissue plasminogen 
activator are shown in Fig. 4 (lanes A-H, left panel). Each of the mono- 
clonal antibodies shown focuses as 3-10 closely spaced isoelectric bands. 
Monclonal antibody heterogeneity often results from posttranslational 
modifications (mechanisms are described below). The large pI shifts shown 
for the different tissue plasminogen activator (tPA)-specific monoclonal 
antibodies are likely due to carbohydrate alterations or variable region 
differences, since each of the monoclonal antibodies is from the same 
subclass. 

The spectrotype of a particular monoclonal antibody may also change 
depending on cultivation methods. For example, the purified monoclonal 
antibody (5B6) preparations shown in Fig. 4 (lanes I and J) exhibit different 
spectrotypes when produced from ascites or serum-free media; however, 
both (5B6) preparations are indistinguishable based on SDS-polyacryl- 
amide gel analysis (lanes A and B, right panel). Heterogeneity with respect 
to molecular weight has been observed recently by Manil et al., who have 
characterized monoclonal antibody molecules by two-dimensional gel 
electrophoresis and observed light chain molecular-weight differences 
(MI). Changes in antibody specificity may also occur as a result of changing 
cultivation methods. For example, Underwood and Bean isolated mouse 
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FIG. 4. Isoelectric-focusing gels illustrating heterogeneity of purified mouse IgG, mono- 
clonal antibodies recognizing recombinant tissue plasminogen activator (left panel, lanes A- 
H). Each monoclonal antibody molecule has a particular spectrotype or fingerprint of iso- 
electric bands due to posttranslational modifications. Major PI shifts shown among the IgG, 
monoclonal antibodies result from carbohydrate or V region differences. The isoelectric- 
focusing (IEF) spectrotype may also vary with production methods. Different IEF spectro- 
types are obtained from hybridoma cell line (5B6) cultivated in serum-free cell culture (lane 
I )  or as ascites fluid (lane J). The right panel shows that the ascites (lane A) and serum-free 
cell culture-produced (5B6) antibodies (lane B) were not distinguishable by SDS-polyacryl- 
amide gel electrophoretic analysis. 

hybridoma cells for 26 different influenza subtypes (Ul)  and found that 
passage in ascites alters specifcity with respect to several of the subtypes. 
They also found changes in specificity dependent on storage methods. 
Standardized methods of monoclonal antibody production, purification, 
formulation, and storage are therefore important, particularly for deveI- 
opment of a manufacturing process. 

The reasons for the significant heterogeneity observed for monoclonal 
antibodies in response to variations in growth conditions are not clear. 
Possible explanations are ( 1) posttranslational modification, including 
changes in carbohydrate composition or proteolysis (B 13, P5); (2) selection 
of an unexpressed genotype from a mixed population not sufficiently 
cloned (C8); and (3) genome alterations involving point, frameshift, dele- 
tion and somatic mutation mechanisms (A9, C9), as well as class (K4) or 
subclass (B3) switching. It is important to mention that heterogeneity may 
also result through postcultivation mechanisms, such as deamination dur- 
ing purification and storage or carbamylation during IEF analysis using 
urea (P5). During scale-up of hybridoma cultivation, the potential for ge- 
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netic change is high. Immortalized antibody-producing cell lines are pre- 
disposed to genetic changes. Isotype switching (among IgG,, IgGza, IgG2b, 
and IgG, molecules) is relatively frequent in hybridoma lines and occurs 
at a rate of approximately lo-’ per generation. And although the mech- 
anism of somatic hypermutation is still not understood, codon changes in 
the hypervariable regions of V region genes also accumulate at a fairly 
high rate (approximately 0.3-1.0 x point mutations per codon per 
generation) (Wl) .  This is at least 10,000 times more frequent than the 
mutation rate estimated for the mouse genome (W 1). 

Heterogeneity with respect to carbohydrates is another parameter which 
should be considered for the development of effective monoclonal antibody 
products. Inefficient glycosylation or the variant structure of attached oli- 
gosaccharides may be therapeutically important. Nose and Wigzell studied 
the effect of carbohydrate alterations on mouse IgG2, molecules (N8) and 
showed that removal of asparagine-linked carbohydrate inhibits antibody 
clearance from circulation, antigen-dependent cellular cytotoxicity , Fc 
receptor binding on macrophages, and complement activation. Human 
IgG molecules contain at least 16 different complex-type asparagine-linked 
carbohydrate chains (H3). Since human monoclonal antibodies have spe- 
cies-specific carbohydrates, the structure or distribution on monoclonal 
antibody molecules is likely to change with different methods of B cell 
immortalization. The mouse component of heterohybrid cells, for example, 
is likely to express a unique set of glycosyltransferases (M9) that would 
alter the carbohydrate structure of heterohybrid-produced human anti- 
bodies. It remains to be determined, however, whether such carbohydrate 
differences occur and whether these differences will alter the therapeutic 
value of administered monoclonal antibody products. 

Aggregation can also compromise the safety of antibody preparations 
administered therapeutically (01). Human-derived serum antibodies have 
been used therapeutically for many years, and the safety of intravenous 
heterologous immunoglobulin preparations has been thoroughly studied. 
The degree of aggregation of immunoglobulin preparations administered 
therapeutically has been correlated closely with the onset of uncomfortable 
and sometimes dangerous side effects, including chills, nausea, blushing, 
abdominal cramps, wheezing, and local pain upon infusion (I 1). Consid- 
erable evidence suggests that these side effects are predominantly caused 
by complement-mediated inflammatory responses (R7) through activation 
of the properdin pathway. The properdin pathway is activated by antibody 
aggregates and is Fc dependent. Inflammatory side effects can be mini- 
mized or eliminated by appropriate procedures, including (1) removal of 
antibody Fc regions by proteolytic digestion (K8); (2) chemical inactivation 
of Fc binding sites by reduction followed by alkylation (S6); and (3) ap- 
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propriate attention to formulation buffers. Glycine buffers containing 5 to 
10% maltose in glycine buffer, for example, can substantially reduce ag- 
gregation and side effects after intravenous injection (02 ) .  Aggregation 
of human or mouse monoclonal antibody preparations prior to adminis- 
tration is an important concern and should be carefully considered when 
developing purification and formulation protocols. 

4. Monoclonal Antibody Technology 

Monoclonal antibodies are beginning to change the way diseases are 
diagnosed, monitored, and treated. It has been estimated that the market 
for monoclonal products was $155 million in 1985, mostly due to the de- 
velopment of new diagnostic assay products. Assay kits are being con- 
figured in new and imaginative ways, and many former polyclonal anti- 
body-based assays are being replaced with superior monoclonal antibody- 
based products. The market for monoclonal antibody products is expected 
to exceed $4.0 billion in the 1990s. Over half of the projected increase 
relates to the development of in vivo therapeutic and imaging products 
(D8). A number of therapeutic and in vivo diagnostic assay products are 
under development. These include products for the treatment of cancer, 
imaging of tumors and blood clots, passive immunization against viral and 
bacterial pathogens, protection against toxins and poisons, and treatment 
of allergic disorders and organ transplant rejection. Although great progress 
is being made, commercialization of administered monoclonal antibody 
products is slow, due in part to clear technological and scientific limitations 
and also to the great cost and time required to license safe and effective 
therapeutic products. 

The power of monoclonal antibodies to purify, quantitate, characterize, 
and identify is contributing to the development of new recombinant protein 
products for biotechnology, and is also stimulating the advance of bio- 
logical research. The use of monoclonal antibodies has increased scientific 
knowledge of the immune system, hormone receptors, histocompatibility 
antigens, T cell differentiation factors, virus pathogenicity, tumor markers, 
enzymes, and a number of basic biological processes. A number of recent 
reviews have emphasized the important contribution of monoclonal an- 
tibody reagents in veterinary and human medicine and in biological re- 
search (E7, N3, V6). Examples of a number of applications are summarized 
in Table 3. This section discusses several key diagnostic and therapeutic 
uses and illustrates some limits of the current technology. Several new 
ways to utilize and generate monoclonal antibodies are also described, 
with a look toward future developments. 
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TABLE 3 
CURRENT AND PROSPECTIVE MONOCLONAL ANTIBODY PRODUCTS/APPLICATIONS 

Product/application Example(s) 

Diagnostics 
I n  vitro 
I n  vivo 

Therapy 
Cancer treatment 

Passive immunization 
Immunization with idiotypic antibodies 

Drug, poison, and toxin removal 

Inhibition of graft rejection 

Control of allergic reactions 

Fertility modification 

Pharmaceutical purification 

See Table 4 
Imaging glioma (B), bronchial 6 1 3 ,  and 

other tumors; locating blood clots, 
infarction, abscesses, parasites, etc. 

Lymphatic cancer (M5, M7), melanoma 
(HI  I ) ,  gastrointestinal (S9)-direct tumor 
killing or targeting of antitumor drugs or 
cytotoxic T cells against tumor antigens 

For viral, bacterial, and parasitic diseases 
Vaccines (DIO), or against tumor antigens as 

a strategy in cancer therapy (K10) 
Mouse IgG product administered as antidote 

for digitoxin and digoxin poisoning; for 
endotoxin-induced septic shock (B 10, L3); 
snake antivenom (L3) 

Mouse IgG Mab to CD-3 cluster determinant 
on immune T cells-marketed product to 
prevent renal graft rejection (T3) 

Inhibition of IgE degranulation of mast cells; 
prevention of autoimmune diseases (L2) 

Selection of X or Y spermatocytes; hormone 
regulation to improve fertility or for birth 
control (L2) 

Manufacture of immune interferon (SlS), 
hepatitis B (M3), interleukin-2 (K6) 

4.1 In V i m  DIAGNOSTIC ASSAYS 

Many new assays configured using monoclonal antibodies are being de- 
veloped for research and medical purposes and applied for the detection 
of a broad range of biomolecules. Common assay configurations include 
(1) assays where antibodies are attached to particles which agglutinate in 
the presence of antigen; (2) direct attachment of antibody (covalently 
tagged with fluorescent dye, radioactively labeled, or enzyme conjugated) 
to antigen where antigen-antibody reaction is directly visualized in tissue 
smears, on cells, or on proteins employing Western blot methodologies 
(T5); (3) competition assays using tagged antigen; and (4) ELISA (B18) 
methodologies; for example, indirect ELISA methods where bound 
monoclonal antibody is immobilized to capture soluble antigen, then bound 
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antigen is detected using a second nonhomologous antibody that is enzyme 
conjugated for signal development. 

When a group of animals is immunized, typically only a few will produce 
the quality of antisera desired for assay purposes. When the immune sys- 
tem encounters antigen, a heterologous antibody response develops and 
a variety of antigenic sites are recognized. Antibodies of differing isotypes, 
affinities, and specificities are produced. Antibodies to trace contaminants 
in a protein preparation are also common. Immune sera therefore represent 
a complex mixture of antibodies that can lead to unwanted cross-reactivity , 
making reproducible polyclonal assay reagents quite difficult to generate. 
Monoclonal antibodies circumvent many of these problems. Several 
monoclonal antibody-based diagnostic assays have been commercialized 
or are in advanced stages of development (Table 4). These include tests 
(1) to predict pregnancy or ovulation and protect the newborn from anti- 

TABLE 4 
MONOCLONAL ANTIBODIES FOR in Vitro DIAGNOSTIC APPLICATIONS" 

Product category Company 

Fertility 
Ovulation kit 
Pregnancy kit 
Anti-Rh factor kit 

Sexually transmitted diseases 
Herpes virus kit 
Chlamydia kit 

Blood screening 
Hepatitis non-A, non-B kit 
AIDS virus kit 

Cancer detection and monitoring 
Gastrointestinal cancer kit 
Prostate cancer kit 
Leukemia phenotyping kit 
Pancreatic carcinoma kit 

Drug and hormone monitoring 
Digoxin Mab 
Parathyroid hormone Mab 
Theophylline Mab 

Tissue or cell typing 
HLA antigen kit 
OKT4/OKT8 ratio kit 

Monoclonal Antibodies, Mountain View, CA 
Ortho Pharmaceutical Corporation, Raritan, NJ 
Immunotech SA, Marseilles, France 

Genetic Systems, Seattle, WA 
Genetic Systems, Seattle, WA 

Centocor, Philadelphia, PA 
Centocor, Philadelphia, PA 

Abbott Laboratories, North Chicago, IL 
Hybritech, San Diego, CA 
Becton Dickinson, Mountain View, CA 
Biogenex Laboratories, Dublin, CA 

Chemicon International Inc., Segundo, CA 
Meloy Life Sciences, Springfield, VA 
Ventrex Laboratories, Portland, ME 

Biogenex, Dublin, CA 
Becton Dickinson, Mountain View, CA 

"Adapted with permission from an article originally published by Tami e f  al. (T3). 
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Rh hemolytic disease; (2) to diagnose sexually transmitted diseases, in- 
cluding Chlamydia bacteria and herpes virus infections; (3) to protect the 
blood supply from AIDS and hepatitis virus contamination; and (4) for 
early detection and monitoring of cancer, utilizing monoclonal antibody- 
specific tumor antigens such as carcinoembryonic antigen or prostatic acid 
phosphatase; and (5) to detect or monitor for drugs or other small mol- 
ecules. Monoclonal antibody-configured assays are typically more sen- 
sitive and rapid, and often give a very low incidence of false positives 
compared to when heterologous antibodies are employed. In addition, an 
unlimited and reproducible supply of assay reagents is virtually guaranteed. 
It has been pointed out that home pregnancy tests marketed by Warner- 
Lambert Company and Ortho Pharmaceutical Corporation take only 30 
min to develop and are 99% accurate (T3). Pregnancy assessment is based 
on measurement of human chorionic gonadotropin (hCG) levels in urine. 
Previous pregnancy tests based on polyclonal reagents were slow in com- 
parison, and cross-reactivity led to a higher incidence of false positives. 
Centocor’s blood-screening assay for hepatitis is two to four times more 
sensitive than previous assays utilizing polyclonal sera. Centocor is also 
marketing a monoclonal kit that has been described as 98.5% accurate 
for the early detection of stomach, pancreas, liver, and colorectal cancers 
using a test specific for gastrointestinal tumor antigens (VI). Abbott Lab- 
oratories has developed a diagnostic kit utilizing a monoclonal antibody 
to carcinoembryonic antigen (CEA). High CEA levels are common in pa- 
tients with lung, ovary, pancreas, and gastrointestinal tract tumors, and 
the assay is employed to monitor regression and prognosis of the disease 
(C5). Other effective monoclonal antibody tests include assays for his- 
tocornpatability antigens for organ transplantation and assays to monitor 
T cell phenotype. OKT4 and OKT8 T cell monoclonal antibody reagents 
have been very important for the diagnosis of AIDS (D6). New assays 
are also used to assess clearance of drugs or poisons. For example, tests 
monitoring digoxin, phenobarbital, and theophylline based on monoclonal 
antibodies are available (R5). 

It should be mentioned that monoclonal antibodies can be too specific. 
Since monoclonal antibodies bind only to one epitope, they can be less 
reliable than heterologous antibodies for the quantitation of complex an- 
tigens subject to genetic drift. For example, hog cholera virus and bovine 
viral diarrhea strains have been missed in assays employing monoclonal 
reagents generated to viral subtypes (V4). Such issues are also of particular 
concern for current diagnostic assays for the AIDS virus. Since multiple 
epitopes are recognized, polyclonal antibody-based assays may sometimes 
be superior for detection of rapidly changing pathogens or subtypes, al- 
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though monoclonal antibody cocktails may also be employed to account 
for genetic drift. 

4.2 IMMUNOAFFINITY PURIFICATION 

Monoclonal antibody affinity techniques are being broadly applied for 
research purposes and in pharmaceutical development, and are part of 
the arsenal of purification techniques employed for high-value recombinant 
proteins in biotechnology. In the late 1970s, polyclonal rabbit antibodies 
began to be used for affinity purification of proteins a t  a micropreparative 
or an analytical scale. The availability of monoclonal antibody reagents 
has expanded the use of immunoaffinity techniques in manufacturing pro- 
grams and research labs. Many natural proteins and enzymes have been 
isolated employing monoclonal immunoaffinity methods, including Bor- 
deteffa pertussis proteins for vaccine development (L4), polio and other 
vaccines in manufacturing operations (V3), plasminogen activators for 
characterizing the enzymes present in human urine ( K l ) ,  oxidases for 
studies of monoamine oxidase isoenzymes in the liver (D3), phospho- 
diesterases for characterization of the enzyme from bovine heart (H2), 
and insulin-like growth factor I from human serum for studies of its role 
as a growth factor (L.5). 

The use of immunoaffinity steps for the purification of high-value re- 
combinant proteins by bioindustry is also becoming more common. Im- 
munoaffinity methods have several advantages over classical protein pu- 
rification approaches (such as protein precipitation or  ion exchange, and 
size-exclusion chromatography). Immunoaffinity methods are simple to 
implement, rapid, and easy to automate (A6). Proteins can be isolated 
from complex mixtures in a single-process operation with high yield and 
purity. Conventional approaches require multiple purification operations 
to obtain comparable purity, and this can often result in poor product 
yield. The manufacturing process for Escherichiu cob-derived recombinant 
immune interferon, for example, employs an immunoaffinity operation 
that increases purity over 800-fold in a single step with greater than 90% 
recovery of activity (S18). Other examples of successfully purified re- 
combinant proteins include hepatitis B surface antigen from yeast (M3), 
bacteria-derived transforming growth factor a ( W 3 ,  interleukin-2 (K6), 
and bovine somatotropin (K 13). 

It is important to point out that monoclonal antibodies used for prep- 
aration of an immunoaffinity column for a pharmaceutical process must 
be carefully selected and that the cost of producing an immunoabsorbent 
can be rather high. In addition to regulatory issues (discussed in Section 
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3.2. I), several factors are commonly considered. First, an appropriate 
monoclonal antibody must be identified. Considerable effort may be re- 
quired to generate and select a suitable antibody-producing cell line. The 
monoclonal antibody must be stable to process solvents, proteases in 
product feed streams, and to the chemical coupling agents used for im- 
mobilization. The monoclonal antibody must also release product under 
relatively mild desorption conditions that maintain product potency and 
avoid denaturation. Second, the purification operation must be configured 
to circumvent the tendency of coupled monoclonal antibody to degrade 
or denature in process solvents. Finally, the binding capacity of the column 
and the column reuse capability must make sense in terms of overall pro- 
cess economics. 

4.3. MOUSE MONOCLONAL ANTIBODY THERAPEUTIC PRODUCTS 

Several therapeutic roles have been proposed for monoclonal antibody 
products (Table 3). These include passive administration for viral and 
bacterial diseases, cancer therapy, treatment of common allergies, au- 
toimmune diseases, control of graft transplant rejection, cardiac and tumor 
imaging, receptor modulation, and human antiidotypic vaccines. Clinical 
trials are underway to evaluate products in many of these areas (D8, L2, 
T3). To date, two mouse-derived monoclonal antibody products have been 
licensed by the FDA for therapy. One, from Wellcome Biotechnology, 
Ltd. (Kent, United Kingdom), is employed for the clearance of the heart 
drugs digoxin and digitoxin. The antibody is administered in many hospital 
emergency rooms as an antidote for lethal effects of digoxin and digitoxin 
poisoning. Small children are the most common victims. The other product 
is from Ortho Pharmaceutical Corporation (Rantan, New Jersey) and is 
an antibody directed against human cell surface antigen CD-3 (a lympho- 
cyte cell differentiation antigen), which is administered for treatment of 
human renal allograft rejection. The antibody therapy serves as an adjunct 
to immunosuppressive therapy and is effective in reversing acute renal 
graft rejections where steroids or therapeutic human polyclonal antibody 
preparations have failed. 

4.3.1. Cancer Therapy 

One of the most important potential applications of monoclonal anti- 
bodies is in cancer therapy. Over half of the $4 billion projected market 
for monoclonal antibody products in the 1990s is based on the assumption 
that monoclonal antibodies will become key products for cancer treatment 
and imaging. Unfortunately, except for a few remarkable cases, patients 
treated with mouse monoclonal antibodies for T cell lymphomas (M7), B 
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cell leukemia (MS), gastrointestinal cancers (S9), and melanoma (HI 1) 
show no significant decrease in tumor burden. As has been reviewed by 
Smith and Teng (S17), the general lack of success has been attributed to 
several factors: 

1. The tumor burden may be too high, or in the case of solid tumors, 

2. Genetic drift may lead to changes in tumor antigens. 
3. Antigen shedding may block available antibody sites, shielding the 

4. Antibodies employed for therapy may not be specific enough, have 

5. The injected antibody may be cleared too fast or the dosage may 

6. The patient may develop a human antimouse antibody or suffer from 

Results of cancer therapeutic trials employing mouse monoclonal an- 
tibodies raise serious questions about their therapeutic value. Innovations 
are likely to be necessary. New approaches may involve treatments with 
antiidiotypic antibodies that would contain internal images of a specific 
tumor antigen. Antiidiotypic antibodies appear to have led to partial or 
even complete regression in patients treated for leukemias (KlO). New 
approaches involving the targeting of toxins, drugs, or radionuclides to 
tumor cells employing monoclonal antibodies and utilizing bispecific an- 
tibodies to capture circulating chemotherapeutic drugs are also under in- 
vestigation (see Section 4.5.2) and may be more successful therapeutic 
agents than mouse monocIonal antibodies administered directly. 

antibody penetration may not be possible, 

tumor. 

high enough affinity, or be of the correct subtype. 

not be sufficient. 

some fundamental immunodeficiency. 

4.4. HUMAN MONOCLONAL ANTIBODY PRODUCTS 

Human serum-derived antibody has proved useful for the treatment of 
viral and bacterial infections in unimmunized, congenitally immunodefi- 
cient individuals, and also to treat normal patients with antibody levels 
temporarily depleted by systemic infection. Conditions treated include Rh 
(D) hemolytic disease of the newborn, viral diseases such as rubella, rabies, 
hepatitis A or B (also non-A, non-B), and varicella-zoster virus (C17). 
Other applications include treatment of gram-negative sepsis, use as a 
snake antivenom, reversal of drug overdose, and fertility control (L2, L3). 
Many serum-derived antibody products are likely to be replaced by su- 
perior human monoclonal antibody products as human monoclonal anti- 
body technology develops. As described in Section 2.3, human B cell 
immortalization is a difficult and evolving technology. Activated human 
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B cells against specified antigens are difficult to obtain, immortalization 
techniques are still poorly defined, and immortalized human B cells often 
produce very low levels of antibody and are frequently unstable. Despite 
these limitations, human monoclonal antibodies have been generated to 
a large variety of antigens of interest for therapeutic and research purposes. 
These include human monoclonal antibodies to viral, bacterial, and parasite 
antigens, cell-specific or histocompatibilty antigens, tumor antigens, DNA, 
sperm, and cytoskeletal protein (Table 5). No human monoclonal antibody 
products have yet been approved for sale. A human IgG, monoclonal an- 
tibody from Celltech (United Kingdom) is being tested for treatment of 
anti-Rh disease to prevent hemolytic episodes in the newborn (L2). An- 
other is being tested for imaging of glioma (P9) and bronchial (S15) cancers. 

The interest in human monoclonal antibody development is expanding 
because of the importance of human monoclonal antibodies as therapeutic 
products and as research tools. Human monoclonal antibodies are per- 
ceived to have a number of advantages. One reason for this is that the 
human B cells are likely to respond to human antigens differently than 
mouse lymphocytes. This is because the human B cell repertoire is quite 
different. Mouse monoclonal antibodies, for example, seem to favor com- 
mon HLA framework epitopes and have limited usefulness for tissue typing 
(self, nonself discrimination). Human monoclonal antibodies are expected 
to better discriminate among HLA histocompatibility antigens (E7, H12, 
P2). The therapeutic value of human monoclonal antibodies is also likely 
to be different than for mouse monoclonal antibodies. Human species- 
specific carbohydrate differences have been reported which effect cellular 
cytotoxicity, complement activation, and phagocytosis (L2, N6). Changes 
in any effector properties would be expected to limit the value of mouse- 
derived therapeutic products. A more serious problem is the immuno- 
genicity of mouse monoclonal antibodies in humans. There is evidence 
that the effectiveness of mouse monoclonal antibodies administered for 
cancer therapy may be limited by immunogenicity. An anti-antibody 
response has been observed in patients treated for melanoma (H 1 I ) ,  gas- 
trointestinal cancer (S9), leukemia, and lymphoma (L9). Most of the an- 
tiglobulin response appears to be directed against H chain C2 and C3 con- 
stant regions (S7). Some of this antigenicity may be avoided by the 
development of chimeric human-mouse monoclonal antibodies (see Sec- 
tion 4.5.3) or by the utilization of human monoclonal antibodies for cancer 
treatment. In the case of human monoclonal antibodies, an idiotypic or 
allotypic immune response against administered antibody is expected, but 
should be well tolerated based on experience gained with human serum 
antibodies in therapeutic situations. In fact, human idotypic monoclonal 
antibodies carrying an “internal image” for viral, bacterial, or parasitic 
antigens are likely to be an important source of future vaccines (DIO). 
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TABLE 5 
HUMAN MONOCLONAL ANTIBODIES’ 

~ _ _ _ _ ~  

Example 

Bacterial 
Tetanus toxoid 
Hmmophilus influrnzar (type B )  
Preiidomonas aeruginosa 
Chlamyrliu 

Hepatitis B 
Rabies, rubella, hepatitis A 
Herpes VZV 

Plusmodiiim fulcipnrum 

Viral 

Parasite 

Cell-specific or histocompatibility antigens 
Neurons 
Islet cells 
Erythrocytes 
Rhesus D 
HLA 
Blood group A 

Lung carincoma antigen 
Gastric and colorectal antigens 
Glioma 
Bronchial 
Melanoma 
Lymphoid cancers 

DNA (ss and ds) 
The hapten 4-hydroxy-3,5-dinitro-phenacetic acid 
Sperm 
Cytoskeletal protein 

Tumor antigens 

Other 

Reference 

G5 
G6 
53 
R8 

B17 
v 2  
524 

55 

S 16 
E3 
513 
C14 
h12 
RI 

H8 
H7 
P9 
515 
12 
A1 

w 4  
522 
K14 
c12 

“Adapted with permission from a review article by James and Bell 
(J I ) .  

Although there is no clear consensus, it has recently been pointed out 
( J l )  that generation of heterohybrids using mouse myeloma cells for im- 
mortalization may be the method of choice for human monoclonal antibody 
production. Mouse myeloma fusion has been employed for a range of 
antigens, including lung carcinoma antigen (H8), tetanus toxin (G4), Hae- 
rnophilus injluenzae B (G6), and Pseudomonas aeruginosa (S3). In general, 
the mouse myeloma cells have been reported to be easier to clone and 
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fuse and the parental heterohybrid cells secrete higher levels of antibody 
and are more stable (up to 30 months) than when other methods of im- 
mortalization are employed. Recently, Sugano et al. generated “stable” 
human antibody-producing heterohybrids for herpes VZ virus by fusion 
with mouse myeloma cells ($24). Donor lymphocytes were taken from 
thrombocytopenic patients requiring splenectomy and were stimulated in 
vitro utilizing viral antigens and pokeweed mitogen. The heterohybrids 
produced IgG,-neutralizing antibodies for herpes VZ virus that cross-react 
with herpes simplex virus strains and are 1000 times more potent than 
normal human serum. The fusion frequency was higher than one hybrid- 
oma per 5 x lo4 lymphocytes. The antibody-producing cells have been 
followed for 9 months and have shown no loss in antibody-producing ca- 
pability. Also, the heterohybrid cells secreted antibody at levels com- 
parable to mouse hybridoma cells (30-40 pg per lo6 cells per day). It is 
therefore likely that many of the technical limitations facing human mono- 
clonal antibody production will be overcome in the near future, utilizing 
mouse fusion partners. 

4.5. DEVELOPING AREAS OF MONOCLONAL ANTIBODY TECHNOLOGY 

Several interesting and new areas of monoclonal antibody technology 
are considered briefly here with respect to their practical and theoretical 
implications (Table 6). First, monoclonal antibody methodologies are being 
combined with advances in engineering, leading to the development of 
electronically based assay devices termed immunosensors. Second, tech- 
niques to routinely produce monoclonal antibodies with dual specificities 
or bispecific antibodies are being perfected. Third, recombinant techniques 
are being perfected to generate man-made antibodies. The implementation 
of recombinant DNA techniques to engineer antibody molecules is likely 
to lead to an entirely new generation of antibody reagents. Finally, although 
the combining sites of antibodies are normally not catalytic, research is 
underway to understand and selectively modify the combining regions of 
antibody molecules so that enzymatically active sites are created. Such 
monoclonal antibodies are referred to as catalytic antibodies or “ab- 
zymes.” 

4.5.1. Immunosensors 

Immunosensors are simple, probelike devices engineered and electron- 
ically configured to detect the concentration of biomolecules. It is hoped 
that immunosensors can be designed that will read out antigen concen- 
tration within a few minutes or seconds. Applications proposed for im- 
munosensors include precise quantitation of biochemicals for medical and 
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TABLE 6 
DEVELOPING AREAS OF MONOCLONAL ANTIBODY TECHNOLOGY 

Immunosensors 
Piezoelectric immunosensors: detect and quantitate human IgG and influenza type A 

Potentiometnc immunosensors: detect and quantitate hCG (Y I )  and Cnndidu albicans 

Indirect immunosensors: detect and quantitate albumin, hCG, tumor antigen, thyroxin, 

virus (R6) 

(K3) 

and hepatitis B surface antigen (A2) 

Bispecific antibodies 
Diagnostic assays: increase sensitivity in immunohistochemical studies (S25) ;  simplify 

Targeting techniques: target cytotoxic T cells to Thy-1 . I-expressing tumor cells, 
ELISA 625)  and immunoblot assays (L6) 

parasites, viruses, or other pathogens (LI, S19); target vindesine to CEA-expressing 
tumor cells (C10) 

Recombinant antibodies 
Humanizing monoclonal antibodies: mouse variable domains combined with human 

Altering specificity or affinity: altering antibody binding site specificity and affinity by 
constant domains (56, 03 )  

controlled mutagenesis (S10) 

Catalytic antibodies 
Generate enzymatically active antibodies: use of transition-state analog immunogens to 

generate monoclonal antibodies that catalyze ester (T6) and carbonate (PI I )  
hydrolysis 

veterinary immunodiagnostic purposes, food contamination monitoring, 
diagnosis of human and animal disease, industrial effluent monitoring, and 
fermentation and purification process control and monitoring (N6). Con- 
sequently, there is a growing interest in the development of efficient im- 
munosensors. 

Immunosensors consist of antibodies coupled to a stable support and 
a transducing element that senses antigen-antibody interaction and sends 
a proportional electrical signal to a measuring device. There are two classes 
of immunosensors-one detects antigen directly, the other indirectly. Ex- 
amples of direct immunosensors under study are: ( 1) electromechanical 
or piezoelectric-based immunosensors, where changes in electric charge 
are encountered in response to mechanical stress as antibody interacts 
with antigen at the surface of a sensor; (2) potentiometric systems, where 
the effect of antigen-antibody charge is measured directly by potentio- 
metric devices; and (3) field-effect transistors (FET), where changes in 
electrical field strength are measured. Piezoelectric immunosensor devices 
for human IgG and influenza type A virus have been constructed that 
recognize nanogram quantities of antigen within seconds (K3, R6). Po- 
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tentiometric devices have been used successfully to detect hCG in the 
urine of pregnant women (Yl) and for measuring Candida albicans in 
blood specimens (K3). 

Indirect immunosensors differ in that signal transduction is achieved 
indirectly. Typically, indirect immunosensors measure competitive re- 
actions between antigen and antibody. For example, competition may be 
measured at the surface of a Clarke oxygen electrode by employing cat- 
alase-labeled antigen (A3). Competition by unlabeled antigen lowers ox- 
ygen production. Optical fiber sensors have also been employed with in- 
direct immunosensors utilizing fluorescently tagged antigen to produce a 
signal (T7). Indirect immunosensors for human serum albumin, human 
immunoglobulin, human chorionic gonadotropin, tumor antigen a-feto- 
protein, thyroxin, and hepatitis B surface antigen have been described 
(A2). 

Immunosensor technology currently has several limitations. Relatively 
expensive devices are needed to transduce and record antibody-antigen 
signals. Another consideration is sensitivity. The sensitivity for antigen 
detection is often less than with comparable ELISA methods. Finally, 
the lifetime of probes is often short and subject to limited reuses due to 
antibody stability and probe sterility concerns. As has been pointed out 
(N6), many of these limitations are the subject of active investigation, and 
considerable progress is being made toward commercialization. 

4.5.2. Bispecijk Antibodies 

Bispecific antibodies have dual binding specificity (see Section 2 . 2 ) ,  
which provides new opportunities for application in therapy and diagnosis. 
For example, with one binding site directed to a signal enzyme such as 
horseradish peroxidase and the other toward antigen, ELISA (K2) and 
immunoblot-type assays (L6) can be performed in a single step. Suresh 
et al. studied the advantages of bispecific antibodies as assay reagents 
and noted an increase in sensitivity and decrease in signal-to-noise ratio 
in immunohistochemical studies of spinal cord slices visualized by mi- 
croscopy, and in competitive immunoassays involving tissue-specific an- 
tigens (S25). Bispecific antibodies are also being evaluated for therapeutic 
uses in targeting cytostatic drugs or cytotoxic T cells to tumor cells or 
pathogens. For example, vinca alkaloid drugs have been targeted to human 
colorectal cancers using bispecific mouse monoclonal antibodies to vin- 
desine and carcinoembryonic antigen (C 10). Cytotoxic T cells with allo- 
typic determinants recognizing one antibody site have been efficiently tar- 
geted to Thy-1.1-expressing tumor cells. Several stable bispecific 
antibodies have also been employed to selectively target cytotoxic T cells 
to ovary carcinoma cells, Toxoplasma gondii, and HLA antigens (Ll,  



MONOCLONAL ANTIBODIES 34 1 

S19). Therefore, T cell targeting by bispecific antibodies might be used 
therapeutically to alter histocompatibility, destroy parasites, and kill tumor 
cells. 

4.5.3. Recombinant Monoclonal Antibodies 

The assembly of man-made monoclonal antibodies is now possible using 
recombinant DNA techniques. For a review of this subject, a discussion 
by Oi and Morrison is relevant (03). Immunoglobulin genes coding for 
mouse variable region domains have been combined with human constant 
region domains and expressed in several different host cells, including 
myelomas (56). Site-directed mutagenesis has also been used to alter 
specificity and idiotype of mouse monoclonal antibodies (S 10). 

Although the technology is still evolving, it may soon be possible to 
devise antibody vectors and develop a generic host for high-level pro- 
duction of recombinant monoclonal antibodies. Recombinant DNA meth- 
ods under development have the potential of circumventing many of the 
drawbacks of conventional methods for monoclonal antibody production. 
Antibody diversity might be generated in vitro without the need for in 
vivo immunization. Bispecific antibodies and enzyme-fused antibodies may 
also be prepared employing recombinant procedures. Difficulties in the 
production of human antibodies might be eliminated by constructing “hu- 
manized” antibodies grown in well-defined host cells adapted to a serum- 
free medium. Mouse variable region genes against human antigens could 
be expressed with different functionalities depending on the human con- 
stant domains employed. Such chimeric mouse-human monoclonal an- 
tibodies may be rendered nonimmunogenic by the substitution of human 
constant region genes. It is clear recombinant techniques will be extremely 
important in the development of “humanized” and multifunctional anti- 
bodies for a variety of clinical and diagnostic applications. 

4.5.4. Catalytic Antibodies 

Recent work suggests that appropriately selected antibody molecules 
can function as enzymes. Catalytic antibodies are currently produced by 
selecting antibodies against transition-state analogs. Antibody-catalyzed 
hydrolysis has been demonstrated for specific esters (T6) and carbonates 
(PI 1) with kinetic rate accelerations of approximately 1000- to 17,000-fold 
over the uncatalyzed reaction rate. In addition to increasing the under- 
standing of catalytic processes, catalytic antibodies may have important 
applications in science and medicine. A major technological goal is to 
produce catalytic antibodies that can function as selective proteases, which 
modify proteins in the same way as DNA is modified by restriction en- 
zymes (M2). Many believe catalytic antibodies may also have pharma- 
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ceutical potential (B2). Binding and enzymatic functions might be incor- 
porated into catalytic antibodies to search and destroy viruses and other 
pathogens, remove atherosclerotic plaque from blood vessel walls, or for 
many other medical purposes. No one has demonstrated the transfer of 
such complex catalytic functions as plaque or cell lysis to antibody mol- 
ecules. It may soon be possible to fuse enzyme active sites to antibody 
molecules using genetic engineering techniques. This would make the 
preparation of such complex catalytic antibodies more feasible. 
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1. Introduction 

Since the hallmark paper of Kohler and Milstein (K16, K17), increasing 
numbers of applications for monoclonal antibodies (Mabs) have been re- 
ported (e.g., M17, M28, S7, S12, T16, Y2, Y3). The use of Mabs has ap- 
plications in many areas of biological research, clinical medicine, and new 
drug delivery systems. Slowly, as the data warrant, Mabs are beginning 
to replace conventional polyclonal antibodies (Pabs), and commercial 
companies are introducing them in a variety of immunoassay kits. In this 
review, an attempt will be made to summarize those applications which 
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best serve the medical community. Particular emphasis has been placed 
on the uses of Mabs in neoplastic disease, where many in vitro and in 
vivo diagnostic and therapeutic applications have been developed and re- 
fined for practical use. Additional areas of current Mab research have 
been selected for discussion, because it is felt that they have advanced 
beyond fundamental studies and have progressed into the working labo- 
ratory. The actual techniques for the preparation of Mabs and their pu- 
rification are covered elsewhere (see Vetterlein, this volume). 

1.1. MONOCLONAL VERSUS POLYCLONAL ANTIBODIES 

When an animal is injected with an immunogen, the animal responds 
by producing an enormous diversity of antibody structures directed against 
different antigens and different determinants; different antibody structures 
may be directed against the same determinant. Once these antibodies are 
produced, they are released into the circulation and it is virtually impos- 
sible to separate all the individual components present in serum. Each 
antibody, however, is made by individual cells, and the immortalization 
of specific antibody-producing cells by somatic cell fusion, followed by 
cloning of the appropriate hybrid derivative, allows the perpetual pro- 
duction of each of the antibodies in separate culture vessels. These cells 
can usually be either injected into animals to develop myeloma-type tu- 
mors, forming ascites (which are rich in Mabs), or grown in an assortment 
of sophisticated fermentors designed to produce gram or kilogram amounts 
of Mab. Monoclonal antibodies only require an initial immunization with 
an antigen of reasonable purity, since one can select the antibody of desired 
specificity from the many cross-reactive types made. The only concerns 
initially are that the selected antigen is imunogenic in the host animal and 
that an adequate screening test is available to the desired antibody once 
it is produced (B4, D22, FS, L3, R9, S41). Homogeneity, specificity, and 
availability make Mabs attractive for future expansion in immunoassays, 
immunoaffinity chromatography, and areas still to be discovered. 

1.2. GENERAL CONSIDERATIONS 

A physical listing of the myriad of immunoassays described in the lit- 
erature would be impractical in a review of this nature, thus the reader 
is referred to reviews which summarize these (e.g., S14). Each of the 
ensuing sections will summarize those Mabs which have made useful con- 
tributions to the field of immunodiagnostics under discussion. In Section 
2 monoclonal antibodies will be discussed as both diagnostic and thera- 
peutic tools in neoplastic disease. The traditional immunoassays are re- 
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placing Pabs with Mabs where justifiable [radioimmunoassay (12); enzyme 
immunoassay (S39, U2); immunofluorescence (D7)]; and others (D8, R9, 
S28). Affhity chromatography (C17) is an exciting area for Mab application 
(K4, QI, S13). The immunometric assay (W15) has made enormous inroads 
using Mabs. Assays such as the forward and reverse two-step methods, 
and the simultaneous method (M22), take advantage of the newly created 
Mabs which offer reproducible reactants to multiple epitopes on a single 
molecule making two-site assays a reality. However, investigators have 
discovered that advantages offered by Mabs are at times accompanied by 
disappointment and challenge. 

Most Pabs, particularly those which are IgG, are quite stable as liquid 
reagents. Purified Mabs with excellent binding properties, however, are 
sometimes unstable in solution at physiological pH (6-8) or in certain media 
(e.g., low ionic strength) due to characteristics of the Mabs structure (poor 
solubility, intermolecular hydrophobic interactions, etc.). Also, some Mabs 
become useless for applications where Mab modifications (i.e., radioio- 
dination, fragmentation, and enzyme conjugation) result in inactivation 
of the antigen-binding portions of the antibody molecule due to reactive 
sites being located in the variable parts of the F(ab) region. 

Cross-reactivity of new Mabs to epitopes in unrelated tissue has been 
observed. This can be a serious diagnostic problem for the pathologist. 
Cross-reactions such as that between mammalian neurones and Typan- 
osoma cruzi parasites as reported by Wood et al. (W13) have been re- 
ported. Inaccurate diagnosis can result if a Mab does not recognize an 
important isoenzyme because a functionally active genetic variant lacks 
the epitope. Consequently, care must be always taken when dealing with 
these new diagnostic tools. 

Some concern has been expressed over the possibility that the large- 
scale production of Mabs in rodents will result in material contaminated 
by rodent viruses. This potential problem has been reviewed by Carthew 
(C6), who discusses the hazard posed, particularly in human therapy, and 
the safeguards that can be taken. 

2. Neoplastic Disease 

In 1984, approximately 6 million new cases and 4.5 million deaths were 
attributed to cancer world wide (W16). In the United States, the four most 
common cancers are carcinoma of the lung (126,000 deaths, 144,000 new 
cases), colonhectum (60,000 deaths, 138,000 new cases), breast (38,000 
deaths, 119,000 new cases), and prostate (26,000 deaths, 86,000 new cases). 
In industrial countries, lung, breast, and colorectal cancers are most com- 
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mon, while in developing countries cervical, oral, and liver cancers pre- 
dominate. 

Immunological reactions to malignant disease have been under study 
since the turn of the century. In the 1940s, animal models were developed 
(F8, G40) which showed that malignant cells could invoke an immune 
response. Antisera to animal xenografts to other tumor types followed 
(D6 ,  P8). The advent of monoclonal antibodies (Mabs) has allowed us to 
make many new discoveries since the problems asociated with polyclonal 
nonspecificity were overcome. In the following sections we will review 
many clinical applications in which Mabs have been used in both diagnostic 
and therapeutic areas of human malignant disease. 

2.1. DIAGNOSTIC APPLICATIONS 

The differential diagnosis of cancer is difficult because cancer exists as 
many diseases (over 200 types) and the symptoms are not always specific. 
Once located, the tumor must still be classified as either benign or ma- 
lignant. The first diagnostic priority ideally is to screen the entire symp- 
tomatic population or high-risk groups for early disease. The next diag- 
nostic criterion is the accurate diagnosis of symptomatic patients. Next, 
tests to monitor disease progress enable evaluation for purposes of de- 
termining therapy or for detecting recurrences. Finally, indicators of dis- 
ease prognosis are necessary to plan treatment programs. In vitro testing 
by standard histochemical stains (histopathology of biopsy specimens) 
confirms most cancers today. Tumor marker immunoassays and occult 
blood tests comprise most of the remaining in vitro monitoring and 
screening procedures. Noninvasive in viva diagnosis is possible by tra- 
ditional palpation (e.g., breast cancer), visualization by endoscopy (e.g., 
colorectal cancer), and imaging with ultrasound [computerized axial to- 
mography (CAT) scans] and nuclear magnetic resonance (NMR). How- 
ever, Mabs have introduced newer possibilities with parenterally intro- 
duced labeled antibodies to tumors to locate and treat cancers in vivo. 

One of the major problems in treating cancer patients is the inadequate 
assessment of disease. Only a few tumors secrete circulating markers 
which accurately reflect the presence of active tumor and tumor load. In 
germ cell tumors, a-fetoprotein (AFP) and human chorionic gonadotropin 
(hCG) have been shown to have clinical value (A4). Many solid tumors, 
which comprise up to 90% of all cancers, do not have convenient markers. 
The advent of Mabs has greatly improved the quality of existing tests of 
known markers [i.e., carcinogenic embryonic antigen CEA)]. Novel new 
markers may be assayed using Mabs, i.e., assays for oncogene products, 
and these may become the next index of tumor burden (H3). 
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2.1.1. Human Tumor Marker Assays 

Considerable debate has existed whether specific tumor markers exist. 
Early animal experiments with virus-induced or chemically induced tumors 
demonstrated the presence of transplantation antigens when these tumor 
cells were put into syngeneic hosts (KI 1, 04).  Antibodies to various car- 
cinomas could also be found circulating in patient sera (E3, H1, S19). 

The advent of Mabs made it possible to develop antibodies to tumors 
of many different histological types. Several of these Mabs to  tumor 
markers (antigens) have been shown to have great utility as diagnostic 
indicators and are discussed below. 

2. I .  1.1. a-Fetoprotein. AFP is a glycoprotein and one of most exten- 
sively studied tumor markers. Initially found in serum of mice with chem- 
ically induced hepatomas (A3, K10, 03) ,  it is an example of an oncofetal 
protein and is synthesized by liver cell during fetal development (A2). 
Immunofluorescent studies showed excellent correlations between cir- 
culating serum levels and ontogenesis (A2, B25, S20, S21, S35). After 
reaching a maximum level during the first trimester, serum levels range 
from 1 to 4 ng/ml after the first year of life (R23, R24). It was found to 
be useful for diagnosing or monitoring conditions other than cancer. El- 
evated AFP levels in the amniotic fluid or maternal serum indicated the 
presence of fetal neural tube defects (e.g., spina bifida). Partial hepatec- 
tomy or chemical (carbon tetrachloride) poisoning causes liver regeneration 
resulting in AFP synthesis and elevated serum levels that last a week 
before normalizing (T2). Neoplasms reported to contain AFP include hep- 
atoma, germinal teratocarcinoma, embryonal cell carcinoma, mixed sem- 
inoma, ovarian endodermal sinus tumor, serous cystadenocarcinoma, 
gastric carcinoma, colonic carcinoma, and pancreatic carcinoma (G26, 
K7, M13, 0 2 ,  S5).  Monitoring of serum AFP levels in primary hepato- 
cellular tumors (elevated in 70430% of patients) and yolk sac-derived tu- 
mors of the ovary and testes (elevated in 5 5 4 0 %  of males) has been dem- 
onstrated (Al,  A6, N6, R25, WI). Moderate and transient elevated AFP 
serum levels also occur in approximately 10% of patients with acute and 
chronic hepatitis, cirrhosis, and liver metastases (B22, D13, R17). Two 
AFP Mabs were described by Uotila et al. (U1, U2), who used them in 
a two-site serum enzyme-linked immunosorbent assay (ELISA). Bellet et 
al. (BIO) have developed a sensitive Mab radioimmunoassay which has 
high sensitivity and specificity for primary hepatomas. 

Commercial kits are marketed for the dual purpose of fetal neural tube 
defect screening and cancer management, including polyclonal two-site 
ELISA assays (e.g., Abbott Laboratories, Behring Diagnostics), mono- 
clonal immunoradiometric assays (IRMAs) (e.g., Hybritech, Inc.), and a 
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monoclonal IRMA and enzyme-enhanced luminescent immunoassay 
(ELIA) (Amersham, Inc.). 

2.1. I .2. Carcinoembryonic Antigen. CEA is a ubiquitous glycoprotein 
antigen associated primarily with epithelial tumors in man and was prob- 
ably the first antigen recognized as a possible tumor-specific marker. It 
is a complex antigen composed of several epitopes and is generally re- 
garded as an antigen of the gastrointestinal system. It is present in the 
serum of normal individuals at a concentration of about 2.5 ng/ml and is 
found elevated in smokers and in about 20% of persons with ulcerative 
colitis, Crohn’s disease, pancreatitis, and liver or lung infections. When 
levels exceed 20 nglml, advanced malignancy is suspected; levels 100 times 
normal have been seen in some cancer patients. Antigens from other organ 
systems, however, have been isolated which are cross-reactive with CEA 
isolated from the gastrointestional region. These include the nonspecific 
cross-reacting antigen (NCA) and a meconium antigen (MA), found in 
colonic tumors, normal colonic tissue, spleen, lung, and plasma (B48, K12, 
K14). Cultured human cell lines producing CEA have been reported from 
colon (El, G18), liver (R17), lung (E5, N4), prostate (WII) ,  pancreas, 
thyroid, cervix, breast, testes (N4), and melanomas (N4, R17). The mo- 
lecular weight of CEA isolated from colonic tumors is about 200,000 dal- 
tons while CEA from other tumors may have molecular weights as high 
as 370, 000 Da (H14, P8). These molecular-weight discrepancies appear 
to be related to variations in the carbohydrate region of the glycoprotein, 
with carbohydrate:protein ratios varying from I : I to 1 :5 among tumor 
types (B3, R22). Histological studies revealed CEA to be on the plasma 
membrane (G13) and electron microscopy further showed it in the gly- 
cocalyx as an associated antigen and not an integral part of the cellular 
membrane (G15). CEA has been shown to be present in gastric, colonic, 
pancreatic, biliary, bronchogenic, mammary, uterine, ovarian, prostatic, 
and urinary bladder carcinoma (G19). There have been reports of a great 
many monoclonal antibodies to various epitopes on CEA (A4, B23, B45, 
B47, G13, G14, 1 1 ,  K13, K33, M14, N5, S5).  In colonic cancer, elevated 
CEA levels relate to Dukes’ (D25) classification as follows: stage A, 20- 
40%; stage B, 5670%; stage C, 70-80%; and metastases, 80-90% (M14). 
When colonic metastases of the liver are present, CEA levels often rise 
rapidly and are valuable in differentiating these from other liver diseases 
(S5, S27). The use of monoclonal antibodies in immunoassays has helped 
discriminate between small differences in the CEA molecule (R22). A solid- 
phase enzyme immunoassay was shown to have good correlation with 
conventional antisera (B39), but cross-reactivity with normal sera was 
observed. Primus et al. (P14) described four Mabs (NP-1, NP-2, NP-3, 
and NP-4) that recognized at least four different determinants of CEA. 
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Three of these (NP-2, NP-3, and NP-4) did not cross-react with NCA. 
NP-1 cross-reacted with NCA and a meconium antigen. NP-2 and NP-3 
recognize epitopes that are shared with CEA and MA but not NCA. The 
NP-4 Mab recognizes an epitope only expressed on CEA. Another enzyme 
immunoassay described by Hedin et al. (H8) uses two noncross- 
reactive Mabs, and when compared to conventional Pabs shows greater 
specificity for carcinomas. Predictive values of 60-90% (pancreatic can- 
cer), 60-65% (lung cancer), and 5 0 4 5 %  (breast cancer) have been re- 
ported. Pinto (P7) assayed CEA levels in 14 pericardial effusions of sus- 
pected malignant pericarditis patients using a commercial Mab ELISA 
with a sensitivity of 0.5 ng/ml (serum) and I .O ng/ml (pleural fluid). 

When compared to a cytological examination, the method was 100% 
specific and sensitive (100% specific, 90% sensitive by cytological exam). 
Many commercial kits have been marketed as  cancer immunoassays. 
These include Mab-based, two-site ELISA tests with a sensitivity of 0.3- 
50 ng/ml (e.g., Roche, Abbott, Hybritech), Mab IRMAs with sensitivities 
between 0.5 and 50 ng/ml (e.g., Immunomedics, Hybritech, Amersham), 
and polyclonal RIAs and ELISAs with sensitivities between 2.5 and 250 
ng/ml (e.g., Roche, Pharmacia, Diagnostic Products, Boehringer Mann- 
heim, Behring). 

2.1.1.3. Pancreatic Oncofetal Antigen. This oncodevelopmental marker 
was first described by Banwo et al. in 1974 (B5). It was demonstrated to 
be immunologically distinct from carcinoembryonic antigen, a-fetoprotein, 
ferritin, and all acute-phase reactants. It had a molecular weight between 
800,000 and 900,OOO and has been shown to be present in pancreatic, biliary 
tract, gastric, colonic, breast, and bronchogenic carcinomas ( G 5 4 7 ,  H20). 
The highest serum pancreatic oncofetal antigen (POA) levels are found 
in carcinomas of the pancreas, with cross-reactivity observed in biliary 
tract and bronchogenic carcinomas. Poorly differentiated large tumors have 
lower serum levels than smaller well-differentiated tumors and this may 
suggest the POA serum concentration is not a good immunodiagnostic 
test (H 16). 

2.1. I .4. Prostatic Acid Phosphatase and Prostate-Specific Anti- 
gen. Prostatic acid phosphatase (PAP) was first described in the 1970s 
and at  first was thought to be a specific marker for adenocarcinoma of 
the prostate ( C l l ,  G44). Fewer than 50% of malignancies confined to the 
prostate are detectable but almost 95% of metastasized prostatic carci- 
nomas are detectable (B38, F10, M6, Q2). PAP (isoenzyme 11) is a gly- 
coprotein of approximately 100,000 Da and has a unique organ-specific 
epitope located in the protein region of the molecule. The antigens originate 
in the ductal epithelium of the prostate, and while they are shed in greater 
quantities in cancer than in benign prostatic hypertrophy, the presence 
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of PAP in benign disease and its occasional absence in cancer patients 
limits its usefulness as a cancer diagnostic. It is still useful for monitoring 
defined cases. Monoclonal antibodies have been made making specific 
immunoassays possible (C10, G20). Pab- and Mab-based commercial kits 
have been marketed for this purpose. These include two-site Mab and 
Pab ELISA kits (e.g., Hybritech, Abbott, Behring, Cetus), IRMAs (e.g., 
Hybritech), and RIAs (e.g., Diagnostic Products, Amersham). 

Prostate-specific antigen (PSA) has been shown more recently to have 
promise as a marker for monitoring the progress and therapy of adeno- 
carcinoma of the prostate (W5). A two-site ELISA (Hybritech) is being 
marketed currently, but “for research only” kits are available (Cetus and 
Diagnostic Products). 

2.1.1.5. Melanoma Antigen p97 and Mab 9.2.27. Melanomas have been 
extensively studied by immunological means. Melanoma antigens have 
been detected in the cell cytoplasm (B43, M35, W12) as well as on the 
cell membrane (G33, L13, M21, R16). Antibodies from patients with ma- 
lignant melanoma and hyperimmune sera from immunized animals were 
the reagents used initially to develop assays (G31, M21, V3). Conventional 
immunofluorescent and complement fixation tests using Pabs have been 
used to detect serum antibodies to malignant melanoma (G41, G42, L13, 
M38, R16). Recently, a melanoma-specific antigen (p97) and a Mab (9.2.27) 
to a melonoma antigen have been described (B34-B37, M31, W12, 
W14). 

The p97 antigen is a 97,000-Da iron-binding glycoprotein related to 
transferrin and forms an integral part of the cell membrane (B35, B37). 
This antigen, which was initially thought to be tumor specific, is expressed 
in low amounts in normal tissues and at high levels in embryonic colon 
and intestine (B36). Most melanomas have from 50,000 to 500,000 p97 
molecules per cell as compared to 10,000 p97 molecules per cell in normal 
tissue (B36). Mabs to p97 have been used as histochemical stains to aid 
in diagnosing primary tumors and to aid in the selection of Mabs useful 
in binding tumors, and can be used for tumor localization for therapy. 
The Mab 9.2.27 is reactive with the glycoprotein melanoma-associated 
chondroitin sulfate proteoglycan complex (MPG) (B41, B42, K33). The 
levels of serum antibodies diminish as the tumor progresses (C1, L15, 
M34) and immune complexes between soluble circulating antigen and an- 
tibody may form (J10, L14). Mabs to melanoma antigen thus far have 
been used primarily as histochemical reagents and in therapy, and ser- 
ological assays are still under development. This Mab and related antigens 
have been reviewed by Reisfeld (R8). 

2.1. I .6. Human Chorionic Gonadotropin. Human chorionic gonado- 
tropin was first isolated from the human placenta and described by Hirose 
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(H15). Analysis of the hCG structure shows that it contains two peptide 
chains, the a and p subunits, which are held together by disulfide bridges. 
The OL subunit is common to the other human glycoprotein hormones, 
follicle-stimulating hormone (FSH), luteinizing hormone (LH), and thyroid- 
stimulating hormone (TSH). The p subunit is specific for hCG and contains 
unique epitopes. Following the observations by Aschheim and Zondek 
that the urine of pregnant women contained a substance that could stim- 
ulate ovaries of test mammals (AlO), gonadotropins were found in the 
urines of patients with tropoblastic neoplasms (B33, H9,Z2). Human cho- 
rionic gonadotropin has been also demonstrated in nontrophoblastic neo- 
plasms (A5, M7, S23), spermatozoa (A9), and in the following human ma- 
lignancies: germinal cell tumors, trophoblastic disease, and ovarian, 
pancreatic, biliary tract, gastric, hepatocellular, pulmonary, and breast 
carcinomas (B30, B31, D19, G1, G27, L2, S3, S18, S34, S40, T9). In 1972, 
Vaitukaitis (V 1) described a specific radioimmunoassay which used highly 
specific Pabs capable of measuring hCG in the presence of cross-reacting 
human luteinizing hormone. In 1973, the linear amino acid sequences of 
the p subunits of hCG were reported (B1 1). The need to differentiate nor- 
mal gestation and gestational trophoblastic disease (GTD) led to the de- 
velopment of sensitive immunoassays which had been made p-subunit 
specific and which could accurately measure elevated hCG levels in the 
first trimester of pregnancy and monitor the return of these values to  nor- 
mal at the termination of the pregnancy (B29). If the hCG did not decline 
to normal levels it indicated GTD (B28, D12). Mabs have been developed 
to the (3-hCG subunit which are not cross-reactive with subunits. The role 
of hCG in monitoring choriocarcinoma (T17) and testicular cancer (57) 
has been studied extensively. Two groups (B24, T3) have described Mabs 
to p-hCG with low cross-reactivity to luteinizing hormone (principal cross- 
reacting gonadotropin) and show that their assays correlate well with con- 
ventional assays. 

These are many quantitative and qualitative tests for P-hCG. The qual- 
itative tests are primarily for pregnancy testing while the quantitative as- 
says are used for both pregnancy testing and cancer monitoring. The com- 
mercial kits include two-site Mab ELISAs and IRMAs with sensitivities 
of 1.5-1.7 mIU/ml (e.g., Hybritech, Roche), Mab ELISAs and RIAs with 
sensitivities of 0.6 mIU/ml (Amersham), and a Pab EIA with a sensitivity 
of 1 mIU/ml (Abbott). 

2.1.1.7. Ca f9-9. Koprowski et al. (K21), using colorectal cancer cells 
as the immunogen, succeeded in isolating a hybridoma antibody which 
bound specifically with colorectal cancer cells. This Mab also reacted with 
sera from patients with colorectal cancer and not with normal sera (K20). 
It was subsequently shown that the antigen involved is a monosialogan- 
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glioside (M5). Elevated serum levels were shown in patients with colorectal 
cancer (a%), gastric cancer (72%), and pancreatic cancer (92%), and it 
may be specific for gastrointestional cancer (HI I ,  K24). The Mab to Ca 
19-9 has also been shown to cross-react with human Lewis b blood antigen 
(K19). It is currently used primarily as a marker for pancreatic cancer 
even though the prognosis for this disease is poor. Commercial kits are 
available using this Mab. 

2.1.1.8. Ca 125. Following immunization with a serous ovarian cell line, 
Bast and co-workers (B7) were able to isolate a hybridoma with a Mab 
reacting to an ovarian cancer antigen (Ca 125). The antibody reacted 
against 12 of 20 ovarian cancer biopsies. Subsequently these workers de- 
veloped an RIA for Ca 125 (K15), which showed normal serum values of 
1 I .2 k 5.4 U/ml. A cutoff value of 35 U/ml was selected and 82% of ovarian 
cancer patients showed values >35 U/ml, with 6% of normals also ele- 
vated. At a cutoff of 65 U/ml, this changed to 73% elevated for ovarian 
cancer, with 2% elevated in normal subjects. While elevated values of Ca 
125 are potentially diagnostic for ovarian cancer, cross-reactivity to the 
endometrial, cervical, and large intestional carcinomas has been shown. 
A good correlation has been shown with rates of tumor recurrence and 
with responses to chemotherapy (C2). A Mab RIA for this marker has 
recently been marketed (Centocor) for monitoring patients with ovarian 
cancer. 

2.1.1.9. Placental Alkaline Phosphatase. Placental alkaline phospha- 
tase (PLAP) has been associated with carcinoma of the testes, ovaries, 
lung, stomach, and pancreas (S33, S40), but assays using polyclonal anti- 
sera could not differentiate the different isoenzymes of alkaline phospha- 
tase, making these assays of little use. The recent development of Mabs 
to PLAP showed specificity and usefulness in monitoring tumor progres- 
sion (E8). Studies comparing PLAP with AFP and hCG are being con- 
sidered for the monitoring of testicular cancer. 

2. I .2. Tumor Localization 

A great deal of research has gone into the development of Mabs directed 
to tumor antigens; when these Mabs are radiolabeled and injected into 
patients with suspected cancers, they can be used for the purpose of im- 
aging the malignancies. Imaging with radioactive antibodies or radioim- 
munodetection (RAID) has been under development for at least 35 yr. 
Several reviews have been written on this subject ( D l l ,  G16, G17, K5, 
K15, RI, R8). Recent progress has resulted from several advances, namely, 
identification of suitable tumor-associated antibodies, suitable human 
xenograft models (GIO), knowledge that circulating tumor antigens do not 
block tumor localization, and development of computer-assisted and bi- 
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ological methods for reducing nontarget background radioactivity. The 
advent of new Mabs to tumor antigens came with great expectancies, but 
it was soon realized that some of the initial asumptions concerning Mabs 
were incorrect. The great specificity to antigen over that offered by poly- 
clonal antibodies has at times turned out to be a disappointment, since 
only single epitopes are reacted with by Mabs while several epitopes are 
reacted with with Pabs. Thus for tumor visualization, Mabs offer in some 
instances less or sometimes inadequate imaging due to fewer reactive sites 
on the cell surface. Additional factors which would enhance tumor uptake 
of antibody (e.g., antibody binding constant) need to be considered. Het- 
erogeneity became an issue when the specificities of many Mabs for tumor 
epitopes were shown to cross-react with normal tissues. At times this was 
not a major concern, e.g., when the relative level of antibody reactivity 
with tumor was many times more reactive than with normal cells. Such 
events have led to the speculation that cells in transition from normal to 
malignant states may pass through a series of program changes (L7). Other 
forms of heterogeneity have arisen with respect to antigenic properties, 
drug response, receptors, etc. (K6, W7). A Mab to one specific antigen 
may fail to react with histologically identical tumors in another individual, 
or even with metastases of the tumor from which the Mab was derived. 
Such loss of antigen expression has invoked other approaches (i.e., Mab/ 
Mab or Mab/Pab mixtures). Additionally, an antigen can be expressed on 
the cell surfaces of a number of tissues and tumors (F4). Several Mabs 
to adenocarcinoma of the colon have been developed (S31). Some of these 
have shown binding to  melanoma, breast carcinoma, and blood group 
substance B. Other Mabs to ovarian carcinoma and melanoma have been 
demonstrated (B24). Many other such cross-reactivities have been noted 
(C18, M10, T4). 

The role of Mabs in diagnostic imaging, through much research, has 
generated several opinions (B2, C12, E7, E8, F2, (317, H7, H18, LIO, 
M2, M3, M36, M37, P5, P6, S26, S32). Improved tumor-to-blood and 
tumor-to-normal tissue ratios have been documented in studies using Mab 
rather than Pab (M37). Mach et al. (MI ,  M3) showed that if the affinity 
constants were the same, Pab and Mab uptake on the same tumor antigen 
were equivalent. In similar studies, Primus et al. (PI 1, P13) evaluated the 
tumor concentration of Mabs against CEA with Pabs made in the goat. 
Three monoclonal anti-CEAs with reactivity to different epitopes on the 
CEA molecule (6040% immunoreactivity following radiolabeling), and 
the goat polyclonal anti-CEA (70% immunoreactive), when injected into 
animal tumor models, all gave quite similar tumor-to-tissue ratios. This 
demonstrates that polyclonal and monoclonal antibodies against the same 
soluble antigen will localize equivalently. 
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The imaging of tumors with radiolabeled antibodies requires computer 
processing. When major sites of the blood pool are involved, conventional 
nuclear medicine collimators are not very applicable to the use of I-labeled 
antibodies for cancer imaging. Potent, high-affinity antibodies against tu- 
mor-associated antigens cannot overcome the relatively low concentration 
of labeled antibody on the tumor compared to that present in the back- 
ground tissues. Highly vascular areas (i.e., heart, liver) interfere with 
suitable images. The inadequate concentration of radiolabeled antibody 
in tumor with respect to the background tissue, resulting in poor imaging, 
has been well described (D11, G21, G25, P4). 

Ballou, Goldenberg, and others (B2, G23, G24) have reported several 
techniques which are used to enhance tumor imaging. The techniques for 
improving target-to-nontarget ratios which have been successfully dem- 
onstrated include the delaying of imaging to reduce background, the 
administration of radiolabeled compounds such as w"'technetium (wmTc)- 
labeled albumin followed by a normalization and subtraction method, the 
administration of a second antibody directed to the radiolabeled primary 
tumor antibody, and the use of radiolabeled immunoglobulin fragments 
[i.e., F(ab'),, F(ab')], which are cleared from the vascular system more 
rapidly. 

The simple delay in imaging to allow reduction of background is clinically 
unwieldy, since delays can be as long as 7 days with variable results. 
Also, results are required more rapidly than this. 

Forty-eight hours after the intravenous injection of radiolabeled anti- 
body, average target-to-nontarget ratios of 2.3: 1 can be shown. This, 
however, is not usually acceptabie for routine planar (two-dimensional) 
imaging. The use of a radiolabeled tracer to mimic the nonspecific back- 
ground distribution, followed by a normalization and computer-assisted 
subtraction, is attractive. This technique of subtraction (selective removal 
of nontarget radioactivity) with a second radiolabeled tracer as introduced 
by Kaplan et al. (K3) has been extended to remove nontarget radioactivity 
obscuring the lesion (D2, D3). This procedure has been used by Goldenberg 
in over 800 patients receiving '3'I-labeled anticancer antibodies. The basic 
requirements for a second radiotracer in the subtraction procedure are 
that the principal energy of the y-ray emission from the second agent must 
be lower than that of the radionuclide label on the tumor, and that the 
two energies are far enough apart to be resolved in the dual-channel ana- 
lyzers without overlap in the windows in which each nuclide is being col- 
lected (i.e., %Tc-labeled albumin and %Tc-labeled pertechnetate mixtures 
for imitating intravascular and extravascular components). It is also pos- 
sible to use an organ-specific tracer (i.e., 99"'Tc-sulfur colloid) for liver. 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 367 

With this method, simultaneous images for I3'I and wmTc are stored in 
the computer, and after selection of an area of interest, the *"Tc back- 
ground is subtracted from the '"I activity. The result is an image with 
increased contrast and an increase in target:nontarget ratio of twofold to 
threefold. This technique is explained in detail elsewhere (D14). 

The use of a second antibody directed against the primary radiolabeled 
anticancer antibody is still in its experimental stage. Sharkey ef al. (S17) 
showed fourfold reduction of primary antibody radioactivity within 2 h 
after second-antibody administration. This technique has also been re- 
ported by Bradwell e f  al . ,  (B27) and Goodwin e f  al. ((330). 

The use of antibodies which have been enzymatically digested with 
pepsin or papain to remove the Fc regions of these immunoglobulins is 
another technique which has been demonstrated. These fragments, either 
the F(ab),, or Fab fragments, can be produced and radioiodinated without 
significant loss of immunoreactivity. These radiolabeled antibodies are 
cleared from the circulation more rapidly than the intact IgG antibodies, 
since the elimination of the Fc portion of IgG antibodies reduces the non- 
specific binding to many existing tissue Fc receptors and results in lowered 
background radiation. Buchegger ef al. (B40) found fragments superior 
to intact IgG Mab in detecting cancer grafted into mice. In patients re- 
ceiving fragments, 61% showed positive scans as opposed to 51% positive 
scans for those receiving intact IgG (M4). Additionally, the fragments, 
without the Fc piece attached, are much less immunogenic to the host. 
Fragments may also be hybridized, yielding binary molecules with different 
target specificities, which may increase tumor saturation. 

Berche et al. (B 14), using tomographic scintigraphy with improved image 
specificity and planar imaging with background subtraction detected le- 
sions in the 18-cm3 (3.5 cm) size range. Recently, Goldenberg's group 
(G22) examined 13 patients with a history of primary liver carcinoma. 
They were given either '3'I-labeled Pab or Mab against a-fetoprotein and 
were scanned with a y camera. %"Tc imaging agents were used for tumor 
image enhancement by computer-assisted subtraction. A sensitivity of 91 % 
(primary site), 50% (lungs), 33% (chest area), or 75% (abdomen, pelvis) 
was achieved with specificity of >94%. Figure I shows typical results of 
such a subtraction obtained by the Goldenberg group. 

Recent progress with Mabs in RAID have introduced new dimensions. 
Recently, liposomes with second antibody have been used by Begent ef 
al.  (B9) as  another technique to reduce background radioactivity. Ra- 
dioiodinated primary goat anti-CEA was administered followed by a sec- 
ond antibody (horse anti-goat) entrapped in liposomes (B9). Accelerated 
clearance was demonstrated in four of five patients and improved y camera 
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FIG. I .  Anterior chest view of a patient with colonic carcinoma metastatic to the left 
lung. (A) "'I murine monoclonal anti-CEA IgG scan at 48 h prior to dual-isotope subtraction; 
(B) after subtraction of blood pool background radioactivity. Diffuse radioactivity throughout 
left lung. 

imaging was shown in three of five patients. One drawback to this approach 
is that the liver sequesters liposomes and raises the radioactive levels in 
that organ, making imaging in this area less sensitive. 

There has also been an increased use of other isotopes. Otsuka and 
Welch have recently reviewed the various radionuclides available (07) for 
labeling monoclonal antibodies. These include 13'1, 1231, 77Br (radiohalo- 
gens), and "'In and 99n'T~ (radioactive metals) attached to antibody with 
bifunctional chelates [i.e., derivatives of ethylenediaminetetraacetic acid 
(EDTA) or derivatives of diethylenetriaminepentaacetic acid (DTPA)]. 13'1 
has been used in most of the immunolocalization studies published. This 
isotope's energy level is too high for conventional y cameras and there 
is some risk to the patient. Both " 'In and Iz31 have been investigated pri- 
marily because of lower energy and shorter half-life. The choices of which 
label to use depend on whether a suitable means is available to attach the 
isotope to the antibody (or antibody fragment) without destroying im- 
munoreactivity, whether the isotope has a suitable decay rate during the 
clinical study, or whether the uptake of radiolabeled metabolites will in- 
terfere with imaging. This also assumes that the radiolabel remains attached 
to the antibody after administration and is not exchanged with other pro- 
teins or tissues (one major concern with chelated metals). Animal models 
have been described to evaluate labeled antibodies (B17, 52, K6, S9) as 
well as other nonanimaI models (K18, 08). 

2.1.3. Histological Tumor Cell Typing 

Diagnostic immunohistology has become one of the well established 
areas in which Mabs have been used with great success. This has been 
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important in the pathology laboratory where homogeneous reagents with 
precise specificity are invaluable. Two widely used techniques, the per- 
oxidase-antiperoxidase method and the avidin-biotin-phosphatase com- 
plex method, have seen many Mab applications and this area of study has 
been recently reviewed by Falini and Taylor (Fl). Since many tumor cells 
can be cultured readily, they can be used as immunogens for the generation 
of new Mabs. Some of these will react with the immunizing cell line but 
not with other tumors of the same organ, limiting their applicability. Char- 
acterization of these antibodies often reveals cross-reactivity with normal 
tissues. The discovery of “identical determinants” can be of great interest 
to the research biologist, since it can reveal previously unknown areas of 
homology between diverse macromolecules, whereas to the pathologist 
it can result in misleading diagnostic interpretations. Many sensitive tumor 
markers have been described, including those to tumors of the skin, breast, 
brain, lung, stomach, pancreas, colonhectum, ovary, testes, bladder, kid- 
ney, and prostate and to lymphoma, melanoma, osteosarcoma (AS). In 
several malignant diseases, they have had particular importance (e.g., 
malignant lymphoma, melanoma, breast cancer, gastrointestinal cancer). 

2.1.3.1. Mufignun? Lymphoma. The different lymphoid cells that exist 
and their different biological functions (i.e., helper or suppressor cells) 
can now be differentiated by certain cell surface markers using panels of 
select monoclonal antibodies. Malignancies of the lymphoid cells lead to 
their transformation and rapid multiplication. However, using monoclonal 
antibodies, these cells can still be typed as to their lymphoid cell origins 
and a proper assessment of the malignancy can be made. Neoplastic B 
cells in follicular lymphomas can be recognized by unique immunoglobulin 
light chains identifiable by a Mab (W6). Similarly, cutaneous T cell lym- 
phomas can be differentiated (K32). The correct selection of monoclonal 
antibodies can be more accurate than conventional techniques (54). There 
are instances when deerentiation on morphological grounds is not possible 
while examination with monoclonal antibodies of cell surface markers and 
epithelial surface antigens is diagnostic. Gatter et a / .  (G4) examined 23 
carcinomas and 22 non-Hodgkin’s lymphomas and showed all the carci- 
nomas to be positive for at least one epithelial antigen (four were positive 
for leukocyte antigens), and all the lymphomas to be positive for two leu- 
kocyte antigens (none positive for epithelial antigens). Four of five tumors 
which were morphologically equivical could be correctly identified with 
Mabs. Such differentiation could be invaluable in determining prognosis, 
chemotherapy, etc. 

2.1.3.2. Mcltinoma. Melanoma cell lines have been used to develop 
Mabs (C4, K22, N6). Koprowski identified three clones specific for 
melanoma, and several others partially reactive or cross-reactive with 



370 RUDOLPH RECKEL 

normal and colonic cancer cells (K22). A common antigen in melanoma 
and the neuroectoderm has been revealed and further studies may un- 
cover more information useful in the study of the behavior of this cell 
line. 

2.1.3.3. Breast Cancer. Several studies have shown the utility of 
monoclonal antibodies in the examination of breast tumors. Mabs to human 
milk-fat globules have been produced which revealed different staining 
patterns in normal tissue and papillomas (T4). Other Mabs to epithelial 
surface antigens may indicate premalignant tissue (H9, M8). The devel- 
opment of Mabs to breast estrogen receptors (G36) brings the possibility 
of better methods for identifying these sites. 

2. I .3.4. Gastrointestinal Cancer. Conventional histology in gastroin- 
testinal tract tumors is still diagnostic, and Dukes’ histopathological clas- 
sification is a reliable guide for prognosis (D25). The value of antigenic 
characterization, however, is still unclear. Burtin and Gold (B46) have 
established the relationship between gastrointestinal cancer and CEA. It 
has been shown that CEA is a family of substances (R2) and many mono- 
clonal antibodies have been developed to sort out the heterogeneity of 
CEA. Primus et al. describe a Mab which reacts with 70% of primary and 
secondary colorectal tumors examined (PI 1). Koprowski et al. (H12, K21) 
developed Mabs to 17-IA and Ca 19-9 (non-CEA antigens). One Mab, 17- 
IA, reacts with membrane antigens which are not shed, while Ca 19-9 
reacts with shed membrane antigen. Ca 19-9 recognizes a gastrointestinal- 
associated carcinoma antigen (GICA), which is present on 100% of tissue 
sections of gastric carcinoma and 82% of pancreatic cancers. 

2.1.3.5. Intermediate Filament Proteins. All mammalian cells contain 
in their cytoskeleton a number of filaments 7 to 11 nm in size; these are 
known as intermediate filaments (IFs). These are significant because dif- 
ferent cell types possess immunologically distinct types of filaments which 
have been in turn identified with various tumors. 

The five IFs and their normal tissue and tumor associations are as fol- 
lows: keratin (epithelia, carcinomas, mesotheliomas), desmin (muscle, 
leiomyosarcomas), vimentin (sarcomas, lymphomas, melanomas), neu- 
rofilaments (neurons, neuroblastomas, oat cell carcinomas), and glial fi- 
brillary acidic protein (gliomas). Panels of Pabs and/or Mabs can be used 
by the pathologist in the differential diagnosis of tumors. Additionally, 
they can be used to determine the origin of poorly differentiated carcinomas 
whose primary site is unknown. These highly specific Mabs may one day 
play a major role in the classification of neoplasms. An excellent review 
of Mabs that have been developed and their uses has been detailed by 
Osborn et al. (06). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 37 1 

2.2. THERAPEUTIC APPLICATIONS 

The therapeutic concept of antibodies as weapons against neoplastic 
disease (magic bullets) was introduced many years ago by Ehrlich (E2). 
This was followed by the concept of immunologic surveillance (B44). There 
is evidence that the normal host immunologic apparatus, under some cir- 
cumstances, is capable of mounting a defense against cancer, e.g., the 
presence of antitumor antibodies and immune complexes in patient serum, 
infiltration of tumors by mononuclear cells, tumor development in im- 
munodeficiency, and immunosuppression. 

In the following sections we review some approaches that have been 
used to treat malignancies immunologically, principally with Mabs that 
have been tagged with radiolabels or toxins. 

2.2.1. Radiolabeled Antibodies 

There have scattered reports of successful outcomes with patients 
treated therapeutically with anticancer antibodies. This has been accom- 
plished with both Pabs and more recently with Mabs. Basically, radioim- 
munotherapy (RAIT) involves the delivery and subsequent deposition of 
therapeutic doses of radiolabeled antibody on cancer cells. Antibody se- 
lection and delivery, tolerable doses of radioactivity (or other toxins) as 
well as the density of tumor antigen, noncancer cells in the host with 
similar targets, and accessibility of the antigen sites to circulating antibody 
are factors that must be carefully considered before therapy is attempted. 
Some reports estimate antigen density on a cell to range from hundreds 
to 1 million per cell (D14, J1, T12). With a labeling ratio of one atom of 
radioactive iodine per IgG molecule, 270-27,000 mCi of I3'I constitutes 
the maximum quantity of I3'I delivered to 1 g of tissue during its physical 
decay (%day half-life). Thus, 32,400 to 3,240,OO rad can theoretically be 
delivered to a tumor (D14). This assumes the presence of lo' celVg or cm3 
of homogeneous cancer are present and that 10'3-10'5 antibodies can be 
accumulated in 1 g of cancer tissue. In actuality, few antigen sites are 
probably available, distribution of administered antibody to other tissues 
will occur, neutralization of antibody by circulating antibody is possible, 
or host reacting with the foreign protein delivered will reduce the theo- 
retically delivered radiolabeled dose considerably. Despite this, favorable 
reports with I3'I have been reported. 

Antiferritin and anti-CEA labeled with 13'1 have been administered by 
the Order group (E9). Treated patients were restricted to those with pri- 
mary hepatic cancers in a protocol including chemotherapy. A recent re- 
view of this work shows remissions in 1 1  of 28 patients treated with an- 
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tiferritin (hepatomas not secreting AFP) and in 4 to 6 patients with biliary 
cancer treated with anti-CEA (05). Larson and co-workers (L6) have 
treated melanoma patients with I3'I-labeled Mab, or Mab F(ab) fragments 
to  p97 (B35, C3), and high-molecular weight antigen (HMWA) (HlO), 
showing transient, partial tumor regression in two of three patients. A 
phase I trial of radioirnmunotherapy with I3'1-labeled anti-CEA and AFP 
was recently reported by Goldenberg et al, with similar encouraging data 
(D9). Still other approaches are being explored. Human monoclonals have 
been generated by infection of anibody-secreting B cells with Epstein- 
Barr virus (S29, T14, 23). More recently, new mouse/human heteromye- 
loma fusion partners (K32, T6) and lyrnphoblastoid fusion partners (G36, 
K26) have been developed, as well as some of these in combination with 
EBV B cell transformations (K27, L5). These developments have recently 
been reviewed (E9, L4, S37). Recombinant DNA technology and onco- 
genes have been used in which cloned mouse heavy and light chains have 
human constant region genes substituted (M33). Ultimately, with this ap- 
proach, many useful mouse monoclonals could be switched to human im- 
munoglobulins. 

2.2.2. Toxic Antibodies 

The idea of using toxins on Mabs instead of radioisotopes has been 
under consideration for some time (G8, G39, R2). Naturally occurring 
toxins consist generally of an A chain, which is toxic, and a B chain, 
which binds to the cell, and the chains are connected by means of disulfide 
bridges. Examples of these are ricin, abrin, modeccine, and diphtheria 
toxin. 

The normal mechanism of action once bound to the cell involves in- 
ternalization followed by blockade of protein synthesis or  60 S ribosomes. 
This toxicity is nonspecific since B chains have an affinity for galactose 
residues. Mabs can be used to deliver the A chains to the target cell, or 
intact toxins can be used which have the galactose binding of the B chains 
blocked. Both of these methods have been applied to ricin. Conjugates 
have been made to the antibody to common acute lymphocytic leukemia 
antigen (CALLA) (R3), anticarcinoembryonic antigen (G1 1, L9), anti-T101 
(C7), and anti-p97 (J5). The studies in vitro have shown conjugates to A 
chain alone less cytotoxic than whole ricin conjugates. These whole con- 
jugates, using lactose to block the B chain, have been studied in vitru by 
Youle and Neville (Y4) using anti-Thy-1.2. Trials using animal tumor 
models have been conducted with ricin A-chain conjugates to test for pos- 
sible toxicity of the compounds. Whole ricin conjugate studies in mice 
suggest a dose-response correlation of toxicity (FV) and other studies with 
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various other animal models have given somewhat mixed data (56, K29, 
T1 1 )  and some evidence that dissociation of the ricin A chain from con- 
jugate in vivo (F7) occurs, thus posing problems similar to those previously 
cited for Mab chelate complexes with isotopes. Cross-reactivity has also 
been shown with anti-CALLA and renal tubular epithelial cells (T10). 
Other areas of antibody-toxin application has been in autologous bone 
marrow transplantation. The technique of ablative systemic therapy fol- 
lowed by autologous bone marrow transplantation (ZI) could be useful 
in tumors such as lymphomas, leukemias, and small cell carcinoma of the 
lung, where use of available systemic antitumor agents is limited by 
suppression of bone marrow precursors. Patient bone marrow could be 
harvested after systemic therapy to reduce tumor load, then could be 
treated in vitro with a Mab-toxin conjugate to eliminate malignant cells 
and returned to the patient following lethal doses of systemic radiation 
and chemotherapy to restore normal marrow function. This approach has 
been established in vitro (B8, D14, J5, R15) with favorable results reported 
in a T cell lymphoma by Kaiser et al. (Kl),  and in acute leukemia by Ritz 
et al. (R13). The use of in vitro Mab treatment in autologous transplant 
programs is appealing, but obstacles remain, including high costs of treat- 
ment, support necessary for large numbers of patients in periods of marrow 
aplasia, and tolerence of older patients to aggresive therapy regimens. For 
solid tumors without bone metastases, ablative systemic therapy plus au- 
tologous marrow transplantation is encouraging (D4, G12). What remains 
for carcinoma of lung, colon, breast, and prostrate are more advances in 
systemic treatment regimens. 

There has been considerable work ongoing using conjugates of antibody 
and chemotherapeutic agents (G8, G39). Successful conjugates have been 
made with chlorambucil (D15, G9), adriamycin (H21), daunomycin (L12), 
methotrexate (G8), and vindecine (R18). Animal studies have shown that 
antibodydrug conjugates are more effective than antibody alone or drug- 
nonspecific immunoglobulin alone (G8, T 1). This was accomplished with 
Pabs. The availability of Mabs will allow an increase in tumor cytotoxicity 
without a significant increase in reactivity to normal cells. Initial reports 
in animals with adriamycin conjugates are encouraging (P12) and large- 
scale trials in humans are anticipated. 

2.2.3. Passively Administered Antibodies 

A variety of animal models have been used to demonstrate the antitumor 
potential of unlabeled Mabs directed at  tumor-associated antigens. Using 
AKWJ mice, Bernstein et al. (B18, B19) studied spontaneous leukemia 
and soft tissue leukemia/lymphoma models. An anti-Thy-l . 1 Mab (IgG,,) 
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prolonged survival compared to anti-Thy-l . 1 (IgM) and I&, controls. This 
was accomplished even though the Mab reacted with normal thymocytes 
and T cells. 

While the tumors themselves were not eradicated by this treatment, 
cure was possible by successful surgery 10 days later followed by another 
course of anti-Thy- 1.1 plus rabbit complement. A complement-mediated 
cytotoxicity (CMC) was demonstrated with all antibodies used, but only 
IgG,, and IgG, showed antibody-dependent cell-mediated cytotoxicity 
(ADCC). IgG,, was shown to be superior to IgG,. Serotherapy against 
T cell antigens Thy-1.2 and Lyt-2.2 was performed using ASL.l leu- 
kemia injected into A/Thy-1.1 cogenic hosts and ERLD and EL-4 tu- 
mors in C57BLWLyt-2.1 congenic mice as models. In the ASL. 1 model, 
an IgG, Mab prevented tumor development when given in less than 
24 h but an IgM Mab actually prolonged survival. In the ERLD and 
E L 4  tumor models, an IgG,, Mab prolonged survival with ERLD, but 
decreased survival in EL-4 (K23). The possibility of an Ig subclass 
being a factor and the pcmibility of tumor enhancement have been sug- 
gested (K2). 

Many other animal models have been studied (F9, H13, S8, S36, YS), 
and these studies suggest that Mab inhibition of tumor cells occurs in vivo 
without involving complement activation, that the Mab Ig isotype may 
be important, and that the antitumor effect on established tumors is min- 
imal, all suggesting that larger Mab doses or use under minimum tumor 
burden are required and that with widely disseminated tumor, Mab therapy 
is not effective. The ease of obtaining peripheral blood, bone marrow, 
and lymph nodes has led to the quick development of Mabs to hemato- 
poietic cells (K31, L11, R13, R19). Therefore, most of the clinical appli- 
cations have been in hematopoietic malignancies. A number of these pub- 
lished studies have been summarized by Dillman (D15). For the most part, 
these experiences in humans have brought focus on several key areas to 
be addressed in future efforts. 

2.2.3.1. Toxicity.  Reactions observed have included fever, chills, 
bronchospasm, and anaphylactoid reactions. Dillman er al. (D18) reported 
several patients with significant toxicity when treating chronic lymphocytic 
leukemia (CLL) patients with Mabs. Ritz e t  al. (R14) have not reported 
such reactions. No reports of definite serum sickness have been reported, 
however. 

2.2.3.2. Target Cell Binding. It has been possible to demonstrate bind- 
ing of administered Mabs to peripheral cells by isolating them and dem- 
onstrating them with techniques such as immunofluorescence. However, 
demonstration of administered Mabs to solid tumor has been poorly doc- 
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umented. Some reports have shown evidence of Mab binding to skin of 
patients with chronic T cell leukemia (CTCL) and melanoma. 

2.2.3.3. In Vivo Specificity. Many reports show that Mab cross-reac- 
tivity occurs in vivo with other cell types not demonstratable in vitro. 
Infusions of antimelanoma and antihuman T cell Mabs did not reduce 
platelets or granulocytes, but significantly reduced T lymphocytes with 
TI01 but not with anti-p240 antimelanoma Mab (D17). The J-5 Mab cross- 
reacts with renal tubular epithelium in vitro (M27), but Ritz et al. (R14) 
saw no nephrotoxicity in acute lymphocytic leukemia (ALL) patients after 
treatment with anti-CALLA (J-5). It is important to establish antigen 
specificity prior to administration to humans. Some of the unexplained 
cross-reactions may be due to reactivity of intact antibody with Fc re- 
ceptors in vivo. 

2.2.3.4. Free Antigen. With some tumors, considerable tumor antigen 
is shed into the circulation. The potential problems of overcoming the 
effects of large levels of circulating antigen will have to be dealt with on 
an individual basis, since not all Mabs react the same in this regard. An- 
tigens detected by anti-Leu-I (TI01 and J-5) and anti-P-240 (p97) do  not 
appear to shed significantly. Nadler et ul. (N2), using Mab AB89, had to 
use large doses of antibody to overcome circulating antigen. Possibly an- 
tigen is released by cells after treatment (M27). 

2.2.3.5. Endogenous Antimouse Antibody. There has been long-stand- 
ing feeling that administration of murine antibodies would result in the 
host making neutralizing doses of human antimouse antibody (HAMA). 
Long-term treatment of patients has confirmed that this occurs, but the 
extent that it is a problem is still being assessed. Miller and Levy (M26) 
found that a patient with cutaneous T cell lymphoma (CTCL), previously 
successfully treated, suddenly showed a progression of tumor. This could 
have been the result of Mab neutralization by HAMA. Several additional 
studies have acknowledged HAMA and its frequent occurrence (D 16, P4, 
P12, S1 I ,  T6, TS). Primus et ul. (P12) described a Mab ELISA for CEA 
in serum using murine anti-CEA 31C5A4 as the solid-phase capture an- 
tibody and peroxidase-conjugated anti-CEA as the probe, resulting in 
higher levels due to HAMA reacting with the murine capture antibody 
(See Fig. 2). An ELISA assay for HAMA for resolving these HAMA- 
elevated CEA assays is described. 

2.2.3.6. Clinical Efficacy. The real goal of any anticancer therapy pro- 
gram should be a clinical benefit to the patient. We should be encouraged 
by some reports showing dramatic responses to Mab serotherapy (M26). 
Many of these successes are only moderately sustained, however. The 
overall outcome of passive antibody administration shows that the use of 
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FIG. 2. 
(HAMA). 

Illustration of a false-positive CEA assay caused by human antimouse antibody 

Mab conjugates offers more promise for the goals in mind, namely, sus- 
tained benefits to the patient. 

3. Hormones and Proteins 

Significant advances have been made in the areas of hormone and protein 
research because of the unique specificities offered by Mabs. In the fol- 
lowing section we review progress in the areas of steroid hormone receptor, 
protein hormone, and enzyme research. 

3.1. HORMONES 

The recent advances in the development of Mabs has made it possible 
to study hormones and their receptors in those areas where considerable 
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cross-reactivity was experienced when using polyclonal antibodies and 
when analytical studies between complex structures was involved. 

3.1. I .  Steroid Hormone Receptors 

The study of receptors for estrogen and progesterone are important par- 
ticularly in the area of human breast cancers. The studies began in the 
early 1960s when little was known of their chemical structure, their bio- 
synthesis, or exactly where they were localized on a cellular level. Initially, 
polyclonal antibodies were prepared to estrogen receptors (estrophilin) 
by Greene et al. in 1977 ((338); others subsequently prepared antibodies 
to progesterone receptors and glucocorticoid receptors (G32, L 17). An- 
tibody impurity in Pabs prevented the direct detection of receptors either 
by immunocytochemical or immunoblot methods. Contaminating com- 
ponents upon immunization of the appropriate animals often made anti- 
body responses which exceeded the antibody levels generated to the re- 
ceptors themselves. The first Mabs were to the receptors to estrogen (G36), 
progesterone (L19), and glucocorticoid (01, W 10). These Mabs were gen- 
erally prepared using steroid antigens purlfied by methods using the affinity 
of the desired activated receptor for nuclei or DNA ((334, L19,01, WIO). 

The breast cancer MCF-7 cell and calf uterine estrogen receptors were 
purified by affinity chromatography (G35, M25). Following immunization 
of rats and mice, hybrids were selected by an ELISA screening method 
and then were subjected to rigorous examination to prove that the Mabs 
were specific for steroid hormone receptors. Two types of artifacts, 
namely, those due to chemical impurities and those due to the stickiness 
of steroid hormone receptors to proteins, had to be dealt with. Reactions 
with only weak interactions were usually nonspecific and therefore density 
gradient sedimentation profiles were used to verify receptor-IgG formation 
and high ionic strength was used to abolish weak interactions (L17). 

The estrogen receptor Mabs were used for immunochemical studies on 
the human estrogen receptors. The receptor was subjected to proteolytic 
cleavage ((337) with mercuripapain, chymotrypsin, and trypsin, and it was 
shown that most of the Mabs recognized a region of the receptor close 
to the estradiol-binding site. However, one Mab recognized the DNA- 
binding site and another a site unrelated to estradiol or DNA. The antigenic 
determinants that were conserved in different species were those to the 
steroid- or DNA-binding sites. A two-site ELISA sandwich assay was 
developed for the estrogen receptor based on the work of Greene and 
Jensen ((336). One Mab to receptor is bound to’beads (solid phase) and 
this binds receptor if present. A second enzyme-linked Mab (probe) is 
added and quantifies estrogen receptor when present. 

Immunocytological studies with Mab to human estrogen receptors by 
King and Greene (K8) localized estrogen receptors in human breast cancer 
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and rabbit uterus. The receptor was found to be intranuclear. The receptor 
is extractable from nuclei and is probably loosely attached. The same 
Mabs were used by Press and co-workers (P9, P10) to localize estrogen 
receptor in human endometrium and human breast tumors (K9, M25). 
This observation is important since estrogen receptor determinations are 
used to guide the treatment and to determine the prognosis of breast can- 
cers. A benefit of this technique is that immunocytochemical determi- 
nations require only a small tumor fragment. 

Glucocorticoid-specific Mabs have been used in immunoblotting tech- 
niques to study rat liver glucocorticoid receptor (G2, 01, WlO). The same 
band was detected and estimated as having a molecular weight of 90,000 
(WIO), 94,000 (OI), and 95,000 (G2). The glucocorticiod receptor has been 
immunopurified by Gametchu and co-workers by elution with 3-5 moll 
liter NaSCN, pH 5 (E4, G3, H4). 

The progesterone receptor of chick oviduct consists of two steroid- 
binding subunits (B21). Subunit A (79,000 Da) binds DNA, and subunit 
B ( I  10,000 Da) binds chromatin. This model has been extended to the 
human breast cancer progesterone receptor (L8). The Mabs to proges- 
terone receptor on immunoblotting showed both the 110,000- and 79,000- 
Da bands. The Mabs also recognized not only the subunits, but also the 
entire assembled steroid receptor. 

Immunopurification was achieved by Logeat et al. (L18). An IgGza Mab 
was cross-linked to protein A-Sepharose through the Fc portion. Following 
prefiltration of the cytosol through protein A-Sepharose to remove ex- 
traneous protein, the receptor was separated on a Mab Mi60-10 column 
and eluted in stable form at pH 10.5-1 1. 

The production of Mabs to partially purified steroid receptors has been 
important in the study of these regulatory proteins. Immunoaffinity chro- 
matography with Mabs ultimately allows complete separation of these 
molecules in high yield. 

3.1.2. Protein and Clycoprotein Hormones 

A considerable effort has gone into the development of Mabs to poly- 
peptide and glycoprotein hormones. The polypeptide hormones include 
parathyroid, adenocorticotropic, and growth hormones; the glycoprotein 
hormones include thyrotropin, follicle-stimulating hormone, luteinizing 
hormone, and chorionic gonadotropin. The development of Mabs to poly- 
peptide hormones has helped enormously in the standardization of these 
hormones. The lack of specificity in assays for glycoprotein hormones 
comes about since they each have a common subunit, resulting in con- 
siderable cross-reactivity. In the following section we trace the devel- 
opment of Mabs that have greatly resolved many of these issues. 
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3.1.2.1. Parathyroid Hormone. Mabs have been developed to the bi- 
ologically active amino-terminal sequence of parathyroid hormone (PTH) 
1-34 (N7). The PTH 1-34 Mab appears to be quite specific to the 1-34 
region and shows poor reactivity with a radioiodinated PTH 1-84 prepa- 
ration. 

3.1.2.2. Growth Hormone. A Mab highly specific for human growth 
hormone (hGH) has been reported by Ivanyi (12). This Mab was one of 
four generated and showed no cross-reactivity to human placental lactogen 
(hPL). Additional Mabs were generated (S38) for the development of ra- 
dioimmunoassays. One Mab had an affinity constant of 4.4 x 10" liters/ 
mol with only 3% cross-reactivity with hPL; an assay for hGH in serum 
could thus be developed. 

3.1.2.3. Thyrotropin. A Mab to the p subunit of thyrotropin (thyroid- 
stimulating hormone, TSH) was described by Ridgeway et al. (Rll ) .  It 
had a 1% cross-reactivity with hFSH and hLH, but was useful as an im- 
mobilized antibody in affinity chromatography and in immunofluorescent 
identification of TSH-containing cells. 

3.1.2.4. Chorionic Gonadotropin. It is necessary to obtain a high degree 
of specificity and sensitivity with human chorionic gonadotropin assays 
in order to differentiate low serum hCG levels and serum hLH and hFSH 
in patients with early intra- or extrauterine pregnancies (B12). One Mab 
developed against hCG is to the unique 32-amino acid carboxy-terminus 
of the p subunit of hCG. It does not cross-react with the p subunits of 
TSH, FH, and LH, and has greater precipitating capacity than do poly- 
clonal antibodies (W4). 

3.2. ENZYME RESEARCH 

In this section we focus on some of the advances made in basic and 
clinical research as a result of Mabs directed to enzymes and isozymes. 

3.2.1. Human Phosphofructokinase 

It has been established that human phosphofructokinase (PFK) is under 
multigenic control (V5), and this was accomplished using Mabs. It was 
shown that the three structural loci encode the muscle (M), liver (L), and 
platelet (P) subunits, which are expressed in various tissues. Biochemical 
studies revealed that the M,, L,, and P, homotetramers could be separated 
readily by ion-exchange chromatography, while the random polymers, 
which are easily formed, could be only poorly separated. To study the 
various isozymes, Mabs had to  be generated because the cross-reactivity 
between M, L, and P subunits made this approach unwieldy. Mabs to  M 
and L were readily made. While the Mabs did not cross-react with the 
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human M and L subunits, a vertebrate panel of PFKs showed that the 
Mabs to L subunit cross-reacted. This suggests that duplication and sub- 
sequent divergence of ancestral PFK had occurred (VS). The biochemical 
and genetic data gained using the Mabs permitted the placement of PFK 
subunits M and L on chromosomes 1 and 21, respectively (V10). Inherited 
deficiency of PFK M produces glycogenesis type VII, resulting in exer- 
tional myopathy with hemolysis. The use of the Mabs enabled verification 
of this isoenzyme deficiency in several patients (V9). The weak immu- 
nogenicity of PFK P did not make it possible to generate a Mab, which 
is one of the weaknesses in this technique, as pointed out in an earlier 
section. However, using the Pab generated in earlier work, and with the 
aid of the Mabs to the M and L subunits, the Pab could be rendered func- 
tionally monospecific (V7). This led to the assignment of PFK P to chro- 
mosome 10. 

Many Mabs have been made to enzymes or isoenzymes from many 
sources. The majority (60%) are to mammalian enzymes. The Commission 
on Biochemical Nomenclature of the International Union of Biochemistry 
defines isoenzymes operationally. When an enzyme preparation can be 
resolved into several molecular species, these forms are designated iso- 
enzymes (regardless of whether the molecular model of multiplicity is 
known). Also, once the molecular basis is known, those which are encoded 
in different genes are designated isoenzymes while the rest can be des- 
ignated multienzyme systems (M9). This classification allows eight classes 
of isoenzymes as  summarized by Vora ef al. (M9, V6). Each of these are 
discussed in brief and Mab applications are listed when clinically relevant. 

1. Class I. Polymeric and monomeric isoenzymes, e.g., phosphofruc- 
tokinase, prostatic acid phosphatase, and alkaline phosphatase; many 
Mabs are made to PAP and placental alkaline phosphatase. PAP is secreted 
into the plasma and is a marker for prostatic adenocarcinoma. It can also 
be elevated in other diseases (YI). These Mabs are available commercially 
(D5, L7, L16). In immunocytochemical studies, pooled Mabs appear more 
effective than single Mabs (NI, N3). The antibodies detected three non- 
overlapping determinants on the PAP molecule clustering on a single pro- 
teolytic fragment of the enzyme. Three alkaline phosphatases, placental, 
intestinal, and liver-bone-kidney types are considered encoded by sep- 
arate genes (AS). Placental alkaline phosphatase is secreted into plasma 
from the eleventh week of gestation. The use of polyclonal sera did not 
eliminate the cross-reactivity with the six common phenotypes. Mabs were 
developed to placental alkaline phosphatase which distinguished between 
it and intestinal isoenzymes (AS, M16, M23, S36, W9), between those that 
cross-reacted with all six phenotypes (M 16) or  detected them specifically 
(M24), and between those that cross-reacted with it and intestinal isoen- 
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zymes (WIO). Immunoradiometric assays and antigen EIA were two types 
of assays set up with Mabs to further study these isoenzymes (J8, S22). 

2. Class 11. Soluble and particulate enzymes encoded in separate genes, 
e.g., tyrosine hydroxylase. 

3. Class 111. Isoenzymes encoded by allelic genes, e.g., glucose 6-phos- 
phate dehydrogenase. Mabs to normal human B-type isoenzyme and rat 
liver enzyme have been used to define the mechanism of inherited enzyme 
deficiency (D 1). 

4. Class IV. Isoenzymes resulting from a series of polymers of a single 
subunit, e.g., acetylcholinesterase. 

5 .  Class V. Isoenzymes produced by partial proteolysis of the original 
polypeptide, e .g . , plasminogen-activating enzyme. 

6. Class VI. Posttranslational modification of the original polypeptide, 
e.g., pyruvate kinase. 

7. Class VII. Conformational isoenzymes produced by the presence of 
an additional substance, e.g., Ca" and calmodulin-dependent cyclic nu- 
cleotide phosphodiesterase. 

8. Class VIII. Multimeric enzymes sharing peptides (structural isoen- 
zymes), e.g., RNA and DNA polymerases. 

The major applications' of Mabs in basic research will be immunoaffhity 
purification. Purified enzymes in turn will open up areas of investigations 
(immunochemical, biochemical, and genetics) now made possible by the 
availability of homogeneous enzyme preparations. In somatic cell genetics 
and molecular genetics of enzymes, Mabs allow recognition of enzymes 
which ultimately can lead to gene localization. In clinical medicine, many 
Mabs can be used as tumor markers, e.g., PLAP, PAP, and terminal 
deoxynucleotidetransferase (TdT). 

Other potential markers can perhaps be established, e.g., urokinase, 
xanthine oxidase, or y-cystathionase. Some of these may even be used 
to treat malignancies. y-Cystathionase antibodies could deplete L-cysteine 
as a treatment in leukemia. Mabs appropriately tagged to xanthine oxidase 
may be useful in selective chemotherapy in breast cancer. Animal models 
for the study of human disease can utilize Mabs, as is the case for myas- 
thenia gravis, where depletion of acetylcholine brings on experimental 
myasthenia gravis in animals (RIO). 

4. Cell Surface Antigens 

The development of Mabs has had major impact on the study of the 
cell surface antigens on both the white and the red blood cells. In the 
following sections we attempt to review how Mabs have contributed to 
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our current understandings of these cell types and what directions they 
are taking us. Again, these fields cannot be reviewed in depth, and when 
definitive reviews are available they will be cited. 

4.1. LEUKOCYTE ANTIGENS 

The recent advances in Mabs to leukocyte antigens and the advances 
in flow cytometry instrumentation have gone hand in hand in the iden- 
tification of leukocyte cell types and subtypes. In-depth descriptions of 
flow cytometric instrumentation and their many applications in the quan- 
titation of heterogeneous leukocyte populations have been written by Me- 
lamed et al. and others (B15, M18, S16). The list of Mabs developed for 
study of leukocyte antigens is large and bibliographies including more than 
1000 studies have been compiled by the major producers of these anti- 
bodies (Ortho Diagnostic Systems, Inc., Raritan, New Jersey; Becton 
Dickinson, Mountain View, California) (see K30, R6, R7). Additionally, 
studies on Mabs to human T cell antibodies can be found for in vitro 
cellular interactions (W9), phenotyping lymphomas and leukemias (H19), 
and lymphocyte subpopulations in disease (S25). This section confines 
discussion to how these recent developments have influenced our under- 
standing of human T cell differentiation and the development of its func- 
tional program. 

4.1.1. Human Cell Surface Antigens 

Classically, human T lymphocytes can be identified by their binding 
characteristics to sheep erythrocytes to form E-rosettes. Variations in raw 
materials and technique have posed many problems, many of which have 
been solved by Mabs. The First International Workshop on Leukocyte 
Differentiation Antigens met in 1982; the workshop participants compared 
the data on 160 Mabs submitted by an international group and were able 
to reduce the many reactions to 18 patterns of anti-T cell reactivity (B16). 
Seven major T cell clusters were resolved from this (four total T, one 
helper-inducer T, one suppressor-cytotoxic T, and one corticothymic T). 
Commercial sources of Mabs have been made available, chief among them 
the following Mabs: 

1. Anti-Leu-5,* OKTll, T11 (Total T: 40-5OK antigen). 
2. Anti-Leu-1, OKT1, TlOl (Total T: 67K antigen). 
3. Anti-Leu-4, OKT3 (Total T: 19-30K antigen). 
4. Anti-Leu-3, OKT4, T4 (Helper T: 55-65K antigen). 
5. Anti-Leu-2, OKT8, T8 (Suppressor T: 3243K antigen). 

*Anti-Leu (Becton Dickinson), OKT (Ortho Diagnostic Systems), T4-T8 (Coulter Im- 
munology), TI01 (Hybritech). 
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The Mabs that identify the various T cell subpopulations allow for certain 
distinctions to be made. OKTl-positive lymphocytes define T cells, since 
the Mab is only to T cells and not to normal B cells. However, this Mab 
is reactive with B cell chronic lymphocytic leukemia cells (W9). Both T 
helper and T suppressor cells as defined by the above Mabs are hetero- 
geneous and thus a T helper cell for antibody synthesis comprises only a 
fraction of the total OKTCpositive cells (C 15). 

Less is known about the Mabs to granulocytes and B cell subsets, and 
they will not be discussed here. However, the best marker for quantitating 
B cells may still be surface immunoglobulin. 

4.1.2. Cell Surface Analysis: Clinical Uses 

The following discussions include clinical uses to which Mabs to T cell 
subgroups have been applied with particular success. 

4.1.2.1. Lymphoid Malignancies. The identification of immunologic 
phenotype aids in the classification of patients with lymphoid malignancies. 
Surface markers define both biological and prognostic characteristics of 
the leukemias (W3). In acute lymphocytic leukemia (ALL), knowing the 
T, B, and non-T phenotypes has been prognostic (T15). Further subclas- 
sifications using Ia or CALLA may be of benefit. In a study of lymphoma 
patients, Sallan et al. (S2) showed 12% of T cells positive, with 88% pos- 
itive for Ia. The Ia-positive patients were 84% positive for common acute 
lymphocytic leukemia antigen. The Ia-positive, CALLA-negative patients 
had a poorer prognosis than did patients with non-T cell lymphomas. The 
prognostic implications of the various Mab typings are still under devel- 
opment. 

4.1.2.2. Acquired Immunodeficiency Syndrome. The epidemic nature 
of acquired immunodeficiency syndrome (AIDS) prompted an examination 
of many of the immunological functions in the patients with this disease 
(e.g., antibodies to HJV, Ig levels, immune complexes, cell-mediated im- 
munity). The most common immunological abnormality was quickly shown 
to be lymphocytopenia with disproportionate decrease in the T helper 
cells. Further studies have revealed that this retrovirus selectively infected 
this T cell population. A T helperm suppressor cell ratio (OKT4'/OKT8'), 
therefore, can readily demonstrate onset of the infection, which correlates 
well with detection of antibody to HIV in early disease (U3). 

4.1.2.3. Renal Transplantarion. One of the most exciting applications 
of Mabs has been in the area of renal transplantation. Following trans- 
plantation, renal failure episodes are associated with inverted ratios of T 
helper cells to T suppressor cells (e.g., OKT4'/OKT8'). Immunosup- 
pressive therapy is employed as treatment (C14, V2). Using abnormal T 
cell ratios to predict rejection crises and intervene with immunosuppressive 
therapy has been disappointing (E6). The Mabs to total T cells (e.g., OKT3) 
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were used to treat renal rejection. Despite some problems with antigenic 
modulation and production of HAMA, the results using OKT3 (Ortho 
Pharmaceuticals) have been exciting and this Mab has been commercial- 
ized for this purpose (B49, C8, C9, C14). 

4.1.2.4. Systemic Lupus Erythematosus. This autoimmune disease is 
characterized be the production of multiple autoantibodies and other dis- 
orders. Alterations in the immunoregulatory cells of systemic lupus er- 
ythematosus (SLE) patients has been proposed. Initial studies with Mabs 
found decreased numbers of T suppressor cells (M32). Bakke et al. (BI)  
found a decrease in T helper cells in a study of 28 patients. Smolen et al. 
(S25) found increases in both subsets in 32 patients. These data suggest 
that SLE may be a collection of similar syndromes, but the hope is that 
these approaches may prove of great help in providing prognostic infor- 
mation. 

4.1.2.5. Multiple Sclerosis. Immunoregulatory disturbances have been 
observed during the clinical changes found in multiple sclerosis. Consis- 
tantly, a decrease in T suppressor cells has been noted in patients with 
active or chronic progressive disease (W8). Normal subjects showed a 
3% elevated T helper/T suppressor ratio. Patients with inactive disease 
had an 8% elevated ratio, patients with active disease had a 68% elevated 
ratio, and 41% of patients with chronic active disease were abnormal. The 
mechanisms behind this phenomenon is unknown, and while T subset 
analysis is helpful in categorizing disease activity at this time, it cannot 
be considered currently as a diagnostic test. 

4.2. HISTOCOMPATIBILITY ANTIGENS 

There are three distinct classes of human leukocyte antigens (HLAs). 

1. Class 1 Antigens. These antigens are detected on most nucleated 
leukocytes as a 43,000-Da glycopeptide associated with 6,-microglobulin. 
There are three allogeneic determinants on the 43,000-Da piece designated 
A, B, and C. By the use of conventional HLA serology, approximately 
20 different HLA-A, 30 different HLA-B, and 8 different HLA-C deter- 
minants have been recognized. 

2. Class 2 Antigens. These antigens consist of two chains (a and 6) 
and are 34,000 and 28,000 Da, respectively. The p chain carries the poly- 
morphic determinants termed HLA-DR. 

3. Class 3 Antigens. These antigens are the C2, C4, and Bf components 
of the complement system and are located on the same chromosome. 

The main source of reagents for HLA tissue typing was traditionally 
antisera obtained from multiparous women. Many limitations were en- 
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countered due to the character of the raw materials (i.e, low antibody 
titer, ability to fix complement, poor specificity, and low supply). Despite 
this, much of the HLA system was unraveled and the complexity of the 
system was worked out in several successive histocompatability work- 
shops (T7). To minimize these problems, Mabs were made in many lab- 
oratories. The immunogen used was generally whole cells or purified pro- 
teins from Epstein-Barr virus-transformed B lymphoblastoid cell lines. 
Peripheral blood lymphocytes and leukemic cell lines were also used. The 
resultant Mabs to Class 1 antigens had finer specificity than that revealed 
by human polyclonal sera. Most of the Mabs generated are mouse or rat/ 
mouse hybrids (M15). Brodsky et al. have shown that most Mabs produced 
do not recognize polymorphic determinants of the molecule (B32) and 
instead recognize only antigens identical in every individual of the species 
(i.e., the HLA products from chromosome 6 and the products of chro- 
mosome 15, such as p,-microglobulin (B32, T13). There have been other 
Mabs made to monomorphic determinants on Class 2 antigens; these have 
been used to define the products of three loci associated with HLA-DR. 
Mabs to three p and three (Y chains have been generated (D10). In 1982 
a registry of 121 Mabs to HLA antigens was set up (C13). There were 54 
to the Class 1 antigens, 12 of these monomorphic, 15 with broad poly- 
morphic specificity, and 27 with narrow polymorphic specificity. The 
specificities were classified further into seven groupings with increasing 
broadness of reactivity: 

1. Splits of a classic serotype, e.g., A2, A28. 
2. Perfect fits of known antigens, e.g., B7. 
3. Classic cross-reactions, e.g., B7/B40. 
4. Nonclassic cross-reactions. 
5. Interlocus A, B, and C polymorphic specificities, e.g., A2/B17. 
6. 01 and p locus specificity. 
7. Broad polymorphic specificity. 

Mabs to Class 2 antigens were also summaried and 53 were identified. 
None of these had narrow specificity to HLA-DR antigens, but 18 had 
polymorphic specificity to DC, MT, MB, and SB gene products, 5 had 
broad polymorphic specificity, and 30 had monomorphic specificity. 

The appearance of Mabs has led to a review of the techniques for tissue 
typing. Many new Mab techniques involve binding assays rather than the 
traditional (National Institutes of Health) tissue typing method based on 
complement-mediated cytotoxicity. Krakauer er al. (K28) summaried the 
activities of a workshop on methodologies and this study recommended 
the enhanced cytotoxicity method, which requires the appropriate poly- 
clonal antimouse IgG as being most appropriate for routine screening be- 
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cause of its simplicity and universality and similarity to routine tissue 
typing. 

4.3. ERYTHROCYTE ANTIGENS 

The traditional production of reagents for the typing of human eryth- 
rocytes for ABO antigens uses pools of high-titered human sera obtained 
by plasmaphoresis from human donors who have high titers of polyclonal 
antibody of the desired specificity. These individuals are frequently im- 
munized with a blood group substance of the appropriate specificity to 
keep the antibody concentrations elevated. Enormous volumes of sera 
were needed to make anti-A, anti-B, and associated subtyping reagents 
of sufficient potency to properly type erythrocytes. The government 
specifications required high-potency (high-titer) reagents that were usually 
manufactured with minimum dilution. It is therefore not surprising that 
Mabs were considered as ideal sources of these antisera. In the following 
sections we describe some of the advances in this field to accomplish this 
goal. 

4.3.1. ABO Typing Sera 

The majority of the first Mabs were directed to high-frequency antigens, 
which resulted in their agglutinating virtually all erythrocytes tested (A7, 
Pl). These had little commercial value but proved invaluble in the reference 
laboratory, e.g., assignment of Wr” antigen to the major erythrocyte sial- 
oglycoprotein (R12). One of the first Mabs to the polymorphic red cell 
antigen from blood group A was reported by Voak et al. (V4). This was 
the result of an immunization of mice with human colon carcinoma cells. 
Subsequently, many examples of potent Mabs to A and B erythrocytes 
have been demonstrated using intact erythrocytes, secretor substances, 
and synthetic oligosaccharides as immunogens (e.g., L20, Sl). Addition- 
ally, Mabs have been generated to ABO groups subgroups, i.e., A,, A,B, 
AB, and H (D20, M19, M29). There have also been many Mabs generated 
to several polymorphic groups outside the ABO group, i.e., M, N,  Lea, 
and Leb (e.g., B20, F6, M20, Y6). Examples of EBV-transformed human 
lymphoblastoid cell lines secreting anti-D (Rh,) have been reported (B26, 
K25) and these lines have been cloned for the production of anti-D (C 16, 
D24). 

In addition to Mabs to erythrocyte antigens, there have been Mabs made 
to immunoglobulins and complement components, which are of interest 
to immunohematologists. The antihuman globulin (AHG) reagent usually 
consists of a blend of anti-IgG and antLC3 polyclonal antibodies. AHG 
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reagents using Mabs to these proteins have been evaluated (B6, D23). 
Many problems have been encountered in producing an adequate substitute 
to the polyclonal AHG reagents due chiefly to lack of a universal anti- 
IgG Mab. However, there has been considerable success with a compro- 
mise, which uses the established anti-IgG polyclonal antibodies into which 
is blended murine anti-C3d Mab (H17). Much work needs to be done if 
Mabs are to substitute completely for all of the human polyclonal anti- 
bodies that exist. One of the chief hurdles thus far has been the limited 
range of Mabs to polymorphic erythrocyte determinants; most Mabs are 
directed to carbohydrate-associated erythrocyte antigens. It will remain 
for us to see if these challanges will be met. 

5. Miscellaneous Clinical Applications 

The following sections selectively review some of the major advances 
made in several areas of clinical immunology where Mabs have been shown 
to have tremendous utility. 

5.1. INFECTIOUS DISEASES 

The diagnosis of infectious diseases was a fertile area for Mabs, because 
there were numerous reagents of conventional design which needed the 
immaculate specificity of Mabs to be improved. Major inroads have been 
made in areas such as the development of cloned and synthetic vaccines. 
The final assessment of the large array of diagnostic reagents, developed 
in the initial burst of activity following the discovery of hybridoma tech- 
nology, is still under evaluation with respect to long-term impact. The 
literature abounds with Mab applications to the diagnosis of viruses, bac- 
teria, and parasites. An excellent summary of this literature has been pre- 
pared by McDade (MI 1). 

Infectious diseases are traditionally diagnosed in one of four ways, 
namely, microscopic examination of specimen or exudate with visual 
identification of bacterium, virus, or parasite; culture methods with se- 
lective media; immunolgical identification of specific antigens associated 
with pathogens; and/or measurement of circulating antibodies to infectious 
agents. This area of medical science is so complex that a single meth- 
odology could not prove ideal for all situations. Usually laboratories set 
up a combination of two or more of these techniques to handle the large 
variety of assays they are confronted with. Limitations of various tech- 
niques, i.e., inability of microscopes to differentiate viruses and difficult 
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and time-consuming culture methods, have led to  the need to  supplement 
immunological methods, and Mabs have allowed that to happen. Mab 
techniques now abound for viruses, bacteria, and parasites. 

One principal area of interest has been in the field of sexually transmitted 
diseases. The impact on the detection of three pathogens, Neisseria gon- 
orrhoeae, Chlamydia trachomatis, and herpes simplex virus (HSV), type 
2, of which more than 10 million cases are reported annually, will be re- 
viewed below. 

5.1.1. Neisseria gonorrhoeae 

More than one million cases annually are reported to the Centers for 
Disease Control in Atlanta, Georgia (M30), representing a major public 
health problem. The development of specific Mabs that do not cross-react 
with the other Neisseria species has been difficult. Mabs were prepared 
using a principal outer-membrane protein PrI (34,000-37,000 Da) as the 
immunogen (T13), but these only reacted with a subset of the N .  gon- 
orrhoeae reference strains. Several Mabs to PrI were screened as discrete 
pools. Two subsets (PtIA and PrIB) were identified when 16 Mabs were 
screened (S4) as pools. Three Mabs (4-G5,2-H1, and 3-C8) were eventually 
pooled and together detected 99.6% of 719 N .  gonorrhoeae isolates and 
showed no cross-reactivity with other species of Neisseria. This pool could 
be developed satisfactorily into a radioimmunoassay. 

5.1.2. Chlamydia trachomatis 

The infectious form of Chlamydia is an extracellular element (300 nm 
diameter) that is transmissible from one cell to another (S6, S24). Diagnosis 
of chlamydia is usually done in culture with mammalian cells, taking ap- 
proximately 6 days. Mabs were developed to the major membrane protein 
of C .  trachomatis. Comparing fluorescein-conjugaated Mab staining of 
cells with traditional iodine staining for inclusion bodies at 18, 24, 48, and 
72 h,  it was clearly shown that Mab staining started in 18 h while the 
iodine method began in 48 h. Mab staining generally revealed from 8 to 
1 1  times more inclusion bodies than iodine, and four times more with 
Giemsa staining of infected cells (S30). A 30-min direct test where urethral 
or cervival smears are examined by Mab immunofluorescence was suc- 
cessfully developed. 

5.1.3. Herpes Simplex Virus 

The initial differentiation of HSV, types 1 and 2, led to the general 
concept that HSV-1 infections were confined to the upper body while 
HSV-2 infections were located principally in the genital areas. However, 
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it has been shown that HSV-1 infections can occur in the genital areas, 
making the differential diagnosis of these two types of clinical importance. 
Mabs to the five major glycoproteins of the virus (gC, gB, gA, gE, and 
gD) have been studied (G29). Four Mabs were developed which distin- 
guished HSV-1 from HSV-2. Mab 3-Gll reacts with an 80,000-Da gly- 
coprotein complex (HSV-I), Mab 6-A6 reacts with a 140,000-Da protein 
(HSV-2), Mab 6-El2 reacts with a 55,000-Da protein (HSV-2), and Mab 
60HI I reacts with a 38,000-Da protein (HSV-2). Testing of 122 isolates 
showed 100% concordance with the restriction endonuclease analysis of 
viral DNA. Polyclonal typing sera detected only 66% of the 122 isolates 
(P3). Staining could also be directly obtained using scraping from lesions 
of infected patients with either HSV-1 or HSV-2. Similar findings have 
been shown by Pereira et al. (P2). 

Mabs have also been useful in the direct detection of a variety of path- 
ogens. The differentiation of viral hepatitis A from B is accomplished by 
using sensitive assays for the detection of the hepatitis B surface antigen 
(HB,Ag). A sandwich assay using IgM capture Mab on beads and IgM 
Mab as the probe was described by Wands (W2) and was found superior 
to tests using IgG Mabs. The sensitivity of this assay is about 100 pg/ml. 
Shafntz et af. showed that HB,Ag in circulating immune complexes could 
be detected by this assay (S15). Mab to hepatitis B core antigen has also 
been successfully developed and demonstrated (T5). 

Mabs have been used to serve as unchanging reagents of limitless supply 
in certain applications. The diagnosis of streptococcal group B infection 
in the newborn has become increasingly important as  bacteremia and 
menningitis due to this pathogen has increased. Mabs to this pathogen 
with good specificity and sensitivity have been developed (R21). 

5.2. CLINICAL RHEUMATOLOGY 

Several rheumatic diseases have an immunological or autoimmune basis. 
Mabs have helped unravel some of the mysteries surrounding these issues. 
In the following sections we review some of the applications made in this 
area. 

5.2,1. Lymphoid Cell Phenotypes 

Many relationships between lymphoid cells and autoimmune disease 
have been uncovered. The relationship of Epstein-Barr virus to rheu- 
matoid arthritis (RA) has been actively pursued. Lymphoid cells from RA 
patients do not limit an autologous B cell infection with EBV in vitro as 
do normal lymphocytes (H5). Mabs have been responsible for localizing 
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this defect to a T cell subset, T4, which is functionally defective in the 
production of interferon (H6). Systemic lupus erythematosus is considered 
a prime example of an autoimmune disease. SLE is a disease of B cell 
hyperreactivity and T suppressor cell dysfunction (€313, F3). These re- 
lationships to disease state or etiology are unclear, and it is not, as is the 
case with a heterogeneous disease such as SLE, time to commit these 
phenotyping techniques to the clinical management of patients. 

5.2.2. Idiotypes and Autoantibodies 

One of the most important functions of our immune system is to dis- 
criminate self from nonself, and to extend this to the recognition and elim- 
ination of foreign material introduced and recognized as nonself. Autoim- 
mune clones exist and under the proper conditions can be induced in 
normal individuals (G43). 

The major control of cellular or humoral response rests with T cells 
(inducer-helper), which recognize antigen in concert with the major his- 
tocompatibility complex (MHC) (B20, F9, G28, RS). The T cells induce 
other B cells or cytotoxic T cells to perform their antigen-specific im- 
munologic functions. Antiidiotype regulation (J9) involves generation of 
an antibody to an antibody already formed (anti-antibody); this regulates 
production of the original antibody by interaction with idiotype receptors 
of B or T cells (53). Mab technology has made it possible to examine the 
fine specificity and idiotypes of autoantibodies. Mabs with antinuclear 
and rheumatoid factor (anti-IgG) activity have been studied. These Mabs 
appear polyspecific with examples showing cross-reactivity between an- 
tibodies such as anti-IgG and anti-histone, or anti-DNA and anti-cardiolipin 
(R20, S6, SlO). Some of these cross-reactions are no doubt due to similar 
epitopes, but in others they are too diverse to be accounted for in this 
way. Mabs have led to the understanding of multiple reactivity, where 
this phenomenon is common. This is helpful in the study and understanding 
of autoantibodies (H6, Ll). 

Mabs have had an impact on the tests performed in the clinical labo- 
ratory. HLA typing has had major applications in diseases such as RA 
and SLE (F3) and Mabs have been introduced for this function. In immune 
complex testing, which is used extensively in rheumatic diseases, two 
ELISA tests have been commercialized which use unique monoclonal anti- 
C lq and anti-C3d antibodies to capture complement-containing comple- 
ment immune complexes in serum containing endogenous C1 and C3. A 
monoclonal anti IgG: Fc-HRP conjugate reactive with all human IgG 
subgroups is used as the probe (R4). Similar applications to rheumatoid 
factor testing using Mabs to IgG have been described (C5, M12). 
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6. Conclusions 

Monoclonal antibody technology, in the course of 10 yr, has impacted 
on virtually every aspect of the biological world. In the research lab, it 
is now possible to engineer protocols for isolation and discovery never 
before possible. Immunodiagnostic assays and methods abound, and our 
experiences with Mab shortfalls (such as unwanted and unexpected cross- 
reactivities) have left us smarter, particularly in the way we are addressing 
the utilization of these new diagnostic tools. In our attack on cancer, we 
have been able to sort out an ocean full of Mab candidates and utilize 
increasingly, and with great benefit, those remaining for rapid serodi- 
agnosis, radioimmunodetection, and radioimmunotherapy. The increasing 
number of clinical trials underway are witness to this. We are aware that 
transitions must be made based on our acquired knowledge. In radioim- 
munotherapy these changes have been addressed by Halpern and Dillman 
(H2). They envision a metamorphosis from intact radioiodinated murine 
antibody to less immunogenic Mab fragments with more efficient chelated 
metals attached, and ultimately predominant utilization of human Mabs. 
Of course there will be great strides in the areas of new drug delivery 
systems, new toxins for the Mabs, and inroads in genetically engineered 
products. All these exciting prospects will require many years of dedicated 
research and development. However, is this not the type of challenge that 
we enjoy? 

REFERENCES 

Al.  Abelev, G. I . ,  Alpha-fetoprotein as a marker of embryo-specific differentiations in 
normal and tumor tissues. Transplant. Rev.  20, 3-37 (1974). 

A2. Abelev, G. I., Alpha-fetoprotein as a model for studying reexpression of embryonic 
antigens in neoplasia. In “Immunodiagnosis of Cancer” (R. B. Herberman and K. 
R. McIntire eds), pp. 76-77. Dekker, New York, 1979. 

A3. Abelev, G. I., Perova, S .  D., and Khramkova, Z., Production of embryonal serum 
alpha globulin by the transplantable mouse hepatomas. Transplantation 1, 174-180 
(1963). 

A4. Accolla, R. S., Carrel, S., and Mach, J., Monoclonal antibodies specific for carci- 
noembryonic antigen and produced by two hybrid cell lines. Proc. Naf l .  Acad.  Sci. 
U . S . A .  77, 563-5156 (1980). 

AS. Acevedo, H. F., Campbell-Acevedo, E. A,, and Pardo, M., lmmunohistochemical 
localization of chorionic gonadotropin-like antigen in animal malignant cells. In “Tumor 
Imaging: The Radioimmunochemical Detection of Cancer” (S. Burchill and B. A. 
Rhodes, eds.), pp. 73-88. Masson, New York, 1981. 

A6. Albert, E., Hershberg, R., and Schur, P. H., Alpha-fetoprotein in human hepatoma: 
Improved detection in serum, and quantitative studies using a new sensitive technique. 
Gastroenterology 61, 137-143 (1971). 



392 RUDOLPH RECKEL 

A7. Anstee, D. J., and Edwards, P. A. W., Monoclonal antibodies to human erythrocytes. 
Eur. J. Irnmunol. 12, 228-232 (1982). 

A8. Arklie, J., Trowsdale, J . ,  and Bodmer, W. F., A monoclonal antibody to intestinal 
alkaline phosphatase made against D98/AH-2 (HeLa) cells. Tissue Antigens 17, 303 
( I98 I ). 

A9. Asch, R. H., Fernandez, E. O., and Siler-Khodr, T. M., Presence of hCG-like substance 
in human sperm. A m .  J .  Obstet. Cynecol. 135, 1041-1047 (1979). 

AIO. Aschheim, S. ,  and Zondek, B., Hypophysenvorderlappenhormon und ovarialhormon 
in harn von schwangeren. Klin. Wochenschr. 6, 1322 (1927). 

BI. Bakke, A. C., Kirkland, P. L., Kitridon, R. C., Quismorio, F. P., Jr., Rea, T., Eh- 
resmann, G. M., and Horwitz, D. A,. T lymphocyte subsets in systemic lupus ery- 
thematosus. Correlations with corticosteroid therapy and disease activity. Arthritis 
Rheum. 26, 745-750 (1983). 

B2. Ballou, B., Levine, G., and Hakala, T. R., Tumor localization detected with radioactive 
labeled monoclonal antibody and external scintigraphy. Science 206, 844-847 
(1979). 

B3. Banjo, C., Shuster, J., and Gold, P., Intermolecular heterogeneity of the carcinoem- 
bryonic antigen. Cancer Res.  34, 2114-2121 (1973). 

B4. Bankert, R. B., DesSoye, D., and Powers, L., Screening and replicating of anti-hapten 
hybridomas with a transfer template hemolytic spot assay. J .  Immunol. Methods 35, 

B5. Banwo, 0.. Versey, J.,  and Hobbs, J .  R., New oncofetal antigen for human pancreas. 
Lancer 1, 643-645 (1974). 

B6. Barker, J .  M., Serologic comparison of a monoclonal anti-C3d with commercial an- 
tiglobulin reagents. Transfusion (Philadelphia) 22, 507-510 (1982). 

B7. Bast, R. C., Feeney, M., Lazarus, H., Nadler, L. M., Colvin, R. B., and Knapp, R. 
C., Reactivity of a monoclonal antibody with human ovarian carcinoma. J. Clin. Invest. 

B8. Bast, R. C.,  Ritz, J . ,  Lipton, J .  M., Feeney, M., Sallan, S. E., Nathan, D. G., and 
Schlossman, S. F., Elimination of leukemic cells from human bone marrow using 
monclonal antibody and complement. Cancer Res.  43, 1389-1394 (1986). 

B9. Begent, R. H. J., Keep, P. A., Green, A. J., Searle, F., Bagshawe, J .  D., Tewkes, 
R. F., Jones, B. F., Barratt, G. M., and Ryman, B. E., Liposomally entrapped second 
antibody improves tumor imaging with radiolabeled (first) antitumor antibody. Lancet 

BIO. Bellet, D. H., Wands, J .  F. ,  Isselbacher, K. J . ,  and Bohnon, C.,  Serum alpha-feto- 
protein levels in human disease: Perspective from a highly specific monoclonal ra- 
dioimmunoassay. Proc. Natl. Acad. Sci. U.S .A.  81, 3969-3873 (1984). 

BII.  Bellisario, R., Carlson. R. B., and Bahl, 0. P., Human chorionic gonadotropin, Linear 
amino acid sequence of the subunits. J .  Biol. Chem. 248, 6796-6809 (1973). 

B12. Bellve, A. R., and Moss, S. B., Monoclonal antibodies as probes of reproductive 
mechanisms. B i d .  Reprod. 28, 1-26 (1983). 

B13. Benaceraf, B., Role of MHC gene products in immune regulation Science 212, 1229- 
1238 (1981). 

B14. Berche, C., Mach, J.-P., Lumbroso, J.-D., Langlais, C., Aubry, F., Buchegger, F., 
Carel, S., Rougier, P., Parmenter, C., and Tubiani, M., Tomoscintigraphy for detecting 
gastrointestinal and medullary thyroid cancers: First clinical results using radiolabeled 
monoclonal antibodies against carcinoembryonic antigen. Br. Med.  J. 285, 1447-1451 
( 1982). 

B15. Bernard, A., Boumsell, L., and Dausett, eds., J . ,  “Leucocyte Typing. Human Leu- 

23-32( 1981). 

68, 1331-1337 (1981). 

2, 739-742 (1982). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 393 

cocyte Differentiation Antigens Detected by Monoclonal Antibodies: Specification, 
classification, and Nomenclature.” Springer-Verlag. New York, 1984. 

B16. Bernard, A., Boumsell, L., and Hill, C., Joint report of the first international workshop 
on human leukocyte differentiation antigens by the investigators of the participating 
laboratories. I n  “Leukocyte Typing. Human Leukocyte Differentiation Antigens De- 
tected by Monoclonal Antibodies” (A. Bernard, L. Boumsell, and J. Dausset. eds.), 
p. 9. Springer-Verlag, New York, 1984. 

B17. Bernhard, M. I., Hwang, K. M., Foon. K. A.. Keenan, A., M., Kessler, R. M., 
Frincke. J. M., Tallum, D. J.,  Hanna, M. G., Jr., Peters, L.. and Oldham, R. K., 
Localization of Indium-I 1 I-and I-125-labeled monoclonal antibody in guinea pigs 
bearing line 10 hepatocarcinoma tumors. Cancer Res. 43, 4429 (1983). 

B18. Bernstein, I .  D., and Nowinski, R. C., Monoclonal antibody treatment of transplanted 
and spontaneous murine leukemia. In “Hybridomas in Cancer Diagnosis and Treat- 
ment” (M. s. Mitchell and H.  F. Oetigen, eds.), p. 97. Raven Press. New York, 1982. 

B19. Bernstein, I .  D., Tam, M. R., and Nowinski, R. C., Mouse leukemia therapy with 
monoclonal antibodies against a thymus differentiation antigen. Science 207, 68 (1980). 

B20. Bigbee, W. L., Vandervlaan, M., Fong, S. S. N., and Jensen, R. H., Monoclonal 
antibodies specific for the M- and N-forms of human glycophorin A. Mol. Imrnunol. 

B21. Birnbaumer, M., Schrader, W. T., and O’Malley, B. W., Assessment of structural 
similarities in chick oviduct progesterone receptor subunits by partial proteolysis of 
photo-affinity-labeled proteins. J .  Biol. Chern. 258, 733 1-7337 (1983). 

B22. Bloomer, J .  R., Waldmann, T. A., and McIntire, K. R., Serum alpha-fetoprotein in 
non-neoplastic hepatic disorders. JAMA, .I. Am. Med. Assoc. 233, 3 8 4 1  (1975). 

B23. Booth, S. N., King, J, and Leonard, J., Carcinoembryonic antigens in the management 
of colorectal carcinoma. Br. Med. 1. 4, 183-187 (1974). 

B24. Bosch, A .  M. G., Stevens, W., and Schumn, A,, Characteristics of monoclonal an- 
tibodies against human chorionic gonadotropin. Protides Biol. Fluids 29, 837 (1981). 

B25. Bosteris, B., Localisation tissulaires comparatives de I’alpha-fetoproteine et de l’al- 
bumine par immunofluoresence au cours de I’ontogenese et pendant la periode post 
natale chez le rat. Tesis, Marseille, 1976. 

B26. Boylston, A. W., Gardiner, B., Anderson, R. L., and Hughes-Jones, N. C., Production 
of human IgM anti-D in tissue culture by EB-virus transformed lymphocytes. Scund. 
J .  lmmttnol. 12, 355-358 (1980). 

B27. Bradwell, A. R., Vaughn, A., and Fairweather, D. S., Improved radioimmunodetection 

B28. Braunstein, G. D., Use of human chorionic gonadotropin as a tumor marker in cancer. 
In “Immunodiagnosis of Cancer” (R. B. Herbermann and K. R. McIntire, eds.), pp. 
383-409. Dekker, New York, 1979. 

B29. Braunstein, G. D., Rasor, J., and Adler, D., Serum human chorionic gonadotropin 
levels thoughout normal pregnancy, Am. J .  Ohstet. Gynecol. 126, 678-681 (1976). 

B30. Braunstein, G. D., Vaitukaites, J. L., and Carbone, P. P., Ectopic production of 
human chorionic gonadotropin by neoplasms. Ann. Intern. Med. 78, 3 9 4 5  (1973). 

B31. Broder, L .  E., Weintraube, B. D., and Rosen, S. W., Placental proteins and their 
subunits as tumor markers in prostatic carcinoma. Cancer (Philadelphia) 40, 21 1-216 
(1977). 

B32. Brodsky, F. M., Parham, P., Barnstable, C. J., Crumpton, M. J., and Bodmer, W. 
F., Monoclonal antibodies for analysis of the HLA system. Imrnunol. Rev. 47, 3 (1979). 

B33. Brouha, L., and Hinglais, H . .  Le diagnostic de la grossesse par la reaction de Brouha- 
Hinglais-Simmonet. Gynecol. Obstet. 24, 42-56 (I93 I) .  

20, 1353-1362 (1983). 

of tumors using second antibody. Lancet 1, 247 (1983). \ 



394 RUDOLPH RECKEL 

B34. Brown, J. P., Wright, P. W., and Hart, C. E., Protein antigen of normal and malignant 
human cells identified by immunoprecipitation with monoclonal antibodies. J .  Biol. 
Chem. 255, 498M983 (1980). 

B35. Brown, J.  P., Nishiyama, K., Hellstrom, I . ,  and Hellstrom, K. E., Structural char- 
acteristics of human melanoma-associated antigen p97 using monoclonal antibodies. 
J. Immunol. 127, 539-546 (1981). 

B36. Brown, J. P., Woodbury, R. G., Hart, I. ,  Hellstrom, I. ,  and Hellstrom, K. E., Quan- 
titative analysis of melanoma-associated antigen p97 in normal and neoplastic tissues. 
Proc. Natl. Acad. Sci. U.S .A.  78, 539-543 (1981). 

B37. Brown, J. P., Hewick, R. M., Hellstrom, I.. Hellstrom, K. E., Doolittle, R. F.. and 
Dreyer, W. J., Human melanoma antigen p97 is structurally and functionally related 
to transferrin. Nature (London) 296, 171-173 (1982). 

B38. Bruce, A. W., Mahan, D. E., and Bellville, W. D., The role of radioimmunoassay 
for prostatic acid phosphatase in prostatic carcinoma, Urol. Clin. North Am.  7, 645- 
652 (1981). 

B39. Buchegger, F., Phan. M., and Rivier, D., Monoclonal antibodies against carcinoem- 
bryonic antigen (CEA) used in a solid phase enzyme immunoassay: First clinical results. 
J. Immunol. Methods 49, 129 (1982). 

B40. Buchegger, F., Haskell, C. M., Schreyer, C. M.. Scazziga. B. A,,  Raudin, S., Carel, 
S., and Mach, J. P.. Radiolabeled fragments of monoclonal antibodies against car- 
cinoembryonic antigen for localization of colon carcinoma grafted into nude mice. J .  
Exp. Med. 15, 413-427 (1983). 

B41. Bumol, T. F., and Reisfeld, R. A., Unique glycoprotein proteoglycan complex defined 
by monoclonal antibody on human melanoma cells. Proc. Natl. Acad. Sci. U.S.A. 

B42. Bumol, T. F., Walker, L. E., and Reisfeld, R. A., Biosynthetic studies on proteoglycans 
in human melanoma cells with monoclonal antibody to a core glycoprotein of chon- 
droitin sulfate proteoglycans. J. Biol. Chem. 259, 12733-12741 (1984). 

B43. Burgoin, J., Jr., and Bourgoin, A., Cytoplasmic antigens in human malignant melanoma 
cells. In “Pigment Cell Conference” (S. Basel, ed.), pp. 366-371. Karger, Basel 
Switzerland, 1973. 

B44. Burnet, F. M., The concept of immunologic surveillance. Prog. Exp. Tumor Res. 13, 
I (1970). 

845. Burtin, P., and Escribano, M. J., The carcinoembryonic antigen and its cross-reacting 
antigens. I n  “Oncodevelopmental Markers” (W. H. Fishman, ed.), pp. 316-317. Ac- 
ademic Press, New York, 1983. 

B46. Burtin, P., and Gold, P.. Carcinoembryonic antigen. Scand. J. Immunol. 8, Suppl., 
27 (1978). 

B47. Burtin, P., Calmettes, C., and Fondaneche, M. C., CEA and non-specific cross-reacting 
antigens (NCA) in medullary carcinomas of the thyroid Int .  J. Cancer 23, 741-745 
(1979). 

B48. Burtin, P., Chavenel, G., and von Kleist, S., Demonstration in normal human plasma 
of an antigen that crossreacts with the carcinoembryonic antigen of digestive tract 
tumors. J .  Natl. Cancer Inst. ( U . S . )  49, 1727-1729 (1972). 

B49. Burton, R. C., Cosimi, A. B., Colvin, R. B., Rubin, R. H.. Delmonico, F. L., Goldstein, 
G., and Russell, P. S., Monoclonal antibodies to T cell subsets: Use for immunological 
monitoring and immuno suppression in renal transplantation. J .  Clin. Immunol. 2, 
1425-1478 (1982). 

CI. Canevari, S., Fossati, G., and Porta, G., Humoral cytotoxicity in melanoma patients 
and its correlation with the extent and course of the disease. Inr .  J .  Cancer 16, 722- 
729 (1975). 

79, 1245-1249 (1982). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 395 

C2. Canney, C. A., Moore, M., James, R. A., and Wilkinson, P. M., Initial results with 
ovarian cancer antigen Ca 125. Br. J. Cancer 50, 261 (1984). 

C3. Carrasquillo, J .  A., Krohn, K. A,,  and Beaumier, P., Diagnosis of and therapy for 
solid tumors with radiolabeled antibodies and immune fragments. Cancer Treat. Rep. 

C4. Carrel, S., Schreyer, M., and Schmidt-Kessen, A., Use of monoclonal antibodies for 
the histological localization of melanoma-associated antigen on fresh tumor material. 
Protides B i d .  Fluids 31, 821 (1983). 

CS. Carson, D. A., Lawrence, S.,  and Catalano, M. A., Radioimmunoassay of IgG and 
IgM rheumatoid factors reacting with human IgG. J .  Immunol. 119, 295-300 
(1977). 

C6. Carthew. P., Is rodent virus comtamination of monoclonal antibody preparations for 
use in human therapy a hazard? J. Gen. Virol. 67, 963-974 (1986). 

C7. Cassalas, P., Blythman, H.  E., Gros, O., Richer, G., and Jansen, F. K., Prorides 
B i d .  Fluids, p. 359 (1983). 

C8. Chatenoud, L., Chkoff, N.,  Kreis, H.,  and Bach, J. F., Interest and limitations of 
the use of monoclonal anti-T cell antibodies for the follow-up of renal transplant pa- 
tients. Transplantation 36, 45-50 (1983). 

C9. Chatenoud, L., Baudrihaye, M. F. ,  Kreis, H., Goldstein, G., Schindler, J . ,  and Bach, 
J. F., Human in vivo antigenic modulation induced by the anti-T cell OKT3 monoclonal 
antibody. Eur. J. Irnmunol. 12, 979-983 (1982). 

CIO. Choe, B.-K., Lillehoy, H. S., Dong, M. K., Gleason, S., Barron, N.,  and Rose, N. 
R., Characterization of antigenic sites of human prostate acid phosphatase. Ann N. Y. 
Acad. Sci .  390, 16-20 (1982). 

CI I .  Chu, T. M., Wang, M. C., and Lee, C. L.,  Phosphate acid phosphatase in human 
prostate cancer. I n  “Biochemical Markers for Cancer” (T. M. Chu, ed.). Dekker, 
New York, 1982. 

C12. Colcher, D., Esteban, J. M., Carrasquillo, J .  A., Sugarbaker, P., Reynolds, J. C., 
Bryant, G., Larson, S. M., and Schlom, J., Quantitative analyses of selective ra- 
diolabeled monoclonal antibody localization in metastatic lesions of colorectal patients. 
Cancer Res. 47, 1185-1 189 (1987). 

C13. Colombani, J., Dausset, J . ,  Lepage, V., Degos, L., Kalil, J., and Fellous, M., HLA 
monoclonal antibody registry: A proposal. Tissue Antigens 20, 161-171 (1982). 

C14. Colvin, R. B., Cosimi, A. B., and Burtin, R. C., CirculatingTcell subsets in72 human 
renal allograft recipients: The OKT4 + /OKT8 + cell ratio correlates with reversibility 
of graft injury and glomerulopathy. Transplant. Proc. 15, 1166-1 169 (1983). 

CIS. Corte, G., Mingari, C., Moretta, A., Damiani, G., Moretta, L., and Bargellisi, A., 
Human T-cell sub-populations defined by a monoclonal antibody. I. A small subset 
is responsible for proliferation to allogenic cells or to soluble antigens and for helper 
activity for B-cell differentiation. J .  Imrnunol. 128, 16-19 (1982). 

C16. Crawford, D. H., Barlow, M. J., Harrison, J. F., Winger, L., and Huehns, E. R., 
Production of human monoclonal antibody to Rhesus D antigen. Lancet I, 386-388 
(1983). 

C17. Cuatrecasas, P., and Anfinsen, C. B., Affinity chromatography. Annu. Rev. Biochem. 
40, 259-278 (1971). 

C18. Cuttita, F., Rosen. S., Gazdar, A. F., and Minna, J. D., Monoclonal antibodies that 
demonstrate specificity for several types of lung cancer. Proc. Narl. Acad. Sci. U.S.A. 
78, 4591-4595 (1981). 

D1. Damiani, G., Frascio, M., Benatti, U., Zocchi, E., Bargellisi, A., and deFlora, A., 
Monoclonal antibodies to human erythrocyte glucose-6-phosphate dehydrogenase. 
FEBS Lett. 119, 169-173 (1980). 

68, 317-328 (1984). 



396 RUDOLPH RECKEL 

D2. Damron, J. R., Beihn, R. M., and DeLand, F. H., Detection of upper abdominal 
abscesses by radionuclide imaging. Radiology (Easton, Pa.) 120, 131-134 (1976). 

D3. Damron, J .  R.,  Beihn, R. M., and Selby, J.  B., Gallium technetium substraction scan- 
ning for the localization of subphrenic abscesses. Radiology (Easton, Pa.) 113, 117- 
122 (1974). 

D4. Davies, D. A,, and O’Neill, G .  J., In vivo and in vitro effects of tumor specific antibodies 
with chlorambucil. Br. J. Cancer 28, 286 (1973). 

D5. Davies, S. N.,  and Gochman, N., Evaluation of a monoclonal-antibody based im- 
munoradiometric assay for prostatic acid phosphatase. Am J .  Clin. Puthol. 79, 114- 
119 (1983). 

D6. Day, E. D., Pleninsek, K., Korngold, L., and Pressman, D., Tumor localizing anti- 
bodies purified from antisera against Murphy rat lymphosarcoma. J. Natl. Cancer 
fnst .  (U.S.J 17, 517 (1956). 

D7. deCock, W., decree, J., and Verhaegen, H., Enumeration of human peripheral T 
lymphocytes with E-rosettes and OKT3.PAN monoclonal antibody; a close correlation. 
Thymus 2, 133-137 (1980). 

D8. deCock, W., decree, J., and Verhaegen, H., An enzyme immunoassay for the enu- 
meration of peripheral human T-lymphocytes with OKT#.PAN monoclonal antibody. 
J. Immunol. Methods 43, 131-134 (1981). 

D9. DeJager, R. L., Primus, F. J., Ford, E. H. et ul., Phase I clinical trial of radiotherapy 
with 1-131 labeled anti-CEA or anti-AFP in solid tumors producing CEA or AFP. 
Proc. Am. Soc. Clin. Oncol. 4, 224, c-871 abstr. (1985). 

D10. deKretser, T. A., Crumpton, M. J.,  Bodmer, J .  G . .  and Bodmer, W. F., Two di- 
mensional gel analysis of the polypeptides precipitated by a polymorphic HLA-DRI , 
w6 monoclonal antibody; evidence for a third locus. Eur. J. Immunol. 12, 600-606 
(1982). 

DII.  DeLand, F. H., and Goldenberg, D. M., Diagnosis and treatment of neoplasms with 
radio-nuclide labeled antibodies. Semin. Nucl. Med. 15, 2-1 I (1985). 

D12. Delfs, E., Quantitative chorionic gonadotropin. Prognostic value in hydatidiform mole 
and chorionepithelioma. Obstet. Gynecol. 9, 1-24, (1957). 

D13. Delmont, J., Kermarec, J., and Lafon, J., Radioimmunoassay of alpha-fetoprotein. 
11. Studies in patients suffering from hepatic diseases. Digestion 10, 29-39 (1974). 

D14. DeNardo, G. L., Raventos, A., Hines, H. H., Scheibe, P. O., Macey, D. J., Hays, 
M. T., and DeNardo, S. J. ,  Requirements for a treatment planning system for ra- 
dioimmunotherapy. Inr.  J. Radiat. Oncol.. Bid .  Phys. 11, 335-348 (1985). 

D15. Dillman, R. O., Monoclonal antibodies in the treatment of cancer, CRC Crit. Rev. 
Oncol. Hemutol. 1, 357-383 (1985). 

D16. Dillman, R. 0.. Beauregard, J. C., Halpern, S. E., and Clutter, M., Toxicities and 
side effects associated with intravenous infusions of murine monoclonal antibodies. 
J. Biol. Response Modif. 5 ,  73-84 (1986). 

D17. Dillman, R. O., Beauregard, J. C., Shawler, D. L., and Royston, I . ,  Results of early 
trials using murine monoclonal antibodies as anti-cancer therapy. Protides Bid .  Fluids, 
p. 353 (1983). 

D18. Dillman, R. O., Shawler, D. L., Collins, H., A., Wormsley, S. B., and Royston, I.,  
Murine monoclonal antibody therapy in two patients with chronic lymphocytic leu- 
kemia. Blood 59, 1036 (1982). 

D19. Dodson, M. C., Klegerman, M. E., and Menon, M., Establishment and characterization 
of a squamous cell carcinoma of the vulva in tissue culture and immunological eval- 
uation of the host. Am J .  Obstet. Gynecol. 131, 606-619 (1978). 

D20. Doinel, C., Edelman, L., Rouger, P., LeBlanc, J., Reviron, J., Bach, J. F., and Salmon, 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 397 

C., A murine monoclonal antibody against blood group H type-I and type-2 structures. 
Immunology 50, 215-221 (1983). 

D21. Douer, D., Champlin, R. E., Ho, W. E., Sarna, G. P., Grase, P. R., and Gale, R. 
P., High-dose combines modality therapy and autologous bone-marrow transplantation 
in resistant cancer. Am. J .  Cancer 71, 973 (1981). 

D22. Douilllard, J. Y., Hoffman, T., and Herberman, R. B., Enzyme-linked immunosorbant 
assay for screening monoclonal antibody production. Use of intact cells as antigen. 
J. fmmunol. Methods 39, 309-316 (1980). 

D23. Downie, D. M., Voak, D., and Jarvis, J., The use of monoclonal antibodies to  human 
IgG in blood transfusion serology. Biofest Bull. 1, 348-352 (1983). 

D24. Doyle, A., Jones, T .  J.,  Bidwell, L. W., and Bradley, B. A., In  vifro development 
of human monoclonal antibody-secreting plasmacytomas. Hum. fmmunol. 13, 199- 
209 (1985). 

D25. Dukes, C. E., The classification of cancer of the rectum. J .  Pathol. Bacferiol. 35,322 
(1935). 

E l .  Egan, M. I., and Todd, C. W., Carcinoembryonic antigen: Synthesis by a continuous 
line of adenocarcinoma cells, J .  Narl. Cancer fnst .  (U.S.)  49, 887-889 (1972). 

E2. Ehrlich, P., Uber den jetzigen stand der karzinimforschung. In “The Collected Works 
of Paul Ehrlich,” Vol. 2. Pergamon, Oxford, 1957. 

E3. Eilber, F. R., and Morton, D. L., Sarcoma-specific antigens. Detection by complement 
fixation with serum from sarcoma patients. J. Narl. Cancer fnst. (U.S.)  44, 651-656 
( 1970). 

E4. Eisen, L. P., Reichman, M. E., Gametchu, B., Harrison, R. W., and Eisen, H. J. ,  
Immunocytochemical purification of affinity-labeled glucocorticoid receptor. Proc. 
fn t .  Congr. Endocrinol. 7 fh ,  1984 p. 374 (1984). 

E5. Ellion, M. L., Lamb, D., and Rwett, J . ,  Quantitative aspects of carcinoembryonic 
antigen output by human lung carcinoma cell line. J. Natl. Cancer fnst .  (U.S . )  59, 

E6. Ellis, T. M., Lee, H. M., and Mohanakumar, T, Alterations in human regulatory T 
lymphocyte subpopulations after renal allografting. J. fmmunol. 127, 2199-2203 (1981). 

E7. Epenetos, A. A., Nimmon, C. C., and Arklie, J., Detection of human cancer in an 
animal model using radiolabeled tumor-associated monoclonal antibodies. Br. J .  Cancer 

E8. Epenetos, A. A., Travers, P., Gatter, K. C., Oliver, R. D., Mason, D. Y., and Bodmer, 
W. F., An immunohistological study of testicular germ cell tumors using two different 
monoclonal antibodies against placental alkaline phosphatase. Br. J .  Cancer 49, 11 
(1984). 

E9. Ettinger, E. S., Order, S. E., Wharam, M. D., Parker, M. K., Klein, J. L. ,  and Lei- 
chner, P. K., Phase 1-11 study of isotope immunoglobulin therapy for primary liver 
cancer. Cancer Treat. Rep. 66, 289-297 (1982). 

FI .  Falini, B., and Taylor, C. R., New developments in immunoperoxidase techniques 
and their applications. Arch. Pathol. Lab. Med. 107, 105-1 17 (1983). 

F2. Farrands, P. A., Pimm, M. V., and Embleton, M. I., Radioirnmunodetection of human 
colorectal cancers by an anti-tumor monoclonal antibody. Lancet 2 ,  397-400 (1982). 

F3. Fauci, A. S., Lane, H. C., and Volkam, D. J., Activation and regulation of human 
immune responses: Implications in normal and disease states. Ann. Intern. Med. 99, 

F4. Fink, L .  M., and Clarke, S. M., Monoclonal antibodies as diagnostic reagents for the 
identification and characterization of human tumor diagnosis. Hum. Pathol. 13, 121- 
133 (1982). 

309-312 (1977). 

36, 1-8 (1982). 

61-75 (1983). 



398 RUDOLPH RECKEL 

F5. Fisher, A. G., and Brown, G., A rapid method for determining whether monoclonal 
antibodies react with the same or different antigens on the cell surface. J .  Immunol. 
Methods 39, 377-385, (1980). 

F6. Fletcher, A , ,  and Harbour, C., An interesting monoclonal anti-N produced following 
immunization with human group 0, NN erythrocytes. J .  Immunogenet. 11, 121-126 
(1984). 

F7. Fodstad, O.,  and Phil, A., Doxorubicin and ricin, a strongly synergistic combination 
in mouse leukemia. Cancer Treat. Rep. 64, 1375 (1980). 

F8. Foley, E. J. ,  Antigenic properties of methylcholanthrene induced tumors in mice of 
the strain of origin. Cancer Res. 13, 835 (1953). 

F9. Foon, K. A., Bernhard, M. I., and Oldham, R. K., Monoclonal antibody therapy: 
Assessment by animal tumor models. J .  Biol. Response Mod$ 1,  277 (1982). 

F10. Foti, A. G., Cooper, J. F., Henchman, H., er al., Detection of prostatic cancer by 
solid phase radioimmunoassay of serum prostatic acid phosphatase. N .  Engl. J .  Med. 

GI. Gailani, S., Chu, T. M., and Nussbaum, A,,  Human chorionic gonadotropin (hCG) 
and CEA in nontropoblastic neoplasms. Assessment of abnormalities of hCG and 
CEA in broncogenic and digestive neoplasms. Cancer (Philadelphia) 38, 1684-1686 
(1974). 

G2. Gametchu, B., and Harrison, R. W., Characterization of a monoclonal antibody to 
the rat liver glucocorticoid receptor. Endocrinobgy (Baltimore) 114, 274-279 (1984). 

G3. Gametchu, B., and Harrison, R. W., Use of an immunoafhity column prepared from 
a monoclonal antibody in the purification of the glucocortcoid receptor. In “Proceedings 
of the 75th Annual Meeting of the American Society of Biological Chemists and the 
68th Annual Meeting of American Association of Immunologists, St. Louis,” Vol43. 
F.A.S.E.B., Bethesda, Maryland, 1984. 

G4. Gatter, K. C., Abdulatiz, Z., Beverly, P., Corvalan, J .  R., Ford, C., Lane, E. B., 
Mota, M., Nash, J. R., Pulford, K., Stein, H., Taylor-Papadimitriou, J. ,  Woodhouse, 
C., and Mason, D. Y., Use of monoclonal antibodies for the histopathologic diagnosis 
of human malignancy. J .  Clin. Parhol. 35, 1253-1267 (1982). 

G5. Gelder, F. B., Mackie, C. R., and Cooper, M. J., Identification, isolation and clinical 
application of a pancreatic oncofetal antigen. Cancer Res. 38, 312-324 (1978). 

G6. Gelder, F. B., Moosa, A. R., and Hunter R. L., Identification and partial character- 
ization of a pancreatic oncofetal antigen (POA). Prev. Detect. Cancer [Proc. fn r .  
Symp.], 3rd, 1976 pp. 587-595 (1977). 

G7. Gelder, F. B., Reese, C., and Moosa, A. R.. Pancreatic oncofetal antigen. I n  “lm- 
munodiagnosis of Cancer” (R. B. Herberman and K. R. McIntire, eds.), Part 1, pp. 
357-368. Dekker, New York, 1979. 

G8. Ghose, T., and Blair, A. H., Antibody-linked cytotoxic agents in the treatment of 
cancer: Current status and future prospects. JNCI, J .  Natl. Cancer Inst. 61,657 (1978). 

G9. Ghose, T., Gucul, A., and Tai, J., Suppression of an AKR lymphoma by antibody 
and chlorambucil. J. Natl. Cancer Inst. (U.S.)  55, 1353 (1975). 

(310. Ghose, T., Ferrone, S., Imai, K., Norvell, S. T., Luner, S. J. ,  Martin, R. H., and 
Blair, A. Imaging of human melanoma xenographs in nude mice with a radiolabeled 
monoclonal antibody. JNCI, J .  Natl. Cancer Inst. 69, 823-826 (1982). 

(311. Gilliland, D. G., Stepelewski, 2.. Collier, R. H., Mitchell, K. F., Chang, T .  H., and 
Koprowski, H., Antibody-directed cytotoxic agents: Use of monoclonal antibody to 
direct the action of toxin A chains to colorectal carcinoma cells. Proc. Nutl. Acad. 
Sci. U.S.A. 77, 4539 (1980). 

297, 1357-1361 (1977). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 399 

G12. Glode, L. M.. Robinson. W. A., Hartmann, D. W.. Klein, J. J. ,  Thomas, M. R.. and 
Moorton, N.. Autologous bone marrow transplantation in the therapy of small cell 
carcinoma of the lung. Cancer Res. 42, 4270 ( 1982). 

Gi3. Gold, P.. Carcinoma of the colon and antecedent epithelium. In ”Carcinoma of the 
Colon” (W. J.  Burdette, ed.), pp. 131-142. Thomas, Springfield, Illinois, 1970. 

G14. Gold, P.. and Freedman, S. 0.. Demonstration of tumor-specific antigens in human 
colonic carcinoma by immunological tolerance and absorption techniques. J. Exp. 
Med. 121, 439-462 (1962). 

CIS. Gold, P., Krupey, J., and Ansari. H.,  Position of the carcinoembryonic antigen of 
the human digestive system in ultrastructure of human tumor cell surface. J. Natl. 
Crincer Inst.  ( U S . )  45, 219-225 (1975). 

G16. Goldenberg, D. M.. and DeLand, F. H.. History and status of tumor imaging with 
radiolabeled antibodies. J. Biof. Response Modif. 1, 121-136 (1983). 

G17. Goldenberg, D. M., Goldenberg, H., and Primus, F. J.,  Cancer diagnosis and therapy 
with radiolabeled antibodies. In “Immunoconjugates. Antibody Conjugates in Ra- 
dioimaging and Therapy” (C. w .  Vogel, ed.), Chapter 13, pp. 259-280. Oxford Univ. 
Press, New York, 1987. 

(318. Goldenberg. D. M.. Pavia, R. A., and Hansen, J. H., Synthesis of carcinoembryonic 
antigen in vitro. Nature (London), New B i d .  239, 189-190 (1972). 

(319. Goldenberg. D. M., Primus, F. J.. and DeLand, F. H., Tumor detection and localization 
with purified antibodies to carcinoembryonic antigen. In “Immunodiagnosis of Cancer” 
(R. B. Herberman and K. R. Mclntire, eds.), Part I ,  pp. 265-304. Dekker, New York, 
1979. 

G20. Goldenberg, D. M., Sharkey, R. M., and Primus, F. J. ,  Carcinoembryonic antigen in 
histopathology: Immunoperoxidase staining of conventional tissue sections. J. Natl. 
Cuncer Inst. ( U . S . )  57, 11-22 (1976). 

(321. Goldenberg, D. M., Preston, D. F., Primus, F. J., and Hansen, H. J. ,  Photoscan 
localization of GW-39 tumors in hamsters by radiolabeled, heterospecific antibody to 
carcinoembryonic antigen. Cancer Res. 34, 1-9 (1974). 

G22. Goldenberg, D. M., Goldenberg, H., Higginbotham-Ford, E., Schochat, D., and 
Ruoslahti, E., Imaging of primary and metastatic liver cancer with 1-131 monoclonal 
and polyclonal antibodies against alpha-fetoprotein. J .  Clin. Oncol. (in press). 

G23. Goldenberg, D. M.. Kim, E. E., Bennett, S. J., Nelson, M. 0.. and DeLand, F. H., 
Carcinoembryonic antigen radioimmunodetection in the evaluation of colorectal cancer 
and the detection of occult neoplasms. Gastroenterofogy 84, 524-532 (1983). 

G24. Goldenberg, D. M., Kim, E. E., DeLand, F. H.,  Bennett, S. J. ,  and Primus, F. J., 
Radioimmunodetection of cancer with radioactive antibodies to carcinoembryonic an- 
tigen. Cancer Res. 40, 2984-2992 (1980). 

G25. Goldenberg, D. M., DeLand, F. H., Kim, E. E., Bennett, S. J., Primus, F. J . ,  and 
Rayburn, P.. Use of radiolabeled antibodies to carcinoembryonic antigen for the de- 
tection and localization of diverse cancers by external photoscanning. N .  Engl. J. 
Med. 298, 1384-1388 (1978). 

G26. Goldenberg, D. M., Kim, E. E., DeLand. F. H., Spremulli. E., Nelson, J. R., Jr., 
Gockerman, J. P.. Primus, F. J . .  Corgan, R. 1.. and Alpert. P., Clinical studies on 
the radioimmunodetection of tumors containing alpha-fetoprotein, Cancer Res. 45, 
25W2505 (1980). 

G27. Goldstein. D. P., Kosasa, T. S., and Sharin, A. T., The clinical application of a specific 
radioimmunoassay for human chorionic gonadotropin in trophoblastic and nontro- 
phoblastic tumors. Surg., Gynecol. Ohstet. 138, 747-751 (1974). 



400 RUDOLPHRECKEL 

G28. Goldstein, G. ,  Lifter, J., and Mittler, R., lmmunoregulatory changes in human disease 
detected by monoclonal antibodies to T lymphocytes. I n  “Monoclonal Antibodies” 
(A. J. McMichael and J. W. Fabre, eds.), pp. 39-70. Academic Press, London, 1982. 

G29. Goldstein, L. C., Corey, L., McDougal, J. K., Tolentino, E., and Nowinski, R. C., 
Monoclonal antibodies to herpes simplex viruses: Use in antigenic typing and rapid 
diagnosis. J. Infect. Dis. 147, 829-837 (1983). 

G30. Goodwin, D. A., Meares, C., and Diamanti, C., Use of specific antibody for rapid 
clearance of circulating blood background from radiolabeled tumor imaging proteins. 
Eur. J. Nucl. Med.  9, 209-215 (1984). 

G3I. Goodwin, D. P., Hornung, M. 0.. and Leong, S. P. L., Immune responses induced 
by human malignant melanoma in the rabbit. Surgery (St. Louis) 72, 737, 743 (1972). 

G32. Govindan, M. V., and Sekeres, C. E., Purification of two dexamethasone-binding 
proteins from rat liver cytosol. Eur. J. Biochem. 89, 95-104 (1978). 

G33. Gray, B., Mehigan, J. F., and Morton, D. L., Demonstration of antibodies in melanoma 
patients cytotoxic to human melanoma cells. Proc. Am.  Assoc.  Cancer Res.  123, 79 
( I97 I ). 

G34. Greene, G. L.. Fitch, F. W., and Jensen, E. V., Monoclonal antibodies toestrophilin: 
Probes for the study of estrogen receptors. Proc. Natl. Acad.  Sci. U . S . A .  77, 157- 
161 (1980). 

G35. Greene, G. L., King, W. J., and Press, M. F., Monoclonal antibodies as probes of 
estrogen receptor. Proc. In!.  Congr. Endocrinol., 7th. 1984 p. 117. (1984). 

G36. Greene. G. L., Nolan, C., Engler, J. P., and Jensen, E.  V., Monoclonal antibodies 
to human estrogen receptor. Proc. Nut/. Acad. Sci. U . S . A .  77, 51 15-51 19 (1980). 

G37. Greene, G. L., Sobel, N. B . ,  King, W. J.. and Jensen, E. V. ,  lmmunochemical studies 
of estrogen receptors. J. Steroid Biochem. 20, 51-56 (1984). 

G38. Greene, G. L., Closs, L. E., Fleming, H., DeSombre, E. R., and Jensen, E. V. ,  
Antibodies to estrogen receptor: lmmunochemical similarity between estrophilin from 
various mammalian species. Proc. Natl. Acad. Sci. U.S.A.  74, 3681-3685 (1977). 

G39. Gregoriadis, G., Targeting of drugs, implications in medicine. Lancet 2, 241 (1981). 
G40. Gross, L., Intradermal immunization of C3H mice against a sarcoma that originated 

in an animal of the same line. Cancer Res. 3, 326 (1943). 
G41. Gupta. R. K., and Moreton, D. L., Suggestive evidence for in vivo binding of specific 

antitumor antibodies of human melanomas. Cancer Res.  35, 58-62 (1975). 
G42. Gupta, R. K.. Irie, R. F., and Morton, D. L.. Antigens on human tumor cells assayed 

by complement fixation with allogenic sera. Cancer Res.  38, 2573-2580 (1978). 
(343. Gurlbert, B. ,  Dighicro, G.. and Avrameas, S., Naturally occurring antibodies against 

nine common antigens in normal humans. I. Detection, isolation and characterization. 
J. Immunol. 128, 2779-2787 (1982). 

G44. Gutman, E. B . ,  Sproul, E. B., and Gutman, A. B., Significance of increased phos- 
phatase activity of bone at site of osteoclastic metastases secondary to carcinoma of 
prostate gland. Am. J. Cancer 28, 485-495 (1936). 

HI. Hakala. T. R., Castro, A. E.,  and Elliot, A. Y. ,  Humoral cytotoxicity in human renal 
cell carcinoma. Invest.  Urol. 11, 405-410 (1974). 

H2. Halpern, S. E., and Dillman, R. 0.. Problems with radioimmunodetection and pos- 
sibilities for future solutions. J .  B i d .  Response Modif: 6 ,  235-262 (1987). 

H3. Hamlyn, P. H., and Sikora, K., Oncogenes. Lancet 2, 326-331 (1983). 
H4. Harrison, R. W., and Garnetchu, B., Mouse glucocorticoid receptor immunoaffinity 

purification using a monoclonal antibody. Proc. lnt. Congr. Endocrinol.. 7th, I984 
p. 512 (1984). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 40 1 

H5. Hasler, F.. Bluestein. H. G., and Zvaifler, N. J . ,  Analysis of the defects responsible 
for rheumatoid arthritis lymphocytes. 1. Diminished gamma interferon production in 
response to  autologous stimulation. 1. Exp.  Med. 157, 173-188 (1983). 

H6. Haspel. M. V., Onodera, T., Prabhakar, B. S. ei a/ . ,  Multiple organ-reactive mono- 
clonal autoantibodies. Nature (London) 304, 73-76 (1983). 

H7. Hedin. A., Wahren, B., and Hammarstrom, S., Tumor localization of CEA-containing 
human tumors in nude mice by means of monoclonal anti-CEA antibodies. I n i .  J. 
Cancer 30, 547-552 (1982). 

H8. Hedin, A., Carlsson. L., Berglund, A., and Hammarstrom, S., A monoclonal antibody 
enzyme immunoassay for serum carcinoembryonic antigen with increased specificity 
for carcinomas. Proc. Nail. Acad. Sci. U.S.A.  80, 3470 (1983). 

H9. Heidrich. L.. Feis, E., and Mathias. E., Testiculares chorinoephitheliom mit gynak- 
omastic und mit einigen schwangerschaftserscheinungen gleichzeitig ein beitrag zur 
pathologie der hormonal gewachse. Beiir. Z. Klin. Chir. 150, 349-384 (1930). 

H10. Hellstrom. I., Ganigues, J.. Cabasco, L., Mosely, G. H.. Brown. J. P., and Hellstrom, 
K. E. Studies of a high-molecular weight human melanoma-associated antigen. J .  
Irnrnunol. 130, 1467-1472 (1983). 

HI I .  Herlyn, M., Blaszczyk, M., and Koprowski, H., Immunodiagnosis of human solid 
tumors. Contrib. Oncol. 19, 160 (1984). 

H12. Herlyn, M. Steplewski, Z., Herlyn, D.. and Koprowski, H., Colorectal carcinoma 
specific antigen: Detection by means of monoclonal antibodies. Proc. Nail. Acad. 
Sci. U.S.A. 76, 1438 (1979). 

H13. Herlyn, D. M.. Steplewski, Z., Herlyn, M. F., and Koprowski. H., Inhibition ofgrowth 
of carcinoma in nude mice by monoclonal antibody. Cancer Res. 40, 717-721 (1980). 

H14. Herzog, B., Hendrick, J. C., and Franchimont, P., Heterogeneity of carcinoembryonic 
antigen (CEA) in human serum. Eur. J. Cuncer 12, 657-658 (1976). 

HIS. Hirose, T.. Exogenous stimulation of corpus luteum formation in the rabbit; influence 
of extracts of human placenta, decidua, fetus, hydatid mole, and bovine corpus luteum 
on the rabbit gonad. J .  Jpn .  Gynecol. Soc. 16, 1065-1060 (1920). 

H16. Hobbs, J. R., Knapp, M. L., and Branfoot, A. C., Pancreatic oncofetal antigen (POA): 
Its freqency and localization in humans. Oncodev. B i d .  Med. 1, 37-48 (1980). 

H17. Holt, P. D. J.. Donaldson, C., Judson, P. A,, Johnson, P.. Parsons, S. F., and Anstee, 
D. J.. NBTSBRIC 8. A monoclonal anti-C3d antibody. Transfusion (Philadelphia) 
(1985). 

H18. Houston, H.  H., Nowinski, R. C . ,  and Bernstein. I.  D., Specific in vivo localization 
of monoclonal antibodies directed against the Thy I .  1 antigen. J. Irnrnunol. 125,837- 
843 (1980). 

H 19. Hunnighake. C. W., and Crystal, R. G., Pulmonary sarcoidosis: A disorder mediated 
by excess helper T lymphocytes. N .  Engl. J .  Med. 305, 429434 (1981). 

H20. Hunter, R.. Gelder, F. B., and Moosa, A. R., Pancreatic oncofetal antigen (POA). 
In "Compendium of Assays for lmmunodiagnosis of Human Cancer" (R. B. Her- 
berrnan, ed.), pp. 247-249. Elsevier/North-Holland, New York, Amsterdam, 1979. 

H21. Hunvitz, E.. Levy, R., Maron, R., Wilchek, M., Arnon, R.. and Sela, M., The covalent 
binding of daunomycin and adriamycin to antibodies. Cancer Res. 35, I175 (1975). 

11. lshikawa, N. ,  and Hamada, S., Association of medullary carcinoma of the thyroid 
with carcinoembryonic antigen. Br. J. Cancer 34, 11 1-1 15 (1976). 

12. Ivanyi, J . ,  Competition and affinity assay of monoclonal antibodies against human 
growth hormone. Protides B i d .  Fluids pp. 471478 (1980). 

13. Ivanyi, J.. Paratope specificity of monoclonal antibodies to human growth hormone. 



402 RUDOLPH RECKEL 

In “Monoclonal Antibodies and T-cell Hybridomas: Perspectives and Technical Ad- 
vances” (G .  J.  Hammerling, U. Hammerling, and J. F.  Kearney, eds.), pp. 349-356. 
Elsevier, Amsterdam, 1981. 

JI. Jackson, D. C., Howlett, G .  J., and Nestorowicz, A,,  The equilibrium constant for 
the interaction between a monoclonal Fab fragment and an influenza virus neur- 
aminidase. J. Immunol. 130, 1313-1316 (1983). 

52. Jakowatz, J .  G., Beatty, B. G.,  Vlahos, W. G., Porudominsky, D., Philben, V. J. ,  
Williams, L. E., Paxton, R. J.,  Shively, J .  E.. and Beatty. J. D., High-specific-activity 
In-I I I-labeled anticarcinoembryonic antigen monoclonal antibody: Biodistribution and 
imaging in nude mice bearing human colon cancer xenografts. Cancer Res. 45, 5700 
(1985). 

53. Secarz, E. E.. Janeway, C.,  and Wigzell, H., eds. “Immunoglobulin Idiotypes.” Ac- 
ademic Press, New York, 1981. 

54. Janossy. G., Thomas, J. A., Pizzolo, G.,  Granger, S. M., McLaughlin, J . ,  Habeshaw, 
J .  A., Stanfeld, A. G., and Sloane, J., lmmunohistological diagnosis of lymphopro- 
liferative diseases by selected combinations of antisera and monoclonal antibodies. 
Br. J. Cancer 42, 224 (1980). 

J5. Jansen, F. K., Blythman, H. E., Camere, D., Cassalas, P.. Gros, O., Gros, P., Laurent, 
J .  C., Paolucci. F., Pau, B., Poncelet, P., Richer, C., Vidal. H., and Voicin, G. A., 
Immunotoxins: Hybrid molecules combining high specificity and potent cytotoxicity. 
Immunol. Rev. 62, 71 (1981). 

56. Jansen, F. K., Rlythman, H., Carriere, D., Casallas, P., Hellstrom, I. ,  Hellstrom, K. 
E., Gros, 0.. Gros. P., Laurent. J. C., Poncelet. P., Richer, P., Royston, I., Vidal, 
H., and Voison, G. A., lmmunotoxins showing high specific cytotoxicity in four dif- 
ferent tumor model systems. Proc.. Inf.  Cancer Conr., /3rh, 1982 p. 585 (1983). 

57. Javadpour, N., The role of biologic tumor markers in testicular cancer. Cancer (Phil- 
adelphia) 45, 1755 (1980). 

J8. Jemmerson, R., and Fishman, W. H., Anal. Biochem. 124, 286 (1982). 
J9. Jerne, N. K., Towards a network theory of the immune system. Ann. Immunol. (Paris) 

JIO. Jerry, L. M., Rowden, G., and Cano, P. O., Immune complexes in human melanoma: 
A consequence of deranged immune regulation. Scand. J .  Immunol. 5 ,  845-859 (1976). 

KI.  Kaiser, H., Levy, R., Broval, C., Civan, C. I., Fuller, D. J. ,  Hsu, H. H.,  Leventhat, 
B. G., Miller, R. A., Milvanan, E. S., Santos, G. W., and Waram, M. D., Autologous 
bone marrow transplantation in T-cell malignancies: A case report involving in vitro 
treatment of marrow with a pan-T-cell monoclonal antibody. J. Biol. Response Modif. 
1, 233 (1982). 

K2. Kaliss, N., Immunologic enhancement of tumor homografts in mice: A review. Cancer 
Res. 18, 922 (1958). 

K3. Kaplan, E.. Beth-Porath, M., and Fink, S., Elimination of liver interference from the 
selenomethionine pancreas scan. J. Nucl. Med. 7, 807-816 (1966). 

K4. Katzman, J. A., Nesheim, M. E., Hibbard, L. S., and Mann, K., Isolation of functional 
human coagulation Factor V by using hybridoma antibody. Proc. Narl. Acad. Sci. 

K5. Keenan, A. M., Harbert, J .  C.,  and Larson, S. M., Monoclonal antibodies in nuclear 
medicine. J .  Nucl. Med. 26, 531-537 (1985). 

K6. Khaw, 6. A., Fallon, J. T., Srauss. H. W., and Haber, E., Myocardial infarct imaging 
of antibodies to canine cardiac myosin with Indium- I1 1-diethylenediaminepentaacetic 
acid. Science 209, 295 (1980). 

125, 373-389 (1974). 

U.S.A. 78, 162-166 (1981). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 403 

K7. Kim, E. E., DeLand, F. H., and Nelson, M. O., Radioimmunodetection of cancer 
with radiolabeled antibodies to alpha-fetoprotein. Cancer Res. 40, 3008-3012 (1980). 

K8. King, W. J . ,  and Greene, G. L., Monoclonal antibodies localize oestrogen receptor 
in the nuclei of target cells. Narure (London) 307, 745-749 (1984). 

K9. King, W. J.. DeSombre, E .  R., Jensen, E. V., and Greene, G. L., Comparison of 
immunocytochemical and steroid-binding assays for estrogen receptor in human breast 
tumors. Cancer Res. 45, 293-304 (1985). 

K10. Klein, G., Tumor-specific transplantation antigens, G. H. A. Clowes Memorial Lecture. 
Cancer Res. 28, 625-635 (1968). 

KI I .  Klein, G., Klein, E., and Haughton, G., Variation of antigenic characteristics between 
ditrerent mouse lymphomas induced by the Moloney virus. J. Natl. Cancer Insr. (U.S . )  
36,607621 (1966). 

K12. Kleist, S. von, and Burtin, P., Identification of a normal antigen from human colonic 
tumors. Cancer Res. 29, 1961-1964 (1969). 

K13. Kleist, S. von, and Burtin, P., Antigens cross reacting with CEA. In “Immunodiagnosis 
of Cancer” (R. B. Herberman and K. R. Mclntire, eds.), pp. 322-342. Dekker, New 
York, 1979. 

K14. Kleist, S. von, Chavanel, G., and Burtin, P., Identification of a normal antigen that 
cross-reacts with the carcinoembryonic antigen. Proc. Narl. Acad. Sci. U.S.A. 69, 

K15. Klug, T. L., Bast, R. C., Jr., Niloff, J. M., Knapp, R. C., and Zurawski, Z. R., Jr., 
Monoclonal antibody radioimrnunometric assay for an antigenic determinant (CA 125) 
associated with human epithelial ovarian carcinomas. Cancer Res. 44, 1048-1053 (1984). 

K16. Kohler, G., and Milstein, C., Continuous cultures of fused cells secreting antibody 
of predefined specificity. Nature (London) 256, 495-497 (1975). 

K17. Kohler, G., Howe, C.  S., and Milstein, C., Fusion between immunoglobulin secreting 
and nonsecreting myeloma cell lines. Eur. J. Immunof. 6,  292-295 (1976). 

K18. Koizumi, M., Endo, K., Sakahara, H., Nakashima, T., Kunumatsu, M., Ohta, H., 
Konishi, J . ,  and Torizuka, K., A model system for the evaluation of radioimmunoim- 
aging of tumors. J. Nucl. Med. 26, P26 (1985). 

K19. Koprowski, H., Blaszczyk, M., and Steplewski, Z., Lewis blood-type may affect the 
incidence of gastrointestinal cancer. Lancet 1, 1332 (1982). 

K20. Koprowski, H., Herlyn, D., and Steplewski, Z., Specific antigen in serum of patients 
with colon carcinoma. Science 212, 53 (1981). 

K21. Koprowski, H., Steplewski, Z., and Mitchell, K., Colorectal carcinoma antigens de- 
tected by hybridoma antibodies. Somatic Cell Genet. 5 ,  957 (1979). 

K22. Koprowski, H., Steplewski, Z., Herlyn, D., and Herlyn, M., Study of antibodies 
against human melanoma produced by somatic cell hybrids. Proc. Narl. Acad. Sci. 

K23. Koprowski, H., Steplewski, Z., Herlyn, D., and Herlyn, M., Inhibition of growth of 
colorectal carcinoma in nude mice by monoclonal antibody. Cancer Res. 40,717 (1980). 

K24. Koprowski, H., Herlyn, D., Herlyn, M., Steplewski, Z., and Sears, H. F., Specific 
antigen in the serum of patients with colon carcinoma. Science 212, (1981). 

K25. Koskimies, S. ,  Human lymphoblastoid cell line producing specific antibody against 
Rh-antigen D. Scand. J .  Imrnunol. 11, 73-77 (1980). 

K26. Kozbor, D., and Croce, C., Fusion partners for production of human monoclonal 
antibodies. In “Human Hybndoma Antibodies and Monoclonal Antibodies” (E. En- 
gleman, s. Foung, J .  Lamck, and A. Raubitschek, eds.), pp. 21-36. Plenum, New 
York, 1986. 

2492-2494 (1972). 

U.S.A. 75, 3405-3409 (1978). 



404 RUDOLPH RECKEL 

K27. Kozbor, D., Lagarde, A,, and Roder, J., Human hybridomas constructed with antigen- 
specific EBV transformed lines. Proc. Narl. Acad. Sci. U.S .A.  79,6651-6655 (1982). 

K28. Krakauer, H., Hartzman, R. J., and Johnson, A. H., Monoclonal antibodies specific 
for human polymorphic cell surface antigens. I .  Evaluation of methodologies. Report 
on a workshop. Hum. Immunol. 4, 167-181 (1982). 

K29. Krolick, K. A., Uhr, J. W., Slavin, S., and Vitetta, E. S., In  vivo therapy of a B cell 
tumor (BCL,) using antibody-ricin A chain immunotoxins. J .  Exp. Med. 155, 1797 
(1982). 

K30. Kung, P. C., Goldstein, G., and Reinherz, E. L., Monoclonal antibodies defining 
distinctive human T-cell surface antigens. Science 206, 347-349 (1979). 

K31. Kung, P. C., Goldstein, G., Reinhertz, E. L., and Schlossman, S .  F., Monoclonal 
antibodies defining distinctive human T cell surface antigens. Science 206,347 (1979). 

K32. Kung, P. C., Burger, C. L., Goldstein, G., LoGerfo, P., and Edelson, R. L., Cutaneous 
T cell lymphoma: Characterization by monoclonal antibodies. Blood 57, 261 (1981). 

K33. Kupchik, H. Z., Dissection and characterization of human tumor-associated mac- 
romolecules using monoclonal antibodies. In  “Monoclonal Antibodies and Cancer” 
(G .  L. Wright, Jr., ed.), p. 299. Dekker, New York, 1984. 

L1. Lane, D., and Koprowski, H., Molecular recognition and future of monoclonal an- 
tibodies. Nature (London) 296, 200-202 (1982). 

L2. Lange, P. H., McIntire, K. R., and Waldman, T. A., Serum alpha-fetoprotein and 
human chorionic gonadotropin in the diagnosis and management of nonseminomatous 
germ-cell testicular cancer. N .  Engl. J. Med. 295, 1237-1240 (1976). 

L3. Lansdorp, P. M., Astaldi, G. C. B., Oosterhof, F., Janssen, M. D. C., and Zeijlemaker, 
W. P., Immunoperoxidase procedure to detect monoclonal antibodies against cell sur- 
face antigens. Quantitation of binding and staining of individual cells. J. Immunol. 
Methods 39, 393405 (1980). 

L4. Lanick, J. W., and Bourla, J. M., Prospects for the therapeutic use of human mono- 
clonal antidodies. J. Biol. Response Mod$. 5 ,  379-393 (1986). 

L5. Larrick, J. W., Hart, S., Lippman, D., Glembourtt, M., Hsu, Y.-P., and Moss, R., 
Generation and characterization of human monoclonal anti-Pseudomonas aeruginosa 
antibodies. In “Human Hybridomas: Diagnostic and Therapeutic Applications” (A. 
Strelkelkaus, ed.). Dekker, New York, 1986. 

L6. Larson, S .  M., Carrasquillo, J. A., Krohn, K. A., McGuffin, R. W., and Williams, 
D. L., Diagnostic imaging of malignant melanoma with radiolabeled antitumor anti- 
bodies. JAMA, J. Am. Med. Assoc. 249, 811 (1983). 

L7. Lee, C. L., Li, C. Y., Jou, Y. H., Murphy, G. P., and Chu, T. M., Immunochemical 
characterization of prostatic acid phosphatase with monoclonal antibodies. Ann. N .  Y. 
Acad. Sci. 390, 52-61 (1982). 

L8. Lessey, B. A., Alexander, P. S., and Horwitz, K. B., The subunit structure of human 
breast cancer progesterone receptors. Characterization by chromatography and pho- 
toaffinity labeling. Endocrinology (Baltimore) 112, 1267-1274 (1983). 

L9. Levin, L., Griffin, T.  W., Haynes, L. R., and Sedor, C. J., Selective cytotoxicity for 
a colorectal carcinoma cell line by a monoclonal anti-carcinoembryonic antigen antibody 
coupled to the A chain of ricin. J. Biol. Response Mod$. 1, 149 (1982). 

LIO. Levine, G., Ballou, B., Reiland, J. el al., Loacalization of 1-131 labeled tumor-specific 
monoclonal antibody in the tumor-bearing BALB/c mouse. J. Nucl. Med. 21, 570- 
573 (1980). 

L1 I .  Levy, R., Dilley, J., Fox, R. I., and Warnke, R., A human thymus-leukemia antigen 
defined by hybridoma monoclonal antibodies. Proc. Natl. Acad. Sci. U.S.A. 76,6552 
(1979). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 405 

L12. Levy, R., Hurwitz, E., Maron, R., Arnon, R., and Sela, M., The specific cytotoxic 
effects of daunomycin conjugated to antitumor antibodies. Cancer Res. 35, 1182 (1975). 

L13. Lewis, M.  G., and Phillips, T.  M., The specificity of surface membrane immunoflu- 
orescence of human malignant melanoma. Int .  J. Cuncer 10, 105-11 I (1971). 

L14. Lewis, M. G., Hartmann, D., and Jerry, L. M., Antibodies and anti-antibodies in 
human malignancy: An expression of deranged immune regulation. Ann. N .  Y. Acad. 
Sci. 276, 3 16-327 (1976). 

L15. Lewis, M. G., Ikonopisov, R. L., and Nairn, R. C., Tumor specific antibodies in 
malignant melanoma and their relationship to the extent of the disease. Br. Med.  3, 

L16. Lillehoj, H. S., Choe, B. K., and Rose, N.  R., Monoclonal anti-human prostatic acid 
phosphatase antibodies. Mol. Immunol. 19, 1199 (1983). 

L17. Logeat, F.. Vu Hai, M. T., and Milgrom, E., Antibody to rabbit progesterone receptor: 
Cross reaction with human receptor. Proc. Natl .  Acad.  Sci. U.S.A. 78, 1426-1430 
(1981). 

L18. Logeat, F., Pamphile, R., Loosfeld, H., Jolivet, A., Fournier, A., and Milgrom, E., 
One step irnmunoaffinity purification of active progesterone receptor. Further evidence 
in favor of the existence of a single steroid binding subunit. Biochemistry 24, 1029- 
1035 (1985). 

L19. Logeat, F., Vu Hai, M. T., Fournier, A,,  Legrain, P., Buttin, G., and Milgrom, E., 
Monoclonal antibody to rabbit progesterone receptor: Cross reaction with other mam- 
malian progesterone receptors. Proc. Natl. Acad.  Sci. U .S .A .  SO, 6456-6459 (1983). 

L20. Lowe, A. D., Lennox, E. S., and Voak, D., A new monoclonal anti-A. Culture su- 
pernatants with the performance of hyperimmune human reagents. Vox Sang. 46, 

MI. Mach, J.-P., Carrel, S. ,  Forni, M., Ritchard, J., Donath, A., and Alberto, P., Tumor 
localization of radiolabeled antibodies against carcinoembryonic antigen in patients 
with carcinoma: A critical evaluation. N .  Engl. J. Med.  330, 5-10 (1980). 

M2. Mach, J.-P., Buchegger, F., Girardet, C., Forni, M., Ritsheard, J . ,  Accollo, R. S, 
and Carrel, S., Use and limitations of monoclonal anti CEA antibodies in immunoassays 
and in tumour localization by immunoscintigraphy: A discussion. In “Markers for 
Diagnosis and Monitoring of Human Cancer” (M. I. Colnaghi, G. L. Buraggi, and 
M. Ghione, eds.), Vol. 2, p. 189. Academic Press, New York, 1982. 

M3. Mach, J.-P, Buchegger, F., Forni, M., Ritshcard, J., Berche, C., Lumbruso, J. D., 
Schreyer, M., Girardet, C., Accola, R. S., and Carrel, S., Use of radiolabeled mono- 
clonal anti-CEA antibodies for the detection of human carcinomas by external scanning 
and tomoscintigraphy. Immunol. Today 2 ,  239-249 (1981). 

M4. Mach, J.-P., Chatal, J .  F., Lumbroso, J .  D., Buchegger, F., Forni, M., Ritshcard, 
J., Berche, C., Doullard, J .  Y., Carel, S., and Herlyn, D., Tumor localization in patients 
by radiolabeled monoclonal antibodies to colon carcinoma. Cancer Res. 43,5593 (1983). 

M5. Magnani, J. L., Brockhaus, M., Smith, D. F., Ginsburg, V., Blaszczyk, M., Mitchell, 
K. F., Steplewsli, 2.. and Koprowski, H., A monosialoganglioside is a monoclonal 
antibody defined antigen of colon carcinoma. Science 212, 53 (1981). 

M6. Mahan, D. E., and Doctor, B. P., A radioimmunoassay for human prostatic acid 
phosphatase in prostatic disease. Clin. Biochem. (Ottawa) 12, 10-17 (1979). 

M7. Malkin, A., Keller, J. A,, and Raviczky, M. I. ,  Immunohistochemical detection of 
ectopic hormones in experimental rat tumors. I n  “Carcino-Embryonic Proteins” 
(F.-G. Lehman, ed.), Vol. 2, pp. 751-758. ElseviedNorth-Holland, New York, 1979. 

M8. Mansel, R. E., Edwards, D. P., and Sewell, B.. Monoclonal antibody immunohis- 
tochemistry identifies “high risk’ antigen in benign breast biopsies. Er .  J .  Surg. 

547-552 (1969). 

185-194 (1984). 



406 RUDOLPH RECKEL 

M9. Markert, C. L., Current topics of biological medical research. I n  “lsoenzymes” (M. 
C. Rattazzi, J. G. Scandalios, and G. S. Whitt, eds.), p. 1. Alan R. Liss, New York, 
1977. 

M10. Mazauric, T., Mitchefl, K. F., Letchworth, G. J., Ill, Koprowski, H., and Steplewski, 
Z., Monoclonal antibody-defined human lung cell surface protein antigens. Cancer 
Res. 42, 150-154 (1982). 

MI 1. McDade, J. E., Diagnostic applications of monoclonal antibodies: Infectious disease 
diagnosis. I n  “Monoclonal Antibodies in Clinical Diagnostic Medicine” (D. S. Gordon, 
ed.), pp. 138-139. Igaku-Shoin, New York, 1985. 

M12. McDougal, J .  S. ,  Kennedy, M. S., Hubbard, M., McDuftie, F. C., and Moore, D. 
D., lmmunoassay for IgG rheumatoid factor using a murine monoclonal anti-Fd an- 
tibody. J. Lab. Clin. Med. 106, 80-87 (1986). 

M13. Mclntire, K. R., Waldman, T. A., and Moertel, C. G.. Serum alpha-fetoprotein in 
patients with neoplasms of the gastrointestinal tract. Cancer Res. 35,991-996 (1975). 

M14. McKay, I. R., Carcinoembryonic antigen: Use in screening. I n  “lmmunodiagnosis 
of Cancer” (R. B. Herberman and K. R. Mclntire, eds.), pp. 255-264. Dekker, New 
York, 1979. 

MIS. McKearn, T. J.,  Smilek, D. E., and Fitch, F. W., Rat-mouse hybridomas and their 
application to studies of the major histocompatability complex. I n  “Monoclonal An- 
tibodies, Hybridomas: A New Dimension in Biological Analyses” (R. H. Kennet, T. 
J. McKearn, and K. B. Bechtel, eds.). Plenum, New York, 1980. 

M16. McLaughlin, P. J.,  Cheng, M. H., Slade, M. B., and Johnson, P. M., Expression on 
cultured human tumour cells of placental trophoblast membrane antigen and placental 
alkaline phosphatase defined by monoclonal antibodies. Inr. J. Cancer 30,21-26 (1982). 

M17. McMichael, A. J., and Fabre, J. W., eds., ‘‘Monoclonal Antibodies in Clinical Med- 
icine.” Academic Press, New York, 1982. 

M18. Melamed, M., Mullaney, P., and Mendelson, M.. Flow cytomerization of cutaneous 
T-cell lymphoma. Use of monoclonal antibodies to compare with other malignant T- 
cells. N. Engl. J. Med. 304, 1319-1323 (1981). 

M19. Messeter, L., Brodin, T., Chester, M. A., Low, B., and Lundblad, A., Mouse mono- 
clonal antibodies with anti-A, anti-B and anti-A,B specificities; some superior to human 
polyclonal ABO reagents. Vox Sung. 46, 185-194 (1984). 

M20. Messeter, L., Brodin, T., Chester, M. A., Karlsson, K. A,,  Zopf, D., and Lundblad, 
A., Immunochemical characterization of a monoclonal anti-Leb blood grouping reagent. 
Vox Sang. 46, 66-74 (1984). 

M21. Metzgar, R. S., Bergoc, P. M., and Moreno, M. A., Melanoma specific antibodies 
produced in monkeys by immunization with human melanoma cell lines. J. Nut/. Cancer 
Inst. (U.S.) 50, 1065-1068 (1973). 

M22. Miles, L. E. M., in “Handbook of Radioimmunoassay” (G. Abraham, ed.), pp. 131- 
154. Dekker, New York, 1977. 

M23. Millan, J. L., Beckman, G., Jeppsson, A., and Stigbrand T., Genetic variations of 
placental acid phosphatase as detected by a monoclonal antibody. Hum. Gener. 60, 

M24. Millan, J .  L., Stigbrand, T., Rouslahti, E., and Fishman, W. H., Characteriza- 
tion and use of an allotype-specific antibody to placental alkaline phosphatase in the 
study of cancer related phosphatase polymorphism. Cancer Res. 42, 2444-2449 
(1982). 

M25. Miller. L. S., and Konrath, I. G., An immunocytochemical assay for estrogen receptors 
in breast tumors using monoclonal antibodies. J .  Steroid Biochem. 20, 1633 (1984). 

M26. Miller, R. A., and Levy, R., Response of cutaneous T-cell lymphoma therapy with 
hybridoma monoclonal antibody. Lancet 2,  226 (1981). 

145-149 (1982). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 407 

M27. Miller, R. A.. Maloney, D. G., McKillop, J., and Levy, R., I n  vivo effects of hybridoma 
monoclonal antibody in a patient with T-cell leukemia. Blood 58, 78 (1981). 

M28. Milstein, C., Monoclonal antibodies from hybrid myelomas. Proc. R.  SOC. London, 
Ser. B. 211, 393412 (1981). 

M29. Moore, S., Chirnside, A., Micklem, L. R., McClelland, D. B., and James, K., A 
mouse monoclonal antibody with anti-A. (B) specificity which agglutinates A. cells. 
Vox Sang. 47, 427434 (1984). 

M30. Morbidity and Mortality Weekly Report, Progress toward achieving the national 1990 
objectives for sexually transmitted diseases. Morbid. Mortal. Wkly. Rep. 36, 173-176 
( 1987). 

M31. Morgan, A. C., Jr., Galloway, D. R., and Reisfeld, R. A,,  Production and charac- 
terization of monoclonal antibody to a melanoma specific glycoprotein. Hybridoma 

M32. Morimoto, C., Reinherz, E. L., Schlossman, S. F., Schur, P. H., Mills, J. A., and 
Steinberg. A. D., Alterations in immunoregulatory T cell subsets in active systemic 
lupus erythematosus. J. Clin. Invest. 66, 1171-1 174 (1980). 

M33. Morrison, S. ,  Transfectomas provide novel chimaeric antibodies. Science 229, 1202- 
1207 (1985). 

M34. Morton, D. L., Immunological studies with human neoplasms. RES, J .  Reticuloen- 
dothel. SOC. 10, 137-160 (1971). 

M35. Morton, D. L., Malmgren, D. A., and Holmes, E. C.,  Demonstration of antibodies 
against human malignant melanoma by immunofluorescence. Surgery (St .  Louis) 64, 
2333-2340 (1968). 

M36. Moshakis. V., Mcllhinney, R. A. J., Raghaven, D., and Neville, A. M., Localization 
of human tumor xenografts after i.v. administration of radiolabeled monoclonal an- 
tibodies. Br. J .  Cuncer 44, 91-99 (1981). 

M37. Moshakis. V.,  Mcllhinney, R. A. J., Raghaven, D., and Neville, A. M., Monoclonal 
antibodies to detect human tumours: An experimental approach. J. Clin. Pathol. 34, 
314-319 (1981). 

M38. Muna, N. M., Marcus, S.,  and Smart, C.,  Detection by immunofluorescence of an- 
tibodies specific for human malignant melanoma cells. Cancer (Philadelphia) 23, 88- 
93 (1969). 

NI.  Nadji, M., and Morales, A. R., Immunochemistry of prostatic acid phosphatase. Ann. 
N.Y. Acad. Sci. 390, 133 (1982). 

N2. Nadler, L .  M., Stashenko, P., Hardy, R., Kaplan, W. D., Dutton, L. N., Kufe, D. 
W., Antman. K. H., and Schlossman, S. F., Serotherapy of a patient with a monoclonal 
antibody directed against a human lymphoma-associated antigen. Cancer Res. 40, 
3147 (1980). 

N3. Naritoku, W. Y., and Taylor, C. Y., A comparative study of the use of monoclonal 
antibodies using three different monoclonal and polyclonal antibodies against human 
prostatic acid phosphatase. J .  Histochem. Cytochem. 30, 253 (1982). 

N4. Neuvald, P. D., Anderson. C., Salivar, W. O., Andenderfer, P. H., Dermody. W. 
C., Weintraub, B, D., Rosen, S. W., Nelson-Rees, W. A., and Rudden, R. W., 
Expression of oncodevelopmental gene products by human tumor cells in culture. 
JNCI, J .  Natl. Cuncer Inst.  64, 447459 (1980). 

N5. Newell, K. D., Goldenberg, D. M., and Primus, F. J., Identification and differentiation 
of carcinoembryonic antigen determinants by monoclonal antibodies. Fed. Proc., Fed. 
Am. Soc. Exp.  B i d .  41, 41 t (abstr.) (1982). 

N6 Norgaard-Pederson, B., Albrechtsen, R., and Teilum, G., Serum alpha-fetoprotein 
as a marker for endodermal sinus tumor (yolk sac tumor) or a vitelline component of 
‘teratocarcinoma.’ Acta Pathol. Microbiol. Scand., Sect. A 83A, 573-589 (1975). 

1, 27-36 (1981). 



408 RUDOLPH RECKEL 

N7. Nussbaum, S. R., Rosenblatt, M., and Mudgett-Hunter, M., Monoclonal antibodies 
directed against the biologically active of parathyroid hormone. In “Monoclonal An- 
tibodies in Endocrine Research” (R. E. Fellows and E. S. Eisenbarth, eds.), pp. 181- 
192. Raven Press, New York, 1981. 

0 1 .  Okret, S., Wikstrom, A. C., Wrange, O., Anderson ,  B., and Gustafsson, J .  A., 
Monoclonal antibodies against the rat liver glucocorticoid receptor. Proc. Nut / .  Acud. 
Sci. U.S.A.  81, 1609-1613 (1984). 

02 .  Okuda, K., Kubo, Y., and Obata, H., Serum alpha-fetoprotein in the early stages of 
heptocellular carcinoma and its relationship to gross anatomical types. Ann. N .  Y. 

0 3 .  Old, L. J., Immunology: The search for specificity, G. H. A. Clowes Memorial Lecture. 

0 4 .  Old, L. J., Boyse. E. A , ,  and Clark, D. A. Antigenic properties of chemically induced 

0 5 .  Order, S. E., Radioimmunoglobulin therapy of cancer. Compr. Ther. 10,9-18 (1984). 
06.  Osborn, M., Altmannsberger, M., Debus, E., and Weber, K., Differentiation of the 

major human tumor groups using conventional and monoclonal antibodies specific for 
intermediate filament proteins. Ann. N .  Y. Acad. Sci. 455, 649-668 (1985). 

0 7 .  Otsuka, F. L., and Welch, M. J., Methods to label monoclonal antibodies for use in 
tumor imaging. Nucl. Med.  Biol. 14, 243-249 (1987). 

08. Otsuka, F. L., Welch, M. J., McElvany, K. D., Nicolotti, R. A., and Fleischman, J .  
B.. Development of a model system to evaluate methods for radiolabeling monoclonal 
antibodies. J .  Nurl .  Med. 25, 1343 (1984). 

PI. Parsons, S. F., Monoclonal antibodies to human erythrocyte antigens. Biotest Bull. 
1, 315-317 (1983). 

P2. Pereira, L., Dondero, D. V. ,  and Gallo, D., Serological analysis of herpes simplex 
types 1 and 2 with monoclonal antibodies. Infect. Immunol. 35, 363-367 (1982). 

P3. Peterson, E., Schmidt, G. W., Goldstein, L. C., Nowinski, C., and Corey, L., Typing 
of clinical herpes simplex virus isolates with mouse monoclonal antibodies to herpes 
simplex virus types I and 2: Comparison with type-specific rabbit anti-sera and re- 
striction endonuclease analysis of viral DNA. J. Clin. Microbiol. 17, 92-96 (1983). 

P4. Pimm, M. V., Perkins, A. C., Armitage, N. C., and Baldwin, R. W., The characteristics 
of blood-borne radiolabels and the effect of anti-mouse IgG antibodies on localization 
of radiolabeled monoclonal antibody in cancer patients. J .  Nucl. Med. 26, 101 1-1023 
(1985). 

P5. Pimm, M. V.. Jones, J. A., Price, M. R., Middle, J. G., Embleton, M. J., and Baldwin, 
R. W., Tumor localization of monoclonal antibody against a rat mammary carcinoma 
and suppression of tumor with adriamycin-antibody conjugates. Cancer Immunol. 
Immunother. 12, 125-134 (1982). 

P6. Pimm, M. V., Embleton. M. J., Perkins, A. C., Price, M. R., Robins, R. A., Robinson, 
G.  R., and Baldwin, R. W., I n  vitro localization of anti-oestrogenic sarcoma 791T 
monoclonal antibody in oestrogenic sarcoma xenographs. Int. J. Cancer 30, 75-85 
(1982). 

P7. Pinto. M. M.. Carcinoembryonic antigen in pericardial effusion. Lab Med.  18, 671- 
672 (1987). 

P8. Pletch. Q.. and Goldenberg, D. M.. Molecular size of carcinoembryonic antigen in 
plasma of patients with malignant disease. J .  Nat l .  Cuncer Inst. ( U . S . )  53, 1201-1204 
(1974). 

P9. Press, M. F.. and Green, G. L., Methods in laboratory investigation. An immuno- 
cytochemical method for demonstrating estrogen receptor in human uterus using 
monclonal antibodies to human estrophilin. Lab. Invest. 50, 480486 (1984). 

Acud. Sci. 259, 248-252 (1975). 

Cancer Res. 41, 361-375 (1981). 

tumors. Ann. N .  Y. Acud. Sci. 101, 80-106 (1962). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 409 

P10. Press, M. F., Nousek-Goebl, N., King, W. J., Herbst, A. L., and Greene, G. L., 
Immunohistochemical assessment of estrogen receptor distribution in the human en- 
dometrium throughout the menstrual cycle. Lab.  Invest. 51, 495-503 (1984). 

PI I .  Primus. F. J. ,  Kuhns, W. J . ,  and Goldenberg. D. M., immunological heterogeneity 
of carcinoembryonic antigen: lmmunohistochemical detection of carcinoembryonic 
antigen determinants in colonic tumors with monoclonal antibodies. Cancer Res. 43, 
693 (1983). 

P12. Primus. F. J. .  Kelley. E. A., Hansen, H. J.,  and Goldenberg, D. M., Sandwich 
immunoassay for carcinoembryonic antigen in patients receiving murine monoclo- 
nal antibodies for diagnosis and therapy. Clin. Chem. (Winston-Salem, N .C . )  (in 
press). 

P13. Primus, F. J..  MacDonald, R., Goldenberg, D. M., and Hansen, H. J., Localization 
of GW-39 human tumors in hamsters by affinity-purified antibody to carcinoernbryonic 
antigen. Cancer Res. 37, 1544-1547 (1977). 

P14. Primus, F. J. ,  Newell. K. D.. Blue, A., and Goldenberg, D. M., Immunological het- 
erogeneity of carcinoembryonic antigen: Antigenic determinants on CEA distinguished 
by monoclonal antibodies. Cancer Res. 43, 686 (1983). 

QI. Quaranta. V.. Walker, L. E., Pelligrino. M. A,. and Ferrone, S., Purification of im- 
munologically functional subsets of human la-like antigens on a monoclonal antibody 
(Q5/13) irnmunoadsorbant. J .  Imrnunol. 125, 1421-1425 (1980). 

Q2. Quinones. G. R., Rohner, T. J., Drago, J .  R., and Demers. L. M., Will prostatic acid 
phosphatase determination by radioimmunoassay increase the diagnosis of early pro- 
static carcinoma? J. Urol. 125, 361-364 (1981). 

RI.  Rankin, E. M., and McVie, J. G., Radioimrnunodetection of cancer: Problems and 
potential. Br. Med. J. 287, 1402-1404 (1983). 

R2. Raso, V.. Antibody mediated delivery of toxic molecules to antigen bearing target 
cells. Imrnunol. Rev. 63, 93 (1982). 

R3. Raso, V., Ritz, J., Bassala, M., and Schlossman, S. F., Monoclonal antibody-ricin 
A chain conjugate selectively cytotoxic for cells bearing the common acute lym- 
phoblastic leukemia antigen. Cancer Res. 42, 457 (1982). 

R4. Reckel. R. P., Harris, J.. Botsko, E., Wellerson, R.. and Varga, S.,  The detection 
of circulating immune complexes containing ClQ and 1gG using a new rapid ELlSA 
test system. Diagn. Immunol. 2, 228-237 (1984). 

R5. Reinherz. E. L., and Schlossman. S. F.. The characterization and function of human 
immunoregulatdry T lymphocyte subsets. Immunol. Today 1, 67-75 (1981). 

R6. Reinherz, E. L., Kung, P. C., and Goldstein, G., Separation of functional subsets of 
human T cells by a monoclonal antibody. Proc. Narl. Acad. Sci. U.S.A. 76, 4061- 
4065 (1979). 

R7. Reinherz, E. L., Kung, P., C., and Goldstein, G., A monoclonal antibody with selective 
reactivity with functionally mature human thymocytes and all peripheral human T 
cells. J .  Irnmunol. 123, 1312-1317 (1979). 

R8. Reisfeld. R. A,, lmmunochemical characterization of human tumor antigens. Semin. 
Oncol. 13, 153-164 (1986). 

R9. Richardi, P., Amoroso, A., Crepaldi, T. ,  and Curtoni, E .  S., Cytolytic activity of 
monoclonal antibodies strongly depends on rabbit complement used. Tissue Anrigens 

RIO. Richman. D. P., Gomez, C. M., Berman, P. W., Burres, S. A,,  Fitch. F. W., and 
Wainer. Nutiire (London) 286 (1980). 

RI I .  Ridgeway. E. C., Ardisson, 1,. J., Meskell. M. J.. and Midgett-Hunter, M., Monoclonal 
antibody to human thyrotropin. J. Clin. Endocrinol. Merah. 55, 44-48 (1982). 

R12. Ridgewell, K., M.  J .  A.,and Anstee. D. J..The Wrhantigenr areceptorforPlasmodilrm 

17, 368-371. (1981). 



410 RUDOLPH RECKEL 

fakiparum malaria, is located on a helical region of the major sialoglycoprotein of 
human red blood cells. Biochem. J. 209, 615-619 (1983). 

R13. Ritz, J., Pesando, J. ,  Notis-McConarty, J . ,  Lazarus, H., and Schlossman, S. F., A 
monoclonal antibody to human acute lymphoblastic leukemia antigen. Nature (London) 
283, 583 (1980). 

R14. Ritz, J., Pesando, J. M., Sallan, S. E., Clavell, L. A., Notis-McConarty, J., Rosenthal, 
P., and Schlossman, S. F., Serotherapy of acute lymphoblastic leukemia with mono- 
clonal antibody. Blood 58, 141 (1981). 

R15. Ritz, J., Bast, R. C., Clavell, L. A., Hercent, T., Sallan, S. E., Lipton, J. M., Feeney, 
M., Nathan, D. G . ,  and Schlossman, S. F., Autologous bone-marrow transplantation 
in CALLA-positive acute lymphoblastic leukemia after in vitro treatment with J5 
monoclonal antibody and complement. Lancet 2, 60 (1982). 

R16. Romsdahl, M., and Cox, 1. S., Human malignant antibodies demonstrated by im- 
munofluorescence. Arch. Surg. (Chicago) 100, 491497 (1970). 

R17. Rosen, S. W., Weintraub, B. D., and Aaronson, S. A., Nonrandom ectopic protein 
production by malignant cells: Direct evidence in vitro. J. Biol. Chem. 254, 9409- 
9415 (1979). 

R18. Rowland, G. F., Simmonds, R. G., Corvalan, R. F., Marsden, C. H., Johnson, R. 
R., Woodhouse, C. S.. Ford, C. H. G., and Neuman, C. C., The potential use of 
monoclonal antibodies in drug targeting. Protides B i d .  Fluids p. 921 (1982). 

R19. Royston, I., Majda. J. A., Baird, S., Meserve, B. L., and Griffiths, J. C., Human T- 
cell antigens defined by monoclonal antibodies: The 65,000-dalton antigen of T-cells 
(T65) is also found on chronic lymphocytic leukemia cells bearing surface immuno- 
globulin. J. Immrcnol. 125, 725 (1980). 

R20. Rubin, R. L., Balderas, R. S., and Tan, E. M., Multiple autoantigen binding capabilities 
of mouse monoclonal antibodies selected for rheumatoid factor activity. J. Exp .  Med. 

R21. Ruch, F. E., Jr., and Smith, L., Monoclonal antibody to streptococcal group B car- 
bohydrate: Applications in latex agglutination and immunoprecipitation assays. J .  Clin. 
Microbiol. 16, 145-162 (1982). 

R22. Rule, A. H., and Golesky-Reilly, C., Carcinoembryonic antigen (CEA): Separation 
of CEA reacting molecules from tumor, fetal gut, meconium and normal colon. Im- 
munol. Commun. 2, 213-226 (1973). 

R23. Ruoslahti, E., and Seppela, M., Studies of carcinofetal proteins. Ill. Development of 
a radioimmunoassay for alpha-fetoprotein in serum of healthy adults. Int .  J. Cancer 
8, 374-383 (1971). 

R24. Ruoslahti, E., and Seppala, M., Alphafetoprotein in cancer and fetal development. 
Adv. Cancer Res. 29, 275 (1979). 

R25. Ruoslahti, E., Salaspuro, M.. and Pihko, H., Serum alpha fetoprotein: Diagnostic 
significance in liver disease. Br. Med. J. 2, 527-529 (1974). 

SI. Sacks, S., and Lennox, E. S., Monoclonal anti-B as a new blood typing reagent. Vox 
Sang. 40, 99-104. (1981). 

S2. Sallan, S. E., Ritz, J., Pesando, J., Gelber, R., O’Brien, C., Hitchcock, S., Coral, 
F., and Schlossman. S. F.. Cell surface antigens: Prognostic implications in childhood 
acute lymphocytic leukemia. Blood 55, 395402 (1980). 

S3. Samaan, N. A.,  Smith, J .  P., and Rutledge, F. N., The significance of measurement 
of placental lactogen, human chorionic gonadotropin, and carcinoembryonic antigen 
in patients with ovarian carcinoma. Am. J .  Obsrer. Cynecol. 126, 186-189 (1976). 

S4. Sandstrom, E., and Danielsson, D., Serology of Neiserria gonorrheae: Classification 
by co-agglutination. Acra Parhol. Microbiol. Scand., Secr. B 88 B, 27-38 (1981). 

159, 1429-1440 (1984). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 41 1 

S5. Scardino, P. T., Cox, H. D., and Waldman, T. A., The value of serum tumor markers 
in the staging and prognosis of germ cell tumors of the testes. J. Urol. 118, 994-999 
( 1979). 

S6. Schachter, J., and Caldwell, D. H., Chlamydiae. Annu. Rev. Microbiol. 34, 285-309 
(1980). 

S7. Scharff, M. D., Roberto, S., and Thammana, P., Monoclonal antibodies. J .  Infect. 
Dis. 143, 3W3.51 (1981). 

S8. Scheinberg, D. A., and Strand, M., Leukemic cell targeting and therapy by a mono- 
clonal antibody in a mouse model system. Cancer Res. 42, 44 (1982). 

S9. Scheinberg, D. A., Strand, M., and Gansow, 0. A., Tumor imaging with radioactive 
metal chelates conjugated to monoclonal antibodies Science 215, 151 1-1513 (1982). 

SIO. Schoenfeld, Y., Rauch, J. ,  and Massicote, H., Polyspecificity of monoclonal lupus 
autoantibodies produced by human-human hybridomas. N. Engl. J .  Med. 308, 414- 
420 (1983). 

S11. Schroff, R. W., Foon, K. A., and Beatty, S. M., Human anti-murine immunoglobulin 
responses in patients receiving monoclonal antibody therapy. Cancer Res. 45, 879- 
885 (1985). 

S12. Secher, D. S., Monoclonal antibodies by cell fusion. Immunol. Today July, pp. 22- 
26 (1980). 

S13. Secher, D. S., and Burke, D. C., A monoclonal antibody for large scale purification 
of human leukocyte interferon. Nature (London) 285,446450 (1980). 

S14. Sevier, E .  D., David, G. S., Martinis, J.,  Desmond, W. J., Batholemew, R. M., and 
Wang, R., Monoclonal antibodies in clinical immunology. Clin. Chem. (Winston-Sulem, 

S15. Shafritz, D. A., Lieberman, H. M., and Isselbacher, K. J., Monoclonal immunoassays 
for hepatitis B surface antigen. Demonstration of hepatitis B virus DNA or related 
sequences in serum and viral epitopes in immune complexes. Proc. Narl. Acad. Sci. 

S16. Shapiro, H. M., Multistation multiparameter flow cytometry: A critical review and 
rationale. Cyfomerry 4, 11-19 (1983). 

S17. Sharkey, R. M., Primus, F. J., and Goldenberg, D. M., Second antibody clearance 
of radiolabeled antibody in cancer radioimmunodetection. Proc. Narl. Acad. Sci. 

S18. Sheth, N. A,, Saruiya, J. N.. and Ranadive, K. J., Ectopic production of human 
chorionic gonadotropin by human breast tumors. Br. J .  Cancer 30, 566-570 (1974). 

S19. Shiku, H., Takahashi, T., and Oettgen, H. F., Cell surface antigens of human malignant 
melanoma. 11. Serological typing with immune adherence assays and definition of two 
new surface antigens. J .  Exp.  Med. 144, 873-881 (1976). 

S20. Shipova, L. Y., Goussev, A. L.,  Alpha-fetoprotein in the liver of embryonic and 
newborn rats. Onrogenez 7, 392-395 (1976). 

521. Shipova, L. Y., Goussev, A. I., and Englehardt, N. V., Immunohistochemical study 
of alpha-fetoprotein and serum albumin in the early postnatal period in mice. Unrogenez 
5 ,  53-60 (1974). 

S22. Slaughter, C. A., Coseo, M. C., Cancro, M. P., and Hams,  H., Proc. Narl. Acad. 
Sci. U.S.A. 78, 1124 (1981). 

S23. Slitkin, M., Acevedo, H. F., and Pardo, M., Human chorionic gonadotropin in cancer 
cells. 11. Ultrastructural localization. In “Prevention and Detection of Cancer” (H. 
E. Nieburgs, ed.), Part 2, Vol. 1, pp. 965-979. Dekker, New York, 1978. 

S24. Smith, T. F., Brown, S. D., and Weed, L. A., Diagnosis of Chlamydia trachomafis 
infections by cell culture and serology. Lab. Med. 13, 92-100 (1982). 

N.C.) 27, 1797-1807 (1981). 

U.S.A.  79, 5675-5679 (1982). 

U.S.A.  81, 2843-2846 (1984). 



412 RUDOLPHRECKEL 

S25. Smolen, J .  S. ,  Chused, J. M., Leiserson, W. M., Reeves, J. P., Alling, D., and Stein- 
berg, D. A,, Heteregeneity of immunoregulatory T cell subsets in systemic lupus er- 
ythematosus. Correlations with clinical features. Am. J. Med. 72, 783-790 (1982). 

S26. Solter, D., Ballou, B., and Reilan, J.,  Radioimmunodetection of tumors using mono- 
clonal antibodies. Prog. Cancer Res. Ther. 21, 241-244 (1982). 

S27. Steele, L., Cooper, E.  H., and MacKay, A. M., Combination of carcinoembryonic 
antigen and gamma glutamyl transpeptidase in the study of the evaluation of colorectal 
cancer. Br. J. Cancer 30, 319-324 (1974). 

S28. Steensgaard, J.,  Jacobsen, C., Lowe, J., Hardie, D., Ling, N .  R., and Jeffris, R., 
The development of difference turbidimetric analysis for monoclonal antibody to human 
IgG. Mol. Immunol. 17, 1315-1318 (1980). 

S29. Steinitz, M., Klewin, G., Koskimes, S. ,  and Makela, O., EB virus-induced B lym- 
phocyte cell lines producing specific antibody. Nature (London) 269,420422 (1977). 

S30. Stephens, R. S., Kuo, C. C., and Tam. M. R., Sensitivity of immunofluorescence 
with monoclonal antibodies for detection of Chlamydia trachomutis inclusions in cell 
culture. J .  Clin. Microhiol. 16, 4-7 (1982). 

,531. Steplewski, Z., and Koprowski, H., Monoclonal antibody development in the study 
of colorectal carcinoma associated antigens. Methods Cancer Res. 20,286316 (1982). 

S32. Stern, P. H., Hagan, P., and Halpern, S.,  The effect of radiolabel on the kinetics of 
monoclonal anti-CEA in a nude mouse-human colon tumor model. Prog. Cancer Res. 
Ther. 21, 245-253 (1982). 

533. Stolbach, L. L., Krant, M. J., and Fisherman, W. J., Ecotopic production of alkaline 
phosphate isoenzyme in patients with cancer. N .  Engl. J. Med. 281, 757 (1969). 

S34. Stone, M . ,  Bagshawe, K. D., and Kardena, Beta human chorionic gonadotropin and 
carcinoembryonic antigen in the management of ovarian carcinoma. Br. J. Ohstet. 
Gynaecol. 84 (1977). 

S35. Stratel, P. ,  Dolejalova, V., and Feit, J.,  Localization of alphafetoprotein in liver tissue 
of rat during postnatal development. Comparison of the immunofluoresence and au- 
toradiographic methods. Neoplasma 23, 1-10 (1976). 

S36. Stratte, P. T., Miller, R. A., Amyx, H. L., Asher, D. M., and Levy, R., I n  vivo effects 
of murine monoclonal anti-T cell antibodies in subhuman primates. 1. Biol. Response 
Mod$. 1, 137 (1982). 

S37. Strelkelkaus, A., ed., “Human Hybridomas: Diagnostic and Therapeutic Applica- 
tions.” Dekker, New York, 1986. 

S38. Stuart, M .  C., Walichnowski, C. M., Underwood, P. A., Hussain, S. ,  Harmon, D. 
F., Rathjen, D. A., and von Stunner, S. R., The production of high affinity monoclonal 
antibodies to human growth hormone. J. Immunol. Methods 61, 3342 (1983). 

S39. Suddith, R. L., Townsend, C. M., and Thompson, J. C., Detection of monoclonal 
antibodies against synthetic human gastrin and pentagastrin by an indirect enzyme- 
linked immunosorbent assay (ELISA). Surg. Forum 31, 185-186 (1980). 

S40. Sufrin, G., Mirand, E. A., and Moore, R. H., Hormones in renal cancer. J .  Urol. 
117, 433438 (1977). 

S41. Suter, L., Bruggern, J. ,  and Sorg, C., Use of an enzyme-linked immunosorbant assay 
(ELISA) for screening of hybridoma antibodies against cell surface antigens. J .  fm-  
munol. Methods 39,40741 1 (1980). 

TI. Tai, J., Blair, A., and Chose, T., Tumor inhibition by chorambucil linked to antitumor 
globulin. Eur. J. Cancer 15, 1357 (1979). 

T2. Taketa, K., Watanabe, A., and Kosaka, K.,  Different mechanisms of increased alpha- 
fetoprotein production in rats following CCI, intoxication and partial hepatectorny. 
Ann. N.Y.  Acad. Sci. 259, 80-84 (1975). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 413 

T3. Tanner, P., Stenman, U. H.,  Seppala, M., and Schroder, J., Sensitive and specific 
RIA for HCG using monoclonal antibodies. Protides Biol. Fluids 29, 843 (1981). 

T4. Taylor-Papadimitriou, J., Peterson, J. A., Arklie, J., Burchell, J., Ceriani, R. L., and 
Bodmer, W. F., Monoclonal antibodies to epithelium-specific of the human milkfat 
globule membrane: Production and reactions of cells in culture. In:. J. Cancer 28, 
17-21 (1981). 

T5. Tedder, R. S., Guarascio, P., Yao, J. L. et a / . ,  Production of monoclonal antibodies 
to hepatitis surface and core antigens, and the use in the detection of viral antigens 
in liver biopsies. J. Hyg. 90, 135-142 (1983). 

T6. Teng, N., Lam, K., Calvo Riera, F., and Kaplan, H., Construction and testing of 
mouse-human heteromyelomas for human monoclonal antibody production. Proc. 
Natl. Acad. Sci. U.S.A.  80, 7308-7312 (1983). 

T7. Terasaki. P., in “Histocompatibility Testing 1980.” UCLA Tissue Typing Laboratory 
Publ., University of California, Los Angeles, 1980. 

T8. Thompsin, R. H., Jackson, A. P., and Langlois, N., Circulating antibodies to mouse 
monoclonal immunoglobulins in normal subjects. Incidents, species specificity, and 
effect on the two site assay for creatinine kinase-MB isoenzyme. Clin. Chem. (Winston- 
Salem, N .C . )  32, 476481 (1986). 

T9. Tormey, D. C., Waalkes, T. P., and Ahmann, D.. Biological markers in breast car- 
cinoma. I. Incidence of abnormalities of CEA, HCG, 3 polyamines and 3 nucleotides. 
Cancer (Philadelphia) 35, 1095-1 100 (1975). 

TIO. Trowbridge, 1. S., Cancer monoclonals. N a m e  (London) 294, 204 (1981). 
TI I .  Trowbridge, I .  S., and Domingo, D. L.,  Anti-transfemn receptor monoclonal antibody 

and toxin-antibody conjugates affect growth of human tumour cells. Nature (London) 
294, 171 (1981). 

T12. Trucco, M.. and dePetris, S., Determination of equilibrium binding parameters of 
monoclonal antibodies specific for cell surface antigens. In “Immunological Methods” 
(I.  Lefkovitz and R. Pernis, eds.), Vol. 2, pp. 1-26. Academic Press, New York, 1981. 

T13. Trucco, M. M., Garotta, G.,  Stocker, J. W., and Ceppillini, R., Murine monoclonal 
antibodies against HLA structures. Immunol. Rev. 47, 219 (1979). 

T14. Tsuchiya. S., Yokoyama, S., Yoshie, 0.. and Ono, Y., Production of diptheria antitoxin 
antibody in Epstein-Barr virus induced lymphoblastoid cell lines. J .  I m m ~ n ~ ~ l .  124, 
19761976 (1980). 

T15. Tsukimoto, I., Wong, K. Y., and Lampkin, B. C., Surface markers and prognostic 
factors in acute lymphocytic leukemia. N .  Engl. J. Med. 294, 245-248 (1976). 

T16. Turkin, D., and LaPointe, J . ,  Hybridomas and monoclonal antibodies. Ligand Q .  3, 
31-33 (1980). 

T17. Tyrey, L., Human chorionic gonadotropin: Structural, biologic and immunologic as- 
pects. Semin. Oncol. 9, 163 (1983). 

U I .  Uotila, M., Engvall, E., and Ruoslahti, E., Monoclonal antibodies to human alpha- 
fetoprotein. Mol. Immunol. 17, 741-748 (1980). 

U2. Uotila, M., Ruoslahti, E., and Engvd, E., Two-site sandwich ELISA with monoclonal 
antibodies to human AFP. J .  Immunol. Methods 42, 11-15 (1981). 

U3. U.S. Centers for Disease Control, Update: Acquired immunodeficiency syndrome 
(AIDS)-United States. Morbid, Mortal. Wkly. Rep. 32, (1984). 

VI. Vaitukaitis, J. L., Braunstein, G. D., and Ross, G. T., A radioimmunoassay which 
specifically measures human chorionic gonadotropin in the presence of human lu- 
teinizing hormone. Am. J .  Obstet. Gynecol. 113, 751-758 (1972). 

V2. Van Es, A,. Tanke, H. J., Baldwin, W. M., Oljans, P. J., Ploem, J. S., and Vanes, 
L. A,, Ratios of T-lymphocyte subpopulations predict survival of cadaveric renal al- 



414 RUDOLPH RECKEL 

lografts in adult patients with low dose corticosteroid therapy. Clin. Exp. Immunol. 

V3. Visa, D., and Phillips, J., Identification of an antigen associated with malignant mel- 
anoma. Int. J .  Cancer 16, 312-317 (1975). 

V4. Voak, D., Sacks, S., Alderson, T.,  Takei, F., Lennox, E., Jarvis, J., Milstein, C., 
and Darnborough, J., Monoclonal anti-A from a hybrid myeloma: Evaluation as a 
blood grouping reagent. Vox Sang. 39, 134-140 (1980). 

V5. Vora, S., Isozymes of human phosphofructokinase in blood cells and cultured cell 
lines: Molecular and genetic evidence for a trigenic system. Blood 57 (1981). 

V6. Vora, S., Monoclonal antibodies in enzyme research: Present and potential applications. 
Anal. Biochem. 144, 307-318 (1985). 

V7. Vora, S., Miranda, A., Hernandez, E., and Franke, U.. Regional assignment of the 
human gene for platelet type phosphofructokinase (PFKP) to chromosome lop: Novel 
use of a polyspecific rodent antisera to localize human enzymic genes. Hum. Genet. 
63, 3774 (1983). 

V8. Vora, S., Wims, L. A., Durham, S., and Morrison, S. L.,  Production and charac- 
terization of monoclonal antibodies to the subunits of human phosphofructokinase: 
New tools for the immunochemical and genetic analyses of isozymes. Blood 58,823- 
829 (1981). 

V9. Vora, S., Corash, L., Engel, W. K., Durham, S., Seaman, C., and Piomelli, S., The 
molecular mechanism of the inherited phosphofructokinase deficiency associated with 
hemolysis and myopathy. Blood 55, 629 (1980). 

VIO. Vora, S., Davidson, M., Seaman, C., Miranda, A. F., Noble, N. A., Tanaka, K. R., 
and DiMauro, S. ,  Heterogeneity of the molecular lesions in inherited phosphofruc- 
tokinase deficiency. J. Clin. Invest. 72, 1995-2006 (1983). 

W1. Waldmann, T. A., and Mclntire, K. R., The use of a radioimmunoassay for alpha- 
fetoprotein in the diagnosis of malignancy. Cancer (Philadelphia) 34, 1510-1515 (1974). 

W2. Wands, J. R., Carlson, R. I., Schoemaker, H., e f  a / . ,  Immunodiagnosis of hepatitis 
B with high affinity IgM monoclonal antibodies. Proc. Natl. Acad. Sci. U.S.A. 78, 
1214-1218 (1981). 

W3. Wang, C. Y., Good, R. A., and Ammirati, P., Identification of p69, 71 complex ex- 
pressed on human T-cells sharing determinants with B-type chronic lymphatic leukemia 
cells. J .  Exp. Med. 151, 1539-1544 (1980). 

W4. Wang, L., Rahamin, N., and Harpon, N., Monoclonal antibodies against immuno- 
determinants associated with the alpha and beta subunits of human chorionic gonad- 
otropin. Hybridoma 1, 293-302 (1982). 

W5. Wang, M. C., Valenzuela, L., and Murphy, G. P., Purification of a human prostate 
specific antigen. Invest. Urol. 17, 159-163 (1979). 

W6. Warnke, R., and Levy, R., Immunopathology of follicular lymphoma: A model of B 
lymphocyte homing. N .  Engl. J .  Med. 298, 481 (1978). 

W7. Warren, L., Buck, C. A., and Tuszynski, G. P., Glycopeptide changes and malignant 
transformation. A possible role for carbohydrate in malignant behavior. Biochim. Bio- 
phys. Acta 516, 97-127 (1978). 

W8. Weiner, H. L., Hailer, D. A., Fallis, R. J., Johnson, D., Ault, K. A., and Hauser, 
S. L., Altered blood T-cell subsets in patients with multiple sclerosis. J .  Neuroimmunol. 

W9. Welte, K., Platzer, E., Wange, C. Y., Rinnoosy, Kan E. A., Moore, M. A., and 
Mertelsmann, R., OKT8 antibody inhibits OKT3-induced IL-2 production and pro- 
liferation in OKT8+ cells. J. Immunol. 131, 2356-2361 (1983). 

52, 13-20 (1983). 

6, 75-84 (1984). 



MONOCLONAL ANTIBODIES: CLINICAL APPLICATIONS 415 

WIO. Westphal, H. M., Molderhauer, G., and Beato, M., Monoclonal antibody to the rat 
liver glucocorticoid receptor. EMBO J .  1, 1467-1471 (1982). 

W11. Williams, R. D., Bronson, D. L., and Ellio, A. Y., Production of carcinoembryonic 
antigen in human prostate epithelial cells in vitro. J. Natl. Cancer Inst. (U.S.)  58, 

WI2. Wood, G. W., and Barth, R., Immunofluorescent studies of the serologic reactivity 
with malignant melanoma against tumor-associated cytoplasm antigens. J. Nafl. Cancer 
Insf. (U.S.)  53, 309-316 (1974). 

W13. Wood, J. N.. Hudson, J., and Jessel, T. M., A monoclonal antibody defining antigenic 
determinants on subpopulations of mammalian neurones and Trypanosoma cruzi par- 
asites. Nature (London) 296, 34-38 (1982). 

W14. Woodbury, R. G., Brown, J. P., Meh, M.-Y., Hellstrom, I., and Hellstrom, K. E., 
Identification of a cell surface protein, p97, in human melanomas and certain other 
neoplasms. Proc. Nall. Acad. Sci. U.S.A. 77, 2183-2187 (1980). 

W15. Woodhead, J.  S. ,  Addison, G. M., and Hales, C. N., The immunoradiometric assay 
and related techniques. Br. Med. Bull. 30, 44-49 (1974). 

W16. World Health Organization, WHO Bull. 62 (1984). 
Y 1. Yam, L. T., Li, C. Y., and Lam, K. D., in “Male Accessory Sex Glands” (E. Springhile 

and E. S. E .  Hatez, eds.), p. 183. ElseviedNorth-Holland, Amsterdam, 1980. 
Y2. Yelton, D, E., and Scharff, M. D., Monoclonal antibodies. Am. Sci. 4, 510-516 (1980). 
Y3. Yelton, D. E., Roberts, S. B., and Scharff, M. D., Hybridomas and monoclonal an- 

tibodies. Lab. Manage. January, pp. 19-24 (1981). 
Y4. Youle. R. J.,  and Neville, D. M., Anti-thy 1.2 monoclonal antibody linked to  ricin is 

a potent cell-type specific toxin. Proc. Natl. Acad. Sci. U.S .A.  77, 5483 (1980). 
Y5. Young, W. W.. and Hakomori, S., Therapy of mouse lymphoma with monoclonal 

antibodies to glycolipid: Selection of low antigenic variance in vivo. Science 211, 487 
(1981). 

Y6. Young, W. W., Johnson, H. S., Tamura, Y., Karlsson, K. A., Larson, G., Parker, 
J .  M., Khare, D. P., Spohr, U., Baker, D. A., Hindsgaul, O., and Lemieux, R. U., 
Characterization of monoclonal antibodies specific for the Lewis A human blood group 
determinant. J .  B i d  Chem. 258, 4890-4894 (1983). 

21. Zoler, M. L., New marrow transplant technique aids some cancers. JAMA. J .  Am. 
Med. Assoc. 248, 2213 (1982). 

22. Zondek, B., Hypophysenvorderlappen und schwangershaft. Endokrinologie 5 ,  425- 
434 (1929). 

23. Zurawski, V., Black, P., and Haber, E., Continuously proliferating human cell lines 
synthesizing antibody of predetermined specificity. I n  “Monoclonal Antibodies” (R. 
Kennett, T. McKearn, and K. Bechtol, eds.), pp. 19-33. Plenum, New York, 1980. 

1 115-1 I I6 (1977). 



This Page Intentionally Left Blank



INDEX 

A 

Abrin, in cancer therapy, 372 
Acetaminophen, 203 
Acetate, role in acid-base balance, 240 
Acetazolamide, 214, 236, 243, 245 
Acetylcholinesterase, 381 
Acetylsalicylic acid, 10 
Acid-base monitoring, in intensive care 

patients, 227-249 
computer programs, 249-261 
metabolic acidosis, 235-238 
metabolic alkalosis, 240-243 
mixed disorders, 245-247 
reference intervals, 227 
respiratory acidosis, 239-240 
respiratory alkalosis, 243-244 
role of ions, 232-235 
therapeutic calculations, 247-249 

Acid-base status disorders, 228-249 
Acidemia, 229-231, 237, 239, 240, 249 
Acidosis, 19 

metabolic, 209, 228-239, 245-249 
and potassium balance, 215 
respiratory, 228-231, 239-240, 245-248 

Acid phosphatase, serum, 19 
Acquired immunodeficiency syndrome 

assay, using monoclonal antibodies, 

cell surface analysis, 383 
effect on neopterin levels, 107-109 

331,332 

Acute catabolism, as cause of hyperosmo- 

Addison’s disease, hypoosmolality in, 206 
Adenovirus, 325 
fl-Adrenergic blocken, 246 
Adriamycin, in cancer therapy, 373 
Affinity purification, of monoclonal anti- 

Age effects 

lality, 204 

bodies, 320-322 

in neopterin values, 97, 98 

reference values, 22, 25  
AIDS, see Acquired Immunodeficiency 

Alanine aminotransferase, serum, 20, 21, 40 
Albumin 

Syndrome 

and acid-base balance, 234, 235 
immunosensors, 340 
serum, 19, 40 

Alcohols, see specific compounds 
Aldosterone, 210, 221, 224, 259 
Alkalemia, 215, 229, 234, 239, 240, 244, 

245, 247, 249 
Alkaline phosphatase 
as human tumor marker, 364 
monoclonal antibodies, 380 
serum, 19, 21, 39 

metabolic, 228-235, 239-243, 246-249 
respiratory, 228-232, 234, 239, 244-246 

neopterin levels in, 100-104 
treatment, with monoclonal antibodies, 334 

Altitude, effect on hemoglobin, 21 
A m n i t u  phaloides, and kidney failure, 217 
Amiloride, 243 
Amino acid monooxygenases, 85 
Aminoglycosides, and kidney failure, 

2-Amino-4-0~0-3,4-dihydropteridine, see Pterin 
Ammonium chloride, 243 
Ammonium intoxication, 241 
S-Amylase, 19 
Anderson-Darling test, 51, 54, 57 
Aneurysma, vascular, electrolyte balance 

Anion gap, 234-236, 241, 245 
Anthranilic acid 3-monooxygenase, 94  
Antibiotics, and kidney function, 217, 

Antibodies 

Alkalosis 

Allograft rejection 

217,220 

in, 221 

218,222 

blood, 39 

417 



418 INDEX 

to hepatitis B virus, 150-151, 165-167, 172 
monoclonal, see Monoclonal antibodies 

Anti-diuretic hormone, 203, 204, 210, 213, 

Antiferritin, in cancer therapy, 371-372 
Antigens 

221, 235 

cell-surface, 381-387 
to hepatitis B virus, 150-151, 165-168, 

172,178 
as human tumor markers, 360-364 
leukocyte, 382-384 
in tumor cell typing, 368-370 
in tumor localization, 364-368 

qhntitrypsin, serum, 39 
A p k  82 
Arginine hydrochloride, 243 
Arthrosis, 4 
Aseptic meningoencephalitis, neopterin levels 

Aspartate aminotransferase, serum, 20, 21, 40 
Assays 

in, 117-118 

for hepatitis B virus enzymes, 174-177 
for human tumor markers, 359-364 
monoclonal antibodies in, 330-333 

monoclonal antibodies and, 384 
neopterin levels in, 112-116 

Autoradiopan, of DNA probes, 157 
Avidin, 158 
Avidin-biotin-phosphatase complex, 369 

Autoimmune disease 

B 

Bacterial infection, neopterin levels in, 

Bacteriemia, neopterin production in, 111 
Barbihuates, 203, 213, 239 
Bartter’s syndrome, 243 
Base deficiency, 247 
Base excess, 227, 228, 230, 247-248 
Basophils, serum, 40 
Bicarbonate 

110-112 

reference intervals, 227 
role in acid-base balance, 227-230, 

233-236, 238-247 
Biliary carcinoma, markers for, 360, 

Bilirubin, 19, 21 
as marker for hepatitis B virus, 150 

Biological variation, factors in, 18, 25-26 

361,363 

Biopterin, 87, 88, 95 
in AIDS patients, 107 
catabolism, 91 
measurement, 95 

Biotin, a~ label for DNA probes, 158 
Bispecific antibodies, 340-341 
Bladder tumor, effect on neopterin levels, 

120-121 
Blood donars. screening, 106-107 
Bone marrow 

hepatitis B virus DNA in, 173 
transplant 

monoclonal antibodies in, 373 
neopterin levels in, 104 

Breast cancer 
cell typing, 370 
incidence rate, 357 
marken, foq 360, 361, 363 
neopterin levels in, 122 
steroid hormone receptors and, 377-378 
therapy, 373 

Bronchial asthma, neopterin levels in, 111 
Brunchogenic carcinoma, markers for, 

Buffer bases, 232-233, 245, 246 
Burns, and electrolyte balance, 204, 210, 

360,361 

217, 220 

C 

Ca 19-9 antigen, as human tumor marker, 

Ca 125 antigen, as human tumor marker, 364 
Caffeine, pharmacological effects, 21, 25, 26 
Calcium 

role in acid-base balance, 234, 237, 249 
serum, 19, 40 
urinary, 116 

effect on pteridines, 82-83, 86-87, 92-93, 

monoclonal antibodies and, 331, 332, 

363-364 

Cancer, see also specific cancers 

118-123 

357-376 
in diagnosis, 358-370 
therapy, 371-376 
in tumor cell typing, 368-370 
in tumor localization, 364-368 
tumor marker assays, 359-364 

C a d &  albicans, measurement, using 
monoclonal antibodies, 340 
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Carboanhydrase inhibitors, 246 
Carbonate, and acid-base balance, 240 
Carbon dioxide, role in acid-base balance, 

Carbon tetrachloride, poisoning, 359 
Carcinoembryonic antigen, as human tumor 

Cardiac arrhythmia, 245 
Cardiotonics, and electrolyte balance, 

213, 218 
Cardiovascular disease, 3 
S-Carotene, 19 
Catecholamines, 21, 237 
Celiac disease, neopterin levels in, 116-117 
Cell surface antigens, 381-387 
Cerebrospinal injury, osmolarity disorders 

Ceruloplasmin, serum, 21 
Cervical cancer. 358 

neopterin levels in, 120 
Chemotactics, 87 
Chicken pox, effect on neopterin levels, 

Chlamydia, monoclonal antibodies, 331, 

Chlorambucil, in cancer therapy, 373 
Chloride 

228-230, 238-240, 244-248 

marker, 360-361 

in, 204 

104-106 

332, 337, 388 

and acid-base balance. 232-236, 239, 

serum, 19, 40 
241-243, 246 

Chlorohydrocarbons, and kidney failure, 217 
Chlorpropamide, 203 
Cholesterol, serum, 19, 21, 22, 40 
Choriocarcinoma, markers for, 363 
Chorionic gonadotropin, 379 
as human tumor marker, 362-363 
imrnunosensors, 340 

Chronobiological rhythms, and reference 

Circadian variations, in neopterin levels, 

Cirrhosis, liver, 145, 165, 182, 214, 359 
Citrate, role in acid-base balance, 270 
Clones, as DNA probes, 155-156 
Cobalamin, 19 
Coefficient-based tests of Gaussian distribution, 

Colonic carcinoma 

values, 20-21, 25, 60, 61 

98-99 

51-53 

markers for, 359-361, 370 
neopterin levels in, 122 
therapy, 373 

Colorectal cancer 
incidence rate, 357 
markers for, 363-364 

Coma, hyperosmolality and, 204 
Computers 

for ion and acid-base monitoring, 249-261 
approach, 254-261 
data inputs, 254-255 
development of, 250-254 
program output, 256-257 
sodium and potassium doses, 259-261 

in organization and management, 269-301 
access, 274-275 
access, prevention, 276-277 
applications, 270-271 
audit trails, 275 
branching, 273-274 
check digits, 277 
computer architecture, 272 
cost accounting, 299-300 
data entry methods, 283 
data presentation and retrieval, 289-292 
electronic mail, 278 
emergency printing, 291 
graphic output, layouts, 291-292 
help functions, 274 
human resource management, 296-297 
inquiries, 280 
instrument interfaces, 286, 288 
label generation, 280-281 
laboratory quality control, 285-286 
labor productivity, 298-299 
labor reduction, 275 
long-term data storage, 292 
management information systems, 297 
management quality control, 294-296 
management tools, 293-294 
menus, 273 
patient charting, 289-290 
patient registration, 278-279 
patient security, 275-276 
report generation, 284-285 
screen formats, 273 
service level analysis, 300 
specimen accessioning, 280 
specimen collection, 281-282 
test orders, 279-280 
tumor registry, 296 
utilization reporting, 297-298 
workload allocation, 282-283 
workload reports, 286-288 
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Confidence intervals, in reference limits, 

Contraceptives, oral, 21, 25  
Corticoids, urinary, 21 
Cortisol, serum, 21, 25, 40, 60, 61 
Cortisone, serum, 60 
Crambr-von Mises test, 51, 54 
C-Reactive protein, 113, 114 
Creatine kinase, serum, 20, 40 
Creatinine 

41-43, 46, 57-58 

renal clearance rates, 218-220, 

serum, 19, 21, 25, 40, 96-100, 103, 
223-227,259 

218, 223 
Crithidia fmciculata, 85, 95 
Crohn’s disease, 360 

Cyclic nucleotide phosphodiesterase, 381 
Cyclosporine A, 102-103 
y-Cystathionase, in leukemia therapy, 381 
Cytomegalovirus, 104-106, 177 

neopterin levels in, 114-115 

D 

Data management, 66-67 
computer-assisted, see Computers, in 

organization and management 
Data rounding, correction for, 53-54 
Daunomycin, in cancer therapy, 373 
Deamination, 87  
Dehydration 

and metabolic alkalosis, 241 
with natremia, 209-213 

Delta virus, 147 
Demeclocydine, 221 
Deoxyribonucleic acid, see Hepatitis B virus, 

Desmin, 370 
Diabetes insipidus, and electrolyte balance, 

Diabetes mellitus, 11 

Diagnosis, 5-6 

deoxyribonucleic acid 

203, 204, 210, 221, 227 

neopterin levels in, 115-116 

monoclonal antibodies in, see Monoclonal 
antibodies, clinical applications 

Dictpstelium discoideum, 87  
Digitalis, 240 
Digitoxin, monoclonal antibody treatment, 334 
Digoxin, monoclonal antibody treatment, 334 
Dihydrobiopterin, 88 

Dihydrobiopterin synthetase, 86, 100 
7,8-Dihydro-6-hydroxylumazine, 83 
7,8-Dihydroneopterin, 88-91 
Dihydroneopterin triphosphate, 87, 90, 91, 

Dihydropteridine reductase, 86 
7,8-Dihydropterin, 89, 92, 95 
7,8-Dihydroxanthopterin, 89, 92 
2,4-Dioxo-1,2,3,4-tetrahydropteridine, 

see Lumazine 
Diphtheria toxin, in cancer therapy, 372 
Disease, as concept, 17 
Disseminated autonomy, neopterin levels in, 115 
Distributions 

94, 100 

Gaussian, see Gaussian distributions 
normal, see Normal values 
reference, see Reference values, 

distributions 
Diuresis 

computer estimates of, 255-258 
role in electrolyte balance, 217, 219-222, 

volume, in intensive care patients, 223, 259 
225, 227 

Diuretics, and electrolyte balance, 209, 210, 

DNA, see Deoxyribonucleic acid 
DNA polymerase, from hepatitis B virus, 

see Hepatitis B virus, DNA polymerase 
Dopamine, 85, 203, 218 
Dot hydridization, of hepatitis B virus DNA, 

Dyspnea, 237 

212-215, 220, 221, 243, 245, 246 

158-159 

E 

Ectromelia virus, 325 
Edema, and electrolyte balance, 205, 213, 

214, 237, 239, 243, 244, 246 
Ehrlich ascites tumor, 83 
Electroencephalogram, in hyper- and 

hypoosmolality, 205 
Electrolyte monitoring, in intensive care 

patients, 201-267 
computer programs, 249-261 
osmolality, 202-206 
potassium, 215-217 
renal function and, 217-227 
sodium, 206-215 

Embryonal cell carcinoma, 359 
Encephalitis, electrolyte balance in, 221, 244 
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Encephalomyelitis, 325 
Encephalomyocarditiv virus, 325 
Encephalopathy, metabolic, 204-205 
Enzymes, research, monoclonal antibodies in, 

Eosinophils, blood, 40 
Epidemiology, of hepatitis B virus, 144-145 
Epstein-Barr virus 

379-381 

inhibition by phosphonoformate, 177 
neopterin levels in, 105 
in rheumatoid arthritis, 389 

antigens, 386-387 
monoclonal antibodies, 337 
sedimentation rate, 114, 120 

Escherichia coli, 87, 93, 155 
Estradiol, plasma, 22 
Estrogen receptors, 377-378 
Estrogens, 21 
Ethacrynic acid, 218 
Ethanol 

Erythrocytes 

and acid-base balance, 236, 246 
hyperosmoldity and, 204, 206 
pharmacological effects, 21, 25, 26  

Ethylene glycol, 217, 236 
Exercise, effects on reference values, 25  

F 

Fasting, effect on specimen collection, 18-19 
a-Fetoprotein, as tumor marker, assay for, 

359-360, 367 
Folic acid, 84, 86, 87 

biosynthesis, 90-91 
metabolic products, 91 

hybridization, 152 
Formamide, in deoxyribonucleic acid 

Fractiles, in confidence intervals, 43, 57-58, 

Furosemide, 214, 218, 220 
63-64, 67 

G 

0-Galactosidase, 158 
Gastric carcinoma, markers for, 359-361, 

363, 364, 370 
Gastrointestinal cancer 

cell typing, 370 
neopterin levels in, 122 

Gaussian distribution, 3, 39, 43-58, 63 

Genitourinary tract tumors, neopterin levels 

Germinal cell tumors, markers for, 359, 363 
a-Gliadin, intolerance to, 116 
Gliomas, 370 
Glomerular atration rate, 217-219, 222-225, 

236, 242 
Glucocorticoid receptors, 377-378 
Glucocorticoids, 241 
Glucose 

tests of, 48-54 

in, 120-121 

blood, 2 0  
and electrolyte balance, 215, 224, 243  
role in natremia, 207, 208 

Glucose 6-phosphate dehydrogenase, 381 
y-Glutarnyltransferase, serum, 3 9  
Glycosuria, 203 
Goiter, neopterin levels in, 115 
Goodness-of-fit, 48, 50-51, 54 
Growth hormone, 379 
Guanosine triphosphate, in protein 

biosynthesis, 90-92, 9 4  
Guanosine triphoaphate cyclohydrolase, 86, 

90, 92, 94 
Gynecological tumors, neopterin levels in, 

119-120 

H 

Haemophius influenzae, monoclonal 

Hantaan virus, 324 
Haptoglobin, serum, 39  
HBV, see Hepatitis B virus 
Health, as concept, 16 
Heart allograft, effect on neopterin levels, 

Hemagglutination, as polyalbumin assay, 181 
Hematocrit, 40, 114, 120 
Hematological neoplasia, neopterin levels in, 

Hemoglobin, 20, 21, 22, 40, 65, 113, 120, 

antibodies, 337 

103-104 

118-119 

209, 213 
dissociation, and acid-base balance, 

237,240 
Hemoglobinuria, 20 
Henderson-Hasselbalch equation, 

227-228,230 
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Hepatitis 
assay, using monoclonal antibodies, 331 
effect on neopterin levels, 105 
a-fetoprotein, as marker for, 359 
test for, in monoclonal antibodies, 325 
treatment, using monoclonal antibodies, 

335,337 
Hepatitb B virus 

antigens, 150-151 
biology, 146-147 
coinfection with delta virus, 147 
deoxyribonucleic acid 

in bone marrow, 173 
cloned, 155-156, 168 
correlation with serological markers, 

dot hybridization, 158-159 
extrahepatic, 170-174 
hepatic, 166-168 

from human plasma, preparation, 155 
hydridization, 151-153 
integrated, 166-170 
in leukocytes, 171-173 
aa marker, 151-174 
melting temperature, 152 
molecular forms, 159-160 
nucleotide sequence, 149 
polymorphism, 149 
probes, 154-158 

in saliva, seminal fluid, and urine, 171 
signiGcance in liver disease, 163-170 
Southern blots, analysis, 159-163 
specimen preparation, 153-154 

165-166 

characterization, 168-170 

RNA-hybrids, 163-164 

s t r u c t ~ ~ ,  147-150 
detection, 143-199 
DNA polymerase, 146, 151, 174-178 

activity in hepatitb B disease, 177-178 
differential assays, 176-177 
factors affecting activity, 176 
serological assays, 174-176 

epidemiology, 144-145 
genome, 148 
markers of infection, 150-151 
molecular biology, 147-150 
perinad transmission, 174 
polypeptides, 179-183 

polyalbumin assays, 180-181 
polyalbumin and hepatropism, 182-183 
polyalbumin receptors, 181-182 

pre-S region, 183 
in region X, 183 

protein h a s e ,  146, 178-179 
replication, 149-150 
surface antigen, immunosensor, 340 

Hepatocellular carcinoma, 145, 168-169,363 
Hepatoma, 359 
Hepatosplenomegaly, 83 
Hepatotmpism, 182 
Herpes simplex virus, 177 

and monoclonal antibodies, 331, 332, 

High-performance liquid chromatography, in 

Histocompatability antigens, 384-386 
Histograms, in reference value data, 40-41,66 
HIV, see Acquired immunodeficiency syndrome 
Hodgkin’s lymphoma, neopterin levels in, 

Hormones, research, monoclonal antibodies 

HPLC, see High-performance liquid 

Hybridization, see Hepatitis B virus, 

Hybridoma, cultivation of, 315-316 
Hydrochloric acid, as treatment for alkalosis, 

Hydrogen peroxide, secretion, 122 
6-Hydroxylumazine, 83, 91, 92 
6-Hydroxymethylpteri11, 87, 119 
Hyperaldosteronism, 240, 242 
Hyperbasemia, 240, 241, 245, 247 
Hypercapnia, 228, 231, 232, 239-242, 

Hyperchloremia, and acid-base balance, 

Hyperglycemia, 205, 207, 219, 222, 225 
Hyperhydration, and natremia, 213-215 
Hyperkalemia, 215-216, 224, 236 
Hypermineralocorticism, 240, 242 
Hypernatremia, see Natrernia, hypernatremia 
Hyperosmolality, see Osmolality, monitoring 
Hypertension, 243 
Hyperventilation, and electrolyte balance, 

Hypoalbuminemia, 235 
Hypobicarbonatemia, 244-245 
Hypocapnia, 228, 231, 244 
Hypokalemia, 215-216, 222, 224, 236, 

337, 388-389 

neopterin measurement, 95-96 

118-119 

in, 376-379 

chromatography 

deoxyribonucleic acid, hybridization 

243, 246 

245, 246, 248 

233, 244, 247, 249 

210, 231, 236, 239, 244, 246, 247 

241, 244, 259 
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Hyponatremia, see Natremia, hyponatremia 
Hypoosmolality, see Osmolality, monitoring 
Hypophosphatemia, 244 
Hypoproteinemia, and electrolyte balance, 

Hypotension, and kidney function, 217 
Hypovolemia, 210, 213 
Hypoxemia, and acid-base balance, 232, 

Hypoxia, 237, 239, 241, 244, 246-248 

208, 214, 235, 241, 246 

237, 240, 244 

I 

Immunoaffiity purification, using 
monoclonal antibodies, 333-334 

Immunoassays, for polyalbumin, 181 
Immunodeficiency virus, see Acquired 

immunodeficiency syndrome 
Immunoglobulins, see also Monoclonal 

antibodies 
immunosensors, 340 
serum, 21, 22, 113, 367, 369 

Immunosensora, monoclonal antibodies as, 

Immunosuppressive therapy, 108 
Index of atypicality, 63-65 
Induction signal, for neopterin, 93-94 
Inflammatory diseases, neopterin levels in, 

Influenza, effect on neopterin levels, 105 
Information management, see Computers, in 

organization and management 
Inhibitors, of DNA polymerase, 176 
Interferons, 83, 93-94, 100-104, 110-116, 

Interfractile interval, in reference limits, 

Interleukin-2, role in AIDS, 107, 108, 123 
Intermediate filament proteins, in tumor cell 

Iron, serum, 19, 21, 40 
Islet cells, monoclonal antibodies, 337 
Isoxanthopterin, 86, 87, 91, 92  

338-340 

116-118 

122-123, 178-179 

42-43 

typing, 370 

K 

Keratin, 370 
Ketoacidosis, diabetic, 236, 237, 246, 247 

Kidney 
function, in electrolyte balance, 203, 214, 

217-227 
clearance parameters, 218-220 
diuresis, types of, 221-222 
fractional excretions, 220-221 
in ICU patients, 222-227 

as hepatitis carrier, 173-174 
transplant 

monoclonal antibodies and, 383-384 
neopterin levels, 101-103, 106 

Kilham rat virus. 325 
Kolmogorov-Smirnov test, 50-51, 54  
Kurtosis, in reference values, 52-53, 55, 57 

L 

Lactate, in acid-base balance, 234, 

Lactate dehydrogenase, serum, 20, 40 
Lactogen, in human placenta, 67  
Lepidoptera, 84-85 
Leprosy, neopterin levels in, 111 
Leucopterin, 90 
Leukemia 

236-238, 241, 244-247 

cell surface antigens, 383 
neopterin levels in, 118-119 
treatment, with monoclonal antibodies, 

373-374, 381 
Leukocytes 

antigens, 382-386 
heptatis B virus DNA in, 171-173 

Limit, reference, see Reference values, 

Linnaeus, C., 17 
Lipids, serum, 18, 19 
Lipoproteins, serum, 19, 21 
Lithium, effect on electrolyte balance, 

Liver 

reference limit 

221,235 

cancer, 358 
hepatitis DNA in, 166-169 

transplant, effect on neopterin levels, 
characterization, 168-170 

101,103 
Lumazine, 84, 85, 87, 91 
Lung cancer 

incidence rate, 357 
markers for, 364 
neopterin levels in, 121-122 
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therapy, 373 
tumor localization, 367-368 

Lungs, role in acid-base balance, 228, 239 
Lupus etythematosus, 112, 113, 384, 390 
Lymphocytes, 40, 93 
Lymphocytic choriomeningitis, 324-325 
Lymphokines, 100, 110, 112, 113, 115, 

Lysine hydrochloride, 243 
116,117 

M 

cw2-Macroglobulin, serum, 21, 39  
Macrophages, 91, 93, 94 
Magnesium ion, role in acid-base balance, 

234, 240, 243 
Malaria 

monoclonal antibodies, 337 
neopterin levels in, 109-110 

Malignant lymphoma, cell typing, 369 
Management, see Computers, in organization 

Manitol, 214, 218, 220, 222 
Measles-mumps vaccine, neopterin levels, 106 
Melanoma 

and management 

cell typing, 369-370 
markers, 362 
neopterin levels in, 122 

Meningitis, and electrolyte balance, 221, 244 
Metabolic acidosis, see Acidosis, metabolic 
Metabolic alkalosis, see Alkalosis, metabolic 
Methanol, 206, 236 
Methanopterin, 88 
Methodology, in specimen collection, 26-27 
Methotrexate, in cancer therapy, 373 
Methoxfluoran, 221 
&-Microglobulin, 103, 109, 119 
Mineralocorticoid, 242-243 
Minute virus, 325 
Mixed seminoma, 359 
Modeccine, in cancer therapy, 372 
Molybdopterin, 86 
Monapterin, 87, 93, 95 
Monoclonal antibodies, 303-415 

bispecifc, 340-341 
catalytic, 341-342 
in cell surface antigen studies, 381-387 
clinical applications, 329-342, 355-415 

in Chlamydia infection, 388 

in herpes simplex virus, 388-389 
immunoaffinity purification, 333-334 
in uitm diagnosis, 330-333 
in Neisseria gonorrhoeae, 388 
in neoplastic disease, 357-376 

cell typing, 368-370 
diagnosis, 358-370 
therapy, 334-335, 337, 371-375 
tumor localization, 364-368 

rheumatology, 389-390 
developing areas, 338-342 
heterogeneity, 326-329 
in hormone and protein research, 

human antibody products, 335-338 
as immunosensors, 338-340 
versus polyclonal antibodies, 356 
production, 306-317 

difficulties, 310-311 
human, 313-315 
hybridoma cultivation, 315-316 
from mouse, 307-311 
quadroma generation, 311-313 
in serum-free media, 316-317 

affinity purification, 320-322 
for medical applications, 322-323 
methods, 318 
removal of viral contaminants, 324-326 

recombinant, 341 
regulatory considerations, 323-324 
structure and diversity, 304-306 

376-381 

purification, 317-329 

Monocytes, 40  
Mononucleosis, effect on neopterin levels, 105 
Mouse antibody production test, 325 
Multiple myeloma, neopterin levels in, 118-119 
Multiple sclerosis, monoclonal antibodies 

Multiple sclerosis, neopterin levels in, 117-118 
Murine leukemia viruses, 324 
Myocardial infarction, 22-23 
Myocarditis, 17 

and, 384 

N 

Natremia, 203, 205, 207-215 

and dehydration, 210-213 
and hyperhydration, 214-215 

hypernatremia 
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in ICU patients, 222, 224, 225, 243 
and normohydration, 208-209 

and acid-base balance, 235 
and dehydration, 210 
and hyperhydration, 213-214 
and normohydration, 207-208 

hyponatremia 

interpretation of, 207-215 
sodium doses, recommended, 259-261 

Necrosis, electrolyte balance in, 221 
Neisseria gonorrhoear, rnonclonal antibodies 

Neoplastic disease, see Cancer 
Neopterin, 81-141 

and, 388 

age differences, 97, 98 
biochemistry, 90-91 
catabolism, 91-92 
and cellular immunity, 122-123 
cellular source, 92-93 
in cerebrospinal fluid, 117-118 
chemistry, 88-89 
circadian variations, 98-99 
clinical measurement, 89 
creatininr ratio, 97, 99, 100 
discovery, 84-85 
as disease indicator, 99-123 

dograf t  rejections, 100-104 
autoimmune thyroiditis, 115 
bacterial infection, 110-112 
celiac disease, 116-117 
Crohn’s disease, 114-115 
diabetes rnellitus, type I, 115-116 
intracellular protozoa infection, 109-110 
malignancy, 118-123 
multiple sclerosis, 117-118 
rheumatoid arthritis, 112-113 
sarcoidosis, 116 
ulcerative colitis, 114 
viral infections, 104-109 

induction signal, 93-94 
long-term stability, 99-100 
marker for immunity, 81-141 
measurement, 94-97 

by high-performance liquid 
chromatography, 95-96 

by radioimmunoassay, 96-97 
oxidation, 88 
physiological role, 94 
serum, 97-98, 103, 104, 109, 111, 116, 

118, 119 

in synovial fluid, 113 
synthesis, 82 
urinary excretion, 82-83, 87, 97-99, 

101-105, 109-122 
Nephritis, 204 
Nephropathy, and electrolyte balance, 

210,221 
Neurofdaments, 370 
Neurons, monoclonal antibodies, 337 
Neutrophils, serum, 40 
Nomenclature, of pteridines, 8 4  
Non-Hodgkins lymphoma 

cell typing, 369 
neopterin levels in, 118-119 

Nonparametric method, in estimating 
confidence intervals, 43-45, 66 

Norepinephrine, 85 
Normal values, 2-4 
Numerical methods, in presentation of 

observed data, 62-64 

0 

Observed value, 8, 12-13 
Oligoanuria, 218, 220, 224 
Oligonucleotides, as DNA probes, 156-157 
Oliguria, 209, 210, 218 
Opiates, 203, 213 
Oral cancer, 358 
Orosomucoid, 40, 114 
Osrnolality, monitoring, in intensive 

care patients 
computer programs, 255-258 
fractional excretions, 220, 223-226 
hypersomolality, 209-210, 212, 217, 

hypoosmolality, 204-206, 208, 210, 214, 

observed values, 223, 226 
reference interval, 202, 223  
renal clearance, 219, 223, 225, 226 

Osteoarthritis, neopterin levels in, 112-113 
Outliers, in reference value data, 40-41 
Ovarian carcinoma 

222,227 

227, 235 

markers for, 360, 363, 364 
neopterin levels in, 119-120 

Ovarian carcinomatosis, 87 
Ovarian endodermal sinus tumor, 359 
Oxytocin, 203, 213 
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P 

Pancreas, as carrier of hepatitis B virus, 

Pancreatic allograft, effect on neopterin 

Pancreatic carcinoma 

173-174 

levels, 101, 103-104 

markers for, 359-361, 363, 364, 370 
neopterin levels in, 122 

Pancreatic oncofetal antigen, as human tumor 
marker, 361 

Pancreatitis, 360 
Parametric method, in estimating confidence 

intervals, 43-48, 66 
Parathyroid hormone, 379 
Parovirus, 324 
Partitioning, of reference individuals, 25-26, 

Perinatal transmission, of hepatitis B virus, 174 
Peroxidme-antiperoxidase, in cell typing, 369 
Phenylalanine, accumulation, 85, 100 
Phenylketonuria, 85-86, 100 
Phorbol myriatate acetate, 93, 94 
Phosphate, serum, 19 
Phosphofructokinase, 379-381 
Phosphonoformate, as inhibitor of DNA 

polymerase, 176-177 
Physarum polycephalum, 87  
Phytohemagglutinin, 92 

role in AIDS, 107 
Placenta, as carrier of hepatitis B virus, 174 
Phminogen-activating enzyme, 381 
Plasminogen, serum, 21 
Plasmodium, see Malaria 
Platelets, 40 
Pneumonia 

acid-base balance in, 247 
test, 325 

37-40 

Pneumonitis virus, 325 
Polyalbumin, as marker for hepatitis B virus, 

151, 180-182 
Polycythemia Vera, neopterin levels in, 

Polydipsia, psychogenic, and electrolyte 

Polymorphism, in hepatitis B virus deoxp 

Polyoma virus, 324-325 
Polypeptides, as markers of hepatitis B virus, 

Polyuria, 204, 219, 222, 224, 225, 241 

118-119 

balance, 221 

ribonucleic acid, 149 

179-183 

Population, reference, 9 
Posture, in specimen collection, 19-20, 26-27 
Potassium 

deficits, calculation, 258 
doses, in ICU patients, 259-261 
effect on DNA polymerase activity, 176 
monitoring, 215-217 

and acid-base balance, 234, 236, 237, 
240-243 

fractional excretion, 220-221, 223, 
224, 259 

observed values, 223 
reference values, 215, 223 

serum, 20, 40  
urinary, 21 

Preanalytical factors, in specimen collection, 

Prediction interval, in reference limits, 42 
Pregnancy, acid-base status disorders, 246 
Pregnancy tests, using monoclonal antibodies, 

331, 332, 363 
Preprocessing, see Statistics, in reference 

values, preprocessing 
Probes, for hepatitis B virus DNA, 154-158 
Progesterone receptors, 377-378 
Progestins, 21 
Prostate cancer 

17-22 

incidence rate, 357 
markers for, 360-361, 380 
neopterin levels in, 120-121 
therapy, 373 

Prostate-specific antigen, as human tumor 
marker, 361-362 

Prostatic acid phosphatase 
as human tumor marker, 361-362 
monoclonal antibodies, 380 

Protease, in DNA preparation, 153-154 
Protein kinase, of hepatitis B virus, 146, 

Protein, serum, 19, 21, 40 
Protozoa infection, neopterin levels in, 109-110 
Pseudomanas aemginasa, monoclonal 

Pteridine, 84 
Pteridines, see also specific compounds 

178-179 

antibodies, 337 

biochemistry, 90-91 
biological function and occurrence, 85-88 
cellular source, 92-93 
chemistry, 88-89 
88 chemotactic signals, 87 
88 cofactors, 87-88 
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discovery, 84-85 
early syntheses, 85 
measurement, 94-97 
nomenclature, 84  
oxidation reactions, 88-89 
oxidation states, 88-89 
in oxygenase reactions, 8 6  
urinary, 83 

Pterin, 84, 88, 89, 91 
6-Pterinaldehyde, 86, 87 
Pterin deaminase, 91 
Pterins 

biosynthesis, 90-91 
measurement, 95, 119 

Purification, of monoclonal antibodies, see 

Pyrazino-(2,3-d)-pyrimidine, see Pteridine 
Pyruvate kinase, 381 

Monoclonal antibodies, purification 

Q 

Quadroma, generation of, 311-313 
Quality control, 34-36 

computers in, 285-286, 294-296 

R 

Rabies, treatment, with monoclonal 

Race, effects in specimen collection, 22  
Radioimmunoassay 

in neopterin measurement, 95-97 
in tumor localization, 366-368 

antibodies, 335, 337 

Radioimmunotherapy, 371-372 
Radioiodine, urinary, 66 
Radiolabeling, as DNA probe, 156-158 
Recombinant monoclonal antibodies, 341 
Rectum cancer, effect on neopterin levels, 122 
Reference values, 1-79 

alternatives, 58-60 
analytical methods, 34-35 
classes, 12-13 
collection, checklist, 29-30 
concept, 4-14 
definition, 8 
description, 4-6 
distributions, 10-11, 13, 40-41, 43-58, 

IFCC recommendations, 6-7 
63-64, 66  

quality control, 34-36 
reference groups, 14-17 

diseased, 17 
healthy, 16 

reference individuals, 7, 9-10, 13, 17-34 
partitioning, 25-26 
population, 9, 13 
sample group, 9, 13 
selection, 23-25 

reference interval, 12-13 
for acid-base balance, 227 
alternatives, 65-66 
for bicarbonate, 227 
for fractional excretions, 220 
for osmolality, 202 
for potassium, 215 
for renal clearance, 218 
of renal function, 223 
for sodium, 206 

calculation, 57-58 
confidence intervals, 41-43, 57-58 
nonparametric method, 45 
parametric method, 45-48 
parametric versus nonpararnetric 

methods, 43-44 

reference limit, 11, 13, 36, 41-58 

reference state, 25-26 
relation to observed values, 61-67 

data management, 66-67 
graphical presentation, 64-65 
numerical methods, 62-64 

specimen collection, 17-35 
statistical treatment, see Statistics, in 

reference values 
transfer, 35-36 
transformations, 47, 54-57 

REFVAL, 37, 41, 50-51, 53, 54, 57  
Renal cell carcinoma, neopterin levels in, 121 
Renin, 21, 242 
Renin-angiotensin system, 210 
Reoviruses, 324-325 
Reporting, computer-assisted, see Computers, 

Respiratory acidosis, see Acidosis, respiratory 
Respiratory alkalosis, see Alkalosis, respiratory 
Retroviruses, 326 
Rheumatic disease, monoclonal antibodies in, 

Rheumatoid arthritis, 17 

in organization and management 

389-390 

monoclonal antibodies in, 389-390 
neopterin levels in, 112-113 
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Riboflavin, 87  
Ricin, in cancer therapy, 372-373 
Rotavirus-like agent, 324 
Rubella, treatment, with monoclonal 

antibodies, 335, 337 

S 

Salicylates, 236, 244, 246 
Sample group, reference, 9-10 
Sarcoidosis 

electrolyte balance in, 221 
neopterin levels in, 116 

electrolyte balance in, 213 
Schizophrenia, 17 

Security, in information management, 275-277 
Sendai virus, 325 
Sepiapterin, 95 
Sepsis, 204, 207, 220, 244, 246 

Serological markers, in hepatitis B infection, 

Serotonin, 85 
Serous cystadenocarcinoma. a-fetoprotein as 

sex, effects in specimen collection, 22, 25  
Sexual activity, effects in specimen 

Skewness, in reference values distribution, 

Skin, as carrier of hepatitis B virus, 173-174 
Smoking, pharmacological effects, 21, 25 
Socioeconomics, effect on specimen 

Sodium 

treatment, with monoclonal antibodies, 335 

150-151, 165-167, 172, 175-176 

marker for, 359 

collection, 21 

52-55, 63 

collection, 22 

deficits, calculation, 258 
doses, for ICU patients, 259-261 
monitoring, 206-215 

and acid-base balance, 232-235, 

fractional excretion, 220, 223, 224, 259 
natremia, see Natremia 
observed values, 223 
reference intervals, 206, 223 

239-243, 245 

serum, 19, 20, 40 
Southern blots, of hepatitis B virus DNA, 

Specimens, collection 
159-164 

accessioning, computer-assisted, 280 

age effects, 22 
altitude effects, 21 
biological factors, 26 
chronobiological rhythm effects, 20-21 
collection, 17-34 
computer-assisted management, 281-282 
effects of pharmacologicals, 21 
fasting effects, 18-19 
handling, 27 
of hepatitis B virus, preparation, 153-154 
labeling, computer-assisted, 280-281 
methodologies, 26-27 
posture effects, 19-20 
preparation of individuals, 26-28 
procedures, 28-34 

skin puncture, 31-34 
venous blood, 31 

sex effects, 22 
sexual organ effects, 21 
site of collection, 20 
socioeconomic effects, 22 
standardization, 27-28 
tourniquet effects, 19, 20 

Sperm, monoclonal antibodies, 336, 337 
Spina bitida, 359 
Spironolactone, 214, 243 
Standardization schemes, in specimen 

Staphylococcal pneumonia, neopterin levels, 

Statistics, in reference values, 36-58 

collection, 27-28 

in, 111 

coefficient-based tests, 51-53 
correction for data rounding, 53-54 
distribution tests, 48-54 
goodness-of-fit tests, 50-51, 54  
multivariate alternatives, 58-60 
numerical methods, 62-64 
outliers, 40-41 
preprocessing, 37-41 

partitioning, 37-40 
reference limits, estimation, 41-58 
time-specified alternatives, 60 
transformations, 47, 54-57 

rigid and elastic, 54-55 
transforming functions, 56  
two-stage, 55-57 

visual inspection, 40-41 
Stenocardia, 17 
Steroid hormone receptors, 377-378 
Stomach cancer, markers for, 364 
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U 

Tachycardia, 244 
T Cells, 93, 100, 102, 104, 107-109, 

111-117, 122, 123, 373-375, 
382-384, 390 

Testicular cancer 
markers for, 363, 364 
neopterin levels in, 120-121 

Tetanus toxoid, monoclonal antibodies, 337 
5,6,7,8-Tetrahydrobiopterin, 85, 86, 88, 91 
Tetrahydrofolate, cofactors of, 87-88 
Tetrahydrofolic acid, 91 
5,6,7,8-Tetrahydroneopterin, 88, 89, 91-92 
5,6,7,8-Tetrahydropterin, 88, 95 
Thymine, 87 
Thyrotropin, 379 
Thyroxine, 40, 340 
Thyroxine-binding globulin, serum, 21 
Tissue typing, using monoclonal 

Tolerance interval, in reference limits, 41-42 
Tourniquet, in specimen collection, 19-20 
Tmplasma gondii, monoclonal antibodies, 340 
Transaminase, as marker for hepatitis B 

Transferrin, serum, 21, 40 
Transformations, see Statistics, in reference 

Triglycerides, blood, 40 
Trophoblastic disease, markers for, 363 
Tropoblastic neoplasm, markers for, 363 
Tuberculosis, 17 

antibodies, 331 

virus, 150 

values, transformations 

electrolyte balance in, 221 
neopterin levels in, 110 

cell typing, using monoclonal antibodies, 

markers, assays for, 359-364 
monoclonal antibodies, 337 
neopterin levels in, 118-123 
registry, computer-assisted, 296 

Tumors 

368-370 

Tyrosine hydroxylase, 381 

Ulcerative colitis, 360 

Urea, 19, 40, 120, 209, 219, 222, 223  

Uremia, 237, 246 
Uric acid, serum, 19, 40 
Urinary bladder carcinoma, markers for, 360 
Urothione, urinary, 86 
Uterine carcinoma, markers for, 360 

neopterin levels in, 114 

excretion, 203-204, 225 

V 

Vaccines, immunoaffinity purification, 333 
Variation, intra- versus interindividual, 39-40 
Varicella-zoster virus, treatment, with 

monoclonal antibodies, 335 
Vasopressin, 203-205 
Vimentin, 370 
Vindecine, in cancer therapy, 373 
Viral infections, effect on neopterin levels, 

Viruses, tests for, 324-326 
104-109 

W 

Water, clearance, renal, 219-220.223-227,259 
White blood cells, count, 40, 113, 120 

X 

Xanthine oxidase, 91, 381 
Xanthopterin, 85, 88, 89, 91 

Z 

Zymosan, 93 



This Page Intentionally Left Blank




