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Individual Pitch Control Based on Radial
Basis Function Neural Network

Bing Han, Lawu Zhou, Zhiwen Zhang, Meng Tian
and Ningfeng Deng

Abstract As the increasing of structure in wind turbine (WT), the flapping
vibration force of blade is more and more serious, and the output power will be
unstable in operation of the merged power networks. In this paper, to improve the
WT dynamic performance in running processes, by analyzing the WT aerody-
namics, wind shear, and tower shadow effect, we have designed based on radial
basis function neural network (RBFNN) control strategy for individual pitch control
(IPC), using RBFNN approach pitch control system unknown nonlinear functions,
and introduced into the adaptive law online adjustment the system error, to improve
the dynamic performance of pitch control system and alleviate structure of fatigue
loads. Finally, the results show that based on RBFNN for IPC produces adaptability
dynamic performance. It can effectively improve power quality to reduce fatigue
load in key components of WT.

Keywords Wind turbine � Coleman transform � Neural network � Blade moment

1 Introduction

In recent years, the exhaustion of the natural resources, the influence of environ-
ment and natural disasters and the energy crisis have appeared. However, from the
technical maturity, the size of the market, or the perspective of cost price, the wind
power is currently one of the most developed and the application prospect of new
energy technology [1, 2]. Fixed pitch wind turbine (WT) have many problems in
the development; variable pitch control not only solves the problem of the relia-
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bility of the WT, and during startup the rotor speed can be controlled, after the
interconnection of control, it puts the WT into the power system smoothly and
rapidly and the output power of characteristic factor was improved significantly [3].
Variable pitch WTs have the advantages of high wind energy conversion efficiency,
output power stability, flexible control, and small fatigue loads, then it has grad-
ually become the mainstream of WTs; pitch control technology has become one of
the key technology of large WT [4–6].

The variable pitch control of WT is divided into two kinds, collective pitch
control and individual pitch control [7]. Collective pitch control is a control system
using the same signal to control the pitch angle of the three blades. So much height
difference in wind rotor plane is caused by the difference of wind speed, the
resulting unbalanced force, and vibration in the rotating blade, which is a threat to
the safety of the WT. Occurrence of individual pitch control offers the excellent
method to solve this problem elegantly [8, 9]. Individual pitch control is the control
system by giving three different blade pitch angle signal, and the aerodynamic force
will offset imbalance of fatigue load.

In a word, domestic and foreign scholars study the various individual pitch
control strategy [10–12]. They have achieved excellent results, but these methods
have number of correlative questions. To improve the WT dynamic performance in
running processes, by analyzing the WT aerodynamics, wind shear, and tower
shadow effect, we have designed based on radial basis function neural network
(RBFNN) control strategy for IPC, using RBFNN approach pitch control system
unknown nonlinear functions, and introduced into the adaptive law online adjust-
ment the system error, to improve the dynamic performance of pitch control system
and alleviate structure of fatigue loads. Finally, the results show that based on
RBFNN for IPC produces adaptability dynamic performance. It can effectively
improve power quality to reduce fatigue load in key components of large WT.

2 Wind Turbine Model

The WT model is nonlinear aerodynamic characteristics, so it is necessary to
establish the linear aerodynamic calculation model, the wind generator rotor rota-
tion and linear model equations are [13]

J � d Xð Þ
dt

¼ Mrotor ð1Þ

M� d2 snodð Þ
dt2

þD� d snodð Þ
dt

þ Ssnod ¼ Fax � 3
2H

�Mtilt ð2Þ

M � d2 snay
� �
dt2

þD� d snay
� �
dt

þ Ssnay ¼ Fsd � 3
2H

�Mrotor ð3Þ
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In which, J is moment of inertia of rotor, Ωr is rotor angular velocity, H is hub
height,M is the tower total quality, Mrotor is shaft torque, snod is tower displacement,
D is damping coefficient, Fax is the axial force, Fsd is lateral force.

In this paper, the introduction of RBFNN controls to establish IPC system, the
system schematic diagram is shown in Fig. 1. In the principle diagram, θ1

cm, θ2
cm,

θ3
cm are Coleman transform fine-tuning three blade pitch angles. Ωr is rotor rotating
speed, as input RBFNN controller, the controller calculated to obtain pitch angle θ
and generator torque. While Mz1, Mz2, Mz3 are IPC controller input signals, through
Coleman coordinate transformation Mtilt and Myaw. Finally, Coleman inverse
transformation into three blade pitch angle θi

cm, and comparing collective pitch
angle θ, gives each blade pitch angle θi.

In the IPC controller, the blade root moments Mz1, Mz2, Mz3 are Coleman
transformed from the rotating coordinates to the fixed reference frame Mtilt and
Myaw using equations as follows [14]:

Fig. 1 IPC based on RBFNN of schematic diagram
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Mtitl

Myaw

� �
¼ sinw sinðwþ 2p=3Þ sinðwþ 4p=3Þ

cosw cosðwþ 2p=3Þ cosðwþ 4p=3Þ
� � Mz1

Mz2

Mz3

2
4

3
5 ð4Þ

In which ψ is azimuth of wind rotor.
After transforming the Mz1, Mz2, Mz3 to the fixed reference frame Mtilt and Myaw,

the next step is applied to the Kalman filter IPC controller. The pitch angles θcm in
the fixed reference frame can be obtained according to the IPC calculation in this
paper. Finally, the fixed reference frame θcm is reverse transformed to get the
adjusting pitch signals h0 in the rotating coordinates, the inverse Coleman trans-
formation as follows [15]:

h01
h02
h03

2
4

3
5 ¼

sinw cosw
sinðwþ 2p=3Þ cosðwþ 2p=3Þ
sinðwþ 4p=3Þ cosðwþ 4p=3Þ

2
4

3
5 hcm2

hcm3

� �
ð5Þ

The adjusting pitch signal h01, h
0
2, h

0
3 is superimposed to the ones computed by a

collective pitch and torque control implemented with the RBFNN controller. To
optimize the collective pitch angles θ1, θ2, and θ3, make the different blade pitch
angle activity within a certain range, then compensate wind speed variations to
achieve the purpose of fatigue load alleviate in WT.

3 Based on RBFNN of Design

Consider WT control system for the nonlinear system, using RBF neural network
approximation method and the control output; neural network self-learning function
realization of the control system is analyzed. The controller based on RBFNN
structure as shown in Fig. 2.

C

d/dt

RBFNNC
 Control 
Member

Adaptive Rate

+

+

θu
e(t)

r
+

-

Fig. 2 Block diagram of RBFNN
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And the pitch angle deviation is e ¼ h�r � hr, according to the predetermined
trajectory motion. The design to guarantee that the system variable structure con-
troller, the system of the state need to meet the requirements of Lyapunov stability
control system stability conditions. RBFNN has good generalization ability, simple
network structure, three layer feed forward network: input layer, hidden layer, and
output layer, and the addition of RBFNN can be achieved by optimizing the
equivalent mode control to improve the system variable structure controller output,
to improve the larger interference caused by the earthquake shaking.

Sets the radial basis vectors of neural network to be h = [h1, h2, …, hm]
T, hj as

the gaussian function, then [16]

hj ¼ exp � s� Cj

�� ��
b2j

 !
; k ¼ 1; 2; . . .;m ð6Þ

In which m is the number of hidden layer of neural, in the RBFNN structure, xk is
the input of RBF network; cj = [c11, c12, … c1m]; b = [b1, b2, …bm].

The output of the RBF neural network is as follows [17]:

uk ¼
Xm
k¼1

exp � s� Ckk k2
b2k

 !
ð7Þ

However, when external disturbances join, in order to guarantee the robustness by
RBFNN self-learning function, reduce the system of earthquake shaking, the
RBFNN weights adjustment index for

dhk ¼ �g
@V
@hk

¼ �g
@ðs_sÞ
@hk

¼ �g
@ðs_sÞ
@u

@u
@hk

ð8Þ

Adaptive law is designed for

dhk ¼ cs exp � s� Ckk k2
b2k

 !
¼ cshkðsÞ ð9Þ

In which γ is the adaptive parameter of neural network.
Weights of the RBFNN are as follows:

_L ¼ �sðeþ dðtÞþ gsgnðsÞÞ ð10Þ

In this paper, we set the RBFNN initial weight value of 0.10, and it can well satisfy
the control performance and guarantees the stability of the system.
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4 Simulation Results

In this paper, we have used the MATLAB/Simulink and FAST to simulate the
2 MW horizontal axis WT. The turbulence wind speed model used Kaimal model,
the mean of 13 m/s and a turbulence intensity of 14.1 % is used as shown in Fig. 3.

As seen in Fig. 3, the generator output power, rotor speed, and generator torque,
respectively, have become much more reliable and efficient using RBFNN algo-
rithm the WTs, because the neural network controller could introduce the system
error into the adaptive law online adjustment. And the standard deviation of output
power and rotor speed reduces 13.7 and 18.1 %, respectively. Thus it can be seen

Fig. 3 Performance comparison of the RBFNN + IPC and baseline
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that the RBFNN controller shows better performances than baseline controller in
optimizing the output power performance.

Simulation results are displayed in Fig. 4. It shows good regulations of generated
power and rotational speed, compared to the baseline controller. The RBFNN + IPC
are not only able to hold constant the generator power and rotor speed, but also
reduces the tower and blade bending moments. RBFNN + IPC were used to mitigate
the influence of wind speed fluctuation using the liability of self-study and
self-adaptability of RBFNN in turning parameters of the system. As a result, the
rotor speed variance reduced by 1.56 %, the tower base fore–aft moment showed
significant reduction by 7.61 %, and tower base side-to-side moment reduced by
4.42 % compared with the baseline controller. Therefore, RBFNN + IPC have good
control performance for alleviating fatigue load.

Fig. 4 Loads of blade and tower comparison of the RBFNN + IPC and baseline
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5 Conclusion

In this paper, to improve the WT dynamic performance in running processes, by
analyzing the WT aerodynamics, wind shear, and tower shadow effect, we have
designed based on RBFNN control strategy for IPC, using RBFNN approach pitch
control system unknown nonlinear functions, and introduced into the adaptive law
online adjustment the system error, to improve the dynamic performance of pitch
control system and alleviate structure of fatigue loads. Finally, the results show that
based on RBFNN for IPC produces adaptability dynamic performance. It can
effectively improve power quality to reduce fatigue load in key components of WT
and prolong its service life.
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Study on the Distribution Automation
System Terminal Automatic Test Method

Peng Li, Yimin Qian and Wei Li

Abstract With the widespread use of DAS, higher requirements for distribution
automation terminal on-site testing have been put forward on account of limitations
of field working conditions. Based on the requirement of relevant standards, this
paper discusses automatic testing exploratory research, by analyzing the principal
experimental objects and information transmission mode of the distribution
automation terminal, which adopts IEC-60870-5-104 protocol. On this basis, this
paper brings forward a set of feasible distribution automation terminal test method
based on automatic information acquisition and predefined rules, by scheme design,
process design, and building test environment. Finally, based on the test environ-
ment which divides into online and offline modes, the relevant automatic testing
system has been studied and applied, achieves a fully automated power distribution
terminal test process, and improves the efficiency of this test to ensure safe and
stable running of power distribution automation terminal.

Keywords Distribution automation system (DAS) � Remote terminal unit of dis-
tribution automation � Automatic test � 104 protocol

1 Introduction

With the widespread use of distribution automation system (DAS) in China, higher
requirements for detecting DAS have been put forward. Terminal unit is an
important part of DAS [1]. Taking into account the working environment of dis-
tribution terminals, the power performance requirements of distribution terminal is
more stringent than main station of DAS [2, 3]. The distribution automation ter-
minal which accesses to DAS must be safe, stable, and reliable in order to meet the
need of safe and stable operation of the power system. Because of limitations of
field working conditions, the installation, debugging, and testing of distribution
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automation terminal must be completed in a short time, which puts forward higher
demand to the efficiency of the distribution terminal test [4–6]. This paper studies
the main test objects of distribution automation terminal and information trans-
mission mode, puts forward a set of feasible automatically test method of distri-
bution automation terminal to improve test efficiency, accurately and quickly
complete the terminal device test, and ensure the safe and stable operation of
distribution network terminal.

2 The Main Test Object and Information
Transmission Mode

Study of distribution automation terminal test first needs to determine the main test
object and information transmission mode. The test objects include several aspects
of the response time, the measuring accuracy, the switching input and output, which
directly affect performance. In addition, the information transmission mode of dis-
tribution automation terminal is selected 104 protocol for communications statute.

2.1 Overview of Test Objects

According to several aspects of the response time, measuring accuracy, switching
input and output, this paper brings forward the test objects of distribution
automation terminal.

2.1.1 Response Time

The main testing objects of response time include the telemetry response time, the
response time of remote communication, and the response time of remote control.

2.1.2 Measuring Accuracy

The measuring accuracy involves the current and voltage basic error, the reactive
and active power basic error, the power factor basic error, and the basic error of
harmonic component.

2.1.3 Switching Input and Output

The switching input involves the remote communication change, the SOE resolu-
tion, the remote communication storm, and the avalanche situation. On the other
hand, the switching output involves the action accuracy of switching action signal.

10 P. Li et al.



2.2 Information Transmission Mode

In DAS, data communication between terminal and master station of DAS is used
by communication network. And the main communication protocol of the com-
munication network adopts IEC60870-5-104.

All information interactive contents between distribution automation terminal
and master station use the standard 104 protocol to encode data. Therefore, it can be
considered that any 104 packets between the distribution automation terminal and
the master station contain the main information of transmission, such as telemetry
values, remote status and remote control commands, and so on.

2.2.1 Introduction of IEC60870-5-104

IEC60870-5-104 standard protocol applies to telecontrol equipment and systems
with data transmission of serial bits encoding to monitor and control geographic
wide process. Specific packet information of the 104 protocol is defined by the
application protocol data unit (APDU), which includes the application protocol
control information (APCI) and application service data unit (ASDU), as shown in
Fig. 1.

The APCI defines the data stream starting point, length, and control information of
APDU (such as packets nomissing, no repeat, the transmission start/stop transmission
connection monitoring, etc.). The ASDU consists of information unit and data unit
identifier. Data unit identifier specifies the data type,ASDU length (optional), variable
structure qualifier (optional), andASDUpublic address (optional). Information unit is
the main information carrier of information communication, provides information
unit type, address, element set, and the time-scale.

2.2.2 The 104 Message Parsing of Distribution Automation Terminal

Data communication packet of distribution automation terminal contains its main
information with collection and receiving. And it is parsed to get critical data of

Start character (68H)

1st of Control domain (8bits)

2nd of Control domain (8bits)

3rd of Control domain (8bits)

4th of Control domain (8bits)

Standard defined ASDU

APCI

ASDU

APDU

APDU
length

APDU length(Max, 253)

Fig. 1 Definition of APDU
in companion standard for
telecontrol
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distribution automation terminal. For the use of 104 protocol, the transmission
packet parsing focuses on the APDU. The APDU structure itself must meet the
standard requirements, so it can easily use to describe the standard design of the
corresponding parsing rules (Fig. 2).

3 Distribution Automation Terminal Automatic Test
Method Design

3.1 Design of Testing Scheme

According to main test contents and information transmission mode of the distri-
bution automation terminal, an automatic testing method is designed based on the
automatic information acquisition and predefined rules. According to tested dis-
tribution automation terminal type, this scheme predefines test cases and evaluation
rules. In an automatic test, test system directly injects testing energizing quantity to
tested distribution automation terminal based on predefined test case. Meanwhile,
the testing system obtains real-time response of distribution terminal. And test data
is obtained from the 104 packet parsing module and computationally analyzed.
Then this test system completes specified test project according to the test cases.
After the test project is completed, the testing system forms a report according to
test results and predefined evaluation rules. In this method, besides test cases and
evaluation rules with artificial selection, all test procedures are done automatically.

Depending on whether the distribution automation terminal communicates with
the main station by real-time data, automatic test process can be divided into online
and offline modes. In online automatic test pattern, distribution automation terminals
communicate with master station of DAS. The terminal test platform simulates the
actual amount of electrical excitation to the distribution terminal, and acquires
real-time response of distribution automation terminal through a network commu-
nication device with mirroring function, and completes the scheduled testing and
evaluation of the project. In offline automatic test pattern, distribution automation
terminal directly communicates with master station by disconnecting data to establish
communication test platform. The terminal test platform simulates the actual amount
of electrical excitation to the distribution terminal, and directly acquires real-time
response of distribution automation terminal through network communication, and
completes the scheduled testing and evaluation of the project.

3.2 Design of Testing Process

According to the design features of testing scheme, automatic testing process of
distribution automation terminal is shown in Fig. 3. Among them, the test
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configuration section needs to manually complete the basic test parameters (such as
the tested distribution automation terminal type and specification, rated electrical
quantities, communication parameters, etc.), test cases and evaluation rules con-
figuration. Automatic test section itemizes automatic testing and calculations based
on the configuration information. After all project specified by the test case is
completed, the test system automatically completes evaluation and generates test
reports.

3.3 Construction of Testing Condition

According to the test methods and test process design, testing system consists test
console and test interface worktable. Among them, the test console completes
several capabilities, including the basic configuration, testing project control, test
results evaluation, and test report generation. The test interface performs two
functions, including receiving test console control instructions and encouragement
amount according to the control command of distribution automation terminal.
Online and offline test environment of automatic test pattern are shown in Figs. 4
and 5.

Acquisition data packet

Judge the start 

identifier
(Header=68H)

Acquisition packet 
described length

Judge the packet actual 
length

Parsing information of 
control domain

Parsing ASDU 
infomation

Judge parsing end 
based on information 

of control domain

Y

N

Y

N

Y

N

Acquisition new data 
packet

Fig. 2 Communication data parsing rule of distribution automation terminal based on 104
protocol
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4 Research of Automation Testing System

According to the design ideas of distribution terminal automatic testing methods, a
power distribution terminal automated test system based on information extraction
can be designed and developed, which is shown in Fig. 6. The test system consists
of three parts, Terminal Information Collector, Terminal Test Console, and
Terminal Test Interface Worktable.

Distribution 
automation 

terminal

Data
communication

Terminal test 
interface
worktable

Terminal test 
console

Fig. 5 Automatic offline test
pattern of distribution
automation terminal
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Unit

Basic Attribute 
Information

Information 
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Fig. 6 Power distribution terminal automated test system based on information extraction
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4.1 Terminal Information Collector

Terminal Information Collector is used to automatically identify the basic attribute
information of terminal under test, and complete the data collection, form a standard
format to provide to Terminal Test Console.

4.2 Terminal Test Console

According to the basic attribute information terminal, Terminal Test Console finish
test case matching, matching methods including standard cases and custom cases.
After completion of test case configuration, console form control instruction
according to the control rules, automatically implement test content, and complete
the collection, calculation, analysis, and evaluation of test results. Terminal basic
attribute information, test cases, test results, and the test evaluation are automati-
cally saved in the test console database, and can be automatically exported in the
form of general external interface and data format.

4.3 Terminal Test Interface Worktable

Test Interface Worktable receives control signals from Terminal Test Console,
which is converted into real-time identifiable test excitation signal. The signal is
automatically injected to the measured power distribution terminal. In the mean-
time, Test Interface Worktable automatically collected the response signal from
terminal according to test cases, and automatically transferred to Terminal Test
Console.

5 Conclusion

According to the detailed analysis of the main test contents and information
transmission mode of distribution automation terminal, this paper studies the fea-
sibility of distribution terminal automatic testing methods, and process design of
distribution automation terminal is designed. Additionally, the establishment of test
environment about two automatic test mode is completed. At last, automatic test
method of distribution automation terminal designed in this paper can effectively
improve test efficiency, accurately and quickly completes the test terminal device,
to ensure safe and stable running of power distribution automation terminal, with a
high application value.
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Identification for Acoustic Emission Signal
of Crack Based on EMD Approximate
Entropy and SVM

Zhen-hua Zeng, Shou-ming Zhang and Li Si

Abstract When cracks appear, material of the pipeline will deform, which is
leading to the phenomenon of acoustic emission (AE). It is a kind of nonlinear,
nonstationary complex signal. Based on this feature, an effective method of the
signal identification based on empirical mode decomposition (EMD) approximate
entropy (ApEn) and support vector machine (SVM) is applied in this paper. First,
the signals are decomposed into some intrinsic mode function (IMF) signals using
EMD algorithm; secondly, with simple processing of IMF, ApEn is used to cal-
culate feature information; and lastly, the results are used as feature vector. The
experimental results show that the method is an effective and convenient way to
identify the signals.

Keywords Crack acoustic emission � EMD � Approximate entropy � SVM

1 Introduction

Pipeline is an important device used for the conveyance of gas, liquid, or powder,
which is widely used in the supply of water and long distance transportation of oil
and natural gas. In the midst of all this process, the temperature, corrosion, fatigue,
and other factors can cause pipe to appear cracks. The expanding of crack may lead
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to the leakage of the pipeline, which is a disaster for transportation and causes great
economic cost. The signal source is created by a crack, overloading, or degradation
of the material [1]. It is very important and necessary to diagnose the crack signal of
pipeline timely and accurately. So, we can avoid severe damage and expensive
repairs by the method.

Based on the above analysis, this paper focuses on the characteristics of signal.
We use EMD algorithm to decompose the signal and calculate the ApEn of IMFs
component as feature vectors. The experimental results show that the method is an
effective and convenient way to identify the signals.

2 Introduction of Basic Theories

2.1 Empirical Mode Decomposition

It is a suitable method for processing nonlinear and nonstationary signal. The
complex nonlinear signal can be decomposed into a series of structural components.
The procedures to decompose a signal u(t) can be summarized as [4, 5]:

First, we identify all the local extrema of given signal u(t), including maxima and
minima. Then, we connect all the local extrema by a cubic spline line as the upper
and lower envelope and calculate the mean of the two envelopes as m1ðtÞ. It is
subtracted from the original signal h1ðtÞ ¼ uðtÞ � m1ðtÞ. If h1ðtÞ satisfy the con-
ditions, we get the first c1ðtÞ; however, if h1ðtÞ do not satisfy, we use h11ðtÞ ¼ h1ðtÞ
as a new signal and repeat steps as before until the first c1ðtÞ is extracted. The c1ðtÞ
is then subtracted from uðtÞ, as r1ðtÞ ¼ uðtÞ � c1ðtÞ. The r1ðtÞ is treated as a new
signal when we apply the above procedure to obtain the next one. After n times, we
can get: uðtÞ ¼ Pn

i¼1 ciðtÞþ rnðtÞ, rnðtÞ is a residue function.

2.2 Approximate Entropy

It used a non-negative number to measure the probability of signal that is generated
in the new model. The more complex the signal, the greater the value. Supposing
the original data of N points uðtÞ ¼ uð1Þ; uð2Þ; uð3Þ; . . .; uðNÞ½ �, specific steps are as
follows [3]:

1. Construct m-dimensional vector

UðiÞ ¼ ½uðiÞ; uðiþ 1Þ; . . .; uðiþm� 1Þ�; i ¼ 1. . .N � mþ 1 ð1Þ
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2. Define the distance between UðiÞ and UðjÞ as

d½UðiÞ;UðjÞ� ¼ max
k¼1...m

½ xðiþ k � 1Þ � xðjþ k � 1Þj j� ð2Þ

3. Give a threshold, statistics the number of d½UðiÞ;UðjÞ�\r to every i, then define

Cm
i ðrÞ ¼

1
N � mþ 1

number of d½UðiÞ;UðjÞ�\rf g ð3Þ

4. Calculate

/mðrÞ ¼ 1
N � mþ 1

XN�mþ 1

i¼1

lnCm
i ðrÞ ð4Þ

5. Finally, the value of is

ApEnðm; r;NÞ ¼ /mðrÞ � /mþ 1ðrÞ ð5Þ

The values of parameters m and r reference to the existing experience: m = 2,
r = 0.1 ∼ 0.2 SDu, SDu is standard deviation of u(t).

2.3 Support Vector Machine

Multiclass classification problem can be implemented by “one-against-one”
approach. If k is the number of classes, kðk � 1Þ=2 classifiers are constructed. Each
one trains data from two classes. For training data from the ith and the jth classes,
we solve following two-class classification problem [2].

subject to

min
xij;bij;nij

1
2 ðxijÞTxij þC

P
t

nijt
� �

ðxijÞT/ðxtÞþ bij � 1� nijt if xt in the ith class;
ðxijÞT/ðxtÞþ bij � 1� nijt ; if xt in the jth class;
nijt � 0

ð6Þ

In classification, it can use a voting strategy: each binary classification is con-
sidered to be a voting where votes can be cast for all data points x—in the end a
point is designated to be in a class with the maximum number of votes. For
example, flow chart of three classification problems is showed in Fig. 1.
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3 Method of Identification for Acoustic Emission Signal

The flow chart of identification method has been shown in Fig. 2. The whole
process includes five steps [6–9]:

1. Using digital signal emission system to collect experiment data. Three kinds of
signal (crack; sandpaper; knocking) were simulated as original sample.
Numbered lists should use the “Numbered Item” style.

2. Decomposing every signal into several IMFs. In order to reduce the amount of
calculation, we select the first few components that contain the main informa-
tion. The rest components add together into the last component.

3. Calculating the value of components as mentioned in step 2. If the number does
not equal, the max number are m, we need to add zero value to make the number
equal.

4. Using 70 % of original signal samples as training samples to construct
multiclassifier.

5. Using the rest of 30 % original signal as testing samples to achieve signal
classification.

SVM1 SVM2 SVM3

Train model

Class1 Class2 Class3

Test sample Result1 Result2 Result3

Final result

Fig. 1 Schematic diagram of
multiclass classification

original
signal

SVM
Classification

Class 1

Class 2

Class 3

EMD
approximate

entropy of IMF

Fig. 2 Flow chart of identification method
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4 Analysis of Experimental Results

Experimental device is digital signal emission system SAEU2S designed by Beijing
soundwel Technology Co., Ltd. Sensor is SR150M and its resonant frequency is
150 Hz. We set sampling parameters as follows: frequency of 2000 kHz, length of
10 ms, parameter interval of 2 ms, blocking time of 1 ms, waveform threshold of
50 db. We use Nielson source testing method to simulate a crack signal. At the
same time, a metal knocking signal and a sandpaper signal are added into the sound
sources. We collected 10 samples of each kind of signals and use only the
beginning 1500 points to analyze. The signal waveform of three samples is shown
in Fig. 3.

In the figure, three kinds of signal are different in magnitude. Amplitude of crack
is maximum and sandpaper is minimum. Since the figure is only a partial signal, it
is not accurate that we use the difference between the amplitude of three kinds of
signal to identify the signals. With sandpaper signal, for example, the signal
decomposition results are shown in Fig. 4.

We obtain eight main components and a residual component after decomposi-
tion. In the figure, it is obvious to the sharp drop in amplitude of the component
after fifth subgraph. The main information of the signals focus on the first five
components. In order to reduce the amount of calculation, the after four components
are added into fifth components. According to the above method, if the number is
not equal after processing, zero is served as component when the number is less
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Fig. 3 The signal waveform of three samples
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than the maximum number. Calculating for each component, part of the calculation
results are shown in Tables 1, 2 and 3.

From the results, although three types of data are different, it is not obvious. So,
SVM which can deal with the classification of small samples is introduced.

In this experiment, we use libsvm toolbox which was designed by Professor Lin
and his team in Taiwan University. Seven groups of each kind of the signal samples
were taken as the training samples, and the rest of the three groups were test
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Fig. 4 Decomposition results of sandpaper signal

Table 1 Crack EMD
approximate entropy
calculation results

Crack ApEn1 ApEn2 ApEn3 ApEn4 ApEn5 ApEn6

1 0.6226 0.5639 0.4275 0.1886 0.0794 0

2 0.6126 0.5809 0.5117 0.3004 0.1105 0

3 0.6203 0.5869 0.5328 0.3122 0.1146 0

4 0.6167 0.5803 0.4926 0.2081 0.0706 0

5 0.6338 0.6155 0.5499 0.4023 0.1749 0

Mean 0.6188 0.5855 0.5029 0.2823 0.11 0
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samples. The selection of the type of kernel function was a Gaussian radial basis

function: Kðxi; xjÞ ¼ expð�c xi � xj
�� ��2Þ. The c parameter was 0.02, penalty factor

C was 2. Nine groups of test sample were putted in classification, and the classi-
fication results are all correct, the accuracy rate of 100 %.

5 Summary

In this paper, an identification method for the signals was presented based on EMD
ApEn and SVM. First, the collected signals are decomposed into some IMF signals
using EMD algorithm; secondly, with simple processing, ApEn is used to calculate
feature information; and lastly, using the results as feature vector to achieve the
classification of the signals. They are introduced to detect the signals. It is effective
to decompose nonlinear signal and can reveal the dynamics of signals deeply. SVM
can solve small samples, nonlinear classification problem by selecting the appro-
priate kernel function and related parameters to train classifier. We can get high
accuracy classification results. The experimental results show that the method is an
effective and convenient way to identify the signals.

Table 2 Sandpaper signal EMD approximate entropy calculation results

Sandpaper ApEn1 ApEn2 ApEn3 ApEn4 ApEn5 ApEn6

1 0.7752 0.6535 0.5852 0.4159 0 0

2 0.7639 0.6441 0.5935 0.3633 0 0

3 0.7459 0.6374 0.5617 0.349 0 0

4 0.7645 0.628 0.593 0.3431 0.1119 0

5 0.7475 0.6274 0.5988 0.4274 0.2391 0

Mean 0.7419 0.6381 0.5864 0.3797 0.0702 0

Table 3 Beat signal EMD approximate entropy calculation results

Knocking ApEn1 ApEn2 ApEn3 ApEn4 ApEn5 ApEn6

1 0.1176 0.3872 0.2216 0.1984 0 0

2 0.6992 0.3099 0.3902 0.2624 0 0

3 0.5844 0.1571 0.1687 0.2206 0.1216 0

4 0.0825 0.1409 0.2041 0.1627 0.0769 0.0156

5 0.0784 0.0961 0.2325 0.2129 0.1739 0

Mean 0.2120 0.2182 0.2434 0.2114 0.0745 0.0031
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Capacitors Optimization of Novel
Series-Connected Capacitor-Run
Three-Phase Induction Motor Fed
by Single-Phase Supply

Hui Zhong, Xiuhe Wang and Dongwei Qiao

Abstract The phase-shift capacitors played the important role in the three-phase
induction motor operation with single-phase power supply. This paper provided the
capacitors optimization of three-windings in series connection motor. First, the
capacitors are optimized with the golden section method by selecting the smallest
negative-sequence current coefficient as objective function. Then capacitances are
further optimized with simulated annealing method by taking the highest efficiency
under rated loads as objective function. The combined optimization method enabled
the proposed motor to operate with high efficiency and provided the method for
capacitors determination. The calculation and test efficiency of the motor with the
optimized capacitors were compared to valid the optimization. The effect of
capacitance on the motor performance was investigated with simulation, which
provided the evidence of the optimization.

Keywords Optimization method � The golden section method � Simulated
annealing method � Capacitor � Single-phase motor

1 Introduction

Capacitor-run three-phase induction motors fed by single-phase power supply
would improve the efficiency of single-phase induction motor without increasing its
manufacturing cost. The novel approach with capacitor series connection was
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proposed in [1], shown in Fig. 1. The results of the steady and dynamic state
performance analysis showed that the proposed motor can achieve approximately
rated efficiency and higher power factor comparing to original three-phase induc-
tion motor [1, 2]. The capacitors used as phase converters are connected to the
windings, which are the most important components for the performance of the
proposed motor [3–5]. It is necessary to make a detailed study on the capacitor to
ensure the performance of the motor.

In this paper, the capacitors parameters were optimized to get the best perfor-
mance of the novel by selecting the smallest negative-sequence current coefficient
or the highest efficiency under rated load as the objective functions. Considering of
the importance of manufacture, economic and symmetry to the performance of the
proposed motor, the ideal capacitors were determined by the combined using of the
golden section searching and simulated annealing method. Investigations were
undertaken to show the effect of the capacitance on torque fluctuation for the
symmetry of the motor.

2 Optimization of Capacitors

When developing the simulation model of the motor shown in Fig. 1, the following
assumptions are made: sinusoidal distributed air gap flux density, neglecting the
harmonics, saturation and iron loss, and three-phase symmetrical stator windings.
The balanced operation condition for the proposed motor is

Fig. 1 Position of capacitors
and windings
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ZC1 ¼ a2Zf
ZC2 ¼ ða2 � 1ÞZf

�
ð1Þ

where ZC1 and ZC2 are the impedances of the capacitors C1 and C2 respectively,
a ¼ ej120

�
, and Zf the positive-sequence equivalent single-phase impedance calcu-

lated from the T equivalent circuit of the induction motor.

Zf ¼ r1 þ jx1 þ jxm
R0
2

s
þ jX 0

2

� ��
R0
2

s
þ j X 0

2 þ xm
� �� 	

ð2Þ

According to Eq. (1), impedances ZC1 and ZC2 are series connection of resis-
tances and capacitances, which will increase the ohmic loss and decrease the effi-
ciency of the motor. To avoid the additional ohmic loss, only capacitors will be
connected in Fig. 1. In this case, the motor cannot operate symmetrically. What we
need to do is to select suitable capacitors to enable the motor operate symmetrically
as possible as we can.

To illustrate the determination of capacitances, calculation was performed on a
three-windings reconnection model of a 2.2 kW, 190 V, 50 Hz, 4-pole,
Y-connected three-phase induction motor. The rated slip is 0.05333 and power
supply is 220 V. The machine parameters are as follows: R1 = 0.8128 Ω,
R0
2 ¼ 0:7463 X, X1 = 0.9927 Ω, X 0

2 ¼ 0:9927 X, Xm = 18.0923 Ω. The calculated
results show that impedances of the capacitors should be only capacitance. The
capacitors are optimized by two methods to get to the suitable symmetry operation
condition.

2.1 Theory

The capacitors are optimized with the golden section method and simulated
annealing method.

The basic idea of golden section method is that of finding the minimum or
maximum of a strictly unimodal function by successively narrowing the range of
values inside which the extremum is known to exist [6]. The method uses an
interval reduction strategy independent of the number of iterations, where the ratio
between the sizes of two consecutive intervals is constant and makes use of the
golden ratio γ = 0.618 [7].

Simulated annealing (SA) is a generic probabilistic metaheuristic for the global
optimization problem [8]. The method starts from a state and continues to either a
maximum of steps or until a state with the minimum of energy is found. In the
process, the call neighbor(s) should generate a randomly chosen neighbor of a given
state; the call random (0, 1) should pick and return a value in the range [0, 1),
uniformly at random.
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2.2 Optimization with Golden Section Method

Mathematically, the performance of the novel motor can be described by a set of stator
currents equations. Corresponding to a determined load, the positive-sequence,
negative-sequence, and zero-sequence currents are the functions of the running
capacitors value. kib is defined as the ratio of negative-sequence current to
positive-sequence current, which are the functions of the capacitance C1 and C2.

kibðZC1 ; ZC2Þ ¼
½ða2 � aÞZf þ a2ZC2 �ðZ0 þ 2ZC1Þþ 2ða2Zf � ZC1ÞZC2

½ða2 � aÞZb � aZC2 �ðZ0 þ 2ZC1Þ � 2ða2Zb � ZC1ÞZC2










 ð3Þ

When the slip is determined, according to Eq. (1), the relationship of the
impedances can be derived as

ZC2 ¼ ða2 � 1Þ�a2ZC1 ð4Þ

Thus Eq. (3) can be changed to the function of capacitance C1

kibðZC1Þ ¼
ða2 � aÞZf þða2 � 1ÞZC1

� 
Z0 þ 2ZC1ð Þþ 2 a2Zf � ZC1

� �
a2�1
a2 ZC1

ða2 � aÞZb � a2�1
a ZC1

� 
Z0 þ 2ZC1ð Þ � 2 a2Zb � ZC1ð Þ a2�1

a2 ZC1













 ð5Þ

The golden section search method is used to find the optimal capacitor C1 which
enables kib as small as possible for rated load. Table 1 shows the relationship
between the capacitance and negative coefficients with rated slip. It can be seen that
the minimum of the negative-sequence coefficient is correspondence to the
capacitances as the slip determined. The ideal capacitors can be determined cor-
responding to the slip by golden section method.

Generally, single-phase induction motor runs with the slip varying from 0.03 to
0.08. According to the above method, ideal capacitance corresponding to the
minimum negative-sequence coefficients with different slip is shown in Table 2.

It shows that the ideal capacitance value increases with the slip and changed little
in the normal operating range of the motor, which provides a theoretical basis for
the selection of a suitable capacitors. However the matched ideal capacitors cannot
achieve the rated power output and need further optimization.

Table 1 Capacitance and
negative coefficients

C1/μF C2/μF kib
142 85 0.3969

224 134 0.1128

262 156 0.1436

307 183 0.2669

322 192 0.3014
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2.3 Optimization with Simulated Annealing Method

Therefore, the calculation of efficiency can be built into a multivariable hybrid
model. Using simulated annealing method to the impedance value of the variable
capacitors C1 and C2 as optimization parameters, optimization intended to enable
the motor efficiency at rated load maximized. Table 3 shows the comparison of the
performance of the motor before and after optimization.

With above optimized capacitors, the efficiency calculation and test were carried
out on the novel motor supplied with 220 V single-phase power source and test
results were compared to those of three-phase symmetrical operation state with
110 V three-phase power supply, as shown in Fig. 2.

It can be seen that the efficiency of the proposed motor is much lower than the
three-phase motor at light loads and heavy loads since the connected capacitors

Table 2 Ideal capacitance
corresponding to different slip

S C1/μF C2/μF kib P2/W

0.03 183 97 0.111 953

0.04 210 118 0.0266 1278

0.05 2220 131 0.0808 1549

0.06 239 146 0.1412 1662

0.07 267 167 0.1846 1861

0.08 287 182. 0.2132 1982

Table 3 Comparison of the
performance of the motor
before and after optimization

Optimization C1/μF C2/μF Efficiency (%) kib P2/W

Before 224 134 76.27 0.2675 2174

After 250 150 80.06 0.3167 2223

Fig. 2 Efficiency comparison
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were selected to satisfy the requirements of rated load. The calculated efficiency
agreed to the measured one, which shows that the ohmic loss of the capacitors can
be neglected.

3 The Effects of Capacitances on Motor Performances

Investigation was taken to show the effect of the capacitance on torque fluctuation,
which could cause noise and decrease the performance of the proposed motor.

Figure 3 shows the steady torque fluctuation and steady speed fluctuation for
different capacitances. Steady torque fluctuation ΔTe and speed fluctuation are
defined as

DTe ¼ ðTmax � TminÞ=TN ð6Þ

Dn ¼ ðnmax � nminÞ=ns ð7Þ

where, Tmax and Tmin are the maximum and minimum of the steady torque,
respectively, TN the rated torque, nmax and nmin are the maximum and minimum of
the steady speed, respectively, ns the synchronous speed.

It can be seen that the speed fluctuation and steady torque fluctuation first decrease
and then increase with capacitances in the given range. This can be explained as
follows: smaller or larger capacitance than the value which enables the
negative-sequence current to be minimum would cause the increase of the negative-
sequence current, thus the electromagnetic torque caused by negative-sequence
magneticfield increase and deduce the speedfluctuation and steady torquefluctuation.

Fig. 3 Fluctuation of steady torque and speed for different C1
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This suggests that there is a specific optimized capacitance of C1 which will
achieve a near-optimal symmetrical operation state and produce the minimum
negative-sequence current under rated load condition. In return, it produces the
minimum fluctuation of the torque and speed. Any other capacitance, either larger
or smaller than that value, will cause the negative-sequence current to grow, and
thus larger fluctuation of torque and speed. With the capacitors, the novel
single-phase motor would achieve approximately rated efficiency and a higher
power factor compared with the original three-phase motor.

4 Conclusion

This paper presents the study of capacitors optimization for a novel energy efficient
single-phase induction motor with three series-connected windings and two capac-
itors. Since the performance of the novel motor can be described by a set of stator
currents equations, the ratio of negative-sequence current to positive-sequence
current is defined, which is the function of the capacitors impendence.

The capacitors are optimized with the golden section method by selecting the
smallest negative-sequence current coefficient as objective function at first. Then,
capacitances are further optimized with simulated annealing method by taking the
highest efficiency under rated loads as objective function. The combined opti-
mization method enabled the proposed motor to operate with high efficiency and
provided the method for capacitors determination. With above optimized capaci-
tors, the efficiency calculation and test are carried out on the proposed motor and
test results are compared to those of three-phase symmetrical operation motor. The
effect of capacitance on the motor performance was investigated with simulation.

From the above studies, following conclusions can be drawn.

1. The validity of the proposed capacitor optimization method was verified by
measured results on prototype motor, thus can be used to design and improve
the performance of the novel single-phase motor.

2. The capacitances have great effects on transient and steady-state performances.
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Distributed Cooperative Secondary
Control of Microgrids with Bounded
Control Input

Xinsheng Wang and Tianyi Xiong

Abstract This paper proposes a distributed cooperative secondary control of
microgrids (MG) operated in islanded mode with bounded control input. Although
the primary control can maintain the voltage and frequency stable when the
microgrid switches to islanded mode, it leads to the voltage and frequency of each
DG deviations. The secondary control is applied to restore the voltage and fre-
quency to their references and achieve power sharing. The MG can be considered as
multi-agent systems since each DG is an agent and the communication network is
modelled by a digraph. Considering the limitation of control input, a tracking
strategy with bounded control input is adopted. The stability of the closed-loop
system is proved in theory, and the simulation on an islanded microgrid verifies the
effectiveness of the proposed control strategy.

Keywords Islanded microgrid � Secondary control � Bounded control input �
Multi-agent systems

1 Introduction

As the main building blocks of smart grids, microgrids (MG) are small-scale power
systems that facilitate reliable and effective integration of distributed generators
(DGs) [3]. They can operate connected to the traditional centralized grid (macro-
grid), but also can disconnect from the macrogrid and operate in an islanded mode
due to the unplanned disturbances or preplanned scheduling [4]. However, once a
microgrid is islanded from the macrogrid, the power balance between the supply
and demand will not match, and the frequency and voltage of the microgrid will
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fluctuate because of this mismatch, which may cause a blackout [9]. Therefore,
control strategies play a significant role in the control of MGs.

Recently, hierarchical control for MGs in islanded mode has been proposed
inspired by control architectures from transmission level power systems [12]. This
control strategy is composed of three layers namely, primary, secondary and tertiary
controls [6, 7, 14]. The application of primary control is able to maintain frequency
and voltage in stable ranges in islanded MGs, however, primary control may lead
voltage and frequency to deviate from their nominal values. To compensate the
deviations and share the output power, the secondary control is applied, which leads
to a track synchronization problem [2, 5, 11]. This paper focuses on the secondary
control in islanded MGs.

The traditional secondary control is based on the MG centralized controller
requiring a complex communication work, which may reduce the reliability and
stability of the MG systems [1]. Compared to centralized control strategy, dis-
tributed control structure with sparse communication network is less sensitive to
failures and error modelling [5, 16]. In addition, the cooperative control is applied
in a power distribution system to regulate the output power of DGs [15].

Due to the flexibility and computational efficiency, networkedmulti-agent systems
have gained wide attention. In MG systems, each DG can be considered as an agent,
thus, a MG can be regarded as a multi-agent system. Through the communication
networkmodelled by a direct graph (digraph), DGs can communicate with each other.

In this paper, a secondary control strategy of islanded MGs based on distributed
cooperative control of multi-agent systems is presented. Considering the limitation on
saturated control input, a tracking synchronization algorithm with a bounded control
input is proposed to achieve the secondary control goal. Lastly, the validity and
effectiveness of the proposed control strategies are verified by the simulation results.

2 Primary and Secondary Control Analysis in Islanded
MGs

Figure 1 shows the block diagram of an inverter-based DG. It contains a primary dc
source, a dc/ac inverter bridge, anLCfilter, and an output connector [2]. The controller
is composed of three control loops respectively named power, voltage and current
controller, and the detailed descriptions of the three controllers are introduced in [10].

The target of primary control is to stabilize the voltage and frequency and
mitigate circulating currents [2], which is realized in the internal control loops of
DGs by adopting droop technique. The frequency and voltage droops implemented
in power control loop for the ith DG are given by

v�o;mag ¼ Vni � nQiQi

xi ¼ xni � mPiPi

�
ð1Þ

36 X. Wang and T. Xiong



where xni and Vni are the references in primary control, xi is the angular frequency
calculated by power controller, v�o;mag is the output voltage magnitude reference
value, mPi and nQi are the droop coefficients, Pi and Qi are the measured active and
reactive power at the DG’s terminal.

According to Guo et al. [8] and Simpson-Porco et al. [13], the frequency of MG
under droop controller will be synchronized. However, once the total power output
is not equal to the total consumption real power, the synchronized steady-state
frequency may deviate from the nominal value xref . Similarly, if the reactive power
is not equal to the desired value, the voltage will also deviate from its nominal
value. Therefore, secondary control is necessary so as to restore the microgrid
frequency and voltage to their nominal values.

Based on the primary control, the secondary control designs the control input Vni

and xni in (1) to restore the frequency and voltage to their nominal values.
Since the amplitude of the voltage can be described on direct-quadratic (d-q)

reference frame as follows

vo;mag ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2odi þ v2oqi

q
voqi ¼ 0

(
ð2Þ

so the primary voltage control strategy is given by

v�odi ¼ Vni � nQiQi

v�oqi ¼ 0

�
ð3Þ

where vodi and voqi are the direct and quadratic components of vo;mag.
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Fig. 1 Block diagram of an inverter –based DG
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According to (3), the secondary voltage control selects the appropriate Vni so that
vodi ! vref . In the same way, the secondary frequency control selects xni to
xi ! xref . At the meantime, the active power of each DG is allocated to

mP1P1 ¼ mP2P2 ¼ � � � ¼ mPNPN ð4Þ

which is called as power sharing.

3 Distributed Cooperative Secondary Control
with Bounded Control Input

Considering the condition requiring that the control input is within a range, dis-
tributed cooperative secondary control with bounded control input is proposed.

3.1 Distributed Cooperative Secondary Control of Voltage
with Bounded Control Input

As introduced in Sect. 2, the secondary voltage control is applied to synchronize
the voltages of DGs to the reference, and bounded control input is required.

Due to the dynamics of the current and voltage controller are much faster than
the dynamics of power controller [5, 10], we neglect the dynamics of the current
and voltage controller and (3) can be written as

vodi ¼ Vni � nQiQi

voqi ¼ 0

�
ð5Þ

Differentiate the upper equation and define an auxiliary control uvi

_vodi ¼ _Vni � nQi
_Qi � uvi ð6Þ

This process is input-output feedback linearization, which transforms the secondary
voltage control of a microgrid with N DGs to a first-order linear multi-agent system
tracking synchronization problem [5]

_vodi ¼ uvi; i ¼ 1; . . .N ð7Þ

So the control goal synchronizing vodi to the reference is achieved by designing the
bounded auxiliary control input uvi.
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uvi can be designed as follows

uvi ¼ �cv
X
j2Ni

aij tanhðvodi � vodjÞþ ĝi tanh vodi � vref
� � !

ð8Þ

The communication network of a microgrid can be modelled by a digraph and each
DG is assumed as a node. According to graph theory, Nj ¼ fj : ðti; tjÞ 2 Eg set the
neighbours of node i, aij denotes the element of adjacency matrix, aij [ 0 if the ith
DG can receive the information from the jth DG, otherwise, aij¼0. ĝi is the pinning
gain and ĝi [ 0 if the ith DG is connected to the reference, otherwise, ĝi ¼ 0.
cv [ 0 is the control gain to improve the response time.

Since tanhð�Þk k� 1, uvik k�Mv ¼ cv
PN

j¼1 aij þ
PN

j¼1 ĝi
� �

, that is, the auxiliary

control input is bounded.

Theorem 1 The communication network of a microgrid is modelled by a digraph
Gr, which is strong connected and meets the requirements of detailed balance that
there exits vector w ¼ ½w1 w2 . . . wN �T satisfying wiaij ¼ wjaji, wi [ 0. Then,
if the bounded auxiliary control input is designed as (9), the output voltage vodi will
track the reference vref .

Proof Let dvi ¼ vodi � vref , consider the following Lyapunov function candidate

V ¼ 1
2

XN
i¼1

wid
T
vidvi ð9Þ

Differentiate the Lyapunov function V along the trajectory with respect to time t,
and when the digraph Gr is strong connected and satisfies detailed balance, _V is
deduced as follows

_V ¼
XN
i¼1

wid
T
vi
_dvi ¼

XN
i¼1

wid
T
vi �cv

X
j2Ni

aij tanhðdvi � dvjÞþ ĝi tanhðdviÞ
 !" #

¼ �cv
XN
i¼1

wid
T
vi

X
j2Ni

aij tanh dvi � dvj
� �� cv

XN
i¼1

wiĝid
T
vi tanhðdviÞ

¼ �cv
XN
i¼1

XN
j¼1

wiaijd
T
vi tanh dvi � dvj

� �� cv
XN
i¼1

wiĝid
T
vi tanhðdviÞ

¼ � 1
2
cv
XN
i¼1

XN
j¼1

wiaij dvi � dvj
� �T

tanh dvi � dvj
� �� cv

XN
i¼1

wiĝid
T
vi tanhðdviÞ

ð10Þ
Since tanhðdvi � dvjÞ and dvi � dvj, tanh dvi and dvi have the same sign compo-

nentwise, _V � 0. To this end, the overall auxiliary system is stable. Noticing that
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_V ¼ 0 implies dvi ¼ dvj ¼ 0; 8i 6¼ j. According to LaSalle’s Invariance principle, it
follows that dvi ! 0; t ! 1, that is, the auxiliary closed-loop is asymptotical
stable. Furthermore, since dvi ¼ vodi � vref , limt!1ðvodi � vrefÞ ¼ 0 is obtained, that
is, the output voltage vodi can track the reference vref . The proof is completed.

3.2 Distributed Cooperative Secondary Control
of Frequency with Bounded Control Input

As introduced in Sect. 2, the goal of secondary frequency control is to synchronize
the angular frequency xi to its reference xref and allocate mPiPi to the same value.
Moreover, in this section, bounded control input is required.

Differentiate equation (1)

_xi ¼ _xni � mPi
_Pi � uxi; i ¼ 1; 2; . . .;N ð11Þ

And let

mPi
_Pi � uPi; i ¼ 1; 2; . . .;N ð12Þ

where uxi and uPi are auxiliary controls. uxi is designed for xi to track its reference
xref , and uPi is to realize the active power sharing.

uxi and uPi can be designed as follows

uxi ¼ �cx
X
j2Ni

aij tanhðxi � xjÞþ ĝi tanhðxi � xrefÞ
 !

ð13Þ

uPi ¼ �cP
X
j2Ni

aij tanhðmPiPi � mPjPjÞ
 !

ð14Þ

where cx [ 0 and cp [ 0 are the coupling strength.
Similar to Sect. 3.1, the auxiliary control inputs uxi and uPi can be proved to be

bounded. Moreover, the system can be proved to be asymptotic stable, and xi can be
proved to track its reference xref . Meanwhile, active power sharing can be realized.

4 Simulation

In this section, the validity and effectiveness of the proposed secondary control of
islanded MG including four DGs is verified by simulation. Figure 2 shows the
topology of the communication digraph.
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According to Fig. 2, the communication network digraph is strongly connected,
and its adjacency matrix AG is

AG ¼
0 1 0 0
2 0 1 0
0 1 0 1
0 0 4 0

2
664

3
775

And there exits w ¼ ½w1;w2;w3;w4�T ¼ ½4; 2; 1; 1=4�T for wiaij ¼ wjaji; 8i; j, that is,
detailed balance is satisfied.

Set the voltage and angular frequency references as vref ¼ 380V and
xref ¼ 314:16 rad/s, and the control gains cv; cx; cp are all set to 400.

Assuming that the microgrid operates in island mode at t ¼ 0 s, the primary
control is implemented at the beginning, and the proposed secondary control is
applied at t ¼ 0:6 s.

Figures 3, 4 and 5 show the changes of DG voltages, frequencies and output
active powers before and after applying the proposed secondary control. As seen in
Fig. 3, 4 and 5, the voltages, angular frequencies and powers begin to deviate from
their reference values after islanding. However, the deviation is compensated by
distributed cooperative secondary control with bounded control input, that is
voltages, frequencies respectively synchronize to their nominal values and active
power sharing is realized.

DG1
References

DG2 DG3

DG4

1 2

1

2

1 4

Fig. 2 The communication digraph topology

Fig. 3 DG output voltage magnitudes before and after applying secondary control

Distributed Cooperative Secondary Control of Microgrids … 41



5 Conclusion

In this paper, the distributed cooperative secondary control of islanded MG based
on multi-agent with bounded control input is adopted to achieve the secondary
control goal that restores the voltage and frequency value to their references and
achieve power sharing. In the end, the proposed strategy is proved to be reliable and
effective by simulating on an islanded microgrid system.
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Distributed Robust Control of Uncertain
Multi-agent Systems with Directed
Networks

Wei Liu, Qingpo Wu and Shaolei Zhou

Abstract This paper investigates the distributed robust control problem of a class
of uncertain linear time invariant multi-agent systems with directed networks. It is
assumed that the agents have identical nominal dynamics while subject to different
norm-bounded parameter uncertainties. Based on relative states information of the
neighbor agents and a subset of absolute states of the agents, distributed robust
controllers are constructed. Sufficient conditions are proposed based on bounded
real lemma and algebraic graph theory. The effectiveness of the theoretical results is
illustrated via a numerical simulation.

Keywords Multi-agent systems � Robust control � Directed networks � Bounded
real lemma

1 Introduction

Recently, the distributed control problem of multi-agent systems has drawn great
attention for its broad potential applications in many areas such as formation control
[1–4], flocking control [5], and consensus control [6, 7]. Compared with traditional
control systems, agents in the multi-agent systems are coupled through networks
which usually are modeled by directed or undirected graphs. The system behavior
depends not only on the individual agent dynamic, but also on the structure of the
networks [7].

Due to some physical constrains such as limited resources and energy or short
communication ranges, individual agent cannot get the global information of the
system. Thus, only distributed controllers can be used with local information of
neighbor agents. The distributed controllers have many advantages such as flexible
scalability, high robustness, and low costs.
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The distributed control problem of ideal multi-agent systems without uncer-
tainties has been studied from different perspectives and numerous results have
been obtained [1–10]. However, in practical applications, real systems usually have
uncertainties or subject to external disturbances such as sensor noise which may
destroy the convergence property of the systems. Motivated by this observation,
many works have been done. In [11], a decomposition approach was used to study
the H1 control problem of identical dynamically coupled systems subject to
external disturbances. Under undirected graphs, based on local relative output
information, dynamic H1 controllers were proposed in [12]. As an extension of
consensus regions, the notions of the H1 and H2 performance regions under
undirected graphs were introduced and it was proved that the unbounded H1
performance region was independent of the communication topology as long as it
was connected [13]. In [14], a control protocol was introduced to solve the H1
consensus problem synthesized with transient performance. In [15], under undi-
rected networks, the distributed H1 robust control problem of linear multi-agent
systems with parameter uncertainties was investigated, in which the agents have the
same nominal dynamics while subject to different parameter uncertainties. Then the
same problem was solved synthesized with transient performance with undirected
networks [16].

Note that, the commutations topologies of the existing results relating to the
distributed robust control problem of uncertain linear multi-agent systems [15, 16]
are restricted to be undirected. However, the communication topologies in real
application are usually modeled by directed graphs and the undirected topologies
can be seen as a special class of directed topologies in which the edges among the
agents are bidirectional.

Motivated by this, in this paper, we investigate the distributed robust control
problem of uncertain linear multi-agent systems with directed networks. A directed
graph is used to model the communication topology in the networks. It is assumed
that the directed graph has a spanning tree and there is at least one root node has a
loop. Based on local relative states information of the neighbor agents and a subset
of absolute information of the agents, distributed robust controllers are constructed.
Sufficient conditions are proposed based on the bounded real lemma and algebraic
graph theory. Compared with the existing results in [15, 16] where the communi-
cation topologies are assumed to be undirected, a bright feature of this paper is that
the networks are assumed to be directed.

The remainder of the paper is organized as follows. In Sect. 2, some necessary
concepts and notation are introduced. In Sect. 3, the robust control problem of
multi-agent systems is addressed. In Sect. 4, a simulation example is presented.
Section 5 is the conclusion.
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2 Preliminaries

Please use the “Equation” button for equations and positioned correctly using one
tab space before and one after, as below.

In this paper, following notations will be used. Rn�n and C
n�n denote the set of

n� n real and complex matrices, respectively. ⊗ denotes the Kronecker product.
For l 2 C, the real part is Re lð Þ. In is the n� n identity matrix. �k k stands for the
induced matrix 2-norm. For a square matrix A, k Að Þ denotes the eigenvalues of
matrix A; rank Að Þ denotes its rank. The inertia of a symmetric matrix A is a triplet
of nonnegative integers m; z; pð Þ where m, z and p are respectively the number of
negative, zero and positive elements of k Að Þ. max k Að Þf g (min k Að Þf g) denotes the
largest (smallest) eigenvalue of the matrix A. A[B (A�B) means that A� B is
positive definite (respectively, positive semidefinite). A;Bð Þ is said to be stabilizable
if there exists a real matrix K such that AþBK is Hurwitz.

A directed graph G ¼ V; E;Að Þ contains the vertex set V ¼ 1; 2; . . .;Nf g, the
directed edges set E �V � V, the weighted adjacency matrix A ¼ aij

� �
N�N with

nonnegative elements aij. aij ¼ 1 if there is a directed edge between vertex i and j,
aij ¼ 0 otherwise. The set of neighbors of i is defined as N i :¼ j 2 V : aij ¼ 1

� �
.

A directed path is a sequence of ordered edges of the form i1; i2ð Þ; i2; i3ð Þ; . . ., where
ij 2 V. The Laplacian matrix of the topology G is defined as L ¼ Lij

� �
N�N , where

Lii ¼
P

j6¼i aij and Lij ¼ �aij. Then 0 is an eigenvalue of L with 1N as the

eigenvector. A directed graph is called balanced if
PN

j¼1 aij ¼
PN

j¼1 aji. A directed
graph is said to have a spanning tree if there is a vertex called the root such that
there is a directed path from this vertex to every other vertex. A directed graph is
said to be strongly connected if there is a directed path between every pair of
distinct vertices.

Lemma 1 (Bounded Real Lemma [17]) For a positive scalar c[ 0 and the
transfer function G sð Þ ¼ C sI � Að Þ�1BþD, then the following are equivalent

(1) Re k Að Þð Þ\0 and G sð Þk k1\c.
(2) �r Dð Þ\c and there exist a positive definite matrix P such that

ATPþPAþCTCþ PBþCTD
� �

c2I � DTD
� ��1

BTPþDTC
� �

\0:

Lemma 2 (Schur Complement Lemma [18]) Given a matrix S ¼ S11 S12
S21 S22

� 	
,

where S 2 R
n�n, S11 2 R

r�r, S21 ¼ ST12, then the following are equivalent
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(1) S\0.
(2) S11\0; S22 � S21S�1

11 S12\0.
(3) S22\0; S11 � S12S�1

22 S21\0.

3 Main Results

Consider a multi-agent system composed of N agents with following uncertain
Lur’e type nonlinear dynamics

_xiðtÞ ¼ AþDAið ÞxiðtÞþBuiðtÞ; i ¼ 1; 2; . . .;N; ð1Þ

where xiðtÞ 2 R
n and uiðtÞ 2 R

p are the state and the control input of the i-th agent,
respectively. A and B are constant system matrices with compatible dimensions.
DAi is an unknown matrix representing the time-varying parameter uncertainty
associated with the i - th agent. Here DAi ¼ DFiE, where D and E are known
matrices of appropriate dimension which characterize the structure of the uncer-
tainty. Fi is an uncertain matrix satisfying FT

i Fi � q2I and q[ 0 is a given constant.
Here, a directed graph G is used to model the communication topologies. The

following assumption is introduced.

Assumption 1 The directed graph G has a directed spanning tree and there is at
least one root node has a loop.

Based on this assumption, following distributed static consensus controller is
proposed

ui ¼ cK
XN
j¼1

aij xj � xi
� �� gixi

 !
; ð2Þ

where K 2 R
p�n is the feedback matrix to be designed, c is the coupling strength to

be selected, aij is the element of the adjacency matrix of the communication
topology. gi ¼ 1 means that agent i knows its own absolute state information,
gi ¼ 0, otherwise. Then, according to Assumption 1,

PN
i¼1 gi 6¼ 0.

Then, the closed-loop system dynamics of (1) using the controller (2) is

_x ¼ IN � A� c LþGð Þ � BKð Þxþ IN � Dð ÞF IN � Eð Þx
¼ IN � A� c LþGð Þ � BK þ IN � Dð ÞF IN � Eð Þð Þx ; ð3Þ

where x ¼ ½xT1 ; xT2 ; . . .; xTN 	T , F ¼ diag F1; . . .;FNð Þ, L 2 R
N�N is the Laplacian

matrix of the graph, G ¼ diag g1; g2; . . .; gNf g.
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Lemma 3 Zero is a simple eigenvalue of L and all the other nonzero eigenvalues
have positive real parts if and only if the graph has a directed spanning tree [7].
Furthermore, if there is a root agent i such that gi 6¼ 0, G ¼ diag g1; g2; . . .; gNf g,
then Re k LþGð Þð Þ[ 0.

Lemma 4 Under the Assumption 1, there exist a positive definite matrix Q and a
positive scalar α such that

LþGð ÞTQþQ LþGð Þ[ aQ; ð4Þ

where 0\a\2min Re k LþGð Þð Þf g.
Proof According to Lemma 3, one can obtain that Re k LþGð Þð Þ[ 0. Then
Re k LþG� 1

2 aI
� �� �

[ 0. Thus, there exist a positive definite matrix Q such that

LþG� 1
2 aI

� �T
QþQ LþG� 1

2 aI
� �

[ 0. This completes the proof.

Definition 1. The system (1) with ui ¼ 0 is quadratically stable if there exists a
common Lyapunov matrix P[ 0 such that for all admissible uncertainty DAi

AþDAið ÞTPþP AþDAið Þ\0:

Lemma 5 (Small gain theorem) The system (1) with ui ¼ 0 is quadratically stable
for all admissible uncertainties Fi satisfying FT

i Fi � q2I if and only if A is Hurwitz

and E sI � Að Þ�1D


 



1\ 1
q.

Based on Lemma 5, following conclusion is introduced.

Theorem 1. Suppose that the quadratically stable problem of multi-agent system
(1) with the controller (2) is solved if there exists a positive definite matrix P such
that

ATPþPA� caPBBTP PD ET

DTP �1
q2u1

I 0
E 0 �u2

2
4

3
5\0; ð5Þ

where u1 ¼ max k Qð Þf g, u2 ¼ min k Qð Þf g. Q is a positive definite solution of (4)
0\a\2min Re k LþGð Þð Þf g and the feedback matrix is designed as K ¼ BTP.

Proof According to Lemma 5, system (3) with is quadratically stable if and only if
matrix IN � A� c LþGð Þ � BK is Hurwitz and

IN � Eð Þ sI � IN � A� c LþGð Þ � BKð Þð Þ�1 IN � Dð Þ

 


1\

1
q
:
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According to bounded real lemma, if there exists a positive definite matrix �P
such that

�AT �Pþ �P�Aþ �CT �Cþ q2�P�B�BT �P\0; ð6Þ

where �A¼IN � A� c LþGð Þ � BK, �B ¼ IN � D, �C ¼ IN � E, system (3) is
quadratically stable.

Here, we chose �P ¼ Q� P and K ¼ BTP, where Q[ 0 is a solution of (4),
P[ 0 is a solution of the LMI (5). Then

�AT �Pþ �P�Aþ �CT �Cþ q2�P�B�BT �P

¼ Q� ATPþPA
� �� �� c LþGð ÞTQþQ LþGð Þ� �� PBBTP

þ IN � ETEþ q2 Q2 � PDDTP
� � : ð7Þ

From Lemma 4, one has

LþGð ÞTQþQ LþGð Þ� �� PBBTP[ aQ� PBBTP; ð8Þ

where 0\a\2min Re k LþGð Þð Þf g.
It then follow from (7) using (8), one has

�AT �Pþ �P�Aþ �CT �Cþ q2�P�B�BT �P

\ Q� ATPþPA
� �� �� caQ� PBBTPþ IN � ETEþ q2 Q2 � PDDTP

� � ð9Þ

Since Q\u1IN and Q[u2IN where u1 ¼ max k Qð Þf g, u2 ¼ min k Qð Þf g, one
can obtain that

�AT �Pþ �P�Aþ �CT �Cþ q2�P�B�BT �P

\ Q� ATPþPA
� �� �� caQ� PBBTPþ 1

u2
Q� ETEþ q2u1 Q� PDDTP

� �
¼ Q� ATPþPA� caPBBTPþ 1

u2
ETEþ q2u1PDD

TP

� �

According to Schur complement lemma, inequality (5) implies that (6) hold.
Thus, the quadratically stable problem for system (1) is solved.

Remark 1 When the topology is undirected, the graph Laplacian matrix L of
undirected topology is symmetric positive semidefinite. Thus the matrix LþG is
diagonalizable and similarity transformation can be performed. These properties
facilitated the derivation greatly. The quadratically stable problem of networked
system can be converted into the quadratically stable problems of N individual
systems associate with N eigenvalues of LþG. As for the directed topology, the
Laplacian matrix is not symmetric. Thus, the similarity transformation employed in
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[15, 16] is not applicable. Here, based on Lemma 4 and the properly designed
matrix �P, the quadratically stable problem of networked system is solved using
bounded real lemma directly.

4 Examples

In this section, we provide an example to illustrate the effectiveness of the above
theoretical results. A multi-agent system consisting four agents is considered. The
system matrices are defined as

A ¼ 0 1
�2:8 0

� 	
;B ¼ 0

1

� 	
;D ¼ 0

�0:4

� 	
;E ¼ 1 0½ 	:

The uncertainty matrices are chosen as Fij j\10.
The directed communication topology is given in Fig. 1. Clearly, the commu-

nication topology has a directed spanning tree. Agent 1 is the root and agent 1 can
obtain its own absolute state information. The Laplacian matrix of communication
topology is

L ¼

0 0 0 0 0
�1 1 0 0 0
0 �1 1 0 0
0 0 �1 1 0
�1 0 0 0 1

2
66664

3
77775;

and G ¼ diag 1; 0; 0; 0; 0f g. The real part of the smallest eigenvalue of LþG is 1.
According to Lemma 5, we set a ¼ 00:5 and get a feasible solution of (4)

1

2 5

43

Fig. 1 Communication
topology
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Q ¼

1:3806 0:2799 �0:0717 �0:0920 0:2218
0:2799 0:9727 0:2399 �0:0612 �0:2111
�0:0717 0:2399 0:8115 0:1455 �0:1232
�0:0920 �0:0612 0:1455 0:6511 �0:0498
0:2218 �0:2111 �0:1232 �0:0498 0:7751

2
66664

3
77775:

Thus, u1 ¼ 1:5539, u2 ¼ 0:4402. Let c ¼ 80, solving the inequality (5), we get

a feasible solution P ¼ 0:9436 �1:2799
�1:2799 4:2009

� 	
. According to Theorem 1, the

feedback matrix can be chosen as K ¼ 0:5503 0:4057½ 	. Fig. 2 show the states
trajectories of all the agents. It is shown that states of all the agents converge to
zero.

5 Conclusions

In this paper, the distributed robust control problem of uncertain multi-agent sys-
tems have been investigated under directed communication topologies which have a
spanning tree. Distributed robust controller has been constructed based on relative
states information of neighbor agents. Sufficient conditions have been obtained
using bounded real lemma.
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Resonant Analysis and Depression
in Multi-inverter Grid-Connection System

Jian Wu, Caihong Zhang, Rui Wang and Dianguo Xu

Abstract Interaction between multiple grid-connected inverters has a negative
impact on the stable operation and power quality of the power grid. Interrelated
influences of each inverter LCL filter make multiple inverters constitute a high
order power network and excite more complex resonances at various frequencies.
This paper first establishes a microgrid admittance matrix in which inverter uses
hysteresis control. Multiple resonances can then be evaluated by modal analysis.
Experimental results have confirmed that the modal analysis and the active damping
are effective for resonance in multiple-inverters grid-connected system.

Keywords Modal analysis � Stability � Parallel inverters � LCL filter � Resonant �
Hysteresis control � Active damping

1 Introduction

In recent years, as the environmental pollution and lack of energy are more and
more serious, the development and employment of renewable energy, such as solar
and wind power, become an urgent need of human society. Therefore, power
quality of new energy has attracted more and more attention. Because of its good
controllability and flexible operation mode, the inverter is used to deliver renewable
and clean energy through LCL filters. Compared with the single reactance of L
filter, LCL filter has a stronger inhibition ability of current high frequency com-
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ponents, but the LCL filter is a three-order system with a resonant peak. A large
number of literatures have studied the passive and active damping to restrain res-
onance, but they are only aimed at a single LCL inverter [1–4]. However, resonance
characteristic of multi-inverters grid-connected system is clearly different from
single inverters. Interrelated influences of each inverter LCL filter excite more
complex resonances at various frequencies and lead to negative harm to the stable
operation and power quality of grid. Some scholars have begun the research on
resonance in multi-inverter grid-connected system [5–7]. Enslin and Heskes [5]
ignore the influence of the inverter; this paper proposes a simplified passive circuit
model to study the resonance problem. In [6], the effect of each other between
multi-inverter is described and the opinion is presented that the grid series impe-
dance is equivalent to N times than single inverter. Duarte et al. [7] introduced the
control system into impedance modeling of the multi-inverters system and analyzed
harmonic interaction between inverter and grid, but did not analyze the interaction
between inverters.

In [8], inverter is controlled current source, in other words the inverter current is
used to achieve virtual impedance. And then, inverter is introduced into the passive
network model that is paralleled with output impedance, so the equivalent impe-
dance model of multiple inverters is established. It can be found that the resonance
peak changes with parallel sets. But, Norton equivalent circuit is too complex for
analysis of resonant characteristics [9].

On the other hand, modal analysis method has been reported to analyse the
power system resonance. Modal analysis method is suitable for microgrid reso-
nance, which can evaluate not only the resonance frequency but also the extent of
the resonance and scope based on the change of network matrix characteristic root.
Meanwhile, the researchers have presented a lot of strategies to restrain the reso-
nance phenomenon of paralleled-inverter grid-connected system, such as open-loop
pole-zero compensation, double-loop current control, virtual impedance, etc.

In this paper, hysteresis controller is considered, and active damping method
using voltage of capacitor to generate virtual impedance is chosen. First, the
modeling and control of multiple inverter are analysed. Second, the modal analysis
of resonance is described. Third, the z-domain stability of active damping based on
parallel virtual resistance is discussed. Fourth, the theoretical study is validated
through experiment. Finally, conclusion is obtained.

2 Modal Analysis of Multi-Inverter Grid-Connecter
System

This section analyzes the possible resonance phenomenon where multiple inverters
are centralized with current controlling.

Figure 1 indicates the configuration of many inverters which are all connected to
grid. Every inverter contains an LCL filter, as well as is installed in the point of
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common coupling (PCC) by LCL filter. L1 and L2 are respectively the inductor at
inverter side and grid side, C is the capacitor. At the same time, Ls is the grid
inductor. The inverter side current close-loop control based on hysteresis is used.
Meanwhile, capacitor voltage feedback control is adopted to enhance the damping,
as shown in Fig. 2.

2.1 Closed-Loop Multiple-Inverter Model

Due to the hysteresis control, the inverter can be considered as a current source, so
its Norton’s equivalent circuit system is unnecessary.

In simple model, the complex resonances can also be investigated. The inverter
side reactor is not considered due to hysteresis current control, so the complexity of
analysis is reduced.

When compensation capacitors are in the distribution power system, the reso-
nances features of the multiple-inverter grid-connected system will be more com-
plex. Through the proposed simple model, the behavior of the multiple-inverter

Fig. 1 Configuration of a multi-inverter grid-connected system

Fig. 2 Configuration
hysteresis controlled inverter
system
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grid-connect system can be described using an admittance matrix or impedance
matrix. The resonance has a relationship with singular of the inverted network
admittance matrix.

2.2 Modal Analysis of Multiple-Inverter System

A singular Y matrix occurs only when an eigenvalue is very small, which could be
real source of the resonance phenomenon and a serious resonance will lead to high
nodal voltages.

So the analysis of harmonic resonance can be transformed into a study of critical
resonance modes. The matrix can be expressed as

U1

U2

..

.

Un

2
6664

3
7775 ¼

k�1
1 0 0 0
0 k�1

2 0 0
0 0 � � � 0
0 0 0 k�1

n

2
664

3
775

J1
J2
..
.

Jn

2
6664

3
7775 ð1Þ

Ui the modal voltage vector, Ji the modal current vector.
From (1), it can be easily seen that if λ is close to zero. U will be very big. In

other words, the location and frequency of resonance can easily be detected.
When no active damping, the modal analysis of multiple-inverter grid-connected

system with compensation capacitor is show in Fig. 3. Figure 3a shows the reso-
nance features of multiple-inverter grid-connected system. When single inverter is
in system, there is a fixed resonance peak. When paralleling several inverters and
considering compensation capacitor, the system has three resonance peaks. In
Fig. 3a, the one resonance frequency is fixed, and the second resonance frequency
is caused by multiple-inverter paralleling at the fixed resonance peak left. If the
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numbers of parallel inverters increase, the resonance frequency will decrease. While
the third resonance frequency is at the fixed resonance peak right and is caused by
compensation capacitor. If the numbers of parallel inverters increase, the resonance
frequency will also increase.

The grid voltage will cause the series resonances phenomenon in
multiple-inverter grid-connected system. From Fig. 3b, it can be found that the
series resonance contains two kinds of resonance caused by interaction of parallel
inverters and compensation capacitor. Meanwhile, the numbers of parallel inverter
changing will cause resonance changing.

In Fig. 2, with the active damping on based virtual resistance, the filter capacitor
is equivalently paralleled with a resistance which has value 1/K in resonance fre-
quency. The effectiveness of the active damping to multiple-inverter system reso-
nances suppression is also verified using the modal analysis, as shown in Fig. 4.

It can be seen that, through selecting appropriate virtual damping ratio, the active
damping based on virtual resistance is effective in restraining the three kinds of
resonance: fixed resonance of single inverter, varying resonance caused by multiple
inverter, and compensation capacitors.

3 Experiment Verification

The experiments have confirmed the developed modal analysis and stability domain
calculation method. Table 1 indicates the model parameters; the experimental
multi-inverter grid-connected system is composed of two three-phase inverters, and
the digital control system incorporates DSP (TMS28335) and CPLD circuit.

The waveforms in Fig. 5 are the situation that the capacitor voltage feedback
control is not adopted. The line current has a good quality by active damping to
suppressing the parallel resonance peak.
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Table 1 System parameters Description Symbols Value

Inverter side inductor L1(mH) 3.5

Filter capacitor C(μF) 40

Grid side inductor L2(mH) 0.2

Grid inductor Ls(mH) 0.14

Grid voltage Vs(V) 220

dc-bus voltage VDC(V) 700

Sampling frequency fs(KHz) 20

Compensation capacitor Cf (μF) 100

Active damping ratio K 0.2

Fig. 5 Parallel resonances in two inverter grid-connected system a with active damping b without
active damping

Fig. 6 Series resonance of two inverter grid-connected system a with active damping b without
active damping

60 J. Wu et al.



Comparing experiment results of series resonances are shown in Fig. 6. The grid
voltage contains 5 % 11th and 5 % 13th harmonics. When the capacitor voltage
feedback control is not adopted, the series resonance can be restrained effectively,
power quality of PCC voltage and line current of inverter has been clearly improved.

4 Conclusion

The relationship among the distribution, capacitance, and paralleled-inverter
grid-connected system has been discussed with analysis and experiment. Due to
good robustness and simple control, hysteresis still has a large number of appli-
cations in the field of grid-connected inverter and active power filter. So, this paper
developed a simple model with considering the inverter as current source. The
inverter side reactor does not need to be considered and the complexity of analysis
is reduced. In addition, the paper indicates that there are more complex resonances
in paralleled-inverter grid-connected system when there are compensation capaci-
tors in the distribution power system. To identify the resonance frequency, this
paper developed a modal analysis method based on proposed simple model.
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The Application of Power Electronic
Switch in the Regulated Capacity
Transformer

Hongxing Chen, Zhizhen Liu, Tong Hei, Xiaodong Qu
and Guozheng Qi

Abstract The seasonal loads of rural, industrial, and mining enterprises vary
sharply and their average load rate is at a low level. The replacement of the normal
transformers by the ones able to regulate the power capacity and voltage can
significantly reduce the no-load loss and the waste of electric energy. First, this
paper analyzed the theory of the capacity and voltage regulating transformer
(CVRT). Secondly, a simulation model is established by Simulink toolbox in
Matlab to investigate the reduction of the impact of the current and voltage after the
application of delay conduction.

Keywords Electronic power switch � Distribution transformer � Solid state relay �
On-load capacity and voltage regulating

1 Introduction

At present, the loss of rural power transformer is quite large in our country. In order
to avoid the occurrence of the loss, the characteristic of such a transformer should
be consistent with the load characteristic of the rural power grid [1].

This paper focuses on the analysis of Simulink model for the arcless CVRT.
Since the inevitable occurrence of arc in traditional transformers, we apply the
power electronic switches, which can significantly reduce the probability of arc and
ensure that the capacity and voltage can be safely transferred under the load
condition.
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2 System Theory Analysis

According to the winding connection as high or low voltage, the capacity ratio of
the capacity regulating transformer can be set as 3:1 or 2:1, and a transformer with
the former capacity ratio will be discussed in this paper.

The connection mode of the high and low voltage winding of the transformer is
shown in Fig. 1. The voltage can be regulated by changing the turn’s number of the
high side which is not shown in the figure. The design principle of capacity reg-
ulation part is: when K2, K4, and K6 are closed, the high voltage windings are
connected as the triangle (D) shape, which can provide a large capacity; when the
other switches, K1, K3, and K5 are closed as the star (Y) shape, a smaller capacity
can be provided. Each phase of the low voltage windings is a combination of three
parts made up of coils: wire coils with a small number of turns are labeled as part I,
and the other two parts are composed of sets of wires and labeled as part II and III
[2]. When the transformer works in a large capacity, ka1, ka3, kb1, kb3, kc1, kc3
are closed to make part II being parallel with III and then in series with I.; when the
transformer works in a small capacity, ka2, kb2, kc2 are closed to make part I being
in series with II and III [3].

Fig. 1 Connection mode of
high and low voltage winding
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Due to the variation of the loads, when the working condition of the transformer
transfers from providing large capacity to small capacity, the number of the low
voltage winding turns increase about

ffiffiffi
3

p
times as before, and the connection of the

high voltage windings changes from D to Y to make the phase voltage 1=
ffiffiffi
3

p
times

as before at the same time [2]. So the output voltage remains constant. At the same
time, when the working condition changes as above, in accordance with the
increase of the number of windings of the low voltage, the magnetic flux density of
the core decreased, and the loss of silicon steel sheet is reduced, too. So the no-load
loss and no-load current is reduced, which plays an important role in the energy
saving [4].

At present, there are not many studies on the application of power electronic
switches in transformer in our country [5]. Figure 2 is the structure of a power
electronic switch, in which the commutation can be achieved through the solid state
relay.

In Fig. 2, SCRa and SCRb are bidirectional thyristors; SSRa and SSRb are high
power solid state relays. The switches’ working principle is: assuming that the
transformer is running at the high voltage winding position presented by X1, the
SCRa is at the full state, the current path is X1, SCRa; SSRa, SSRb and SCRb are
both at the state of disconnection. In order to guarantee the power supply quality of
the secondary side during the voltage fluctuation of the system, the transformer is
required to run at the position presented by X2 after the control system calculation
and logical judgment. To start with, the SSRb should be triggered, and then the
SCRa is switched off. The current path is changed to X2, SSRb, R. Finally the
SCRb is triggered, and the current path is changed to X2, SCRb [6].

The power electronic switch discussed above has completely avoided the uti-
lization of the mechanical and moving parts, the structure is simple, and it is
convenient for application in the automatic control. Many advantages can be found
when the switch is applied to the distribution transformers with voltage level of
35 kV and below.

SCRa SCRb

High voltage winding

R

X1 X2

Fig. 2 Power electronic
switch by solid state relay
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3 Circuit Model

Assuming the three phases of the transformer are in complete symmetry; the
equivalent circuit of any phase is shown in Fig. 3.

In Fig. 3, R1 is the resistance of each phase winding on the primary side, X1 is
the leakage impedance of each phase on the primary side, and Rfe is a equivalent
resistance on behalf of iron loss of each phase of the core, Xm is the magnetic
excitation reactance of each phase, R0

2 is the resistance of each phase on the sec-
ondary side after reduction, and X 0

2 is the leakage reactance of each phase on the
secondary side after reduction.

From Fig. 3, we can establish the following circuit equations.

U1
� ¼ ðR1þ jX1Þ � I1

�
þ ð�E

� Þ
I1
� ¼ I 0

�
¼ I

�
b
þ I

�
O

�E
� ¼ ðR0

2 þ jX 0
2Þ � I 02

�
þ Z 0

L � I 02
�

�E
� ¼ Rfe � I

�
h
¼ jXm � I�

O

8
>>>>>><
>>>>>>:

ð1Þ

According to the above equation and the basic parameters of the transformer, we
can get characteristics of the transformer, and obtain the voltage and current of the
transformer. Then the size of the transformer can be calculated.

4 System Simulation and Result Analysis

According to the working principle of the transformer, the simulation model of
Simulink is shown in Fig. 4 [7]. The transformer starts running at large capacity, at
0.07 s, the load is reduced, and the transformer is adjusted to working at a small
capacity. At 0.14 s, the load is increased; the transformer is adjusted to working at a
large capacity. The waveforms of the voltage and current are shown in Fig. 5.

According to the waveforms in Fig. 5 we can know that: when the transformer is
adjusted to working at a small capacity, the impact current of the high voltage side

1I
•

1R 1X 2R
′

2X ′

feR
mXE

•
'LZ

•

1U

Fig. 3 Transformer
equivalent circuit
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is about two times of the normal current; when the transformer is adjusted to
working at a large capacity, a very large impact current can be found on the high
voltage side, and the impact current occurs only in two phases while no impact
current can be found in the rest phase. By a comprehensive analysis, we know that,
this phenomenon results from the application of the power electronic switches.

When the transformer capacity changes to follow the order of the control signals,
one phase’s current decreases to zero, the original thyristor is turned off, the new
thyristor is turned on, and the winding connection is changed. However, the
thyristors of the other two phases are still in the state of the conduction, the new
thyristor has been switched on. Such an operation leaves the two phase windings in
short circuit instantaneously and leads to a larger impact current [8]. Simulation
shows that when the original thyristor is turned off, half a cycle’s delay before the
triggering of the new thyristor can significantly reduce the impact current of the
high voltage side, but one phase will be in blackout for 1/3 to 1/2 cycles. Because
the household electricity belongs to non-sensitive users, the blackout would have
little influence on residential electricity [9].

Fig. 4 Simulation model of arcless on-load capacity regulating transformer
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5 Conclusion and Discussion

This paper analyzed the principle of reducing the loss of the regulated capacity
transformer. One method about reduction of the impact current can be founded by
model construction through the Simulink simulation and observation focused on the
variation concerning voltage and current caused by the capacity regulation. Since
load forecasting and other factors have not been taken into consideration in this
system, the control precision needs to be improved and more researches on the load
forecasting and control strategy should be held in further study.

Acknowledgement Supported by Shandong Science and Technology Development Plan (No:
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DC Fault Analysis and Protection Design
in Shunt Modular Multilevel-Based
MTDC System

Jian Wu, Yue Qi, Yanfei You and Dianguo Xu

Abstract Modular multilevel converters (MMC) are ideal next-generation
multilevel converters well-suited for the high-voltage direct current (HVDC)
transmission for multiterminal DC systems. However, the accidental DC faults in
the cable or overhead lines, could give rise to safety concerns on transmission lines
and converter stations. A protection design based on three-terminal voltage margin
control method is proposed incorporating bypass thyristor and IGBT circuit
breakers (IGBT-CBs) at DC side. In addition, IGBT-CBs isolate the DC line in case
of a permanent fault utilizing the principle of handshaking method, making normal
operation of the remaining system possible. This protection scheme is validated by
the simulation studies on PSCAD/EMTDC, thereby demonstrating an improved DC
fault reverse blocking capability of MMC-MTDC system.

Keywords DC fault � IBGT circuit breaker � MMC � MTDC � Voltage margin
control

1 Introduction

Voltage-sourced converter (VSC) is currently one of the most dominant types of
converters for HVDC transmission, as it offers fast dynamic response and inde-
pendent power control [1–3]. In most occasions, it is the two-level and three-level
neutral point clamped (NPC) converters that are employed in VSC-HVDC systems.
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However, multilevel converters must be used to achieve a sinusoidal output voltage
waveform at high voltage levels.

Contrary to cascaded H-bridge converter which has voltage drift phenomenon
and cost high, MMC has a common DC-link, making itself a competitive candidate
for the new power transmission and multiterminal HVDC transmission (MTDC)
[4, 5]. MMC-MTDC has been a central issue for power transmission. However,
DC-link faults, especially pole-to-pole fault, could cause DC voltage dips, leading to
system consistency collapse, and are a major concern for the safety and consistency
of MMC-MTDC system due to the control complexity of MTDC system [6].

A plethora of strategies have been proposed on the protection and maintenance
of VSC-HVDC system. Some researchers made studies for the application of these
strategies to the MMC-HVDC system. Protection strategies involve handshaking
method, design of protective inductors, and full-bridge MMC with enhanced DC
fault ride-through capability (DFRT) are also used on MMC-HVDC system [7–9].
But for MTDC system, due to the increase in the complexity of interstation coor-
dination, research on DC fault protection is still exile.

The paper is structured as follows: Sect. 2 takes a closer look at the structure and
control strategies of MMC-MTDC. Section 3 analyzes the procedure of the pro-
posed protection strategy based on bypass thyristor and IGBT-CBs, as well as the
process to rebuild the DC voltage and reload converter operation. Simulations of
MMC-MTDC system on PSCAD/EMTDC are presented in Sect. 4 to demonstrate
the system performance during both steady-state and DC fault conditions with the
protection measures. Section 5 closes the paper with conclusion.

2 Principle of MMC-MTDC Under DC Fault

Three-terminal parallel-connected MTDC system based on half bridge MMC is
shown in Fig. 1, which has a common DC-link capable of performing AC-to-DC
and DC-to-AC power conversion. The VlP (l = A, B, C) are voltages of three-phase
upper arm bridges, and VlN (l = A, B, C) are voltages of three-phase lower arm
bridges. L is the arm bridge inductance, and VDC and IDC mean the DC voltage and
DC current, respectively. The submodules (SM) could be switched in, inserted,
bypassed, or blocked depending on the switching states of two IGBTs.

This paper uses parallel branch-type topology to give convenience to subgrid
connection, as shown in Fig. 2. In order to maintain a promising performance of
power transmission, the SM capacitor voltage in each arm has to be stable and
balanced, which requires a hybrid averaging and balancing control and circulating
current suppression. The averaging control enables the average voltage of all SM
capacitors to follow the command value, whereas the balancing control is designed
to maintain a balanced voltage for all the capacitors. To maintain a stable operation
of the system, PI controller based on negative sequence double frequency charac-
teristic of circulating current in d–q coordinate is used in each converter.
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Direct current control strategy, also called vector control strategy, is applied for
each convertor station. The control strategy divides into inner current loop and outer
voltage loop, which makes it suitable for high-power HVDC transmission. The
inner current controller makes the current to track the reference current quickly.
According to the control target of the converter station, outer controller can select
active power or reactive power controller.

Direct current control comes from the mathematical models of multiterminal
system under d–q coordinate by using Kirchhoff’s law. After d–q transform of the
differential equations, d-axis and q-axis reference value expression could be
obtained as (1).
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udref ¼ ud þxLiq � ½kp1ðidref � idÞþ
R
ki1ðidref � idÞdt�

uqref ¼ uq � xLid � ½kp2ðiqref � iqÞþ
R
ki2ðiqref � iqÞdt�

�
ð1Þ

The inner loop controller can be designed by (1) and the outer loop controller of
each station has been marked in Fig. 1.

The ulref is reference value of voltage. The ilref (l = d, q) is reference value of
current. The ul is measured value of voltage and current under d–q coordinate. The
il (l = d, q) is measured value of voltage and current under d–q coordinate. In order
to make effective control of the three-station coordination, DC voltage margining
control strategy is applied in outer controller, with upper communication and rapid
coordination.

3 Protection Scheme

A hybrid protection scheme incorporating bypass thyristor and IGBT-CBs at DC
side is demonstrated in Fig. 3. For parallel MTDC system, converter station run-
ning stably depends on maintaining a stable DC bus voltage. Once the DC voltage
is out of control, all converter stations will be unable to maintain stable power and
current and in turn cause the entire system out of control. Instantaneous DC voltage
Vdc is detected throughout the operation and fault clearance procedures to determine
the transition of three working states as shown in Fig. 4.

The overcurrent bearing capability of IGBTs is usually limited to around 2.5 p.u.
for several milliseconds, hence the IGBTs should be blocked during DC fault for
safety concerns, and thus large fault current would flow through the antiparalleled,
freewheeling thyristor in each SM to withstand the overshooting current.
Meanwhile, the signals for ac circuit breakers are also inhibited; demonstrating DC
fault reverse blocking capability is blocked. By applying this strategy, the contri-
bution of AC grid to the DC fault current is limited, which comprises only the SM
capacitor discharging current at this time, with a much lower magnitude comparing
with the former one with two currents combined. After the isolation of fault station,

sU

AC
circuit

breakers

IGBT-CBs

DC transmission 
cable

MMC converter station

Fig. 3 Protection scheme of dc pole-to-pole fault with H-bridge modules and IGBT-CBs
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remaining system will restart and decides to switch master converter station or not
by the identity of fault station.

For MTDC systems, the introduction of IGBT-CBs does favor to employ
handshaking methods for locating and isolating DC faults by reaching a “healthy”
hand to reclose IGBT-CBs after all the suspicious circuit breakers have been
tripped. With the reclose of IBGT-CBs, the power transmission is resumed and the
system returns to normal operation mode. Due to the topological characteristics of
parallel-type MTDC system, the system is easy to return to normal working
condition.

4 Simulation Results

The proposed strategy of bypass thyristor and IGBT-CBs has been proved by
simulation studies performed on PSCAD/EMTDC model which is a three-terminal
back-to-back MMC-MTDC, as shown in Fig. 1. Six IBGT-CBs are installed on the
DC-link for isolating faulted lines. The simulation parameters are shown in Table 1.
The MMC-1 as the master station, whereas the MMC-2 and MMC-3 as substations.

To verify the parameters this paper set is reasonable, the system starts to run
under the steady normal operation mode. Under this mode, Fig. 5 demonstrates
waveforms of MMC-MTDC system outputs. As shown in (a), DC voltage and DC
current could be regulated as 9 kV. The active power and reactive power of three

Table 1 Simulation parameters of three-terminal MMC-MTDC system

Quantity Value Quantity Value

Nominal power of master station 2.5 MVA Carrier frequency fc 2 kHz

Number of SM per phase n 8 Rated frequency f 50 Hz

Grid voltage (line-to-line) Vn 3.5 kV MMC submodule capacitance C 2.4 mF

AC inductance Ls 0.1 mH DC voltage Vdc 9 kV

AC resistance Rs 10 mΩ DC capacitor voltage command Vcl* 2.25 kV

Arm inductance La 10 mH

Set threshold 
Vfault

Normal
Operation

Set threshold Irecov
& handshaking 

method

Fault clearance Isolation & 
recovery

(t)c recovI I<

(t)dc faultV V< Temporary Fault

Permanent Fault 

Fig. 4 Switching state
diagram of the proposed
protection scheme
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stations are shown in (b), and reactive power of all station is close to zero. The peak
value of ac current is around 600 A as shown in (c), whereas all the SM capacitor
voltages before and after being averaged and balanced at the reference value of
2250 V are shown in (d). Fluctuations of SM capacitor voltage reduce by nearly
50 % by applying average and balance control. Under normal operation mode, DC
voltage and power of every converter station are very stable, whereas fluctuations of
output waveforms are very low, indicating an effective parameter selection.

Since this paper primarily studies the dynamic characteristics of the system
concerning DC pole-to-pole fault and stability of parallel-type MTDC system
depends on maintaining a stable DC voltage, therefore master station switching
capability needs to be simulated. A DC pole-to-pole fault is introduced at t = 1.5 s
on station MMC-3 and after the fault is cleared, master station will switch from
MMC-1 to MMC-2. Output parameters focus on MMC-1 and MMC-2 before and
after DC pole-to-pole fault. Figure 6 illustrates the simulation results of
three-terminal MMC-MTDC system under DC pole-to-pole fault with the proposed
protection scheme.

The DC voltage quickly drops due to the fault, shown in (a), and the DC current
suddenly experiences a severe surge, as shown in (b). Regarding the voltage
threshold, the protection triggering voltage Vfault is set at 0.95 p.u.

When the DC voltage is under the threshold value, then all the gate signals for
submodules are removed and submodules switch to bypassed condition, whereas
SM capacitor voltage will remain unchanged until the system restarts as shown in (c).
The protection changes to fault clearance procedure. After that the AC breaker will
open, blocking the direct current path between AC and DC sides. When DC current
drops below another threshold current Irec, the IGBT-CBs are opened and ac breaker
will reclose. When DC voltage is detected at both sides of the cables only between
MMC-1 and MMC-2, indicating that the remaining system is still functional, the
sub-module could restart and switch to inserted mode, leading the restart of the whole
remaining system. Master station will change from MMC-1 to MMC-2 after the
remaining system restarts, maintaining the DC voltage and providing power that
substation needed, as shown in (d).

5 Conclusion

This paper reviews the research on DC fault clearance of MMC-HVDC, analyzed
topology, and control strategy of three-terminal MMC-MTDC system. In addition,
a hybrid protection scheme is also proposed incorporating bypass thyristor at ac
side and IGBT-CBs at DC side. The bypass thyristor in the submodules would give
the fault current a safe freewheeling channel, protecting SM and giving time for ac
breakers to open to block the current path, and thus reduces the fault current in
DC-links. IGBT-CBs are further implemented for the isolation of DC line.
Simulations are carried out on PSCAD/EMTDC under both the normal and DC
fault conditions, which suggest that the selected parameter based on the proposed
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mathematical models is reasonable and functional. Implementation of such strate-
gies of MMC-MTDC system enhances its dynamic performance on dc fault
ride-through ability. Finally, the system is able to get back to normal operation
mode with master station switching after fault clearance by reclosing IGBT-CBS
and then rebuilds DC voltage and reloads power transmission under voltage margin
control method.
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The Simulation of Zero-Sequence
Blocking Transformer (ZSBT)

Kai Xu, Zhi-zhen Liu, Xiao-dong Qu and Guo-zheng Qi

Abstract The problem of zero-sequence current in a three-phase four-wire distri-
bution system is more and more serious. ZSBT is new zero-sequence current filter
equipment. The existing literature is only a brief description about the structure and
principle of ZSBT, there is no perfect design method. This paper proposes a design
method of ZSBT. We build the 3D simulation model of ZSBT by Ansoft to analyze
the parameters such as inductance, coupling factor, and flux density. The simulation
results proved that the design method of ZSBT is feasible.

Keywords ZSBT � The design method � Ansoft simulation � Zero-sequence
current filter

1 Introduction

In the three-phase four-wire distribution system, with the wide application of
nonlinear load such as computer, LED lights, the zero-line current problem is more
and more prominent. It makes transformer overheating, reducing efficiency.

ZSBT was proposed in 2002 by Syafrudin [1]. It is mainly used for blocking the
zero-sequence current flow into the system. After more than ten years of devel-
opment, ZSBT in the zero-sequence current filtering technology is widely recog-
nized. Literature [2] proposed an inhibition method of zero-sequence current by
ZSBT and zigzag transformer; its structure is shown in Fig. 1.

Compared with literature [3], method of literature [2] does not need capacitance.
Literature [4] introduced a simple structure and principle of ZSBT. There is no
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literature that introduces design method of ZSBT. This paper proposes a design
method of ZSBT. Through the analysis of ZSBT parameters by the simulation
model, we prove that the design method is feasible.

2 A Kind of Zero-Sequence Filtering Technology

This is a typical application of ZSBT in zero-sequence filtering technology, shown
in Fig. 1. The current flowing through the zigzag transformer is only the
zero-sequence; ZSBT only hinders the zero-sequence current. So, zero-sequence
current flows through zigzag transformer instead of power without affecting the
normal operation of system.

Structure of ZSBT is shown in Fig. 2. According to its structure, we can get
coupling factor equal to 1 with the ideal case. It can also be expressed as

LA ¼ LB ¼ LC ¼ L ¼ M ð1Þ

A

B

C

ZSBTPower

Zig-Zag transformer

Load

Fig. 1 Zero-sequence
filtering technology with
ZSBT and zigzag transformer

Fig. 2 Structure of ZSBT
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Ignoring the resistance, winding voltage equation is:

_UA
_UB
_UC

2
4

3
5 ¼

jxLA jxM jxM
jxM jxLB jxM
jxM jxM jxLC

2
4

3
5 �

_IA
_IB
_IC

2
4

3
5 ð2Þ

By applying (1) and (2), the voltage of ZSBT is

_U ¼ _UA ¼ _UB ¼ _UC ¼ jxL _IA þ _IB þ _IC
� � ð3Þ

By the symmetrical component method [5], sum of three-phase currents iA, iB, iC is
three times as much as zero-sequence current i0. So, Eq. (3) can also be expressed as

_U ¼ j3xL_I0 ¼ j 6pfL_I0 ð4Þ

Equation (4) shows zero-sequence current that caused voltage drop of ZSBT.
Positive-sequence and negative-sequence components of three-phase current cannot
cause voltage drop of ZSBT.

3 Design Method

For the convenience of description, label of core size is shown in Fig. 3.
We calculate core effective cross-sectional area SF, winding circle number N,

and cross-sectional area of wire ρ by classic methods in literature [5] and literature
[6]. Air gap can maintain a constant inductance [7]. In order to ensure ZSBT with
large overload capacity, magnetic flux density was selected as 0.45T. Each phase
main inductance LM approximately accounted for 85 % of the total inductance
L. By applying Eq. (4), main inductance LM is

LM ¼ 0:85L ¼ 0:85U
6pfI0

ð5Þ

Fig. 3 Core size of ZSBT
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By applying magnetic Ohm’s law [8], the magnetic circuit resistance R is

R ¼ 2d
lSq

ð6Þ

Coil inductance is proportional to the square of coil number of turns, and is
inversely proportional to the magnetic circuit resistance [8]:

LM ¼ N2

R
ð7Þ

Replace air gap effective cross-sectional area Sq with iron core’s. By applying
(5), (6) and (7), calculated air gap is about

d� ¼ 1:39I0fN2SF
U � 107

cm ð8Þ

Choose air gap δ according to d�, and calculate air gap width of the equivalent
diffraction ε, Sq [5]

e ¼ d
p
ln

Hþ d
d

� �
ð9Þ

Sq ¼ ðaþ 2eÞ � ðbþ 2eÞ ð10Þ

By applying (6), (7), calculated main inductance is:

Lc ¼ lN2Sq
2d

� 10�2 H ¼ 6:28N2Sq
d� 109

H ð11Þ

If D ¼ LM�LC
LM

���
���[ 10 %, we need to recalculate main inductance LC with different

values of δ until the requirement is met D� 10 %.

3.1 Simulation Model

According to the above methods, the ZSBT parameters can be calculated, shown in
Table 1. Model of ZSBT was established, shown in Fig. 4.

Table 1 Parameters of ZSBT

Core choose silicon steel sheet of 35W270 of E76-228 type

a c b H h N q δ LC
76 mm 38 mm 50 mm 114 mm 228 mm 5 turns 180 mm2 0.8 mm 8.10 × 10−5 H
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4 Analysis of Winding Inductance and Coupling Factor

Coupling factor reflects the degree of a winding magnetic coupling. When it is close
to 1, magnetic coupling is strong and mutual inductance is close to self-inductance.
By Eq. (2), we concluded the influence of winding inductance and coupling factor
on the voltage of ZSBT.

In the static field of Ansoft, we analyze the model of ZSBT that number of
winding is set to a turn. Because the number of turns does not affect coupling factor.
If the number of turns is different but the structure is the same, ZSBT will have the
same coupling factor. So, the coupling factor of ZSBT is greater than 0.995, shown
in Table 2. Coupling factor is large enough to meet the requirements. The induc-
tance matrix is shown in Table 3. By Eq. (7), the inductance of the windings A, B,
and C, respectively, is 0.08030, 0.08031, and 0.008033 mH. Meet the requirement:
D� 10 %.

Fig. 4 3D model of ZSBT

Table 2 The coupling factor
matrix

A B C

A 1 0.99855 0.99646

B 0.99855 1 0.99841

C 0.99646 0.99841 1

Table 3 Winding inductance
matrix

A B C

A 0.003212 0.0032076 0.0032013

B 0.0032076 0.0032125 0.0032078

C 0.0032013 0.0032078 0.0032133
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4.1 Analysis of the Flux Density Distribution and Voltage

In the transient field of Ansoft, we analyze flux density distribution and voltage.
Winding bubbled into 505A (including 20A of zero-sequence component) of
three-phase alternating current. When instantaneous value of zero-sequence com-
ponent is the largest, flux density distribution is shown in Fig. 5. The flux density of
core column is about 0.7 T. We can get the average magnetic B ¼ 0:7�2

p ¼ 0:446 T.
Error of flux density is within the scope of the permit.

ZSBT voltage drop is produced by zero-sequence component of current. So
winding induced voltage is the same, shown in Fig. 6. Induction voltage RMS of
windings A, B, and C, respectively, is 1.796, 1.775, and 1.758 V. Meet requirement
of the design: DU� 10 %:

Fig. 5 Flux density distribution

Fig. 6 Winding-induced voltage
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Design and Simulation of a Vivaldi
Antenna Fed by Coplanar Waveguide

Lizhong Song, Weiwei Yin and Jia Li

Abstract This paper designed a Vivaldi antenna fed by coplanar waveguide
(CPW) with band width. The designed antenna had simple structure, which was
easy to fabricate. The discussed Vivaldi antenna in this paper was simulated by
using the full-wave electromagnetic simulation software, and the specific simulation
results were provided. The average voltage standing wave ratio (VSWR) was 2
within the frequency range of 2 to 6 GHz. The simulated axial ratio (AR) at the
boresight direction within the working frequency range was higher than 20 dB. The
wide beams and steady gains were also observed in accordance with the simulation
results. The design and simulation results of Vivaldi antenna fed by CPW in this
paper can provide a reference for the practical engineering application.

Keywords Vivaldi antenna � Wide band antenna � CPW � VSWR

1 Introduction

The ultra wide band (UBW) antennas were used in many cases such as UWB radar,
and communication systems. The Vivaldi antenna was a kind of common wide
band antenna, which has simple structure and good radiation performances
including high gain, wide beam, and wide frequency band [1–5]. The Vivaldi
antenna is a traveling-wave endfire planar antenna [6–8], which can be used in
some particular cases such as the guidance radar on the missiles. By now, the
Vivaldi antennas are still one of the research hotspots in antenna research field. For
the design of Vivaldi antenna, the feeding structure was very important because it
has great effect on the antenna radiation performances. The microstrip–slot line
balun is usually employed in Vivaldi antenna design [9, 10]. Another feed method
is that the coaxial cable was directly used to feed the Vivaldi antenna [11]. The
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coplanar waveguide (CPW) is an important kind of planar microwave transmission
line, and its advantages include low loss, low dispersion, and convenience of
connection with other microwave devices. It is convenient to feed the Vivaldi
through CPW [12]. This paper discussed and simulated the traditional Vivaldi
antenna fed by CPW. The antenna structure and parameters of the design were
depicted and the simulation results of radiation performances were also provided.
The simulation results revealed that it is an effective method to feed the Vivaldi
antenna through CPW. The research result can provide a technical reference for
some relative Vivaldi antenna design.

2 Geometry and Design of the Vivaldi Antenna
Fed by CPW

The Vivaldi antenna model designed in this paper was shown in Fig. 1. The
thickness of dielectric substrate was 1 mm and the relative dielectric permittivity
was 2.2. The thickness of copper foil was 0.036 mm. The input port was CPW line,
and the incident electromagnetic wave with wide band was radiated through tapered
slot. For the frequency range of 2–6 GHz, the parameter design was carried out
through full-wave electromagnetic simulation software. The designed Vivaldi
antenna dimensions were shown in Fig. 2. The width of center conductor strip of
CPW was w, the gap between center conductor strip and the metal ground at the
sides was s, the effective dielectric permittivity eeff and the characteristic impedance
Ze0 can be expressed as the formula (1) and (2).

eeff ¼ C erð Þ
C er ¼ 1ð Þ ð1Þ

Fig. 1 The simulation model
of the discussed Vivaldi
antenna fed by CPW
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Ze0 ¼
ffiffiffiffi
L
C

r
¼

ffiffiffiffiffiffi
LC

p

C
¼

ffiffiffiffiffi
le

p
C

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eeffl0e0

p
C

ð2Þ

where C is the unit capacitor of transmission line, C erð Þ is the unit capacitor when
the space is filled up with dielectric material, and C er ¼ 1ð Þ is the unit capacitor
when the space is filled up with air. In simulation, the parameters w, s, and the
radius R of the circular cavity were adjusted to match the input impedance of taper
slot antenna. In this model, w, s, and R were determined through software simu-
lation, here R ¼ 7:5 mm, w ¼ 2 mm, and s ¼ 1:5 mm.

For the Vivaldi antenna, one of the curvatures of tapered slot follows the
exponential function expressed as formula (3).

y ¼ Aerx þB ð3Þ

where A, B, and r were the constants which determined the size and shape of the
Vivaldi antenna. In this section, r = 0.08, and the length and the width of whole
antenna were 125.905 and 81 mm, respectively.

3 Simulation Results of the Vivaldi Antenna Fed by CPW

The designed Vivaldi antenna fed by CPW was simulated and optimized by using
CST. The specific simulation results were shown in this section. Figure 3 was the
simulated VSWR of the designed Vivaldi antenna. The average VSWR was about 2
within the frequency range between 1.4 and 6 GHz. In fact, the VSWR of the
Vivaldi was approximately less than 2 within the operational frequency range of
2–6 GHz. When the frequency increased, the VSWR became lower. The VSWR of
the designed Vivaldi fed by CPW revealed the steady performances.

In this section, the radiation patterns of the designed Vivaldi antenna fed by
CPW were provided and analyzed. The operational frequency range was from 2 to
6 GHz. Here, the simulation results of the radiation patterns at three typical fre-
quencies were provided to reveal the radiation performances of the designed Vivaldi
antenna. The simulated results of radiation patterns at 2 GHz were shown in Fig. 4.

Fig. 2 The structure and
dimension of designed
Vivaldi antenna fed by CPW
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Figure 4a, b were the gain patterns at xoz plane and xoy plane, respectively. The half
power beam widths at xoz plane and yoz plane were 156.7° and 110.7°, respectively.
Figure 5a, b were the axial ratio (AR) patterns at xoz plane and xoy plane,
respectively, and the observed AR at the boresight direction for the frequency of
2 GHz was higher than 40 dB, so the linearly polarized radiation performance was
obtained.

The simulated results of radiation gain patterns at 4 GHz were shown in Fig. 6.
The half power beam widths at xoz plane and yoz plane were 141.5° and 85.2°,
respectively. Figure 7a, b were the axial ratio (AR) patterns at xoz plane and xoy
plane, respectively, and the observed AR at the boresight direction for the fre-
quency of 4 GHz was about higher 40 dB, which also indicated the Vivaldi antenna
radiates linearly polarized electromagnetic wave at 2 GHz.

Fig. 3 The simulated VSWR of the designed Vivaldi antenna fed by CPW

Fig. 4 The simulated results of gain patterns at 2 GHz. a Pattern at xoz plane, b pattern at xoy
plane
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Fig. 5 The simulated results of AR patterns at 2 GHz. a AR pattern at xoz plane. b AR pattern at
xoy plane

Fig. 6 The simulated results of radiation gain patterns at 4 GHz. a Gain pattern at xoz plane.
b Gain pattern at yoz plane

Fig. 7 The simulated results of AR patterns at 4 GHz. a AR pattern at xoz plane. b AR pattern at
xoy plane
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The simulated results of radiation gain patterns at 6 GHz were shown in Fig. 8.
The half power beam widths at xoz plane and yoz plane were 126.1° and 73.1°,
respectively. Figure 8a, b were the axial ratio (AR) patterns at xoz plane and xoy
plane, respectively, and the observed AR at the boresight direction for the fre-
quency of 6 GHz was higher than 5 dB, which revealed that the AR decreased
when the frequency increased for the designed Vivaldi antenna fed by CPW
(Fig. 9).

The gain simulation results of designed Vivaldi antenna were shown in Fig. 10.
According to simulation results, the observed gains and radiation patterns were
steady for the frequency range from 2 to 6 GHz. When the frequency increased, the
radiation gains approximately increased. The gains were higher than 3 dB within
the operational frequency range of 2–6 GHz.

Fig. 8 The simulated results of radiation gain patterns at 6 GHz. a Gain pattern at xoz plane.
b Gain pattern at xoy plane

Fig. 9 The simulated results of AR patterns at 6 GHz. a AR pattern at xoz plane. b AR pattern at
xoy plane
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4 Conclusions

A wide band Vivaldi antenna fed by CPW was designed and simulated by using the
electromagnetic simulation software in this paper. The designed Vivaldi antenna
has simple structure and is low cost. Within the frequency range of 2–6 GHz, the
designed Vivaldi antenna had acceptable VSWR and patterns according to the
simulation results. The radiation performances of the designed Vivaldi antenna
within the operational frequency range were provided. The CPW feeding structure
of Vivaldi can be a candidate method for the design of wide band Vivaldi antenna at
several practical applications.
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The PID Parameters Optimization Method
Based on GA for NC Power Supply

Chenjia Wei, Zehao Liu, Peizheng Li, Jianfei Chen and Sheng Zhang

Abstract In the design of numerical control voltage source, the PID control
parameters are usually determined by theoretical arithmetic or engineering setting
method, which have some problems such as complex calculation, high demand
experience, and low accuracy. This paper offers an intelligent optimization method
with PID parameters kp based on genetic algorithm. In terms of this optimization
method, we design a PID parameter optimization system which consists of a
microcontroller module, a host computer, and a LM2596 module. The microcon-
troller samples the output voltage, and receives the kp parameters to set the LM2596
module. The host computer processes the real-time voltage value and evaluates the
PID parameter based on ITAE. Meanwhile, optimal kp parameters are generated by
the genetic algorithm. The experimental results show that the mean value of ITAE
reduces in the process of genetic algorithm, reflecting the fact that PID control effect
is improved obviously and the parameters are becoming optimal. According to the
test of full range kp and ITAE table, we can conclude that kp set by the genetic
algorithm is superior to kp set by Ziegler–Nichols (Z–N) method which is the
optimal solution in the full scale. This paper is of instructive value in the field of
setting parameters of PID control system.

Keywords PID � Parameter self-tuning � GA � ITAE

1 Introduction

Due to the fast response, high precision, and steady output, the numerical control
power supply with PID control is widely used [1, 2]. However, how to set precise
PID control parameters for getting efficient and steady output is an important
research topic in the practical application. Nowadays, there are two main types of
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methods for determining PID parameters: theoretical calculation setting method and
engineering setting method, including Ziegler–Nichols (Z–N) method, indirect
optimization method, and so on. Recently, utilizing intelligent algorithms including
genetic algorithm to set PID parameters has been a new research issue [3, 4]. This
paper applies the genetic algorithm into the optimization of numerical control
voltage source PID parameter. We design a PID parameter optimization system
which consists of a microcontroller module, a host computer, and a LM2596
module. Then, we prove the effectiveness of this algorithm by theoretical derivation
and experimental verification. This paper also has important reference value when it
comes to some other ways to set PID control parameters.

2 Methodology

2.1 The Numerical Control Power Supply System

This design is depended on LM2596 power converter and the adjustable output
application circuit in its datasheet which is shown in Fig. 1.

The output voltage calculation formula is:

Uout ¼ Vref � 1þ R2

R1

� �
; Vref ¼ 1:23 V ð1Þ

where R2 is the variable resistor which controls the output voltage according to
Eq. (1). In this paper, we replace R2 with digital potentiometer (AD5272) and
adjust digital potentiometer to realize the adjustment of system output voltage.

2.2 Digital PID Controller

The fundamental idea of digital PID controller is to compare the measured and the
reference values then correct the proportional coefficient kp, integral coefficient ki,

LM2596

IN OUT

R1 R2

1

3 5

2

4

Fig. 1 Typical application of
LM2596
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and differential coefficient kd to get the presupposed output value. The control laws
are shown as Eq. (2).

u½k� ¼ kp � err½k� þ ki �
X

n

err½n� þ kd � ðerr½k� � err½k � 1�Þ ð2Þ

where k is sampling sequence number, u½k� is the output of controller at sampling
time k, and err½k� is the deviation at the sampling time k.

In this paper, the values of ki and kd are set to 1 and 0.2 according to experience.
The value kp is selected by the proposed optimization system. The system block
diagram is shown in Fig. 2. The microcontroller samples the output voltage and
sends it to host computer. The host computer processes the voltage value and
realizes PID control. The microcontroller receives the output of PID controller so as
to adapt the NC power supply.

2.3 PID Parameter Tuning Using GA

Genetic algorithm (GA) is a randomly global optimization search method [5], and
the flow chart of GA is shown in Fig. 3.

In order to operate GA in this system, the parameters are encoded by binary
code. The fitness function J adopts integral of time-weighted absolute value of the
error (ITAE) which is shown as Eq. (3).

Fig. 2 System block diagram

Fig. 3 Flow chart of GA
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J ¼
X

k

k � err½k� ð3Þ

In this paper, the value of ITAE is set by 1200 sampling voltage within 0.5 s
after setting the parameter. Genetic operators include crossover and mutation. The
crossover probability is set by ITAE and mutation probability is set by experience
[6–8]. According to the bit weight characteristics of binary code, the ‘parent’
parameter will be divided into two equal lengths. The ‘child’ parameter is crossed
by the head part of parameter which has higher crossover probability and the tail
part of parameter which has less crossover probability. The mutation operation
follows the principle of bit-flip which is based on setting probability.

2.4 The Implementation of PID Parameter Tuning
by Using GA

The system block diagram of the proposed PID parameter tuning system is shown
in Fig. 2 and the flow chart of core optimization method (GA) is shown in Fig. 3.
The concrete operations are listed as follows.

Population initialization and encoding: The host computer sets the output volt-
age and calculates the digital potentiometer according to Eq. (1). The value of
potentiometer will be downloaded into a microcontroller to set the LM2596 NC
power supply. Meanwhile, the initial generation of ‘parent’ kp parameter is gen-
erated randomly by the host computer. The digital potentiometer used in this system
is 256-position. Thus, the value of kp is set between 0 and 255 in this paper,
corresponding to the 0–100 % range of kp in Eq. (2).

Dynamic adjustment of digital potentiometer using PID controller: After setting
the initial value of potentiometer, microcontroller samples then uploads the output
voltage to the host computer. The host computer calls kp parameters then calculates
the value of potentiometer and downloads it to the microcontroller in order to adjust
to the output value.

Calculate the fitness function: In order to calculate the fitness of the kp param-
eter, this paper utilizes 1200 response voltage values to calculate ITAE value in
Eq. (3). Then we will ergodic all the kp parameters in the current generation and
calculate the corresponding ITAE value.

Genetic operator: On the basis of the ITAE value of each ‘parent’ kp parameter,
we can encode the kp value and operate the crossover and mutation so as to generate
the ‘child’ generation. Then, we will decode the ‘child’ generation and update the
PID equation.

Termination: This generational process repeats until the termination condition
has been reached. In this paper, the condition is set as that the mean ITAE value of
the current generation is less than 4000.
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3 Data

Experimental equipment: regulated power supply, host computer with MATLAB,
MSP430 microcontroller, and LM2596 NC power supply.

Experimental conditions: input 9 V, initial output 3 V, setting output 5 V, load
current 200 mA.

Tuning parameter: kp.

3.1 Full Range kp and Corresponding ITAE

Full range kp and corresponding ITAE are tested in the experiment and the cor-
responding relation is shown in Fig. 4.

As shown in the Fig. 4, we can notice that the optimal kp parameter value may
be located within 3 interval: (35, 45), (80, 90), and (155, 175), and the global
optimum may be located within 155 and 175.

3.2 Parameter Tuning Based on Ziegler–Nichols Method

We utilize the Z–Nmethod to tune the parameter and find that the optimal kp value is
37. The corresponding ITAE value is 9563. The system response is shown in Fig. 5.

Fig. 4 Full range kp and corresponding ITAE
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3.3 Generations of kp Parameter Tuned by GA
and Corresponding ITAE Value

Table 1 and Fig. 6 show the mean ITAE value of each generation in GA opti-
mization. According to the experiment, the optimal parameter value is 171 and
corresponding ITEA value is 1517.

In the process of genetic algorithm, the mean value of ITEA is decreasing with
the increase of generation. After 13 generations, the mean value decreased from
41,412.98 to 3696. It turns out that the genetic algorithm method is effective when
tuning the kp parameter. The system tends to be more stable and the output voltage
tends to be more accurate.

Figure 7 shows the system response of the first generation, the fifth generation,
and the 13th generation kp parameter. It shows that the system response of the first
generation is unstable, and the response is improved in the 5th generation. Up to the
13th generation, the response is stable and the transfer time is shorter than the
former generations.
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Fig. 5 System response of kp
parameter tuning by Z–N
method

Table 1 Mean ITAE value of each generation

Generation ITAE Generation ITAE Generation ITAE

1st 41,412.98 6th 18,722.28 11th 10,131.51

2nd 38,933.31 7th 18,195.22 12th 6344.44

3rd 31,807.21 8th 14,120.56 13th 36,96.65

4th 23,546.87 9th 11,379.92

5th 22,759.72 10th 12,528.04
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4 Conclusion

The result of the experiment shows that the kp parameter tuned by GA (kp = 37) is
global optimum, which is the same as the measured data and is better than kp
parameter tuned by the Z–N method (kp = 37). The efficiency of the GA used in
PID parameter tuning is verified in the field of NC power supply. The proposed
optimization method is efficient and not only can be used in the design of NC power
supply, but also in the field of any other PID controller’s parameter tuning.

Acknowledgements The research work was supported by National Natural Science Foundation
of China under Grant No. 31272511, and the foundation of Nanjing University of Posts and
Telecommunications (JG00613JX07).
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Different Feature Combination Rules
in CNNs for Face Detection

Qingyang Xu and Li Zhang

Abstract Convolutional neural network (CNN) is a very popular deep learning
structure. It has kinds of merits in the feature learning, such as local reception
region, sharing weights, subsampling, etc. CNN can learn the image by pixel
without previous feature extraction, and then discover some more characteristics of
the input by the feature combination. In this paper, we study the effect of different
combination rules in the CNN training. The simulation tests exhibit the different
kinds of combination rules in the CNN learning.

Keywords Deep learning � Convolutional neural network � Combinational rule �
Face detection

1 Introduction

Face detection is a very popular problem in computer vision. It is difficult for face
detection due to various backgrounds. Therefore, the robustness of the face detector
is an important parameter. Effective methods in advanced features extraction are the
key factors in face detection. Shallow neural network is an early way used to face
detection [1–3].

The main deficiency of shallow neural networks for face detection is that they
offered little or no invariance to translations, shifting, scaling, rotation, and local
distortions of the inputs. CNNs are a deep neural network. CNNs can recognize
patterns with extreme variability, with robustness to distortions, and simple geo-
metric transformations like translation, scaling, rotation, squeezing, stroke width,
and noise [4]. In this paper, we will adopt a CNN to detect the face, and study the
effect of different feature combination methods to the feature extraction in the
middle layer.
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2 CNN Structure

Yann LeCun and Yoshua Bengio introduced the concept of CNNs in 1995 [5],
which is a feedforward network with deep structure and the ability of extracting
features from the input image without other preprocessing. CNNs combine three
advanced operations to ensure some degree of shift, scale, and distortion invariance:
local receptive fields, shared weights, and spatial or temporal subsampling (Fig. 1).

Convolution is a conventional operation in the digital image processing.
A convolutional kernel is sliding on the image. The convolution layer will output a
feature map to describe the characteristics of the image. In the convolutional layer,
the convolution operation is realized by Eq. (1).

CFMl
j ¼ f

XI

i¼1

Xl
i � Kl

ij þ blj

 !
ð1Þ

where CFMl
j is the feature map of the lth convolutional layer, f is the active

function, Xl
i is the input image, Kl

ij is the convolutional kernel, and blj is the bias
value.

For the input image, the convolutional kernel is fixed when it is sliding on the
image. Therefore, the whole image shares the weights of the convolutional kernel.
The convolutional kernel also simulates the local reception of eyes.

Another operation in the CNNs is the subsampling, the maximal pooling is the
preferred one as Eq. (2)

PFMl
i;m ¼ max

G

n¼1
CFMl

i;ðm�1Þ�sþ n ð2Þ

where PFMl
i;m is the feature map after the maximal pooling operation. In the

training of the network, the pooling layer output will be the input of next convo-
lutional layer, such as CFMl

j ¼ PFMl�1
i;m . Therefore, the next layer’s input will be

the combination of the PFM. The combination method is different. We will study
the different effects of different combination ways.

Fig. 1 CNNs structure
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3 Different Combination Method of Subsampling Layer

The principle of face detection by CNNs is shown in Fig. 2. The input of the CNNs
is the original pixel image. Unlike other face detection algorithm, the CNNs handle
the pixel image and not the features. The feature maps come from the convolution
and subsampling operations of the CNNs [6]. The input of the next layer will be the
combination of the feature maps of the previous layer.

For the input, a convolutional kernel is sliding on the image and the whole image
shares the weights of the kernel. In CNNs, there are different convolutional kernels.
Therefore, it will generate some feature maps after the convolution and subsam-
pling operations. Supposing the first layer feature map after subsampling is PFM1

i ,
and the next layer feature map output is PFM2

j . In these CNNs, there are four
feature maps after the subsampling, and then the input of next convolutional layer
will have 14 maps by the combination of the four feature maps PFM1

i . Table 1 is a
simple combination rule of feature maps. For example, the new input is the com-
bination of PFM1 and PFM3. Different combination rules will generate different
input features.

Therefore, the combination rule is very important for the generation of the
follower layer input. In this paper, we adopt kinds of combination rules to generate
the input image as Table 2. In Table 2, we adopt different combination rules, such
as single PFM, combination of two PFMs, and the combination of three PFMs.
Hence, the input features are more abundant.

Fig. 2 Face detection flow of CNNs

Table 1 Combination method 1

New input 1 2 3 4 5 6 7 8 9 10 11 12 13 14

PFM

PFM1 * * * * *

PFM2 * * * * *

PFM3 * * * * *

PFM4 * * * * *
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4 Simulation Test

In the simulation test, we adopt a face database including 1000 faces and other
nonface images. These images are used to train the CNNs. The training process is
shown in Fig. 3. The input image size of CNNs is 32 * 36 [7]. By a 5 * 5 con-
volutional operation, the images are converted to a size of 28 * 32 images. Then by
a 2 * 2 subsampling, the feature maps of the first layer will be 14 * 16. The
following layer will follow the same principles, and then the output layer will be a
face and nonface discrimination neuron. The feature maps combination rules follow
Tables 1 and 2.

According to the two combination rules table, we do the simulation tests and the
results are shown in Figs. 4 and 5. The two figures exhibit the effect of different
combination rules to the CNNs learning.

The simulation has 500 iterations. From the simulation results, we can see that
the combination rules of Table 1 are not the best one. In Table 1, there are some
repeated combination rules, and some combination rules are neglected such as the
combination of three FPMs. From the learning process of CNNs, we can see that
the feature extraction and combination are not well for the combination rules of

Table 2 Combination method 2

New input 1 2 3 4 5 6 7 8 9 10 11 12 13 14

PFM

PFM1 * * * * * * *

PFM2 * * * * * * *

PFM3 * * * * * * *

PFM4 * * * * * * *

32*36 

14*16

14*16

28*32 

14*16

14*16

28*32 

28*32 

28*32 

14*16

14*16

14*16

14*16

14*16

14*16

6*7

6*7

6*7

6*7

6*7

6*7

12*14

12*14

12*14

12*14

12*14

12*14

Convolutional 
layer(C) 

Sub-sampling
layer(S) 

S C 
Output 
layer 

Fig. 3 The images processing flow of CNNs
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Fig. 4 Feature maps output by combination rule Table 1

Fig. 5 Feature maps output by combination rule Table 2
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Table 1 comparing with Table 2. By the combination rule of Table 2, the features
of faces are effectively extracted and well combined. The feature extraction effect is
more like the famous Gabor filter [8]. Therefore, the combination rules of Table 2
are the better one, and it considers every combination situation of one, two, and
three combinations of FPMs.

5 Conclusion

CNN has kinds of merits, and it can handle the 2D image directly which is suitable
for digital image processing. In order to study the feature learning and combination
mechanism, different feature map combinations are adopted to exhibit the learning
process of CNNs. Two typical combination rules tables are adopted. From the
simulation results, we can see that the complete combination rules will extract better
face features like the effect of the Gabor filter but the CNNs can handle the pixel
images and be trained with better generalization ability.
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The Contact Behavior Analysis Between
Microcomponents on a Low-Frequency
Reciprocating–Fretting Ball-on-Flat
Tribometer

Zhongnan Wang, Wuyi Wang, Guangyu Zhang and Hejuan Chen

Abstract Fatigue failure between the reciprocating sliding microcomponents is the
key factor that affects the performance and reliability of microelectromechanical
system (MEMS) under alternative load. Sliding friction pairs on the smooth surface
are at very slow scan rates and friction-induced vibration is caused by stick-slip
phenomenon that is generated from nanometer clearance between the friction pairs.
In this paper, a developed tribometer is applied to simulate the fretting friction with
low-frequency reciprocation. Dynamic friction coefficient is measured with the
normal load of 0–60 mN from a series of tribological tests of a small steel ball
sliding on various flat surfaces such as PTFE, silicon wafer, and glass in a
straight-line, oscillating motion configuration. The contact stress, contact force, and
surface deformation with or without friction in these three configurations are cal-
culated by the variation of friction coefficient according to the Hertz contact theory.
Experimental results show that the friction force is not nearly dependent of the
normal load and contact deformation is at nanoscale sizes in steel ball-on-silicon
wafer configuration. Friction coefficient measured by the developed tribometer is
combined with the contact stress calculation for the structural design of micro-
components before manufacturing MEMS devices.

Keywords Tribometer � Microcomponents � Contact behavior analysis �
Reciprocating–fretting � Ball-on-flat
Z. Wang � W. Wang (&) � G. Zhang
School of Mechatronics Engineering, Harbin Institute of Technology,
Harbin 150001, China
e-mail: wangwuyi@hit.edu.cn

Z. Wang
e-mail: wzn198405@163.com

G. Zhang
e-mail: zgyqx@hit.edu.cn

H. Chen
School of Mechanical Engineering, Nanjing University of Science and Technology,
Nanjing 210094, China
e-mail: 601194143@qq.com

© Springer-Verlag Berlin Heidelberg 2016
B. Huang and Y. Yao (eds.), Proceedings of the 5th International
Conference on Electrical Engineering and Automatic Control, Lecture Notes
in Electrical Engineering 367, DOI 10.1007/978-3-662-48768-6_14

111



1 Introduction

Microcomponents in microelectromechanical system (MEMS) are mainly used for
mechanical motion, such as the bending or vibration of the microcantilever, the
rotation of microrotor, the reciprocating sliding of the actuator [1–4], etc. When
microcomponents are in operation, alternative load is along with most of them,
which is similar to the macrocomponents. As one of the important patterns of the
failure, fatigue failure is the key factor that affects the performance and reliability of
MEMS.

The majority of materials for microcomponents are brittle materials such as
single-crystal silicon, polycrystalline silicon and nitrides, and the related failure is
caused by the fracture and stiction that are relevant to friction. Sliding friction pairs
between microcomponents are at very slow scan rates and the adhesive effects [5]
on the smooth surfaces are strengthened by nanometer clearance between the
friction pairs. The friction force and sliding speed will not remain in the constant
state during the sliding friction process because of stick-slip phenomenon and the
movement restriction, increased damage and less reliability in the microcomponents
might be brought about from the resulting friction vibration. There is ample evi-
dence that the contact force between surfaces is as dominate in MEMS, which
makes stick-slip phenomenon more obvious, than that in macrocomponents.
Moreover, friction force, viscosity resistance, and surface tension have more sig-
nificant impacts on MEMS devices than those caused by the inertia force and
electromagnetic force from the conventional machinery [6].

Therefore, the control of stick-slip and friction loss or even friction-free is
essential for MEMS to keep the microcomponents in normal operation during the
design process. However, as friction coefficient and friction force or friction torque
will be increased due to great viscous force and shear force produced on the friction
surfaces, the traditional lubrications are not always an effective way to resolve the
lubrication problems of the slow sliding regime under the alternative load [7]. There
is by far concern about the research on fatigue performance and friction mea-
surement of microcomponents from MEMS researchers. The previously published
research is mainly focused on the tests of mechanical properties for materials with
microstructure in MEMS, and less is involved in the proper tests for fatigue per-
formance between microcomponents.

Material properties are largely determined by the composition, as well as the
structure which is also concerned with the fabrication process. The fabrication
process of microcomponents is in a totally different way from that of bulk materials
and thus there are significant property variations, even in the same materials.
Differences may be caused by microstructure changes arising from various sizes of
the components. In 1982, a new measurement technique about the fatigue properties
of MEMS chip was introduced by Perkerson K.E. A comb-drive actuator is on one
side of a huge mass connected with the notched samples and there is a comb-shaped
capacitive displacement sensor on the other side. When a sinusoidal voltage at a
half frequency is applied to the comb-drive actuator to control the vibration of the
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mass, symmetrical tension–compression fatigue will occur at the sample notch by
the resonance of the mass. Fatigue stress is dependent on the amplitude of the mass,
while the latter is decided by voltage amplitude. Therefore, the fracture will appear
at the notch of MEMS chips after N-times vibration. Fatigue limit or fatigue
strength under certain cycles is determined from test data recorded by displacement
sensor and tension–compression stress at the sample notch is calculated with the
finite element analysis (FEA) method. Sundararajan [1] in 2001, introduced his
research achievement that AFM probe with the frequency of 4 Hz is used for testing
the fatigue property of structure components in nanoscale. The sample is a
nanoscale beam with fixed ends and AFM probe is in alignment with the center of
the top of the beam. Applied force on the beam is controlled by adjusting the
deformation of piezoelectric crystal until the fracture of nanoscale beam appears in
the N-times vibration. This approach with its experimental procedures is the same
as the one introduced in the literature except for the load and test principles.

With the progress of MEMS applications, it is urgent to investigate tribological
behavior for increasing amounts of micro-components and microrotating
machineries which are manufactured by familiar materials. Although, a great many
of novel microsystems are being developed by MEMS researchers, it is still difficult
for the MEMS designers to acquire the fatigue property and tribological behavior of
materials that they require from handbooks or references, and hence the measure-
ment is necessary with the actual alternative load applied in the designed micro-
components. For this purpose, measurement techniques of the sliding friction force
and friction coefficient at a slow scan rate between microcomponents in MEMS are
introduced in this paper and demonstration studies with load, displacement, and
friction force using the self-developed tribometer are carried out to provide the
MEMS designers with reliable measurement methods and data analysis in terms of
tribological behavior.

2 The Low-Frequency Reciprocating–Fretting
Ball-on-Flat Tribometer

The low-frequency reciprocating sliding friction between the microcomponents is
fretting that exists in the surfaces of tight mechanical parts which are approximately
static at very low sliding speed. Microvibration and slow sliding on the contact
surfaces are the key factor for the design of the tribometer, and the former is
obtained by the power supply load while the latter is related to the motion platform
which is used for fixed samples. Based on many years of experience in the design of
the universal fretting wear test systems, a novel voltage-controlled measuring head
with alternative load [2, 3] was developed at Warwick in 2011 and the absolute
value of the ratio between its output current and input voltage is 100 mA/V.
A developed low-frequency reciprocating test platform, in this paper, is combined
with the above measuring head to compose a low-frequency reciprocating–fretting
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ball-on-flat tribometer as illustrated in Fig. 1, including sample holder (1), magnetic
coil (2), base (3), notch-hinge mechanisms (4), upper and lower samples (5), and
laser placement sensor (6). The upper sample with alternative load is fixed to the
sample holder in the measuring head and the test platform is actuated by drive coil
with the action of sinusoidal voltage in order to simulate the fretting friction
between the microcomponents.

A developed low-frequency

reciprocating test platform

A novel voltage-controlled 

measuring-head with 

alternative load 

(a)

(b)

Fig. 1 Low-frequency reciprocating–fretting ball-on-flat tribometer. a 3D model of the tribome-
ter. b Image of the tribometer 1 Sample holder, 2 magnetic coil, 3 base, 4 notch-hinge mechanism,
5 upper and lower samples, 6 displacement sensor
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The friction measurement is evaluated by the average peak-to-peak value of the
signal, as shown in Fig. 2, and coefficient of friction is calculated with FN and Ff,

l ¼ e
Ff

FN

����
���� ð1Þ

where e = +1 (forward motion) and e = −1 (reverse motion).

3 The Influences of Friction on the Surface Contact
Behavior in Ball-on-Flat Configuration

Take the well-known ball-on-flat configuration in the microcomponent (as shown in
Fig. 3; [2]) as an example, a great surface contact force is brought between two
surfaces at extremely low sliding speed to making their shapes change and thus it is
not easy to be separated for them due to adhesion. As adhesive force is of the same
order of magnitude as the normal load [5], the effect of friction force on the great
contact force which is generated by adhesion cannot be neglected. As for
multi-asperity contact in the ball-on-flat configuration, coefficient of friction is
related to the scan speed during sliding. Hertzian contact theory is applied to the
calculation of contact force between an elastic ball and a flat surface as shown in
Fig. 3, and its simplified calculation formulas [8, 9] is,

P ¼ P0ð1� ðr=aÞ2Þ12 ð2Þ

z,FN

x,Ff

Movement Platform 

X-direction

Sensor

Forwards Motion 

Y-direction Sensor 

Fig. 2 Schematic of the ball or platform in the forwards motion with its reference
coordinates directions
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Hertzian contact stress and the maximum contact pressure are P and P0 ¼ 3Fn
2pa2,

respectively. The contact area of an elastic ball on a flat is given by

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
3FnRe

4Ee

1=3

r
ð3Þ

Fn is the normal load and the radius of an equivalent ball on a flat is given by

1
Re

¼ 1
R1

þ 1
R2

ð4Þ

R1 and R2 are principal radii of curvature of the two bodies. Because R2, Re = R1.
Equivalent Young’s modulus of elasticity is given by

1
Ee

¼ 1� v2ball
Eball

þ 1� v2flat
Eflat

ð5Þ

Eball, Eflat, vball, and vflat are the elastic modulus and Poisson ratios of the two bodies
in contact, respectively. The deflection (distance of approach of two far field points
in the bodies) is given by

Multi-asperity Contact 

Ff

FN 

Fn

Upper sample - ball 

Lower sample - flat 

Fig. 3 Multi-asperity contact between a ball and a flat surface [2]
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d ¼ 9F2
n

16ReE2
e

� �1
3

¼ a2

Re
ð6Þ

the transverse contact stiffness is also given by

k ¼ dF
dd

¼ 6E2
eFnRe

� �1
3 ð7Þ

when sliding friction occurs in contact between a ball and a flat surface, field of
stress which is generated on the surfaces is in a condition of the surface strain. The
tension which is caused by tangential tractive force, σ, is calculated by the formula
given by Johnson [10], so maximum stress value is given by

rmax ¼ 1:5
Q
pa2

ð8Þ

where the shearing traction at the contact surface is given by

Q ¼ fFn ð9Þ

for friction-free, Q = P.
Maximum normal contact stress, maximum normal contact force, and maximum

deformation are calculated with friction-free or friction, respectively.

(1) Calculation of Contact Force without Friction in Ball-on-Flat Configuration

Hertz contact theory is applicable to nonconforming contact and its fundamental
assumption is in a very small contact area. Rigid body motion will not occur
between two bodies in contact and the contact surface should be smooth enough,
regardless of the medium of the contact surface (lubricants) or the influence on
dynamic friction [8].

Basic parameters of samples are shown in Table 1. Upper sample is a steel ball
while lower specimens are flat surface materials including PTFE, silicon wafer and
glass, with the sizes of 10 × 10 × 1 (mm3). FEA is used for the numerical solution
and the numbers of nodes and elements of finite element model which are estab-
lished by Hertz contacting theory are 47959 and 144778, respectively. Normal load
is applied between 0 and 60 mN.

The maximum contact stress, the maximum contact force, and the maximum
deformation, in Table 2, are calculated by Eqs. (1)–(5) when taking Fn for 9.65,
46.68, and 58.8 mN and the related variation can be seen from Figs. 5, 6, and 7.
The curves of 1, 2, and 3 correspond to normalized curves of λmax – Fn, Pmax – Fn,
and δmax – Fn from a steel ball sliding against PTFE, silicon wafer and glass,
respectively. Among them, δmax is the curve for normalization in Fig. 7 and the
average value δb, as the divisor, is taken from Table 2.
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1. The distribution trends of contact force are identical as noncircular for a steel
ball sliding against a PTFE sample, a silicon wafer sample and a glass sample.
Figure 4 is one of the most representatives of contact force distribution with the
normal load of 58.83 mN. There have been polylines in the figure because
meshing is not fine enough, while in theory, contact force distribution should be
round with the increased normal load.

2. From Figs. 5, 6, 7, variations of λmax, Pmax, and δmax from different material
surfaces are basically in accordance, especially identical normalized curves of
Pmax – Fn and δmax – Fn. However, there is rapid change in the curves before Fn

= 46.68 mN while it shows the slow varying after Fn = 46.68 mN. Moreover,
nonlinearity is not very apparent due to the association with friction and wear
between two contact surfaces, in addition to the elastic modulus and Poisson’s
ratio of the measured materials.

3. δmax increases with Fn. From Table 2, there is δmax with the maximum value in
steel ball-on-PTFE configuration, reaching to microscale, while it is just at the
nanoscale for a steel ball sliding on a silicon wafer sample surface and glass
sample surface.

Table 1 Physical conditions of Hertz contact

Name Symbol Value

Spherical radius (mm) Re 1

Elastic modulus (GPa) Steel Eball 206

Silicon wafer Eflat 190

PTFE 1.42

Glass 88

Poisson ratio Steel vball 0.3

Silicon wafer vflat 0.278

PTFE 0.35

Glass 0.215

Normal load (mN) Fn 0–60

Coefficient of friction See Fig. 6

Table 2 Calculations of maximum normal contact stress, maximum normal contact force, and
maximum deformation with friction-free

Flat Fn/(mN)

9.65 46.68 58.83

λmax

(MPa)
Pmax

(mN)
δmax

(10−6 mm)
λmax

(MPa)
Pmax

(mN)
δmax

(10−6 mm)
λmax

(MPa)
Pmax

(mN)
δmax

(10−6 mm)

Steel ball-PTFE 1.24 9.63 96.4 5.98 46.6 466 7.53 58.7 587

Steel ball-silicon
wafer

1.12 9.63 0.644 5.4 46.6 3.12 6.81 58.7 3.93

Steel ball-glass 1.05 9.63 2.37 5.07 46.6 11.5 6.39 58.7 14.5
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Fig. 4 Contact force distributions with the normal load of 58.83 mN
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Fig. 5 Curves of λmax – Fn
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Fig. 6 Curves of Pmax – Fn
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(2) Calculation of contact stress and contact force with friction in ball-on-flat
configuration

Hertz contact theory is not applicable to many contact problems in the real projects.
As shown in Fig. 4, the contact problem is a nonlinear behavior [11] when there is
any phenomenon of multiple elastic or nonelastic impacts and friction heat gen-
erated from the sliding contact between the surfaces. The maximum contact stress,
the maximum contact force, and the maximum deformation are calculated with
friction by Eq. (6) in the ball-on-flat configuration. The basic parameters of the
samples are listed in Table 1. Reciprocating frequency of movement platform is
5 Hz and sliding speed is 2 mm/s through the tests. Figure 8 shows the measured
friction coefficient for these samples and the curves of 1, 2, and 3 correspond to the
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Fig. 8 Curves of µ – Fn
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changing curves of dynamic friction coefficient measured by the tribometer in
Fig. 1 for a steel ball sliding on PTFE, silicon wafer and glass samples respectively,
namely µ – Fn curves.

The distribution trends of contact force calculated from Eq. (6) are identical for a
steel ball sliding against a PTFE sample, a silicon wafer sample and a glass sample.
Figure 9 shows the contact force distribution with the normal load of 58.83 mN for
steel ball sliding on silicon wafer sample. The maximum contact stress, the max-
imum contact force, and the maximum deformation, in Table 3, are calcu-
lated when taking Fn for 9.65, 46.68, and 58.8 mN as well. Based on Table 3,
Figs. 10, 11, 12, and 13 show that the curves of 1, 2, and 3 correspond to nor-
malized curves of λmax – Fn, Pmax – Fn, and δmax – Fn from a steel ball against
PTFE, silicon wafer and glass, respectively and the results are as follows:

1. As can be seen from the contact force distribution in Fig. 9, the noncircular
curves of contact force under dry friction condition are more obvious with the
increase of the normal load for a steel ball sliding on a silicon wafer surface.

2. From Figs. 10, 11, 12, and 13, λmax, Pmax, δfmax, and Ffmax fall down to nearly 0
with the increase in the normal load before Fn = 46.68 mN, while there is
hardly variable from Fn = 46.68 mN. Therefore, friction has great impact on
contact stress and contact pressure for a steel ball sliding on glass sample.

3. In terms of Figs. 10 and 11, λmax and Pmax increase with Fn for a steel ball
sliding on PTFE and silicon wafer samples. The variation of λmax and Pmax in
steel ball-on-silicon wafer configuration is similar to that of the situation without
friction-free. The value and variation of δmax is very small and friction force is
nearly constant.

3

Fig. 9 Contact force distributions with the normal load of 58.83 mN for a steel ball sliding on a
silicon wafer
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From the above results, we can infer that there is little influence on contact
behavior for a steel ball sliding on the silicon wafer. As for the basic material in
MEMS, the research results of silicon wafer samples will provide an important
reference value for the design of microcomponents. Although the value of δmax is
also small, there is a large wave in the related variation. Ffmax is far from steady and
will arrive at the maximum value when Fn = 46.68 mN, and this phenomenon may
be related to material properties and surface quality.
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4 Conclusion

The paper introduced the developed low-frequency reciprocating–fretting
ball-on-flat tribometer and measured friction coefficient from a steel ball sliding
against PTFE, silicon wafer and glass. Based on Hertz contact theory, the contact
stress and contact force were calculated by varying dynamic friction coefficient and
conclusion was drawn that the friction force is not almost dependent of the normal
load and contact deformation is at the nanoscale for a steel ball sliding on silicon
wafer sample. Combined with the contact stress calculation, friction coefficient of
different materials was measured by the developed tribometer to provide important
information for the structural design of microcomponents before manufacturing
MEMS devices.
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Single-Phase AC Voltage Control Circuit
for Flow-Induced Acoustic-Vibration
Piezoelectric Generator

Bo Chen, Jiacun Sun, Hejuan Chen, Jian Yang and Wei Qu

Abstract Energy harvesting from ambient excitation has attracted numerous
interests with the purpose of implementing self-powered devices. The technology of
piezoelectric energy harvesting from vibrations induced by airflow is innovative
research in the field of energy harvesting. A new flow-induced acoustic-vibration
piezoelectric generator (FAPG) without any mechanical moving parts using this
technology is developed. It converts the vibration induced by acoustic wave of
external airflow inside the pipe into electrical energy via a piezoelectric transducer.
Based on the scheme of FAPG using short pipe at the inlet of airflow, an effective
output power conditioning circuit is designed. Simulation and experiments show that
with the new designed interface circuit, which can expand the conduction angle of
the Alternating Current (AC) output by FAPG, the efficiency of energy harvesting is
improved significantly. In the circumstance of high-speed inflow and impedance
matching, the FAPG can get high output power at consistent impedance matching
points under various inflow velocities with strong practicability and flexibility.

Keywords Piezoelectric energy harvesting � Power conditioning circuit �
Flow-induced � Acoustic-vibration � Impedance matching

1 Introduction

The energy conversion methods that have been used to transform ambient energy
into electrical energy for self-driven and self-powered system are various [1]. One
promising method is to convert the ambient vibrations induced by airflow during
the flight into electricity using piezoelectric materials. A new piezoelectric energy
generator using this technology is developed; it converts the vibration induced by
acoustic wave of external airflow inside the pipe into electrical energy via a
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piezoelectric transducer [2]. As the velocity and pressure of the wind flow fluctuate
randomly, the output voltage or power of the flow-induced acoustic-vibration
piezoelectric generator (FAPG) is unstable without airflow regulation. Therefore, an
annular air flow regulation inlet structure is adopted based on the numerical sim-
ulation of internal flow field and blowing experiment analysis [3, 4]. The result
shows that the short inlet of annular nozzle at uniformed section has features of
slowed flow, faster uniformly distribution of velocity by section achieved, and
shorter initial transition position [5], which obviously shows the influence of air-
flow rectification. Based on the scheme of FAPG using short pipe at the inlet of
airflow, an effective power conditioning circuit is designed.

Designed by the principle of maximize transferred energy, the impedance of the
piezoelectric generator and interface circuit should be matched for this purpose.
Though single-phase alternating current (AC) could be generated stably from the
generator, perfect impedance match between piezoelectric transducer and the
interface circuit could not always be expected due to some possible deviations
caused by structure, material, and process [6]. In the case of impedance mismatch,
the output of the FAPG drops remarkably. On the other hand, the control circuit of
the system is mostly in low-power or idle state, fully loaded state usually lasts for a
short period. The power consumption varies from hundreds of nanowatts to dozens
of milliwatts, or even a couple of watts. Distinguished from traditional power supply,
the output impedance of the capacitive-piezoelectric transducer can reach thousands
of ohms while the load impedance is usually in the range between tens and hundreds
of ohms. This mismatch between the power supply and the load would cause loss
during the power transmission. Impedance mismatch and wide range of power
consumption will severely affect proper power supply, which is a seriously out-
standing problem for power source generated from piezoelectric transducer.
Therefore, a suitable energy harvesting interface circuit of impedance matching is
necessary. However, the most used classic energy harvesting circuit only fits in with
low frequency, while the vibration frequency of flow-induced vibration source is
over 6 kHz. As a result, transformation of classic energy harvesting circuit is needed
in order to match up with energy harvesting of high frequency.

2 Methods

2.1 Operating Principle of FAPG

Figure 1 shows the structure of FAPG. The air flow generates edge tone by hitting
onto the resonant cavity edge (wedge structure) through an annular air flow mod-
ulation inlet structure, forcing the air inside the cavity resonating, then
standing-wave resonance occurs in the cavity, where at the bottom the sound
pressure is the greatest. Vibration from the bottom sound pressure acts on the
surface of piezoelectric element, transduced into output voltage. On the basis of
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resonance principle, the system is in resonance and the vibration amplitude as well
as the output of the electric energy of piezoelectric transducer is maximized, on the
condition that natural frequency of piezoelectric transducer equals to the excitation
frequency. After power conditioning by the interface circuit, optimum matching
between piezoelectric transducer and interface circuit (with load) can be obtained.

2.2 Interface Circuit Under Steady-State Sine Excitation

Classic energy harvesting circuit consists of full bridge rectifier, reservoir capacitor,
and the load, as shown in Fig. 2. Under steady-state sine excitation, electric current
will go through bridge rectifier and supply power for load R only when AC voltage
in the piezoelectric elements is greater than voltage of reservoir capacitance C1 over

Fixed Pin

Piezo-Element

Interface Circuit

Resonant CavityFlow Modulation 
Structure

Airflow

Fig. 1 The structure of FAPG

Piezoelectric
vibrator

Full-wave Bridge 
Rectifier

Reservoir
Capacitor

Load

Fig. 2 Classic energy
harvesting circuit
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a period of time. AC voltage generated by piezoelectric transducer charges C1 via
bridge rectifier. Conduction angle of diode in bridge rectifier in this case is small,
correspondently current distortion will happen, lowering the energy harvesting
efficiency.

By adopting valley fill circuit [7, 8] shown in Fig. 3, cascading the combined
circuit of diode and capacitor between bridge rectifier and the load, the distorted
current waveform can be corrected to an almost perfect sine waves. As a result,
valley fill circuit can increase on-time of circuit over a period of time, at the same
time, conduction angle of rectifier diode expands from the original 120°–150°,
achieving the goal of increasing energy harvesting efficiency.

2.3 Experimental System Setup

The experimental setup is shown in Fig. 4. The three main subsystems of the setup
are airflow simulation system, electrical measuring system, and test specimen.
Airflow simulation system mainly consists of air compressor, air drying machine,
air tank, reducing valve, as well as, flow meter. Test specimens are mainly made up
of air inlet, annular nozzle, resonate cavity, piezoelectric vibrator, and cover plate.
Glue the PZT-5H piezoelectric ceramics of ∅10 mm to copper substrate of
∅12 mm, forming piezoelectric vibrator. During the experiment, open the valve of
tank outlet, letting the airflow go through flow meter, injecting into FAPG. The flow

Full-wave Bridge 
Rectifier

LoadValley Fill 
Circuit

Piezoelectric
vibrator

Fig. 3 Valley fill energy
harvesting circuit
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velocity injected is controllable at the valve by observing the readout of the flow
meter. Airflow enters test specimen, making the piezoelectric vibrator outputs
voltage signal. Conditioned by the interface circuit, the output signal is sampled by
data acquisition card and saved in the computer.

Relationship between airflow velocity (V) and volume flow (Q) can be expressed
by V = Q/S, where S is the cross-section area of the annular nozzle, therefore, the
airflow velocity can be obtained by measuring the inlet volume flow.

Table 1 shows the relationship between inlet volume flow and velocity of
annular nozzle section of transducer.

2.4 Multisim Simulation

To determine the generator’s power flow characteristics, the piezoelectric vibrator
can be modeled as sinusoidal current source Ip(t) in parallel with its internal
electrode capacitance Cp [9]. Simulate classic energy harvesting circuit and valley
fill energy harvesting circuit of FAPG through Multisim circuit simulation software
of NI (as shown in Fig. 5 for classic circuit, where piezoelectric vibrator model is
the same for the valley fill circuit, not shown), making simulation of FAPG har-
vesting energy from vibration under stationary excitation.

Reducing
Valve

Test
Specimen

Interface
Circuit

Data
Acquisition

 Card

PC

Air Tank

Airflow Simulation 
System

Electrical measuring 
system

Fig. 4 The experimental
system diagram

Table 1 Relationship
between volume flow (Q) and
airflow velocity (V)

Volume flow
Q (L/min)

160 180 200 220 240 260 280

Velocity V (m/s) 106 119 133 146 159 172 186
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3 Results

3.1 Simulation Versus Experiment

The FAPG output signal keeps roughly the same with the output signal under
multisim simulation parameters setting in Fig. 5 when airflow is at the high speed
of 186 m/s. The experimentally measured and simulated variations of power output
with increasing load are shown in Fig. 6. The simulation result is close to the
experimental result, which shows the validity of the equivalent model of piezo-
electric vibrator presented in Fig. 5.

Fig. 5 Multisim simulation

Fig. 6 Experiment and
simulation output power
versus load resistance
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3.2 Experiment Output Voltage and Power Versus Load
Resistance at Various Inflow Velocity

Connect piezoelectric transducer to classic energy harvesting circuit and valley fill
energy harvesting circuit separately and get the variation curve reflecting that output
voltage (U) and load power (P) change with variant load (R) at variable inflow
velocity (V) through regulating inflow volume (Q).

As demonstrated in Figs. 7 and 8, voltage and power of each circuit, respec-
tively, keep roughly the same change trend with load resistance no matter at high
inflow velocity or low inflow velocity. As for the valley fill circuit, the output
voltage increases rapidly with an increasing load resistance initially; when the load
resistance reaches 5 kΩ, the output voltage increases slowly with increasing load

Fig. 7 U versus R

Fig. 8 P versus R
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resistance. However, the output power increases gradually with an increasing load
resistance until a critical value is reached and then decreases.

Nevertheless, at low inflow velocity (V), output voltage and power of classic
energy harvesting circuit turn greater than that of valley fill circuit after the load
resistance has increased to a certain degree, due to the fact that the generator’s
output energy is not that great at low inflow velocity, while the valley fill circuit
consumes more energy with more components than classic energy harvesting cir-
cuit, to this extent, the valley fill circuit shows no advantages. Therefore, when
designing low-power piezoelectric generators, power dissipation in the electronic
components needs to be considered. On the other hand, power dissipation due to
diode voltage drop is also significant at lower generator output voltages, hence
Schottky junction diodes, with lower drop compared to PN junction diodes, are
often favored as the rectifying elements in applications.

As shown in Fig. 8, variant inflow velocity and interface circuit share the same
matching point, impedance matching point of load power in both circuits keeps at
5 kΩ. It should be noted that once a unique peak power is detected at a specific
inflow velocity (V) (i.e. 172 m/s), the corresponding impedance matching point is
safe to be employed for other inflow velocity (V), as the impedance matching point
for the FAPG with the two circuit remains constant with various inflow velocity (V).
Valley fill circuit outstrip classic energy harvesting circuit when the output power is
around the impedance matching point, while rigorous impedance matching is
necessary otherwise its output power would drop more dramatically.

Output power when impendence matched of both circuit under the excitation of
variant inflow velocity is shown in Fig. 9. When the inflow velocity is below
140 m/s, the FAPG outputs insufficient energy, and the valley fill circuit shows no
superiority over classic circuit due to more power dissipation in the electronic
components of valley fill circuit. However, when the inflow velocity is over the
critical speed of 140 m/s, the generator outputs enough energy so that the dissi-
pation in the electronic components could be neglected. When the inflow velocity
reaches 186 m/s, load output power of valley fill circuit ends up to 12.55 mW, a
quarter more than that of the classic circuit, which is 9.89 mW.

Fig. 9 Output power versus
inflow velocity
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4 Conclusion

When the inflow velocity is high, the FAPG without any mechanical moving parts
holding excellent shock resistance and fast dynamic response has stable impedance
matching points which remain unchangeable with variant inflow velocity and
interface circuit, making it with strong practicability and flexibility. Simulation and
experiment results indicate that the current conduction angle of valley fill circuit
increases to 150° from 120° of classic energy harvesting circuit. Due to the com-
ponent dissipation in the circuit, when the inflow velocity is high, more energy
would get transduced, valley fill circuit surpasses in energy harvesting efficiency,
and when the inflow speed is low, classic energy harvesting circuit with low-power
dissipation is rather suitable.
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Medium and Long-Term Electric Power
Planning Load Forecasting Based
on Variable Weights Gray Model

Da Song and Xiaobo Liu

Abstract Based on the gray forecasting theory, the paper studies the influence of
the buffer operator on the gray forecasting results, and solves the problems of the
traditional gray model in the medium and long-term electric load forecasting. By
constructing the buffer operator, the dynamic preprocessing of the raw load data is
realized. Based on particle swarm optimization (PSO) algorithm, taking the max-
imum gray correlation degree between fitted value and actual values as the goal, to
choose the optimal buffer operator and buffer system, which can reasonably weak
the historical load data, improve precision of the model and make a prediction
results more reasonable real.

Keywords Gray model � Buffer operator � Power planning load forecasting � PSO

1 Introduction

In medium and long-term power grid planning, the accuracy of load forecasting
directly determines the construction goal of power grid in the next period of time
[1], so load forecasting demand has enough accuracy and stability. The medium and
long-term power load has not only a certain growth, but also an uncertainty fluc-
tuation, it will go up and down depending on regional economic development,
policy bias, natural factors, and so on. Overall, the load changing can still be
considered nearly to be exponentially growth. So this kind of power load fore-
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casting can be regarded as a typical gray system [2]. However, its mutability
predicted modeling which directly use original GM(1,1) model may cause the
model error bigger, or better fitting effect but prediction effect is poorer. Building
the GM(1,1) by using buffer operator to preprocess the original data, which can
effectively improve the modeling sequence smooth ratio, weakens the randomness
of the original load data, strengthens the overall trend in the development of load,
and improves the prediction precision [3–5]. However, there are still problems in
the application of buffer operator in practical load forecasting: first, the buffer effect
of different buffer operator is different, which may lead to the decrease of prediction
accuracy; second, the buffer operator is not adjustable, only through a qualitative
judgment or subjective experience to choose a fixed buffer operator for data pre-
processing, which often lead to the buffer effect too strong or too weak, poor
adaptability and not be generalizable. Weak buffering effect will lead to the pre-
treatment effect which is not obvious, model predictive accuracy improvement
limited. Strong buffering effect will change the inner rule of the original load
sequence. Although it can realize high precision fitting of sequence after pretreat-
ment, but it has deviated from the original load forecasting problem.

2 The Load Data Processing Based on Variable Weights
Buffer Operator

Aiming at the shortage of the traditional buffer operator, the paper introduces the
variable weights buffer weakening operator, which can reduce the original data
adaptively and reduce the impact of accidental factors on the load data.

Given: X ¼ ½xð1Þ; xð2Þ; . . .xðnÞ� is original data sequence,

Y ¼ XD ¼ ½xð1Þd; xð2Þd; . . .; xðnÞd� ð2:1Þ

where d is buffering operator; xðnÞ[ 0
d is about the structure of k, k is variable weights buffer coefficient.
This paper construct buffer operator as follows:

xðkÞd1 ¼ kxðkÞþ xðnÞ
kþ 1

where 0\k\1; k ¼ 1; 2; . . .; n: ð2:2Þ

xðkÞd2 ¼ kxðnÞþ ð1� kÞxðkÞ where 0\k\1; k ¼ 1; 2; . . .; n: ð2:3Þ

xðkÞd3 ¼ xðnÞ1þ k

xðkÞk
where 0\k\1; k ¼ 1; 2; . . .; n: ð2:4Þ

Definition X ¼ ½xð1Þ; xð2Þ; . . .xðnÞ� is non-negative sequences of system behavior,
rðkÞ is the average change rate from xðkÞ to xðnÞ which is included in X, X with the
buffer operator get the new sequence:
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XD ¼ ½xð1Þd; xð2Þd; . . .; xðnÞd� ð2:5Þ

and dðkÞ ¼ rðkÞ�rðkÞd
rðkÞ

���
���; k ¼ 1; 2; . . .; n is the degree of regulation which buffer

operator D act on k point.
The degree of regulation dðkÞ reflects the action intensity of buffer operator to

the original load data. By choosing an appropriate buffer operator model and the
buffer coefficient k, we can fine tune the strength of the buffer operator, and enhance
the adaptability of the buffer operator in the load data preprocessing.

3 Modeling Process of Variable Weights Buffer
GM(1,1) Model

In order to weaken the random fluctuations of the data, highlight the inherent law of
the sequence, improve the prediction accuracy, using the variable weight buffer
operator and background value optimization to improve the traditional GM(1,1),
build the variable weights buffer GM(1,1), and model the variable weight buffer
model. Taking the type (2.3) model as an example, build the model as follow:

1. The original load data is

Xð0Þ ¼ ½xð0Þð1Þ; xð0Þð2Þ; . . .xð0ÞðnÞ� ð3:1Þ

2. Using the variable weights buffer operator (D) to preprocess the original data
sequence weakens the randomness and enhances the trend.

Y ð0Þ ¼ ½yð0Þð1Þ; yð0Þð2Þ; . . .; yð0ÞðnÞ�
yð0ÞðkÞ ¼ kxð0ÞðnÞþ ð1� kÞxð0ÞðkÞ; k ¼ 1; 2; . . .; n

(
ð3:2Þ

3. AGO, forming the weakening data sequence model

Y ð1Þ ¼ ½yð1Þð1Þ; yð1Þð2Þ; . . .; yð1ÞðnÞ�
yð1ÞðkÞ ¼ Pk

i¼1
yð0ÞðiÞ; k ¼ 1; 2; . . .; n

8
<
: ð3:3Þ

4. Build the variable weights background value (Zð1Þ)

Zð1Þ ¼ ½zð1Þð2Þ; zð1Þð3Þ; . . .; yð1ÞðnÞ�
zð1ÞðkÞ ¼ gyð1Þðk � 1Þþ ð1� gÞyð1ÞðkÞ; k ¼ 2; 3; . . .; n

(
ð3:4Þ

where g is the weight coefficient of the background, 0� g� 1.
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5. Build GM(1,1) model

yð0ÞðkÞþ azð1ÞðkÞ ¼ b ð3:5Þ

where a, b are model parameters, using least square method to get the value of a, b

½a; b�T ¼ ðBTBÞ�1BTY ð3:6Þ

B ¼
�zð1Þð2Þ 1
�zð1Þð3Þ 1

..

. ..
.

�zð1ÞðnÞ 1

2
6664

3
7775; Y ¼

yð0Þð2Þ
yð0Þð3Þ

..

.

yð0ÞðnÞ

2
6664

3
7775 ð3:7Þ

6. The time response function model

ŷð1ÞðkÞ ¼ yð0Þð1Þ � b
a

� �
e�aðk�1Þ þ b

a
; k ¼ 1; 2; . . .; n ð3:8Þ

IAGO, get the forecast results

ŷð0ÞðkÞ ¼ ŷð1ÞðkÞ � ŷð1Þðk � 1Þ ð3:9Þ

when k and g equals 0.5, the model is the traditional GM(1,1) model.

4 Optimization of Model Parameters Based on Gray
Correlation Analysis

From the formula (3.1) to (3.5), it is can be seen that buffer operator mode and
background function are the most important factors which can affect the gray model
forecasting precision. In order to find the optimal value of k and g, the particle
swarm optimization (PSO) is used to solve the problem, and the influence of
different buffer operators on the prediction results is compared with different buffer
operators [6–8].

When building the particle fitness function, the method with the average fitting
error minimum as the objective often is used. But, this method is easy to fall into
local optimum, which leads to higher accuracy of fitting precision and poor pre-
diction accuracy. At the same time, considering the variable weights buffer gray
model which uses the weakening data, preprocessing data, to build the GM(1,1)
mode could lead to the predicted value to highly fit the weakening data, but deviate
the original load if the minimal average relative error which it gets from comparing
with the weakening data is seen as the goal. To avoid these problems, this paper
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based on the gray relational analysis, the maximum gray relational between fitted
and actual value is treated as the goal to construct a function. To ensure that
prediction results maximally keep inherent variation rules of the original load
sequence, and to avoid the local optimum.

Let Xð0Þ ¼ ½xð0Þð1Þ; xð0Þð2Þ; . . .xð0ÞðnÞ� be an original load sequence, Ŷ ¼
½ŷð1Þ; ŷð1Þ; . . .; ŷðnÞ� is the fitted sequence based on X modeling. So the gray cor-
relation degree between X sequence and Ŷ sequence is:

cðX; ŶÞ ¼ 1
n

Xn

k¼1

cðxðkÞ; ŷðkÞÞ ð4:1Þ

cðxðkÞ; ŷðkÞÞ ¼
min
k

xðkÞ � ŷðkÞj j þ qmax
k

xðkÞ � ŷðkÞj j
xðkÞ � ŷðkÞj j þ qmax

k
xðkÞ � ŷðkÞj j ð4:2Þ

where q is resolution ratio, 0\q\1.
Gray correlation degree reflects the sequence curve similar degree. The greater

gray correlation degree between fitted sequence and original load sequence is, the
better the result is. So, the model considers both fitting and prediction. Let the
maximum value of gray correlation degree between fitted sequence and load
sequence is the object, the fitness function got is.

f ½ðk; gÞi� ¼ max
1
n

Xn

k¼1

cðxð0ÞðkÞ; ŷð0ÞðkÞÞ
" #

ð4:3Þ

Using MATLAB, PSO algorithm with gray correlation fitness function can be
realized, to improve the traditional gray model and improve the accuracy of load
forecasting.

5 Computational Analysis of Examples

In order to verify the validity and the accuracy of the gray model in the medium and
long-term power load forecasting. 2005–2014 total social electricity consumption
data are used as example. Compared the traditional GM(1,1) and the variable
weight buffer GM model with the formulas (2.2)–(2.4) as the buffer operator, we
can analysis the advantage of the model.

With the 2005–2011 load data as the raw data (see Table 1), the 2012–2014 load
is predicted. From Table 1, we can see that the growth of electric power load is
random, but also has a stable growth trend. Using (2.2)–(2.4) as the buffer operator
build three optimizing models, respectively. The fitted results are shown in
Tables 1, 2 and 3.
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The results obtained by the three different buffer models can be seen in the use of
PSO algorithm for the global optimization of the buffer coefficient and background
values, the average fitting error is smaller, the same prediction error is within a
reasonable range, and the long-term load forecasting results are stable and the
accuracy is higher. Compared with the results of Tables 1, 2 and 3, it is seen that
model 3 fitted effects is better than that of model 1 and model 2. The average fitted
relative error of model 3 is 0.69. The relative prediction error of model 3 is 3.1 %,
which is obviously better than the model 1, but the gray correlation degree of model
2 is 0.8119, which is obviously larger than model 1 and model 3. The model 2
reflects the relevance of the original load data, better grasps the development trend

Table 1 2005–2011 total electricity consumption data of China and model 1 fitting results

Year Actual
value

Optimization model 1

Weakening
data

Fitted
value

The relative error
compared to
weakening data (%)

The relative error
compared to actual
data (%)

2005 2.494 2.6340 2.634 0.00 5.61

2006 2.9368 3.0960 3.0821 −0.45 4.95

2007 3.2458 3.4081 3.3846 −0.69 4.28

2008 3.4268 3.5362 3.5786 1.20 4.43

2009 3.643 3.6882 3.7531 1.76 3.02

2010 4.1923 3.9577 3.9343 −0.59 −6.15

2011 4.6928 4.5715 4.7224 3.30 0.63

Average relative
error (%)

– – 1.14 4.15

Gray correlation
degree

0.6914

Table 2 2005–2011 total electricity consumption data of China and model 2 fitting results

Year Actual
value

Optimization model 1

Weakening
data

Fitted
value

The relative error compared to
weakening data (%)

Weakening
data

2005 2.494 2.5164 2.5164 0.00 0.90

2006 2.9368 2.9522 2.9861 1.15 1.68

2007 3.2458 3.3940 3.4283 1.01 5.62

2008 3.4268 3.4984 3.5404 1.20 3.32

2009 3.643 3.8206 3.7996 −0.55 4.30

2010 4.1923 4.1074 4.0778 −0.72 −2.73

2011 4.6928 4.3616 4.3764 0.34 −6.74

Average relative
error (%)

– – 0.71 3.61

Gray correlation
degree

0.8119
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of load data, maintains the intrinsic development trends, and changes, more con-
sistent with the law of long-term load development.

2005–2011 total social electricity consumption data are used as the model data,
to forecast 2012–2014 national total social electricity consumption with the three
kinds of optimization model. The results are shown in Table 4.

The prediction result of Table 4 shows that the average relative error for the
optimization model 2 is 3.53 %. In the three models, the prediction result for model
2 is the best. So, this confirms the above analysis result, it will meet the require-
ments of medium and long-term load forecasting and provide a good load basis for
power grid planning.

6 Conclusions

1. In this paper, it introduces the variable weight buffer operator to preprocess
dynamically the original load data and constructs three different kinds of buffer
models to obtain the optimal buffer gray model and buffer effect.

Table 3 2005–2011 total electricity consumption data of China and model 3 fitting results

Year Actual
value

Optimization model 1

Weakening
data

Fitted
value

The relative error compared
to weakening data (%)

Weakening
data

2005 2.494 2.6117 2.6117 0.00 4.72

2006 2.9368 2.9391 2.9591 0.68 0.76

2007 3.2458 3.2724 3.24526 −0.83 −0.02

2008 3.4268 3.5039 3.45169 −1.49 0.73

2009 3.643 3.7009 3.70086 0.00 1.59

2010 4.1923 3.9316 3.97725 1.16 −5.13

2011 4.6928 4.2543 4.2828 0.67 −8.74

Average relative
error (%)

– – 0.69 3.10

Gray correlation
degree

0.6569

Table 4 Forecasting results of three models

Year Actual
value

Optimization model 1 Optimization model 2 Optimization model 3

Predicted
value

Relative
error (%)

Predicted
value

Relative
error (%)

Predicted
value

Relative
error (%)

2012 4.9591 5.3176 7.23 4.6968 −5.29 4.8199 −2.81

2013 5.3223 5.5203 3.72 5.0406 −5.29 5.0199 −5.68

2014 5.5233 5.7308 3.76 5.4097 −0.02 5.3983 −2.26

Average relative
error (%)

4.90 3.53 3.58
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2. The gray correlation degree is introduced as the optimal object, with PSO to
optimize parameters; it can save the data intrinsic change rule possibly and make
the forecast results more accurate.
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Combination and Optimization Load
Forecasting Based on Credibility

Jia-liang Chen, Shu-bo Hu, Wei Zhou, Lin Zhao, Jian-ming Yu,
Guo-hui Shen and Jing-jie Sun

Abstract Load forecasting is based on the known history of electricity demands,
and it considers political, economic, and climate factors to make forecasting for the
future electricity demands. This article first analysis the trends of history power
load, and then choose load forecasting methods according to the trends. Through
the analysis and comparison of the load forecasting methods’ credibility, assess the
adaptability between forecasting methods and power load integrated. Higher
credibility load forecasting methods are got through credibility sorting and then
weights for each method are solved by optimization. The sorted load forecasting
methods are combined together to forecast load power. Then to make the fore-
casting result more accuracy, after-test residue checking method is used to test the
forecasting results. Forecasting electricity consumption of local actual operation
power load and getting high credibility forecasting results can ensure the con-
struction of local power grid develop with correct direction.

Keywords Combination forecasting � Credibility � Mid-long term load
forecasting � Optimization forecasting � Electricity consumption forecasting
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1 Introduction

Mid-long term load forecasting is an important part of power system planning.
Scientific and reasonable load forecasting is important for power system planning,
electricity consumption, and other work. Each load forecasting method has its own
special trend. In the actual application load forecasting, historical data do not meet
only one trend and characteristic. Single forecasting method would not be suitable
for all power load trends. It will lead to large errors. So, combination load fore-
casting method is needed to analysis power load synthetically.

Various techniques and methods have been developed to solve load forecasting
in power system. Reference [2] presented to the residual sum of squares and to
minimize the objective function of the integrated model for load forecasting, and
according to the characteristics of the model, given easily approximate solving
method of comprehensive prediction model. Reference [8] gives the traditional
electricity consumption elasticity coefficient method which is improved, combined
with grey prediction model and the second moving average forecasting method, and
establishes a new comprehensive prediction model and a genetic algorithm to
optimize the weight of each single model. Reference [5] presents a method based on
least squares methods. Reference [7] proposes a method based on two indexes to
calculate the weight of each single model. Reference [1] proposes a combined
forecasting algorithm based on Markov model using linear phase bi-orthogonal
Wavelet features, the load time series wavelet multi-resolution decomposition. It
uses soft-threshold method to detect and deal with bad signal, using the signal fuzzy
Markov prediction model is established, by the prediction of the load sequence
values are combined to get the final result. Also intelligence algorithms model can
be used to establish the credibility evaluation or to select the credibility of related
factors of prediction error [3, 4].

In this article, credibility of single forecasting method in combination is sorted
and selected. According to this, this article presents a mid-long term combination
load forecasting method based on credibility assessment of power system. Then
optimization model based on interior point method is built to obtain weights of the
combination method, and more accurate forecasting results are got. Assess the
results through the after-test residue checking method and the accuracy level of
the forecasting methods can be got.

2 Credibility Assess of Load Forecasting Methods

Credibility of forecasting methods is different from forecasting accuracy and rela-
tive error. The errors come from forecasting results and actual values. Relative
errors cannot assess the adaptation of forecasting methods and load data, as well as
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the credibility of the results comprehensively. Credibility is based on the load
forecasting error, but more comprehensive than error. The method is defined as
credibility of standard relative error, such as Eq. (1.1):

Ei ¼ Di
forecast � Di

actual

Di
actual

; Ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
i1 þE2

i2 þE2
i3 þ � � � þE2

im

q

Coni ¼ 1
Ri

ði ¼ 1; 2; 3; . . .; nÞ
ð1:1Þ

In this formula: Con is forecasting credibility; R is the standard relative error of
forecasting result; E is the relative error; Dforecast is load forecasting result; Dactual is
the actual load value.

2.1 Combination Load Forecasting Mathematical Model

The key of combination load forecasting is to determine the weights distribution of
the selected forecasting methods. The optimization function, which is the fitting
standard variance of forecasting results, is minimal. The optimization function is
like Eq. (1.2):

min f ðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ððx1D1

forecast þ x2D2
forecast þ � � � þ xnDn

forecastÞ � DactualÞ2
q

ð1:2Þ

In this formula: xn is the weight of the nth forecasting method; Dn
forecast is the

forecasting value of the nth forecasting method and Dactual is the actual load value.
The equality constraint is like Eq. (1.3):

x1 þ x2 þ � � � þ xn � 1 ¼ 0 ð1:3Þ

Namely, all weights sum together as 1. The inequality constraint is as Eq. (1.4):

0� xi � 1 ð1:4Þ

The single weight value can take 0 or 1. When the fitting standard variance of
forecasting results of the selected method is much higher than the other methods,
the weight takes 0. When the fitting standard variance of forecasting results of
the selected method is much lower than the other methods, the weight can take 1.
The weights are solved and optimized through the primal-dual Interior point
method [11].
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2.2 After-test Residue Checking

How to choose the forecasting method is not only based on credibility assessment,
but also based on multiple checking to judge the reasonability and effectiveness.
Only the method through the checking can be used in practical load forecasting.

X is the original load series and X̂ is the forecasting load series, Eq. (1.5) are
given on mathematical definition:

X ¼ 1
n

Xn

k¼1

XðkÞ; S21 ¼
1
n

Xn

k¼1

ðXðkÞ � XÞ2; e ¼ 1
n

Xn

k¼1

eðkÞ;

eðkÞ ¼ XðkÞ � X̂ðkÞ; S22 ¼
1
n

Xn

k¼1

ðeðkÞ � eÞ2
ð1:5Þ

In this formula: X is the average value of the original load series and S21 is the
variance of the original load series. eðkÞ is the error of the original load series and e
is the average value of the residual error series. S22 is the variance of the residual
error series.

In the after-test residue checking, two checking parameters are defined: average
variance ratio and small error probability. The average variance ratio is expressed as
Eq. (1.6):

C ¼ S2
S1

ð1:6Þ

In this formula: S1 is the standard deviation of the original load series and S2 is
the standard deviation of the original residual error series.

The small error probability is expressed as Eq. (1.7):

p ¼ P eðkÞ � ej j\0:6745S1ð Þ ð1:7Þ

In this formula: eðkÞ is the error of the original load series and e is the average
value of the residual error series.

In this two checking parameters, the average variance ratio C is the smaller the
better. The smaller C is, the smaller S2 is, and the bigger S1 is. Then the volatility of
original load is large, and the volatility of forecasting load is small, for which the
forecasting results are concentration and the forecasting effect is better. In the other
side, the small error probability p is the larger the better. The larger p is, the more
small error probable rates are. The error of the whole forecasting is small.

The accuracy calibration table of after-test residue checking [6] is as Table 1.
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Table 2 shows the credibility sorting of the selected load forecasting methods.
In combination forecasting, the first three high credibility forecasting methods
are selected and combined together. Then the area electricity consumption is
forecasted.

2.3 Combination Forecasting

The forecasting results and relative error comparison table of electricity con-
sumption forecasting from January to June in 2013 show that combining the higher
credibility forecasting methods together and doing the combination forecasting can
make the overall forecasting results’ relative error smaller. Judging from the overall
forecasting results, the relative error of combination forecasting is smaller, and the
credibility of combination forecasting is 17.63 which is far higher than other
methods (Table 3).

In this article, the selected forecasting methods and the proposed combination
and optimization load forecasting method are assessed by after-test residue
checking method and the results of checking parameters are shown in Table 4.

Through comparing the results in Table 4 with the accuracy calibration in
Table 1, we can know that the grey theory method, least square, and combination
forecasting method all will reach the first level. The exponential fitting method is
near the second and third level. Based on the after-test rule, the smallest average
variance ratio is combination forecasting method, and secondly least square, grey
theory method. The worst one is exponential fitting method.

Table 1 Accuracy calibration table

Accuracy calibration Critical value

Average variance ratio Small error probability

First 0.35 0.95

Second 0.5 0.8

Third 0.65 0.7

Fourth 0.8 0.6

Table 2 The comparison table of electricity consumption forecasting methods’ credibility

Forecasting method Credibility Sorting Forecasting method Credibility Sorting

Least square 9.09 1 Tangent function 2.70 4

Quadratic function 1.69 6 Exponential fitting 5.56 3

Cubic function 2.17 5 Grey theory method 6.40 2
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3 Summary

Through credibility assessment and sorting of several load forecasting methods
select adaptation load forecasting methods with power load data. Then high cred-
ibility forecasting methods are combined and optimized, and also the limitations of
single forecasting method are weakened. After weights distribution, more credible
results are given synthetically. Through assessment of credibility and combination
load forecasting, the overall load forecasting credibility improved and the fore-
casting results are more accurate than the traditional single load forecasting.
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Actuated Signal Control System
for Pedestrian Street Crosswalk
at Midblock Crossings

Longjian Wang, Yonggang Wang and Mengyang Xin

Abstract In order to enhance the midblock crossing safety of pedestrians at special
locations, such as entrance of schools, hospitals, and supermarkets, the actuated
signal control system is proposed to provide the special signal for vulnerable
pedestrians’ crossing behavior, especially for the peak hours. Pressure sensors and
inductive loops are applied to detect the number of pedestrians and the volume of
approaching vehicles, and system function principle is designed to improve the
efficiency and accuracy of signal control with a signal timing model. A roadway
segment near Cuihua Road School is chosen as an example and the corresponding
signal timing model is calibrated according to the geometrics of Cuihua Road. The
layouts of detectors and facilities are allocated to protect pedestrians’ crossing at
midblock crossings. The analysis result shows the efficiency of this method.

Keywords Actuated signal control � Pedestrian street-crossing � Pressure sensor �
Crosswalk barrier

1 Introduction

During the past years, a large number of pedestrians died and were injured [1].
Statistics released by the Global Status Report on Road Safety 2013 found that the
number of people killed in road accidents is as high as 1.24 million in each year and
270 thousands of them are pedestrians, which account for 22 % of the total number.
In China, according to statistics, the pedestrian casualty numbers accounted for
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about 20 % of all traffic accident casualties, 50 % of them are injured or died while
crossing the street. Overall, pedestrians street-crossing still face a high risk of
accident [2–4]. It is estimated that accidents on crosswalk slightly decrease but the
casualty rate is still high.

Nowadays, the design of traffic signal facilities does not consider the demand of
pedestrian crossing, which not only reduces the efficiency of vehicles travel, but also
lowers the safety and efficiency of pedestrians cross. Some previous works have
already addressed this problem from a more general perspective. For example, button
type signal control system for pedestrian crossing considering pedestrian crossing
demand, but it appears that pedestrians ignored button to cross the streetwhen it is a red
light for pedestrian [5, 6]. The fixed signal control system takes the right of pedestrians
and vehicles into account [7–9], but it can cause a great delay when few pedestrian
cross [10, 11]. How to consider the right of pedestrians and vehicles and enhance the
safety and efficiency of pedestrian street-crossing is an extremely complex problem.

Therefore, the purpose of this research is to establish the signal timing model and
design the system to control the actuated signal, and it is structured as follows: after
this brief introduction, Sect. 2 describes the system architecture and work principle,
and Sect. 3 presents its application in actuated signal control of Cuihua Road.
Finally, conclusions and discussions are summarized in Sect. 4.

2 System Architecture

2.1 Actuated Signal Control System Framework Design

In this study, the components of actuated signal control system include data acqui-
sition module, signal control module, and street-crossing facilities module, as Fig. 1
shows. Data acquisition module is mainly used to collect the number of pedestrian in
pedestrian waiting zone and the number of vehicles on the road. It consists of
resistance strain weighing pressure sensor and inductive-loop detectors. The com-
ponents of signal control module are ADC0809 A/D converter and ATmega16MCU.
The A/D converter converts the analog signal of the pedestrian and vehicle collected

Pressure sensor

ATmega16
MCU

Induction coil

Signal lamp

Data acquisition 
module

Signal control module Street-crossing
facilities module

Crosswalk barrier

Count-down
nixie tube

ADC0809
A/D

converter

Fig. 1 Framework of actuated signal control system for road pedestrian street-crossing
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by pressure sensor and inductive-loop detectors into the digital signal and sends it to
the MCU. Then MCU will process digital signal and sends control command to
control street-crossing facilities, including signal lamp, count-down nixie tube, and
crosswalk barrier so as to provide dynamic signal timing.

1. Pedestrian detection
Pedestrian detection ismainly used as resistance strainweighing pressure sensor to
obtain theweight of pedestrian. The pressure sensor lay in pedestrianwaiting zone.
The layout of pressure sensor is shown in Fig. 2. When pedestrian stands on the
pedestrian waiting zone, the resistance strain gauge will deform, and the resistance
value will change. Then the resistance signal will turn into voltage signal sent out
from output pin. We will use ADC0809 A/D converter to convert the voltage
signal into digital signal and transmit it to the ATmega16 MCU, and MCU will
calculate the number of pedestrians according to the average given weight. The
structure of resistance strain weighing pressure sensor is shown in Fig. 3.

2. Vehicle detection
Road vehicle detection is mainly by the inductive-loop detectors that are buried
under the road surface. The inductive loop detects the oscillating frequency of the

Inductive-loopPedestrian
waiting zone

(pressure
sensor)

Pedestrian
waiting zone

(pressure
sensor)Inductive-loop

Fig. 2 Layout of detectors

Input +

Output -

Input -

Output +

Fig. 3 Weighing pressure
sensor
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oscillating circuit, which is composed of annular coil, coil lead, and capacitor.
When the vehicle passes the inductive loop, the oscillating frequency will change
relative to the reference frequency. We bury two inductive loops in each lane: the
first inductive loop is buried close to the stop line to detect the number of vehicles
leaving; the second inductive loop is buried on the position at a tolerable queue
length from the first inductive loop to detect the number of vehicles entering. The
difference between two numbers of vehicles is the number of the queue in this lane.
It is the basis for the control of street-crossing facilities. The layout of inductive
loop is shown in Fig. 2.

3. Signal control module
The signal control module realizes dynamic signal timing by adopting AVR
series ATmega16 MCU as major control chip. The system’s control core is
composed of the minimum system of MCU and the ADC0809 A/D converter.
The minimum system of MCU includes reset circuit, crystal oscillating circuit,
download port, power supply, and serial interface circuit, as shown in Fig. 4.

Fig. 4 MCU minimum system
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4. Street-crossing facilities
The street-crossing facilities include signal lamp, count-down nixie tube, and
crosswalk barrier, and its main function is to control pedestrians and vehicles’
running by the number of street-crossing pedestrians and the number of
queue vehicles. The count-down nixie tube will display the rest time for
street-crossing. The crosswalk barrier will open when pedestrian signal lamp
displays green, and it will close when pedestrian signal lamp displays red.
We should set sidewalk barrier [12] on both sides of crosswalk barrier. This
facilities can prevent pedestrian from violating traffic rules when crossing
road, and protects pedestrians’ safety. The layout of street-crossing facilities
is shown in Fig. 5.

2.2 Principle of Actuated Signal Control System

The adjustment of pedestrian signal timing is based on the real-time pedestrian and
vehicle information. The actuated signal timing flow of the system is as follows:

1. When detector does not detect pedestrian, signal implements the motor phase.
Vehicle signal lamp displays green and pedestrian signal lamp shows red.

2. When pedestrian detector detects pedestrian, MCU will judge whether the
pedestrian weight exceeds threshold. If the pedestrian weight exceeds threshold,
the pedestrian weight is converted into pedestrian number. If the pedestrian
weight is less than its threshold, signal continues to implement the motor phase.
The pedestrian weight threshold is based on the actual traffic situation of dif-
ferent roads.

Crossingwalk
barrier Signal lamp

Count-down
nixie tube

Sidewalk
barrier

Fig. 5 Layout of street-crossing facilities
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Let Mp be the weight of pedestrians in waiting zone (kg), M represents pedes-
trian average weight (kg), so the number of pedestrians N can be written as

N ¼ Mp=M ð1:1Þ

3. Judge whether the number of pedestrian exceeds its threshold. If not, it calcu-
lates pedestrian green time, and then implements pedestrian phases. If the
number of pedestrians is greater than the threshold, implement maximum
pedestrian green time, and then implement pedestrian phases. The value of
maximum pedestrian green time is determined by road traffic situation.
Let g represent pedestrian green time (s), n represent the number of lanes in two
directions, D represent the width of each lane (m), v represent pedestrian crossing
speed (m/s),N represent the number of pedestrians, S represent pedestrianflow rate
per unit widthwith the unit of p/(s m),W represent the width of crosswalk (m), and
tr represent pedestrian reaction time (s). Thus g is given by:

g ¼ n � D=vþN=ðS �WÞþ tr ð1:2Þ

4. Pedestrian lamp display green, nixie tube begin count-down and open the
crosswalk barrier. Pedestrian begin to street-crossing and vehicles stop.

5. Judge whether the number of vehicle queues exceeds its threshold. If the number
of vehicle queues is greater than the threshold, the pedestrian green time ends. If
it is less than the threshold, turn to the next step.
Let N0 represent vehicle number on the detected section at the initial time,
NU(t) represent cumulative vehicle number through the upstream detector at time t,
and ND(t) represent cumulative vehicle number through the downstream detector
at time t. So, vehicle number between two detectors at time t can be expressed as

DNðtÞ ¼ N0 þ NUðtÞ � NDðtÞ ð1:3Þ

6. Judge whether the pedestrian green time exceeds threshold. If pedestrian green
time is greater than the threshold, the pedestrian green time ends. If pedestrian
green time is less than the threshold, go to the previous step.

7. At the end of the pedestrian green time, the crosswalk barrier closing and
pedestrian lamp displays red. Then signal implements motor phases.
The flow chart of actuated signal control system is shown in Fig. 6.

3 Illustrative Examples and Analysis

Cuihua Road is located between South 2nd Ring Road and South 3rd Ring Road in
Xi’an, China. There are three major schools in this road. In this paper, the section of
Cuihua Road surrounding the Cuihua Road Primary School is an example and is
analyzed. There are four motorized lanes and two non-motorized lanes in two
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directions and two greenbelts between them. Each lane width is 3.5 m and each
greenbelt width is 2.5 m. This section has a crosswalk and central reserve, and does
not have signal control. The width of crosswalk is 3 m. There are many pupils
crossing when they go to and come back from school but few cross from here in
other time. In peak hour, vehicle volume from north to south is 744 pcu/h, and it is
1112 pcu/h in another direction, street-crossing volume is 1077 p/h. There is a big
security risk and endangering the safety of pupils. This paper proposes set actuated
signal control system at this section to improve the efficiency and the safety level of
pedestrian crossing.

1. The layout scheme of facilities
The pedestrian waiting zone is set up close to the non-motorized lane. The width
of pedestrian waiting zone is 4 m, and the length of it is 4 m. The pressure
sensor lay in pedestrian waiting zone. Its rated load is 800 kg, so we use two
pressure sensors to gain the measurement range. We bury two inductive loops in
each motorized lane. The detector layout of Cuihua Road is shown in Fig. 7.
The street-crossing facilities of Cuihua Road are shown in Fig. 8.
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Fig. 6 Flow chart of actuated signal control system
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2. Parameter calibration
Because of the purpose of improvement to meet the pupils’ street-crossing
demand, the pedestrian average weightM value is 35 kg. The number of lanes in
two directions n is 6; each lane width D is 3.5 m; each greenbelt width is 2.5 m.
So the length of street-crossing is 6 × 3.5 + 2.5 × 2 = 26 m. The pupil crossing
speed v is 1.2 m/s, the pupil flow rate per unit width S is 1.23 p/s/m, the width of
crosswalk W is 3 m, pedestrian reaction time tr is 2 s. So pedestrian green time
g can be expressed as

g ¼ 26=1:2þMp=ð35� 1:23� 3Þþ 2 ¼ Mp=129:15þ 71=3 ð1:4Þ

The threshold of pedestrian waiting zone pressure is 350 kg, that is, to say about
ten pupils waiting to cross. The threshold of pedestrians’ number on pedestrian
waiting zone is 15. The maximum value of pedestrian green time is 40 s. The
threshold of vehicle queue number is 20 [13].

4 Conclusions and Discussions

Aiming at improving the safety level and efficiency of pedestrian crossing at special
section, such as the entrance of schools and organizations, there are many pedestrians
crossing the street in the some time, but few in other time, the pedestrian crossing
actuated signal control method is proposed. In order to improve the effective of
control and the accuracy of signal timing, the pressure sensor and inductive loop is
applied to detect pedestrian weight and vehicle queue length. By this research, we
proposed an effective method to provide convenience for pedestrians. Surely, this
method is only applicable with a large number of demands of pedestrian crossing the
section within a short period of time. If there are a large number of demands of
pedestrian crossing the section still needs further research. Therefore, we should
make more quantitative and simulation researches to overcome this or other similar
difficult issues in our further deep study.
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Study of a Unidirectional Hybrid
Three-Phase Voltage Source Rectifier

She Dongjin, Wang Jiuhe and Zhai Dandan

Abstract This paper studies a unidirectional hybrid three-phase voltage source
rectifier (UHTPVSR), improves the topology, and the power distribution method of
UHTPVSR. The Euler–Lagrange mathematical models of the boost converter and
VIENNA rectifier are set up. A hybrid control strategy based on passive control is
proposed. The hybrid control strategy makes UHTPVSR having good current
tracking ability, strong robustness, and is easy to implement. The simulation results
show that UHTPVSR can realize voltage control at DC side and achieve sinusoidal
current and unit power factor at AC side, and are able to distribute power at
predetermined rate.

Keywords Hybrid rectifier � Passivity-based control � Vienna rectifier � Power
distribution � Damping injecting

1 Introduction

The application of three-phase voltage source rectifier (TPVSR) in industry is
increasingly widespread. Industrial applications have a more demanding standard in
efficiency, power density, reliability, AC current harmonics, power factor, DC
voltage control, and electromagnetic interference of TPVSR. To meet the industry
standard of rectifiers’ overall performance, scholars proposed a unidirectional
hybrid three-phase voltage source rectifier (UHTPVSR) [1]. UHTPVSR is con-
structed by a three-phase single-tube rectifier (Z1) and a two or three level PWM

S. Dongjin (&) � W. Jiuhe (&) � Z. Dandan (&)
School of Automation, Beijing Information Science
& Technology University, Beijing 100192, China
e-mail: jade_1228@163.com

W. Jiuhe
e-mail: wjhyhrwm@163.com

Z. Dandan
e-mail: zhaidandan_happy@126.com

© Springer-Verlag Berlin Heidelberg 2016
B. Huang and Y. Yao (eds.), Proceedings of the 5th International
Conference on Electrical Engineering and Automatic Control, Lecture Notes
in Electrical Engineering 367, DOI 10.1007/978-3-662-48768-6_19

163



rectifier (Z2) in parallel connection (Fig. 1), input currents of Z1 and Z2 are
combined into three-phase sinusoidal line current. Typically rectifier Z1 is set to
operate with a low frequency, bearing higher proportion of load power, while the
rectifier Z2 is set to a high frequency, bearing a lower proportion of load power.
Load power is distributed by the two rectifiers at a reasonable proportion.

At present, scholars have studied the topology and the control scheme of
UHTPVSR. Two or three level structures of UHTPVSR and the multi-loop control
structure based on PI controller or the repetitive control theory-based PR controller
are used in document [1–4]. But based on the control schemes, the current dis-
tortion in the current switching point is still not eliminated. Therefore, the perfor-
mance of the UHTPVSR is not improved comprehensively.

This paper made improvements on the topology, improved the input current
distortion; made optimal power allocation method. A hybrid control scheme using
passivity-based control [5] in inner loop and PI controller in outer loop was applied.
The strategy can make UHTPVSR perform better.

2 Topology and Working Principle of UHTPVSR

2.1 Circuit Topology of UHTPVSR

Topology in this paper chooses the high efficiency three-level VIENNA rectifier as
the rectifier Z2, as shown in Fig. 2.

In Fig. 2, the diode-based rectifier Z1 is operating in continuous conduction
mode (CCM). ida, idb, idc are input currents of the three-phase diode-based rectifier;
iaa, iab, iac are input currents of VIENNA rectifier, SWi (i = a, b, c) are bidirectional
switches assembled by one power switch and four diodes.

But in the current topology, the input current of UHTPVSR is combined by the
input current ida and iaa In the conventional topology of UHTPVSR, ida and iaa is
difficult to track the desired current, which will bring more serious distortions on the
switching points in current ia, as shown in Fig. 3a.

Therefore, in order to eliminate the current distortion on switching points, a
small filter inductor Ld1 (dashed box in Fig. 2) is added in AC side of three-phase
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−

Fig. 1 The composition of
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diode-based rectifier, so ida and iaa will be smooth on the switching point, while
restraining the input current distortion of each phase in UHTPVSR’s AC side,
improved the power factor and reduced the THD. Figure 3b shows the simulation
current waveform of phase a after adding the small filtering inductors.

2.2 Power Distribution Principle of UHTPVSR

Rectifier Z1 and Z2 supply power to the load in parallel, line currents ia, ib, ic are
synthesized by idi (i = a, b, c) and iai, such that ii = idi + iai, and to ensure
UHTPVSR operates at high power factor, ia, ib, ic should be sinusoidal input
currents which synchronized with the three-phase AC voltage.

Average power per phase of UHTPVSR is Pa ¼ Pa1 þPa2, in the formula, Pa1

and Pa2 are average power of rectifiers Z1 and Z2, Pa1 = UaIda, Pa2 = UaIaa.
In this paper, the power allocation method is improved. As shown in Fig. 4, the

6-pulse current waveform iu is added on the desired DC current, which formed the
new desired input current ida

* , iaa
* . Since the amplitude of 6-pulse frequency wave-

form is controllable, the amplitude of current iu is adjusted by the factor k,
meanwhile, the RMS of ida will be adjusted too. By the formula Pa1 = UaIda,

ia

ida

iaa

ia

ida

iaa

(a) (b)

Fig. 3 a Simulation current of phase a without the small filtering inductances based on passive
controller. b Simulation current based on passive controller after adding small filter inductors
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Pa2 = UaIaa, it can be concluded that the active power allocation ratio of two parts
can be adjusted by the regulation of k. In order to make the current wave smoother
on commutation points, iu is filtered to make it close to the sine wave which is six
times of the power frequency.

For example of phase A, boost converter’s current expectation ida
* is

i�da ¼
1
2
Imr þ kiuP ð1Þ

In function (1), k is the waveform coefficient of iu, iuP is the amplitude of iu, Imr is
the peak value of single-phase line current. The active power allocation ratio of two
rectifier units is

k1¼Pa1

Pa
¼

ffiffiffi
3

p

p
þ 72

ffiffiffi
3

p

35p
KiuP
Imr

ð2Þ

k2 ¼ Pa2

Pa
¼ 1�

ffiffiffi
3

p

p
� 72

ffiffiffi
3

p

35p
KiuP
Imr

ð3Þ

In the formulas (2) and (3), it is shown that by controlling the desired current
wave rectifier Z1, that is, adjust k, the active power allocation ratio of two rectifier
units, k1:k2 can be adjusted.

3 Mathematical Model and Control Strategy
of UHTPVSR

3.1 Controller Design of Boost Type DC–DC Converter

Mathematical model of Boost type DC–DC converter The dynamic equation of
the converter is obtained from Fig. 2
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LdiL=dt ¼ US þ uG � 1ð Þuo
Cduo=dt ¼ 1� uGð ÞiL � uo=RL

�
ð4Þ

Take the inductor current iL and capacitor voltage uo as state variables, set
[x1 x2] = [ iL uo]. The EL model of the converter is obtained from (4).

M1 _x1 þ J1x1 þR1x1 ¼ u1 ð5Þ

M1 ¼ L 0
0 C

� �
, x1 ¼

x1
x2

 !
, J1 ¼ 0 1� uG

uG � 1 0

� �
, R1 ¼ 0 0

0 1=RL

� �
,

u1 ¼
US

0

 !
.

where the J1 ¼ �JT1 is skew-symmetric matrix and R1 is positive definite matrix, so
that Eq. (5) has the characteristics of EL model.

Passive-based controller design According to EL model (5), let xe1 = x1 − x1
*,

the transient desired equilibrium point x1
* = [x1

* x2
*]T = [IL

* Uo
*]T, let He1 denotes the

error storage function

He1ðx1Þ ¼ 1
2
xTe1M1xe1 ð6Þ

In order to accelerate He1 to zero, it required damping injecting Ra1, damping
injection dissipation is Rd1xe1 ¼ ðR1 þRa1Þxe1, the positive definite diagonal
damping matrix Ra1 = diag{ra1, 1/ra0} (rai > 0).

The formula (5) can be expressed as

M1 _xe1 þRd1xe1 ¼ u1 � ðM1 _x�1 þ J1x1 þR1x�1 � Ra1xe1Þ ð7Þ

Select the control law u1 ¼ M1 _x�1 þ J1x1 þR1x�1 � Ra1xe1, due to Rd1 is positive
definite matrix, there is _He1ðx1Þ ¼ xTe1M1 _xe1 ¼ �xTe1Rd1xe1\0.

The switching function can be expressed as

uG ¼ 1�
US � L

dI�L
d

tþ ra1ðiL � I�LÞ
uo

ð8Þ

3.2 Mathematical Model and Passive-Based Controller
Design of VIENNA Rectifier

Mathematical model of VIENNA rectifier VIENNA rectifier’s voltage state in
AC side depends on the direction of the AC current and the switch state. The switch
function of VIENNA rectifier is provided as follows:
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Si ¼
þ 1 SWi ¼ 0; ii [ 0
0 SWi ¼ 1; i ¼ a; b; c
�1 SWi ¼ 0; ii\0

8<
:

The mathematical model of Vienna rectifier in two-phase synchronous rotating
d–q coordinate frame can be written as

La_id � xLaiq þRid þ dd
uDC
2 ¼ ud

La_iq þxLaid þRiq þ dq
uDC
2 ¼ uq

C
3 _uDC þ 2uDC

3RL
� dd

2 id � dq
2 iq ¼ 0

C
3 D _udc ¼ 1

3 ad0id � DuDC
3RL

8>>><
>>>:

ð9Þ

In formula (9), Sd, Sq are components of switching function on d, q axis; id, iq,
ud, uq are the currents and voltages on the d axis and q axis. di is defined as a new

switching variable and its relationship with Si is di ¼ ð1� SiÞ signðiiÞþ Dudc
udc

h i
. α is

equal to 2/π.
By formula (9), the VIENNA rectifier can be modelled by EL equations in the

following form:

M2 _x2 þ J2x2 þR2x2 ¼ u2 ð10Þ

M2 ¼

La 0 0 0

0 La 0 0

0 0 C
3 0

0 0 0 C
3

0
BBB@

1
CCCA; J2 ¼

0 �xL dd
2 0

xL 0 dq
2 0

� dd
2 � dq

2 0 0

0 0 0 0

0
BBBB@

1
CCCCA;R2 ¼

R 0 0 0

0 R 0 0

0 0 1
3RL

0

0 0 0 1
3RL

0
BBBB@

1
CCCCA

x2 ¼ ð id iq uDC DuDC ÞT; u2 ¼ ð ud uq 0 a
3 d0id ÞT:

Approximately the voltage of VIENNA rectifier in the dq coordinate system vdo,
vqo can be written as vrd¼dd � ðuDC=2Þþ uON, vrq¼dq � ðuDC=2Þþ uON,
vro¼do � ðuDC=2Þþ uON.

Passive-based controller design Set xe2 = x2 − x2
*, the desired value of x2

* is

x�2 ¼ x�1 x�2 x�3 x�4½ �T¼ i�d i�q u�DC Du�DC
� �T

. In order to accelerate the
error energy to zero, the damping Ra2 is injected into the system, set
Rd2xe2 ¼ ðR2 þRa2Þxe2, the formula (10) can be described as

M2 _xe2 þRd2xe2 ¼ u2 � M2 _x�2 þ J2x2 þR2x�2 � Ra2xe2
� 	 ð11Þ

Let the error storage function be He2ðxÞ ¼ 1
2 x

T
e2M2xe2, in order to make the error

energy becomes zero fast, passive-based controller is obtained by
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u2 ¼ M2 _x�2 þðJ2 � Ra2Þx2 þRd2x�2 ð12Þ

The control law is described as (13). The structure of the proposed UHTPVSR
control scheme is shown in Fig. 5.

dd ¼ 2
uDC

ed � L_i�d � ðRþ ra2Þi�d þ ra2id þxLiq
� �

dq ¼ 2
uDC

�
ed � L_i�q � ðRþ ra2Þi�q þ ra2iq � xLid

�
do ¼ � DuDC

ra3aid

8><
>: ð13Þ

4 Simulation Results and Discussion

The UHTPVSR’s simulation in 10 kW is done by using MATLAB/Simulink
software. In simulation, the rms of three-phase voltages are 220 V, frequency
f = 50 Hz; Ld1 ¼ 10 lH, Ld2 = 7 mH; La1 = La2 = La3 = 1.3 mH, capacitor
C1 = C2 = 1300 lF. The switching frequency of rectifier Z1 is 10 kHz, while of Z2
is 20 kHz, uDC

* = 800 V.
Simulation results in the case of rated load R = 64 Ω In passive controller,

the injecting damping ra1 = 1000, ra2 = 2000. PI parameter is Kp = 0.0005,
Ki ¼ 10:7. The waveform coefficient is k = 5. Power distribution ratio of two-part
is k1:k2 ≈ 0.6:0.4. Figures 6, 7, and 8 show the simulation results of UHTPVSR.
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Figures 6, 7, and 8 show that, THD = 1.79 %, power factor is λ = 0.9997,
uDC = uDC

* = 800 V. Simulation achieved the goal of sinusoidal input current,
stable DC output voltage and unity power factor, and achieved the goal of
THD < 5%.

The simulation results in the case of load disturbance In the case of load
disturbance (load resistance changed from 64 to 32 Ω at the time of 0.2 s and then
changed from 32 to 64 Ω at 0.6 s); simulation results are shown in Fig. 9, which
shows UHTPVSR controlled by the proposed strategy has strong robustness.
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The Heading Control of POD-Driven Ship
Using Adaptive Integrator Backstepping

Yacong Zhao, Haibin Huang and Yufei Zhuang

Abstract This paper proposes a controller for pod-driven surface ships based on
adaptive backstepping with integrator. The pod propulsion has the advantages of
higher efficiency and better maneuvrability compared with the conventional
propulsion, and large steering-induced heeling angle with the possibly large
steering forces. The adaptive backstepping is normally used in the systems
including uncertainty information or unknown parameters and the integrator can be
added to eliminate the constant static error. Simulation results show that compared
with the PID controller, the adaptive backstepping with integrator is much better in
overshoot, adjusting time, and static error without disturbance and in chattering
with disturbance.

Keywords POD-driven ship � Heading control � Adaptive backstepping with
integrator � Modeling simulation

1 Introduction

For the past few years, an increasing number of ships are equipped with podded
propulsions. The pod propulsion has the advantages of increasing the efficiency and
the maneuvrability of the ship. Besides, pod propulsion increases the flexibility and
the location of the engine room. Due to the possibly large steering forces, large
steering-induced heeling angles can occur. Additionally, the directional stability of
ships with pods tends to be less than comparable ships with conventional propul-
sion [1].

The backstepping procedure is a systematic design technique for globally stable
and asymptotically adaptive. When systems include uncertainty information or
unknown parameters, adaptive control based on backstepping is more convenient
[2]. Recently, the backstepping control has been used for the maneuvring of ships,
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like the modified observer backstepping [3], the backstepping dynamical sliding
mode control [4], and adaptive backstepping with integrator [5]. In this paper, the
adaptive backstepping with integrator is used for the heading control of podded ship.

2 Problem Statement

2.1 Ship Model

For ships’ moving, there are six degrees of freedom (DOF), six independent
coordinates are necessary to determine the position and orientation. The first three
coordinates and there time derivatives correspond to the position and translation
motion along the x, y, z axes [6]. When analyzing the motion of ships in six DOF, it
is convenient to define two Earth-centered coordinate frames. OX0Y0Z0 is an
Earth-fixed frame that can be considered as inertial for the present problem. oxyz is
a body-fixed one whose axes coincide with the ship’s principal axes of inertia.
While for most surface ships three DOF are enough (Fig. 1).

The position and the velocity of the ship are represented by g ¼ X0 Y0 w½ �T
and m ¼ u v r½ �T, respectively. The change of w;X0; Y0 is determined by u; v; r.
Only considering the surge, sway, and yaw, and using MMG, the ship path fol-
lowing mathematical model can be described as follows [7]:

ðmþmxÞ _u� ðmþmyÞvr ¼ XH þXP

ðmþmyÞ _vþðmþmxÞur ¼ YH þ YP
ðIZ þ JZÞ_r ¼ NH þNP

_x ¼ u cosw� v sinw
_y ¼ u coswþ v sinw
_w ¼ r

8
>>>>>><
>>>>>>:

ð1Þ

Fig. 1 Motion variables for a
surface ship
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where H represents the viscous hydrodynamics, P represents the thrust of the pod
propulsion.

XH ¼ XðuÞþXvvv2 þXvrvrþXrrr2

YH ¼ Yvvþ Yrrþ Yvvvv3 þ Yrrrr3 þ Yvvrv2rþ Yvrrvr2

NH ¼ NvvþNrrþNvvvv3 þNrrrr3 þNvvrv2rþNvrrvr2

8
<
: ð2Þ

The viscous hydrodynamics are expressed in Eq. (2) [8], at the situation without
controller, running the simulation in Simulink/Matlab founded the general pro-
portional relation between v and r. The NH can be expressed as

NH ¼ h11rþ h21r
3 ð3Þ

where h11, h21 are unknown parameters.

2.2 POD Propulsion

There is no conventional rudder in the pod-driven ships. Pod turning an angel
products the vectored thrust, component of the force along the latitude of the
ship. When TP is the effective thrust of the pod propulsion, the component force
along or roll the axes can be expressed as

XP ¼ TP cosðdÞ
YP ¼ �TP sinðdÞ
NP ¼ xP �TP sinðdÞð Þ

8
<
: ð4Þ

where xp represents the vectored position along the y axes, d is the turning angel of
the pod.

The expression of d is that,

TE _d ¼ �dþ dc ð5Þ

3 Heading Control

According to Eqs. (1), (3), and (4) and making that x1 ¼ w, x2 ¼ r,
T ¼ ð�xPTPÞ=ðIZ þ JZÞ, h1 ¼ h11=ðIZ þ JZÞ, h2 ¼ h21=ðIZ þ JZÞ, sinðdÞ ¼ u, the
expression can be written as

_x1 ¼ x2
_x2 ¼ h1x2 þ h2x32 þ Tu
y ¼ x1

8
<
: ð6Þ

The Heading Control of POD-Driven Ship … 175



Step 1: Assume the reference trajectory is wd . Define the tracking error as
z1 ¼ x1 � wd , in order to eliminate the constant static error, defining
_n ¼ z2 imports the integrator.

_n ¼ z2
z1 ¼ x1 � wd
z2 ¼ x2 � a1
y ¼ x1

8
>><
>>:

ð7Þ

The a1 is the virtual control, to obtain this stabilizing function, the first
Lyapunov function is chosen as

V1 ¼ 1
2
z21 ð8Þ

Taking the time derivative of V1,

_V1 ¼ z1 z2 þ a1 � _wd

� �
ð9Þ

Select a1 ¼ �c1z1 þ _wd , c1 is positive. Yield

_V1 ¼ �c1z
2
1 þ z1z2 ð10Þ

When z2 ! 0, V1 ! 0, the subsystem of z1 is stable.

Step 2: The second Lyapunov function is chosen as

V2 ¼ V1 þ 1
2
z22 þ

k
2
n2 ð11Þ

Taking the time derivative of V2,

_V2 ¼ �c1z
2
1 þ z2 z1 þ _z2 þ knð Þ

¼ �c1z
2
1 þ z2 z1 þ knþ h1x2 þ h2x

3
2 þ Tu� _a1

� �

¼ �c1z
2
1 þ z2 z1 þ knþ ĥ1x2 þ ĥ2x

3
2 þ Tu� _a1

� �

þ z2 ~h1x2 þ ~h2x
3
2

� �
ð12Þ

Select the control law,

u ¼ 1
T

�z1 � kn� ĥ1x2 � ĥ2x
3
2 þ _a1 � c2z2

� �
ð13Þ
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c2 is positive. Yield,

_V2 ¼ �c1z
2
1 � c2z

2
2 þ z2 ~h1x2 þ ~h2x

3
2

� �
ð14Þ

Step 3: Select the Lyapunov function of the total plant

V ¼ V2 þ 1
2r1

~h21 þ
1
2r2

~h22 ð15Þ

where ĥðtÞ is an estimate of the unknown parameter h and ~h ¼ h� ĥ.
Taking the time derivative of V ,

_V ¼ �c1z
2
1 � c2z

2
2 þ z2 ~h1x2 þ ~h2x

3
2

� �
� 1
r1
~h1

_̂h1 � 1
r2
~h2

_̂h2

¼ �c1z
2
1 � c2z

2
2 þ

1
r1
~h1 r1z2x2 � _̂h1
� �

þ 1
r2
~h1 r2z2x

3
2 � _̂h2

� � ð16Þ

Define the ĥðtÞ and u

_̂h1 ¼ r1 x2 c1x1 � c1wd þ x2 � _wd

� �
� p1 ĥ1 � h10

� �h i

_̂h2 ¼ r1 x32 c1x1 � c1wd þ x2 � _wd

� �
� p2 ĥ2 � h20

� �h i

u ¼ 1
T ½ � ĥ1x2 � ĥ2x32 þ 1þ c1c2 þ kð Þ wd � x1ð Þ
þ kc1

R ðwd � x1Þdtþðc1 þ c2Þð _wd � x2Þ�

8
>>>>><
>>>>>:

ð17Þ

Yield

_V ¼ �c1z
2
1 � c2z

2
2 ð18Þ

According to the Lyapunov stability theorem, the stability of the plant is guar-
anteed [9].

4 Simulation

The controller performance is evaluated and compared here through numerical
simulation in Simulink/Matlab. The initial values are g ¼ 0 0 0½ �T and
m ¼ 7:6 0 0½ �T. The ship main parameters are shown in Table 1 [10].
k1 ¼ 0:001, k2 ¼ 0:9, k ¼ 0:001, r1 ¼ r2 ¼ 50, p1 ¼ p2 ¼ 1:3e�6 are the control
parameters, the results of the simulation compared to PID control.
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From Figs. 2 and 3, it is shown that the two kinds of controllers can make the
system stable. While the overshoot of the adaptive backstepping with integrator is a
litter smaller than PID, the adjusting time is shorter, and the static error is smaller
when there is no disturbance. Furthermore, the chattering of the proposed control is
smaller compared to the PID.

Table 1 Ship parameters Length (m) 175

Beam (m) 25.4

Draft (m) 8.5

Total displacement (kN) 2.13 × 108

Fig. 2 The result without disturbance

Fig. 3 The result with disturbance
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5 Conclusion

This paper designed a control for the heading tracking of the pod-driven ship using
adaptive backstepping with integrator control. From the simulation it can be seen
that the proposed controller is better than PID controller. While designing the
controller, the mathematical model that is simplified has a certain gap in contrast
with actual motion. The further study is necessary.
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Dynamic Modeling of RR-RRR Spherical
Parallel Manipulator for Vector Thruster

Han Xu, Yuan Chen and Jun Gao

Abstract Thrust vectoring technology with single manipulator and multidimen-
sional attitude is a novel thrust vectoring method in underwater vehicle. In order to
complete both the rotational transmission and attitude adjustment, a two degree of
freedom (DOF) spherical thrust vectoring parallel manipulator are proposed. Its
forward and inverse kinematic solutions are formulated. And the dynamic model is
established by Lagrange’s formulation and the principle of energy equivalence.
Finally, numerical simulation results validate the efficiency of kinematic and
dynamic models.

Keywords Spherical parallel manipulator � Autonomous underwater vehicle �
Thrust vectoring technology � Kinematic and dynamic model

1 RR-RRR Spherical Parallel Manipulator for Vector
Thruster

Spherical parallel robots have been applied in lots of aspects [1, 2]. Agile Eye and a
2-DOF SPM for a given set of inputs have been proposed in [1, 3, 4]. It has also
been revealed in [5] that the 2-DOF SPM always undergoes self-motion in a sin-
gular configuration. Inspired by [5], this paper discusses a type of 2-DOF vector
thruster parallel manipulator.

As is depicted in Fig. 1 the 2-DOF spherical parallel manipulator is a kind of
spatial five-bar mechanism, which is composed of a R-R transmission chain and a
R-R-R transmission chain. The two transmission chains are both rotating pair, whose
all axes intersect at the coordinate origin. Two yaw motors are fixed to the frame, and
their axes are perpendicular to each other. A propulsion motor is fixedly connected to
the movable platform. The axis of the propulsion motor is perpendicular to the moving
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platform. The manipulator is simplified to a five-bar structure including the chains
M1A, M2B, BC, AO, and CO. All axes of revolute joints intersect at the coordinate
origin, and the axes of adjacent revolute joints are perpendicular to each other. Two
yaw motors are fixedly connected with external agencies at point M1 and M2,
respectively. Two chains AO and CO are connected to the moving platform. Figure 1
illustrates the coordinate system. The origin of the coordinates is defined as the O
point.

2 Kinematic Solutions of Vector Thruster

The simplified five bar spherical manipulator of the vector thruster is composed of a
R-R drive chain and a R-R-R transmission chain which are driven by two yaw
motors, and the motor shaft is perpendicular to each other and to a point O.

2.1 Forward Kinematic Solutions

Two input angles of deflection motor are defined as α and β, and the rotation angle
of X0 and Y0 axis of the moving platform are designed as hx and hy. Since the
spherical surface is related to the rotation of the manipulator, its kinematics’ pos-
itive solution can be transformed into the displacement transformation matrix of the
moving platform.

The moving platform is driven by two parallel transmission chains. The direction
vector of chain CO can be expressed as e5 ¼ ð� sin/ 0� cos/ÞT. If the yaw motor

Fig. 1 Three-dimensional model and schematic of the spherical parallel manipulator

182 H. Xu et al.



1 rotates at an angle α, for chain AO, we have e2 ¼ ð0� cos a sin aÞT. Substitution
of the definitions of e5 and e2 into r ¼ e2 � e5 yields

r ¼ cos a cos/� sin a sin/� cos a sin/ð ÞT ð1Þ

For the moving platform DOE, the normal vector t can be expressed as
t ¼ e2 � r, and substitution of Eq. (1) into it yields

t ¼ sin/ sin a cos a cos/ cos2 a cos/
� �T ð2Þ

Since the three rotation axes of the chains BC, AO, and CO are perpendicular to
each other and intersect at O point and the input angle / equals β, we have

t ¼ sin b sin a cos a cos b cos2 a cos b
� �T ð3Þ

2.2 Inverse Kinematic Solutions

The inverse kinematics solution of the five-bar structure is referenced as the two
input angles α and β of the two yaw motors. It is assumed that the final attitude
matrix of the moving platform is expressed as T ¼ i j kð ÞT, where the
three-unit vectors are defined as i ¼ r; j ¼ �e2; k ¼ t, respectively. From Eqs. (1)–
(3), the three-unit vectors can be expressed as

sin b ¼ i sin a cos a cos b ¼ j cos2 a cos b ¼ k ð4Þ

Thus, the inverse kinematics solution can be derived as follows:

a ¼ arctan j=k b ¼ arcsin i ð5Þ

2.3 Jacobian Matrix

The angles hx and hy is defined as the angles that the moving platform rotates about
the X0-axis and the Y0-axis, respectively. The relationship of the final attitude
matrix of the moving platform and the angles hx and hy can be expressed as

tan hx ¼ j=k tan hy ¼ k=i, where hx ¼ p
2 � a hy ¼ arctan cos2 a cos b

sin b . The relationships

among _a, _b, hx and hy can be derived as a form of matrix
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_hx
_hy

� �
¼ J

_a
_b

� �
ð6Þ

Thus the Jacobian matrix of the mechanism is expressed as

J ¼ �1 0
2 sin a cos a sin b cos b
cos2 a cos2 bþ sin2 b

cos2 a
cos4 a cos2 bþ sin2 b

� �
ð7Þ

3 Dynamic Modeling of Vector Thruster

The dynamic equations of the vector thruster manipulator can be derived using
Lagrange’s formulation and the principle of energy equivalence [6–8]. The total
potential energy of the manipulator is defined as follows:

Ep ¼ Ep0 þEp1 þEp2 þEp3 ð8Þ

where Ep0, Ep1, Ep2, and Ep3 are defined as the potential energy of the moving
platform, the chains M1A, M2B, and BC, respectively.

After a and b angle rotating about the X-axis and Y-axis, the center of mass of
the propeller can be calculated as

Cm0 ¼ cos a sin b � z � sin b � z cos a cos b � zð ÞT ð9Þ

After b angle about the Y-axis of the chain M2B, the center of mass of the chain
M2B is defined as

Cm2 ¼ �
ffiffiffi
2

p

2
R cos b

ffiffiffi
2

p

2
R

ffiffiffi
2

p

2
R sinb

� �T

ð10Þ

After a and b angle rotating about the X-axis and Y-axis of the chain BC, we
have the following center of mass of the chain BC

Cm3 ¼ ð�
ffiffiffi
2

p

2
Rðcos a sin bþ cos b

ffiffiffi
2

p

2
R sin a�

ffiffiffi
2

p

2
R cos a cos b� sinbð ÞT ð11Þ

The potential energy of each part can be expressed as

Ep0 ¼ m0g cos a cos b � z
Ep1 ¼ 0

Ep2 ¼
ffiffi
2

p
2 m2R sin b

Ep3 ¼ �
ffiffi
2

p
2 m3gR cos a cos b� sinbð Þ

8
>>><
>>>:

ð12Þ
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where m0, m2, and m3 represent the total mass of the motor and the propeller, the
mass of the chain M2B and the mass of the chain BC. The total kinetic energy of the
manipulator is defined as

Ek ¼ Ek1 þEk2 ð13Þ

where Ek1 represents the total kinetic energy of the propeller and Ek2 represents the
total kinetic energy of the chains M1A, M2B, and BC.

The angular velocity vector of the moving platform can be defined as

w ¼ _hx _hy
� �T

. Ek1 and Ek2 can be expressed as

Ek1 ¼ 1
2
wTI0w ¼ 1

2
_a _b

	 

JTI0J _a _b

	 
T ð14Þ

Ek2 ¼ I1 þ I3ð Þ _a2 þ I2 þ I3ð Þ _b2 ð15Þ

The driving torque of the two paw motors can be derived from the following
Lagrange equation:

d
dt
@L

@ _h
� @L

@h
¼ s ð16Þ

where L represents the Lagrange function of the manipulator, which is defined as
L ¼ Ek � Ep and s ¼ s1 s2ð ÞT is the driving torque of the two motors. h ¼
a bð ÞT and _h ¼ _a _b

� �T
are the angle and angular velocity of the two drive

motors. Substituting Eqs. (9)–(15) into Eq. (16) yields the dynamic model.

4 Numerical Simulation and Discussion

The total mass of the propeller is equal to 3 kg. The distance between the mass
center of the moving platform and the origin of coordinate (R) is designed as
200 mm, and all masses of the chains M1A (m1), M2B (m2), and BC (m3) is equal to
1 kg.

The extension length of the propeller shaft is set as 60 mm. According to for-
mula (6), the change of the spatial location of the propeller can be obtained which is
shown in Fig. 2. The maximum input angle of the two deflection motor α and β
is ±40°. Analyzing from the MATLAB the workspace position of the manipulator is
also shown in Fig. 2. It is assumed that the angle α varies from -π/4 to π/4 at the rate
of 0.1 rad/s, the angle β remains constant as π/6. As shown in Fig. 3, the driving
torque curve of the manipulator is obtained.

During the variation of α, the maximum value of the driving torque s1 is
4500 N mm, the driving force s2 changes gently in the 6 s before, reaches the
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maximum near 14500 N mm at 11 s. The analysis of the input torque can provide
important reference for the following motor selection and propulsion performance
analysis.

5 Conclusion

As parallel manipulators have the merits both of being able to implement com-
plicated DOFs and of having the ability to perform the movements very fast, in this
paper the parallel manipulators are selected for study as the vector thruster
manipulator of underwater vehicle. By conceptual design a 2-DOF spherical par-
allel manipulator is developed. The inverse and forward kinematics and a velocity
analysis of the novel spherical parallel manipulator are carried out. The simulation
results show the deflection in both directions reaching ±45°, which greatly
improves the deflection angle in both directions, so as to guarantee a large range

Fig. 2 Motion law of spatial and the workspace position of the manipulator

Fig. 3 Driving torque versus time curve of s1 and s2, respectively, in case 1
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control of the main push propeller and a more flexible for underwater vehicle.
Dynamic model of the spherical parallel manipulator is developed. The numerical
simulation results verify that the proposed parallel manipulator can realize the
rotational transmission and attitude adjustment, and is suitable for vector thruster.
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Synchronous Generator-Based Design
of Damping Emulation Controller
for DFIG

Zhang Yan, Yang Chunhua and Sun Hui

Abstract The present work is based on developing the effect from doubly fed
induction generator (DFIG) connected to the grid. The dynamic model, small signal
stability analysis, and damping characteristic are conducted. By comparison with
synchronous generator, there is insufficient damping performance from DFIG. The
paper proposes the idea of designing a damping controller emulating synchronous
generator by pole placement technique in order to improve damping. Furthermore, a
mirror pole assignment solution is particularly put forward in view of instability
system. The theoretical analysis and controller effectiveness are confirmed via
simulation results for a size 9 MW DFIG operating under varied converter condi-
tions, and the damping improvement observed in time domain support the result
obtained from eigenvalue analysis.

Keywords DFIG � Damping analysis � Mirror pole placement � Small signal

1 Induction

As the wind powers’ penetration level is increasing, power system will make
adjustments. Variable speed wind turbine, connected to the grid by electronic
devices, has the characteristics of turbulent and randomness. Because the charac-
teristics are very different from those of conventional power plants, small signal
stability problems can become an issue. It is necessary to study of the dynamic
model of turbine in order to investigate the aspects of damping and stability by
comparing with synchronous. In the early stage, the wind generator was often
modeled equivalent to asynchronous generator lumped model [1]. However,
one-mass model is insufficient to analyze the transient behavior of wind turbine
generator systems (WTGS), multi-mass shaft model was studied [2, 3]. According
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to the conclusion from Muyeen et al. [4], this paper expresses doubly fed induction
generator (DFIG) by two-mass shaft model which is suitable for the stability
analysis.

Increasing attention has been focused recently on the damping of oscillations
which characterize the phenomena of stability. Research has suggested that the
integration of wind power can impact on system stability [5]. It is clear that DFIG
cannot provide the same damping as synchronous systems, because its kinetic
energy characteristics have been isolated by inverters connected with grid.
Therefore, the damping controller has become a favorite topic for stability.

There are several papers exploring the related subjects. The converters in [6] are
controlled to behave like a synchronous generator by using energy storages.
However, the efficiency is limited to the capacity and service life of storages. In [7],
pole assignment method is employed, but the focus of many controllers did not
consider the instability condition.

This paper proposes a two-mass shaft model in Sect. 2. Section 3 analyzes static
stability and damping characteristic between DFIG and synchronous. The damping
controller is presented by improved pole assignment method under stability and
instability condition. Both controllers are tested upon the mathematical model and
validated using MATLAB/Simulink in Sect. 4. Finally, a conclusion is drawn that
the obtained results show better damping compared to before, particularly in terms
of stabilization system.

2 DFIG Wind Turbine Model

The wind generation system consists of variable speed wind turbine, wind wheel
gear box, doubly fed induction generator, and grid and generator side converters.
The stator winding is directly connected to the grid, and rotor winding is connected
to the grid through back-to-back PWM voltage source converters.

• Electromagnetic Equations of DFIG
The electrical part of the DFIG is represented by a fourth order state space
model, which is constructed using the synchronously rotating reference frame
(dq frame). The voltage and flux linkage equations of the DFIG can be written
as follows [8]:

stator: uds ¼ pwds � wqs þ rsids; uqs ¼ pwqs þwds þ rsiqs

rotor: udr ¼ pwdr � swqr þ rridr; uqr ¼ pwqr þ swdr þ rriqr
ð1:1Þ

stator: wds ¼ Lssids þ Lmidr; wqs ¼ Lssiqs þ Lmiqr

rotor: wdr ¼ Lrridr þ Lmids; wqr ¼ Lrriqr þ Lmiqs
ð1:2Þ

where subscripts ss, rr, and m stand for stator, rotor, and mutual inductances,
respectively. s is slip. From the Eqs. (1.1) and (1.2), the voltage–current matrix
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equation can be written where voltages as independent variables and currents as
dependent.

• Two-mass Shaft Model
The investigated two-mass-system can be described by the following set of
elementary mechanical equations [9]:

Hwpxw ¼ �kshs � Dphs þ Tw
Hgpxg ¼ kshs þDphs � Te
phs ¼ xw � xg

8<
: ð1:3Þ

Equations for the rotation taking into account the different angular velocities at
the turbine side with the index w and at the generator side with g. Where
p represents the differential operator, T is the torque, ω is the angular velocity, θ
the angular position, k the stiffness coefficient, and D the internal damping.

• Model of the Converters
The generator side converter controls the active and reactive power of the DFIG,
and the grid side converter is controlled in such a way as to maintain the DC link
capacitor voltage in a set value and to maintain the converter operation with a
desired power factor (Fig. 1).
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Fig. 1 Generator side and grid side converters
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3 Stability Analysis and Damping Control

3.1 Stability and Damping Analysis

According to Sect. 2, we can get the state matrix by small signal analysis so as to
study the effects of a disturbance on a linear system. They are

pDx ¼ ADxþBDx

DP ¼ KpDx
ð1:4Þ

where Δx = [Δωw Δωg Δθs Δψds Δψqs Δidr Δiqr Δx1 Δx2 Δx3 Δx4]
T. Δx1–Δx4 are

state variables dependent from converters. Solving for the Eq. (1.4), we have the
transfer function of DFIG which is as follows:

GwðsÞ ¼ KpðsI � AÞ�1B ð1:5Þ

The study is carried out to compare the stability and damping between DFIG and
synchronous. The parameters are as follow: rr = 0.005, rs = 0.0071, Lm = 2.9,
Lss = 3.071, Lrr = 3.056, Hw = 4.54, Hg = 0.5, ks = 0.3, D = 2. The eigenvalues of
the system matrix A characterize the stability of the system are shown in Table 1. It
summarizes the variation of damping without obvious changing (−3.4127 to
−3.9745) when PWM controllers are operated at different conditions. It means
DFIG imparts significant effect on the damping performance. It is worth noting that
the system is unstable because of positive eigenvalues of mode #2 and #3.
Additional approach is required particularly for keeping system stable.

Table 1 Eigenvalues of the DFIG system

Mode number #1 #2 #3

λ1 −3.0475 −3.0475 −3.0475

λ2 −0.0199+1.2554i −0.0253+0.3981i −0.1459+1.3128i

λ3 −0.0199−1.2554i −0.0253−0.3981i −0.1459−1.3128i

λ4 −0.0191+1.2529i −0.0593+0.3920i −0.3184+1.0712i

λ5 −0.0191−1.2529i −0.0593−0.3920i −0.3184−1.0712i

λ6 −0.1414+0.0410i −0.1414+0.0410i 0.3783

λ7 −0.1414−0.0410i −0.1414−0.0410i −0.1414+0.0410i

λ8 −0.0006+0.0042i 0.0501 −0.1414−0.0410i

λ9 −0.0006−0.0042i −0.0292 −0.1085

λ10 −0.0030 0.0100 0.0147

λ11 −0.0000 −0.0000 −0.0000

Damping −3.4127 −3.4688 −3.9745
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3.2 Controller Design and Mirror Approach

The article prefer to the pole placement technique, which uses root locus rules to
shift a pair of dominant poles to a newly assigned location in the s-plane.

Let Gw(s) construct closed-loop plant with a controller denoted by H(s). The
controller consists of a washout and a series of lead and/or lag functions, as shown
in Fig. 2. Assume that the eigenvalue is to be placed to a new location denoted by
λ0. So λ0 must satisfy the characteristic equation1þGwðk0ÞHðk0Þ ¼ 0. It means

jHðk0Þj ¼ 1=jGwðk0Þj
argðHðk0ÞÞ ¼ 180� � argðGwðk0ÞÞ

ð1:6Þ

The key question is how to choose the new pole λ0. Since bandwidth impact on
anti-interference performance, the objective location cannot be as far as possible
away from the virtual axis. This paper explored the possibility of the similar
controlling, based on state space model of synchronous system with PSS.

The state vector is defined as X ¼ ½DdDxDE0
q DEDx1 Dx2�T, where Δx1 and Δx2

are dependent variables. The eigenvalues are shown in Table 2.
Notice that the damping of system is over −30. The imaginary part of new pole

is usually chosen slightly larger than before [10]. The magnitude and phase of the
transfer function are computed for values of λ02–λ05. The eigenvalues of
closed-loop system are shown in Table 3.

By addition controller, the damping performance of all modes is enhanced-based
eigenvalues from synchronous (Table 3). However, it has been observed mode #2
and #3 keeping instability. An additional approach focusing on positive eigenvalues
with a goal of designing a controller capable of all modes is presented. We refer to
the technique as mirror pole placement, which shifts positive poles to specific
locations in the mirror image. Then, the proposed control operation was used. From

KD
sTw

1+sTw

1+sT1

1+sT2

1+sT2n-1

1+sT2n

Δω ΔP

Fig. 2 Structure of attach DFIG controller

Table 2 Eigenvalues of the synchronous system with PSS

Eigenvalues Damping ratio Frequency of oscillation

λ01 −18.0633 1.00e+000 1.81e+001

λ02 −4.7573+8.8833i 4.72e−001 1.01e+001

λ03 −4.7573−8.8833i 4.72e−001 1.01e+001

λ04 −1.9670+4.453i 3.30e−001 4.23e+000

λ05 −1.9670−4.453i 3.30e−001 4.23e+000

λ06 −0.3393 1.00e+000 3.39e−001
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Table 4, there is no significant change of damping values after shifting the positive
poles, but the system gets pushed to stable.

4 Simulation Results

Two examples for stability system (mode #1) and instability (mode #2) are pre-
sented in simulation studies. Figure 3 shows the step response provided by different
damping. We can observe that the stabilized system with sufficient damping per-
formance and low frequency oscillation is better.

From Fig. 4, the pole at right part of s-plane does not move and the system
remains instable over the entire range. It is important to take into account removing
positive poles by mirror pole placement method.

Table 3 Damping of the closed-loop system

Mode λ02 λ03 λ04 λ05
#1 −23.8408 −17.3553 −12.1125 −8.3282

#2 −23.8969 −14.5404 −12.1685 −8.3842

#3 −24.4026 −15.0464 −12.6743 −8.8903

Table 4 Comparison of eigenvalues with mirror placement and original placement

λ02 λ03
Mirror position Original position Mirror position Original position

−10.2754 −10.9587 −5.0830+8.2644i −4.4760+8.8993i

−4.6066+8.8525i −4.8122+8.9316i −5.0830−8.2644i −4.4760−8.8993i

−4.6066−8.8525i −4.8122−8.9316i −5.4057 −3.0475

−3.0475 −3.0475 −3.0475 −0.3647+2.4050i

−0.1459+1.3128i −0.1459+1.3128i −0.9979+1.5029i −0.3647−2.4050i

−0.1459−1.3128i −0.1459−1.3128i −0.9979−1.5029i −2.0627

−0.0614+0.3864i −0.2036+0.4809i −0.1458+1.3128i −0.1459+1.3128i

−0.0614−0.3864i −0.2036−0.4809i −0.1458−1.3128i −0.1459−1.3128i

−0.1414+0.0410i 0.3037 −0.1414+0.0410i 0.4137

−0.1414−0.0410i −0.1414+0.0410i −0.1414−0.0410i −0.1414+0.0410i

−0.1085 −0.1414−0.0410i −0.1085 −0.1414−0.0410i

−0.0147 −0.1085 −0.0147 −0.1085

−0.0010 0.0147 −0.0010 0.0147

−0.0000 −0.0000 −0.0000 −0.0000

−23.3576 −24.4026 −21.3137 −15.0464

194 Z. Yan et al.



5 Conclusion

This paper has presented the wind system of DFIG model and damping analysis for
converter additional controller, which makes stability and performance damping
more sufficient. Eigenvalue analysis results show that the doubly fed wind turbine
provides the insufficient damping to system, and it is possible impact the system
stable. Based on the synchronous model, eigenvalues from the state space equations
can be obtained in order to help the designer to define the target poles, and
improving the damping. The mirror pole assignment approach is making the system
stable and easy to control damping.
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Study on Control Strategy of Harmonic
Suppression in a Wide Power Range Based
on V2G Bidirectional Onboard Charger

Fuhong Xie, Weifeng Gao, Xiaofei Liu and Shumei Cui

Abstract With the development and widespread use of electric vehicle (EV), the
vehicle-to-grid technology (V2G) has become increasingly attractive. Considering
the case of V2G bidirectional onboard charger has involved in power grid fre-
quency regulation service and the characteristics of frequency regulation signal, this
paper propose a control strategy for wide power range bidirectional current har-
monic suppression by combining with the quasi proportional resonant
(QPR) control and the weighted feedback current (WFC) control and introducing a
peak restrained LCL filter. Simulation and experimental results are provided to
validate the feasibility and correctness of the proposed control strategy.

Keywords EV � V2G � Bidirectional onboard charger � Harmonic suppression

1 Introduction

Electric vehicle (EV) power battery can provide energy for the power grid in the
peak load time and store the excess power when the power load is low, which can
effectively regulate the difference between peak and valley load of the grid,
reducing the reversed capacity for peak load regulation and frequency regulation in
the traditional grid, as well as, contributing to the absorbency of renewable energy
in power grid, in which all improve the efficiency and stabilization of grid operation
[1]. This bidirectional exchange of energy and information between EV and power
grid is called the vehicle-to-grid (V2G) technology [2].
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Brooks [3], Kempton and TomiÄ‡ [4] evaluated that V2G was highly com-
petitive for frequency regulation. Xiaofei et al. [2] indicated that the research focus
of bidirectional charger were improvement in efficiency and ability of grid current
harmonic suppression, reduction in costs, volume, and weight. Therefore,
researchers had conducted corresponding study for the V2G bidirectional charger.
Wang et al. [5] presented a sectional optimized modulation strategy of AC/DC
matrix converters for V2G applications. Tang and Su [6] described a low-cost
onboard charger for plug-in hybrid electric vehicles. Zhou et al. [7] studied a new
multi-function bidirectional battery charger for plug-in hybrid electric vehicles.

When V2G technology participates in frequency regulation service, however, the
volatility of power demand signal in grid side requires frequent switch between
output and input power, which makes the charger’s working point unfixed and may
result in a wide bidirectional power range. The proportional integral (PI) controller
is widely used in AC/DC converter for grid current control. In general, the PI
controller parameters are designed only for the system’s rated operating point.
When the working point is not at the approximate linear region of the rated
operating point, it will lead to poor performance and steady-state error increases,
which results in high current total harmonic distortion (THD).

Based on the aforementioned analyses, considering the characteristics of fre-
quency regulation signal in grid side, this paper proposes a control strategy of
current harmonic suppression in a wide power range for V2G bidirectional charger.

2 Design of V2G Bidirectional Charger

The overall structure of V2G bidirectional charger is shown in Fig. 1. The control
unit achieves the power factor correction (PFC) in grid side, the domination of
power flow direction and the controllable output in battery side. The personal
computer (PC) is used to simulate the upper power grid control system for trans-
mitting the power demand signal to the charger.

Fig. 1 Diagram of overall
structure for charger system
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2.1 Bidirectional DC/DC Converter

The dual active bridge (DAB) structure is selected as the bidirectional DC/DC
converter for its advantage of low switch stress and electrical isolation, the circuit
topology is shown in Fig. 2. The DAB structure is composed of two full bridges
connected by a high frequency transformer. In Fig. 2, the Vin is the high-voltage
side which is attached to the output DC bus of bidirectional AC/DC.

2.2 Bidirectional AC/DC Converter and Grid-Connected
Filter

The bidirectional AC/DC converter is composed of single-phase reversible PWM
rectifier and its grid-interconnected LCL filter. Figure 3 shows the main structure of
bidirectional AC/DC converter and its output UDC connected to the input of bidi-
rectional DC/DC converter in the second stage. In the picture, the Lg is winding
inductance in grid side and the Rf is filter damping resistance.

However, the LCL filter is a three-order system that it has a resonance point in its
amplitude-frequency characteristic curve, which may result in system instability in
high frequency band. Therefore, a peak restrained measure is introduced into tra-
ditional LCL filter design. A typical LCL filter is shown in Fig. 4a.

Fig. 2 Diagram of the dual active bridge structure

Fig. 3 Diagram of
single-phase reversible PWM
rectifier with LCL filter
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The transfer function of the typical LCL filter in Fig. 4a is obtained as

GLCLðsÞ ¼ i2ðsÞ
UinðsÞ ¼

1
L1L2Cs3 þðL1 þ L2Þs ð1Þ

In general, for small and medium power level application, passive damping
method is widely used for resonance peak elimination that inserts a damping
resistor into the capacitor branch in a LCL filter [8], as shown in Fig. 4b. In this
case, the transfer function is changed to

Gpr�LCLðsÞ ¼ 1þCRfs
L1L2Cs3 þðL1 þ L2ÞCRfs2 þðL1 þ L2Þs ð2Þ

Moreover, the damping resistance Rf is obtained as

Rf ¼ 1
3xrC

¼ 1
3C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L1L2C
L1 þ L2

r
ð3Þ

According to Eqs. (1) and (2), the amplitude-frequency characteristic curve of
filters can be drawn in Fig. 5. It can be seen that the introduction of damping
resistance successfully inhibits the resonance peak in the dotted red line.

Fig. 4 Diagram of structure
for LCL filters. a LCL filter.
b Peak restrained LCL filter

Fig. 5 Diagram of
amplitude-frequency
characteristic curve for filters
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The change of features is mainly reflected in resonance point and frequency band
above, given that, in general, the quadratic coefficient, (L1 + L2)CRf, is much less
than the monomial coefficient, (L1 + L2). In order to simplify the calculation pro-
cess, considering the low frequency of controlled grid current, this paper calculated
the weighted coefficient still in a case of no damping resistor.

3 Control Strategy of Harmonic Suppression

3.1 Design of Weighted Feedback Current Control

Furthermore, considering that LCL filter is a three-order system which cannot
realize great control performance no matter direct current control or indirect current
control, therefore, in order to improve the stability margin of the system, reduce the
control error caused by the current sampling and so as to restrain the harmonic
content of the grid current, a weighted feedback current (WFC) control is adopted in
this paper. The is is defined as the WFC, while α is the weighted coefficient of
output current for the converter, β is the weighted coefficient of the current in grid
side, as shown in Fig. 6. So it is

is ¼ ai1 þ bi2 ð4Þ

From Fig. 6, the state equations are obtained as follows:

uc ¼ sL1i1 þ sL2i2 ð5Þ

uc ¼ sL1i1 þ 1
sC

ði1 � i2Þ ð6Þ

The transfer function between the converter output voltage uc and is is

GisðsÞ ¼ isðsÞ
ucðsÞ ¼

aL2Cs2 þðaþ bÞ
L1L2Cs3 þðL1 þ L2Þs ð7Þ

Fig. 6 Diagram of weighted
feedback current control
based on LCL filter
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The WFC control can adjust the weighted coefficient, affecting the location of
the conjugate zero points, and thus change the system’s performance. Equation (7)
is rewritten into the following form:

GisðsÞ ¼ isðsÞ
ucðsÞ ¼

1
ðL1 þ L2Þs�

aL2Cs2 þðaþ bÞ
1þ L1L2Cs2=ðL1 þ L2Þ ð8Þ

In order to achieve great control performance, according to WFC control, the
location of system’s zeros and poles are usually configured to make cancelation or
closed position by selecting proper weighted coefficient, so that a three-order
system can be reduced to a first-order one, which can reduce the control difficulty of
the system and improve the static control accuracy. In the right side of Eq. (8), let
the coefficient of numerator equal to the denominator’s coefficient, so that the
equations about a and b are obtained and solved.

a ¼ L1
L1 þ L2

b ¼ L2
L1 þ L2

(
ð9Þ

Equation (8) is simplified into the following form finally:

GisðsÞ ¼ isðsÞ
ucðsÞ ¼

1
ðL1 þ L2Þs ð10Þ

3.2 Design of Quasi Proportional Resonant Controller

PI controller cannot achieve no steady-state error control for alternating current
(AC) system transient feedback application, given that the tracking signal is a fast
changing sine wave and it is an error system in theory [9]. In order to overcome this
control defect, the proportional resonant (PR) controller is proposed [10]. PR
controller has infinite gain at the resonance frequency, and thus the system will
have a great ability for sinusoidal reference signal tracking.

However, for actual system applications, the implementation of PR controller is
restrained by the limitation of parameter accuracy and the low gain in nonfunda-
mental frequency, which makes it unable to effectively suppress the current har-
monic. Therefore, based on the PR controller, in order to make the V2G
bidirectional charger more suitable for V2G frequency regulation service applica-
tion and less sensitive to the grid frequency fluctuations, an easily implementary
quasi proportional resonant (QPR) controller is adopted in this paper, which it not
only has a great gain at the resonant frequency as PR controller does, but also can
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lower the impact, caused by grid frequency offset, on the output current of con-
verter. The transfer function of QPR controller is

GQPRðsÞ ¼ KP þ 2KIxcs
s2 þ 2xcsþx2

0
ð11Þ

Equation (11) describes that QPR controller can obtain enough gain at resonant
point by adjusting the variable KI, and thus ensuring a small steady-state error. On
the other hand, compared to the PR controller, QPR controller has a broader
bandwidth which can reduce the influence results from grid frequency fluctuation.

4 Verification and Analysis of the System

4.1 Simulated Results and Analysis

Simulation model of reversible PWM rectifier and DAB converter have been built
by using Matlab and Simulink, the input of the system connect to the grid while the
output is attached to a battery. The capability of current harmonic suppression for PI
control, PI with WFC control, QPR control, QPR with WFC control at different
power condition is verified and compared in the simulation experiment. Table 1
shows the simulation parameters setting.

In order to overcome the shortcoming of local linearization of the controller, the
whole power range is divided into several sections and the respective optimal PI or
QPR parameters are used in different power segments. Figure 7 shows that, with the
decrease of power, although the increase of the proportion of current harmonic
content leads to a corresponding growth of THD of grid current, the introduction of
QPR with WFC control can make the grid current THD remain in a very low level
in a wide power range, which can achieve EV clean grid-connection without adding
additional EMI equipment.

Table 1 Parameters setting of simulation model for V2G bidirectional charger

Parameters Value

Rated grid rms voltage AC220 V, 50 Hz

DC-bus voltage 390 V

Output voltage in battery side 280 V

Rated power of system 3.3 kW

Filter inductance L1, L2 3 mH, 600 μH

Filter capacitor C 11 μF

Switching frequency of reversible PWM rectifier 40 kHz

Switching frequency of DAB converter 80 kHz
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4.2 Experimental Results and Analysis

In order to further verify the feasibility of the control strategy, this paper has built
an experimental platform for V2G bidirectional charger. The rated single-phase grid
rms voltage is 220 V and its frequency is 50 Hz, isolated grid-connection is real-
ized by using a voltage regulator. The other parameters are set as the same as the
simulated parameters. The experimental platform is shown in Fig. 8, the grid
voltage and current in discharging and charging are presented in Figs. 9 and 10
shows the experimental results of grid current THD of four kinds of control strategy
for two-way power flow.

Fig. 7 The simulation results of grid current THD of V2G bidirectional charger. a Simulation
results of discharging grid current THD of four kinds of control method at different output power
condition. b Simulation results of charging grid current THD of four kinds of control method at
different input power condition

Fig. 8 Experimental
platform of V2G bidirectional
charger
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It can be seen that the experimental results are similar with the simulated ones,
the adoption of QPR with WFC control can achieve synchronousness between grid
voltage and current and current harmonic suppression in a wide power range.

5 Conclusion

According to the adaptability for smart grid frequency regulation service, this paper
proposed a control strategy of grid current harmonic suppression in a wide power
range for V2G applications based on the peak restrained LCL filter and the QPR
with WFC control. Theoretical basis and implementation method were presented;

Fig. 9 Wave forms of grid voltage and current with QPR and WFC control. a Waveforms of grid
voltage and discharging current. b Waveforms of grid voltage and charging current

Fig. 10 The experimental results of grid current THD of V2G bidirectional charger.
a Experimental results of discharging grid current THD of four kinds of control method at
different output power condition. b Experimental results of charging grid current THD of four
kinds of control method at different output power condition
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simulation and experiment results verified the feasibility. Compared to others, the
features of the new control strategy are

(1) Low steady-state error and great current harmonic suppression capability, the
grid current THD can be limited to a minimum of about 0.32 % in simulation
and about 1.67 % in experiment.

(2) No programming difficulty exacerbation and no additional hardware, thus no
reduction of the power density of the system.

(3) No complex calculation of the proposed control strategy, thus short control
delay which is suitable for both low and high switch frequency applications.
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Snow Removal of Video Image Based
on FPGA

H.H. Li, S. Liu and Y. Piao

Abstract With the development of science and technology, outdoor surveillance
systems are applied in many fields widely. However, due to the bad weather (such
as snow, fog, rain, dust), it degrades the quality of video image and the function of
surveillance system. The traditional methods of snow removal are largely realized
with software and cannot meet the real-time processing requirements. They are
difficult to get a wide range of applications. The cause of the noise generated by the
snow is analyzed. According to the improved frame difference algorithm, we
propose a snow removal technology of video image based on FPGA. Compared to
the traditional methods, it can process the snow video image with minimum res-
olution 640 × 480 in real time. At last, the results show that the snow removal
technology of video image based on FPGA can remove the snow effect efficiently.
Furthermore, it can improve the contrast and enhance the image details.

Keywords Snow removal � Real time � FPGA � Video processing

1 Introduction

Most of the video surveillance system is sensitive to the weather. On a clear day, it
can work normally. But in bad weather (such as fog, rain, snow), the function of
video monitoring system is greatly limited. The images quality captured degrades
severely. Therefore, it is difficult to distinguish effective information in real time.
The effect of snowflake on the video images is mainly to cover the target pixels.
The brightness pixel which is contaminated by snowflake is much brighter. It affects
the image quality of outdoor vision systems seriously. Inclement weather video
image processing is one of the key research topics among digital image processing,
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computer vision, target tracking, and other areas. It has been the hot research
content to reduce the influence of the bad weather in video image and improve the
reliability of the system.

In the snow, the distribution of snowflake is random, and the size and shape of
snowflake is complex. That makes it difficult to remove snowflakes in the video
image effectively due to the nature of random distribution of the snowflake. Xiang [1]
captures snowflake sports using the correlation model. A new video image detection
and removal algorithm in the snow is proposed. It can remove the snowflake effect
from the video efficiently. However, it does not meet the real-time requirements.
Ding [2] proposes single image rain and snow removal via guided L0 smoothing
filter. Although the snow removal effect is better, it is difficult to process the video
image. Xiao [3] discusses snow removal situation under static scene and dynamic
scene theoretically. Under dynamic scene, the rain or snow pixels and moving object
pixels are classified successfully based on space and time model of rain or snow.
According to the classification, the snow or rain is removed. But this method is
complex and cannot remove the snow or rain in real time. Xin [4] detects and
removes the snowflake by using moving detection algorithm. Then the background
pixels are reconstructed. But this method removes the snow of video image with low
resolution 352 × 288 at the speed of 21.8 ms per frame.

Traditional snow removal technology of video image is mostly based on software
simulation and theory analysis. These methods often process the video image with
low resolution and cannot meet the requirements of real-time processing. They are
difficult to be applied in people’s daily life. But snow removal technology of video
image based on FPGA can realize the simple algorithm rapidly with pipelining
operation. In addition, this technology can process the snow video image with high
resolution in real time. It enables to remove the noise introduced by snowflake
quickly and enhance the visual effect. Therefore, it can be applied in remote sensing,
navigation, target recognition, intelligent monitoring, and other fields widely.

2 Characteristics and Effects of Snowflake

Snowflake is an unstable medium. It has a variety of shapes such as: column, star,
circle, line type, etc. Due to the different internal structures, the reflection charac-
teristic on the surface of snowflake is also variant. The diameter of most snowflake
crystal is between 0.2 and 10 mm, some even more than 20 mm. The speed of the
fallen snowflake can be described as a function of radius [5].

mðuÞ ¼ kue ð1Þ

where u is the radius of snowflake, λ and ε are constants. Generally, the density of
snowflake is low, and the speed of motion is slow. In three-dimensional space, it is
mainly regarded as snowflake or snow line, and usually produces the effect of
motion blur. Generally, the brightness of snowflake is strong. Snowflakes that are
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distributed randomly have an impact on video image. The influence mainly gen-
erates blocking for target, and makes the brightness of pixels stronger. Finally,
snowflake affects the image quality of the visual system seriously.

When the snowflakes are falling in the air, the time that they pass one pixel is
very short. In the visual system imaging process, the falling snowflakes will cover
the object in the background, and coincide with pixels, making the image blurry,
that will affect the function of the system. In the interval tn; tn þ T½ �, the process of
the falling snowflakes is shown in Fig. 1.

In the process of the snowflakes falling, the intensity value of one pixel can be
seen as a linear combination of the background intensity and the snowflake
intensity.

Id x; y; tð Þ ¼
Zs

0

Ed dtþ
ZT

s

Ebg dt ð2Þ

where Idðx; y; tÞ is the intensity value of one pixel at t time, Ed is the radiation
intensity of the background reflecting light, Ebg is the radiation intensity of the
snowflake. In the snow visual system, the intensity of the snowflake is usually
higher than the background pixels. Therefore the intensity of pixels covered by
snowflake will become larger. The changed value [1] is:

DI ¼ Id � Ibg ð3Þ

3 System Modules Design

With the development of science and technology, the logic gates of FPGA chip
have exceeded hundreds of millions, there are many types of Ram memory block
and embedded functional modules. Snow removal system of video image based on
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Fig. 1 The effect of
snowflake
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FPGA is designed by hardware description language. It has many advantages, such
as parallel processing, low delay, easily debugging. And the system can remove
noise caused by snow real time and restore the real natural scenery.

Snow removal system of video image based on FPGA mainly consists of two
parts: snow detection and snow removal. Snowflake can be seen as the moving
object in the snow. The improved frame difference algorithm can effectively detect
snowflake quickly. And it has low computational complexity, easy implementation,
insensitive to light intensity in the scene and high noise endurance. The system
modules include: median filter module, frame memory module, frame difference
module, morphological processing module, and display module. Figure 2 shows the
hardware structure of system modules.

3.1 Median Filter Module

Median filter is a nonlinear smoothing filter. It can preserve the edge information
effectively and reduce the salt and pepper noise. Based on the principle, the current
pixel value is replaced by the center value after all the pixel values are sorted in the
neighborhood. Therefore, the filter can eliminate the isolated noise points. The
modules of median filter mainly include window module and sort module.

The window size of median filter is 3 × 3. All the pixels within the window are
provided at the same time. First of all, to sort the pixel per line, we can obtain the
maximum value, median value, and minimum value of each line. Afterward,
the maximum values of three lines are sorted to obtain one median value of the
maximum pixel values. By the same way, the other two median values are obtained.
At last, to sort the three median values can obtain the median value as the output of
median filter. Figure 3 shows the modules of median filter.
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Fig. 2 The hardware structure of system modules
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3.2 Improved Frame Difference Module

Frame difference algorithm is realized very simple, low computational complexity.
It can implement processing of video image in real time. The traditional frame
difference algorithm processes the two adjacent frames. According to the dis-
placement of moving target, the corresponding pixels do subtraction. The absolute
value in the target area is large. While the value of background region is merely
zero (ideal state). At time t, the current frame and a previous frame image do
subtraction based on the formula (4).

DI x; y; tð Þ ¼ I x; y; tð Þ � I x; y; t � 1ð Þjj ð4Þ

where I(x, y, t) is the pixel value of current frame at (x, y), I(x, y, t − 1) is the pixel
value of previous frame at (x, y). In the absence of snow scene, when the change is
stable in the background, the difference value ΔI(x, y, t) is 0. However, in the snow
scene, the difference value is generally not equal to 0. Then, the snow can be
detected through binary processing operation. By setting the threshold value T, if
the absolute value is greater than or equal to T, it is the pixel of moving target.
Inversely, the pixel is in the background.

Dt x; yð Þ ¼ 1 DItðx; yÞj j � T
0 DItðx; yÞj j\T

�
ð5Þ

The original frame difference algorithm can detect some snowflakes. But the
snowflake is not detected totally. Moreover, the position of the detected snowflake
is not accurate. The detected area becomes large and the effect of snow removal is
less effective. The improved frame difference algorithm processes the three con-
secutive frames directly. First, the corresponding pixels of the adjacent frames do
subtraction. And the results whose absolute value do OR operation. This method
can overcome the disadvantages of traditional frame difference algorithm and detect
the moving target accurately.
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The improved frame difference algorithm easily meets the requirement of
hardware development. The modules of improved frame difference algorithm
mainly include the memory module, frame difference module and morphological
processing modules. Figure 4 shows the structure of improved frame difference
modules.

After traditional frame difference operation, the output image often appears noise
and cavitation phenomenon. For enhancement of output image, we introduce the
morphology processing method. The experiment shows that this method can reduce
the cavitation phenomenon and decrease the noise. Morphology processing oper-
ation mainly includes open operation and close operation. Open operation is that do
the erosion first and then do the expansion. While close operation performs the
reverse computing. Expansion operation is that all the pixels in a neighborhood do
OR operation. And the result is as the center pixel value. For example, if one pixel
value is 255 for 8-bit image data, then the center pixel value becomes 255. Figure 5
shows the expansion module.
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4 Experimental Results and Analysis

The improved frame difference algorithm is realized with Verilog HDL. It can
detect and remove the snowflake in real time. It also improves the degree of clarity
of the video image and gets good system visualization.

The snow removal system of video image based on FPGA has lots of advan-
tages, such as high stability, strong flexibility, and debugging easily. Before the
experiment, first, the snow video image is captured by ordinary camera with high
resolution 640 × 480 at 25 frames per second. Figure 6a shows the original frame

Fig. 6 The results of snow removal. a The original frame of light snow video. b The snow
removal frame. c The original frame of heavy snow video. d The snow removal frame
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of light snow video. Figure 6b shows the snow removal frame. Figure 6c shows the
original frame of heavy snow video. Figure 6d also shows the snow removal frame.
The results show that the snow removal system of video image based on FPGA can
reduce the quantity of snowflake efficiently and improve the contrast largely.
Furthermore, it also decreases the noise and enhances the visual effects of system.

5 Conclusion

In video surveillance system, due to the effects of snowflakes, the pixel value of
video image is increased. In this article, we analyze the reasons of noise generated
by snowflake. Combined the module of snowflake, we proposed the snow removal
technology of video image based on FPGA. In addition, we design and realize the
system function modules based on the improved frame difference algorithm.
Finally, according to the result of experiment, this method proposed can reduce the
effect of noise efficiently and restore the real natural scenery. The system of snow
removal based on FPGA can process the video image with high resolution in real
time. And it has high stability and also can be debugged easily. Therefore, it can be
applied in many fields widely, such as intelligent transportation, navigation, out-
door surveillance, vehicle license recognition.
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A New Concept: Azimuth Dilution
of Precision for Monocular Observational
Tracking System

Bing Liu, Dong Wang, Zhen Shen, Taihe Yi and Dongyun Yi

Abstract The single satellite missile warning system is a monocular observational
tracking system which is an inevitable transition state for the satellite missile
warning network. Inspired by the idea of geometry dilution of precision (GDOP) in
GPS system, a new concept named azimuth dilution of precision (ADOP) which
specifies the amplification effect of the geometry between satellite and trajectory on
the accuracy of the launch azimuth estimation is defined. A rapid global ADOP
analysis method based on the geometry symmetry is proposed. This technique can
be applied for the performance analysis and allocation optimization of monocular
observational tracking observation.

Keywords Tracking system � Monocular observation � Geometry symmetry �
Performance analysis

1 Introduction

The tracking system such as Defence Support Programme (DSP) or Space Based
Infrared System High Component (SBIRS-High) can provide ambiguous infor-
mation of the tactical parameters which mainly includes the time of launch, launch
point geodetic latitude and longitude, trajectory azimuth [1]. Deploying only one
satellite is an inevitable transition state of the satellites network. Besides, satellite
network may be attacked by the hostile and then the system may degrade into a
single satellite system partially. Therefore, the study on the performance analysis
for the single satellite system is of significant practical utility.

In literatures, researchers mainly focus on the estimation algorithm with
space-based line-of-sight (LOS) measurements. The problem can be modeled as a
nonlinear programming in which the tactical parameters should be estimated. But
researchers find it is an unobservable system to track the missile by only one
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bearing-only sensor [2, 3]. They have to incorporate the model of boost phase as the
constraint of estimation. The model can be classified into two types: profile-based
model [4, 5] and profile-free model [6, 7]. The overview of these methods can be
found in [8].

Besides the research on the algorithm, satellite-target geometry is the factor of error
propagation, which is seldom studied to authors’ knowledge. In [6], the accuracy of
azimuth estimation is studied by two kinds of algorithms which are called standard
profile-based algorithm and model-based algorithms. The computational results
indicate that the accuracy of azimuth estimation is related to the relative
satellite-trajectory geometry. We found that although the algorithms differ, the
accuracy of trajectory estimation in polar coordinate systemhas some common points,
in which the distribution is nearly symmetrical. So we want to study on this phe-
nomenon in depth. Inspired by the idea of geometry dilution of precision (GDOP) in
GPS system, we want to define a term which specifies the amplification effect of the
geometry between satellite and trajectory on the accuracy of the launch azimuth
estimation. To our knowledge, similar idea has not been reported in other literatures.

2 Geometry of Monocular Observation (GMO)

We shall define the relative geometry relationship between the observer and a
trajectory. Assuming we have a three-dimensional Cartesian system in which there
is a trajectory and an observer. Without loss of generality, we use the launching
coordinate system, in which the origin is the launch point, Y-axis is the vertical
direction and X-axis is the horizontal direction, and the trajectory lies nearly in the
plane of XOY (see Fig. 1). Then in this coordinate system, the position of the
missile is fixed at any time no matter where the launch point is and what trajectory

Fig. 1 Geometry of
monocular observation
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azimuth is. Then the geometry between the observer and the trajectory is deter-
mined by the position of the observer in the launching coordinate system. That is to
say the relative satellite-trajectory geometry can be defined by the spherical coor-
dinate (θ, φ, r) of the observer.

However, for launch detection satellite system, geocentric coordinate system
usually brings about much convenience. So we introduce other parameters which
are related to the geocenter to represent the geometry. In Fig. 1, O′ is the geocenter,
Re is the radius of the Earth, Rorbit is the radius of the geostationary orbit. Then φ, θ,
and r can be uniquely identified by α, β, and Rorbit as follows:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
e þR2

orbit � 2ReRorbit cos a
q

u ¼ p
2
� a� arcsin

Re sin a
r

� �

h ¼ b� p
2 ; if 0� b� 3p

2

b� 5p
2 ; if 3p

2 � b� 2p

( ð2:1Þ

where a 2 ½0; p� is the included angle between the vectors of observer and
launching point, and b 2 ½0; 2pÞ is the angle from the plane formed by observer,
launching point and geocenter to the plane of trajectory in clockwise. For the
geostationary satellite, Rorbit is constant. Then the geometry can be defined by α and
β which have the clear geometric meaning. α is the angle (in radian) from geocenter
between the satellite and the launch point. Then Rea is the great circle distance
between the subastral point of the satellite and the launching point. If we define the
launch azimuth (δ) and the azimuth of observer (ds) by the angle from the north to
the OX and the observer, respectively, in a clockwise direction, we have d ¼
bþ ds � p: Noticing that if α is fixed, the relative geometry is only related to β
which is determined by d� ds þ p: Then, for any two different monocular obser-
vation evens, if the radius of the orbit and the trajectories in launching coordinate
system are the same, the observation geometries are equivalent as long as their α
and β are equal.

3 Problem Formulations

Firstly, the measurement model should be introduced. For the passive observation
system, the measurements are azimuth A and elevation E (in radians) of the target
seen from an observation platform. The measurement function is denoted as

hðXTÞ ¼
A

E

 !
¼

arctanðyT=xTÞ

arctan zT=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2T þ y2T

q� �
0
B@

1
CA ð3:1Þ
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where XT ¼ ½xT ; yT ; zT �T is the vector for the sensor to the target in
Earth-center-fixed coordinate system (ECF-CS). To reduce the nonlinearity of the
measurements A and E, we take the new form u and w as alternatives.

HðXTÞ ¼ u
w

� �
¼ yT=xT

zT=xT

� �
ð3:2Þ

Secondly, we introduce the concept of azimuth dilution of precision (ADOP) for
monocular observational tracking system. The concept of geometric dilution of
precision (GDOP) represents how measurement error affects the estimation in
position. Imitating the definition of GDOP, we define the azimuth DOP as

ADOP ¼ DðOutput trajectory azimuthÞ
DðMeasured DataÞ ð3:3Þ

According to Sect. 2, the GMO can be represented by two parameters α and β,
then in this section, we shall deduce the ADOP as the function of α and β. Assume
the trajectory in launching coordinate system is as a function of time, i.e., f ðtÞ ¼
½xLðtÞ; yLðtÞ; zLðtÞ�T: Because the trajectory in boost phase is nearly in a plain, we
assume zLðtÞ � 0. We choose the ECF-CS as the coordinate system, and assume the
observer locates on the x-axis. Its coordinate is Os ¼ ½Ro; 0; 0�T; where Ro is the
radius of the orbit. Provided that the launch point is at 0° in longitude and B degrees
in latitude, and the trajectory azimuth is δ. Then the observer and the launch point
are both in the XOZ plane. This kind of setting brings about some convenience,
because B ¼ a, and d ¼ b. The vector from the sensor to the target is

½ xT yT zT �T ¼ Rzðp=2ÞRxð�aÞRyðpi=2þ bÞf ðtÞþOL � Os ð3:4Þ

In which Rx;Ry;Rz are the rotation matrixes. According to Eqs. (3.2) and (3.4),
the measurements are the nonlinear function of parameters α, β, xLi ; yLi as follows.

Hi ¼
uðtiÞ
wðtiÞ

 !
¼

xLðtiÞ sin b
Rf cos a� Ro þ yLðtiÞ cos a� xLðtiÞ sin a cos b

Rf sin aþ yLðtiÞ sin aþ xLðtiÞ cos a cos b
Rf cos a� Ro þ yLðtiÞ cos a� xLðtiÞ sin a cos b

0
BB@

1
CCA ð3:5Þ

Assuming the set of unknown parameters is K which would be introduced latter,
and then we define the launch azimuth DOP (ADOP) in monocular system as
follow:

ADOPK ¼ ffiffiffiffiffiffiffiffi
Q1;1

p ð3:6Þ
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The subscript of matrix Q indicates the element in the first row and first column,
and Q is

Q ¼
Xn
i¼1

rKH
T
i

� � rKHið Þ
" #�1

ð3:7Þ

K is the unknown parameter which determined the trajectory. For the
profile-based method, f ðtÞ is a known function or its second derivative (accelera-
tion). In [4], K ¼ flat; lon;H0; t0; L; dg, in which lat and lon represent the latitude
and longitude of the launch point, H0 is the altitude of first detection, t0 is the time
of first detection after launch, L is the loft parameter which corrects the difference
between the certain trajectory and the profile, δ is the launch azimuth. Because we
only analyze the GMO effect on the estimation of β, so we neglect the blocking
effect of the clouds on the first detection. Then for the profile-based method, the
missile can be detected as long as it launches, i.e., Rf ¼ Re: Consequently, the
detection time is set to be zero as a known parameter and the position of launching
point is easy to get by computing the cross point of the LOS and the Earth’s sphere.
So the position of the launch point can be treated as a known parameter as well.
Only β is the unknown parameter. Then we have

rKH ¼ dH
db

¼ rXTH � dH
db

¼ rXTH � dRða; bÞ
db

f ðtÞ ð3:8Þ

Using Eqs. (3.4), (3.5) and (3.8), we get

dH
db

¼
�xL cos b½Rorbit� cos aðRe þ yLÞ� þ xL sin a
½Rorbit� cos aðRe þ yLÞþ xL sin a cos b�2

� xLðRe þ yLÞ sin b�xLRorbit cos a sin b
½Rorbit� cos a ðRe þ yLÞþ xL sin a cos b�2

0
@

1
A ð3:9Þ

Finally, we have the criterion of GMO

ADOPb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

dHi

db

� �T dHi

db

� �vuut
2
4

3
5
�1

ð3:10Þ

This criterion can evaluate GMO with any trajectory in plain as long as xLi and
yLi are substituted. For the profile-free method, f ðtÞ can be modeled with a few
unknown parameters based on the missile momentum equation and the basic
physics restrictions in missiles manufacture and flight. The general form can be
described as f ðtÞ � ~f ðK; tÞ, in which K is the unknown parameter. In [7],
K ¼ ½u0;w0;H0; d; v0; h0; a�, in which u0 and v0 are the measurements of the first
detection, w0 is the speed of the first detection, h0 is the speed angle of the first
detection. In this paper, we define K ¼ fb; v0; h; ag. Because u0;w0;H0 affect little
to the precision of the azimuth estimation and can be estimated roughly without the
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algorithm. For the analytical form for this K is too long and the derivation is
tedious, we can take the numerical differentiation instead.

4 Geometry of Monocular Observation Analysis

We generate trajectories by the gravity turn constant acceleration model, and then
the ADOP with different α and β is computed. Figure 2 is the ADOP in polar
system. The polar angle represents β, the polar radius represents ADOP. The dif-
ferent curves represent different α. Comparing (a) and (b), we find that the ADOP
distributions are different. But there are some common points as well. In these two
figures, we can see that the bigger α is, the bigger ADOP is. Further more, when the
target shoots towards or opposite to the observer, the ADOP is smaller than other
directions. That is to say, when the observer is located nearby the direction of the
moving target, we can get a good observation of the direction of the moving target.
The difference of the two figures is that, the worst GMO of ADOPβ is β = 90° and
270° with any α, but the worst GMO of ADOPK is that β is nearby 90° and 270°,
but it differs with different α. Further more, if the target is near the observer, when it
moves towards the observer, the GMO is better. If the target is far away from the
observer, when the target moves away from the observer, the GMO is better.

According to Eq. (3.5), the observation geometry is also influenced by the shape
of the trajectory. We generate trajectories by the gravity turn constant acceleration
model. We shall find an index which is independent with the trajectory to specify
the GMO. The trajectories which obey the constant acceleration model with range
from 3000 to 14,000 km under the minimum energy law are computed. Then we
compute ADOPbða; b; rangeÞ in which α = 3°, 6°, …, 60°, β = 0°, 10°, …, 350°,
range = 3000, 3500, …, 14,000 km, and then get a tensor ADOPi;j;k: For any fixed

Fig. 2 a ADOPβ distribution. b ADOPΛ distribution
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i and j, ADOP is decreasing with k which means that the ADOP is decreasing with
range at any GMO. We define the uniformed GMO index as follows:

IGMOða; b; rangeÞ ¼
min

a2A;b2B
fADOPða; b; rangeÞg

ADOPða; b; rangeÞ ð4:1Þ

Using Eq. (4.1), we compute the uniformed index of ADOPi;j;k; and then we find
that IGMOi;j;k � IGMOi;j;k0 ; ð8k 6¼ k0Þ, i.e., IGMO is nearly independent with the tra-
jectory. So IGMO can be used as the relative evaluation of GMO of single satellite
system.

5 Compass of ADOP

We can use ADOP to evaluate the GMO of single satellite missile warning system.
A good GMO is good at estimating the trajectory azimuth for an incoming missile.
The basic processing route is showed in Fig. 3a. First, we set the satellite’s location
and the area of defense we concerned. This is a basic setting for the scenario of
missile warning. Assuming the missile may launch from anywhere in the
field-of-view (FOV) of the satellite, then the surveillance area can be set as the
entire area in the FOV. According to these settings, we can compute the GMO
which the missile launches from anywhere to the defense area. Secondly, we build
the trajectory of boost phase and compute of ADOPβ. Finally, we use IGMO as the
index of GMO to analyze the observational geometry of this single satellite system.

In Fig. 3b, The area of good GMO is distributed along the line which crosses the
impact area and the subastral point.

The GEO satellite is located at 152° E in longitude. The color contour map
indicates the IGMO where the missile flies from the coverage area to the U.S west
coast. We can see that, there is a high precision belt (red) from the west of Australia
to the USA. The GMO for trajectory azimuth estimation get worse when the launch
point is far way from the belt.

Set sUrvei-
llance area

Set the 
impact area

Set the location 
of the satellite

Compute the 
GMO

Compute the 
ADOP

Set the boot-
phase trajectory 

Compute
uniformed

ADOP

(a) (b)

Fig. 3 a Basic idea of GMO analysis for missile warning. b IGMO distribution
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6 Conclusions

In this paper, a new concept named ADOP which specifies the amplification effect
of the geometry between satellite and trajectory on the accuracy of the launch
azimuth estimation is defined. The uniformed ADOP is defined as an index to
evaluate the geometry of observation in trajectory azimuth measurement. A rapid
global ADOP analysis method based on the geometry symmetry is proposed to
analyze the observation geometry of the entire coverage area. This technique can be
applied on the performance analysis and allocation optimization of single satellite
missile warning system.
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Study on Self-adaptive Packet Scheduling
Algorithm of TD-LTE System’s
Downward Frequency Domain

Jia-liang Ling, Jian-zhong Cao and Tian-fa Liao

Abstract Round robin (RR) algorithm has best user fairness, but the system
throughput is low, Max C/I algorithm has highest throughput, but poor fairness,
Proportional fairness (PF) algorithm makes a compromise between throughput and
fairness, but focuses on the average throughput fairness. This paper proposes a
frequency domain scheduling algorithm for TD-LTE under different loads (light,
medium, and heavy loads), which is called M-RR algorithm. Simulation results
show that the algorithm emphasizes on fairness in terms of resource usage, and
ensure the system throughput.

Keywords LTE � Proportional fair � Self-adaptive � Packet scheduling �
Throughput

1 Three Common Resource Scheduling Algorithms
and Analysis on Their Performance

1.1 Three Resource Scheduling Algorithms

Round robin (RR) algorithm: in this algorithm, the base station would serve users
within the sector in a rotating manner. The major philosophy is [1]: providing
resources to every user in the system in a fair manner at the price of the throughput.
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Max C/I algorithm: when selecting the scheduled users, this algorithm only eyes
users with the maximum C/I and eNodeB only serves users with the best channel
conditions at the moment [2].

Proportional fair algorithm: the priority calculation equation of the proportional
fair scheduling algorithm is [3, 4]:

k ¼ arg max
n¼1;...;K

rnðtÞ
RnðtÞ

� �
ð1:1Þ

In the equation above, rnðtÞ is the instant speed of User n at current moment
decided by User n’s channel status information; RnðtÞ is the average speed of User
n in time window Tc. The updated equation of the average transmission speed of
User i is:

Rnðtþ 1Þ ¼ 1� 1
Tc

� �
RnðtÞþ rnðtÞ

Tc
ð1:2Þ

Tc is a time constant meaning the size of the time window. The size of the time
window reflects the tolerating capacity of users for failing to receive data trans-
mission. A big Tc means users could wait longer until their channel conditions
improve, which could help increase the system’s throughput, but additional time
delay as well.

1.2 The Performance of the Three Algorithms

The advantage of RR algorithm is that it ensures fairness between users in terms of
resource usage, while its disadvantage is that it fails to consider the differences of
channel conditions between users, leading to low throughput of the system. Max
C/I algorithm’s advantage is that it could conduct scheduling according to the
changing channel conditions of the users and increase the usage rate of frequency
spectrum to the maximum extent. The disadvantage is that it could not guarantee
fairness between users. PF scheduling algorithm takes a comprehensive consider-
ation of the differences of channel conditions between users and the requirement on
fairness and makes a compromise between throughput and fairness. Besides, when
calculating the priority grade of a user, the average transmission speed of the ser in
the previous time is taken into consideration by the PF algorithm, so the algorithm
has memory.

Therefore, from the perspective of throughput, RR algorithm has the lowest
throughput, while Max C/I algorithm has the highest throughput. PF algorithm is
between the two algorithms; in terms of fairness, RR algorithm is the best while
Max C/I algorithm is the worst, with PF algorithm again falling between them;
considering the complexity of the algorithm, RR algorithm is the simplest and PF
algorithm is the most complicated, with Max C/I algorithm falling between them.
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2 TD-LTE Downward M-RR Scheduling Algorithm
and Simulation

Based on the analysis on the three classic algorithms, RR, Max C/I, and PF, we can
see the advantages and disadvantages of these three algorithms. Based on the
analysis on these advantages and disadvantages, considering the changes of system
load, this paper proposes a new scheduling algorithm combining the advantages of
RR algorithm and Max C/I algorithm, named M-RR algorithm.

2.1 Definition of User Demand and Load

The algorithm defines three grades of user service quality: the lowest service
quality, medium service quality, and the highest service quality. Meanwhile,
according to the system’s total amount of resources (one TTI) and the amount of
resources demanded for ensuring the quality of different services to users, the
algorithm defines three types of load: light load, when the system resources could
ensure medium service quality or above to all users; medium load, when the system
resources could ensure lowest service quality to all users, but not medium service
quality; heavy load, when the system resource could only ensure lowest service
quality to some users. Under these different loading conditions, the M-RR algo-
rithm would adopt different allocation strategies.

2.2 Algorithm Design

In the design of M-RR algorithm, to facilitate analysis, we would only consider the
status of single business, as the amount of resources required to ensure the same
level of service quality to different users is the same. Meanwhile, the algorithm sets
the initial requirement of all connected users all at the highest level. However, as
the system has limited resources, increasing number of users would gradually
increase the load. To ensure the fairness between users, the service quality level of
some or all users may be reduced.

2.3 Resource Allocation Strategies Under Three Types
of Load

Light load. Under light load, the algorithm’s priority is to ensure medium service
quality to all users with demand by allocating the same amount of resources needed
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for ensuring medium service quality. If there are still residual resources afterwards,
they would be allocated to users selected as per the maximum C/I. In this way, the
fairness could be ensured and current channel conditions of the users could be well
used to increase the throughput.

Medium load: under medium load, the algorithm’s priority is to ensure the lowest
service quality for all users and allocate resources needed for the lowest service
quality to all users with need. As under medium load, the resources could no longer
ensure medium service quality to all users. Therefore, if there are still residual
resources, the proportional fair algorithm would be used to calculate the priority
grade and allocate resources accordingly. Thus, on the basis of ensuring fairness,
current channel conditions of the users could be well used to increase the throughput.

Heavy load: under heavy load, the resources could no longer ensure the lowest
service quality to all users. So, to ensure fairness, same amount of resources used to
maintain lowest level of service quality shall be provided to users in turn.

2.4 Resource Block (RB) Allocation Strategy

M-RR algorithm’s resource block is subject to following allocation strategy: The
first stage: initialization.

Initialization includes reading and accessing user information, amount of
resources matching each level of service quality, channel quality feedback, and total
amount of resources. This stage would judge current loading status, obtaining
resource block set R, undistributed resource block set Ru, distributed resource block
Rc, user set U waiting for scheduling, No. n user Un, and would define the
scheduling priority k, the minimum number of resource blocks each user could
receive under the lowest service quality—Min_RB, and the minimum number of
resource blocks each user could receive under medium service quality—Mid_RB.

The second stage: distributing resource blocks to each user.

Step 1: Judge if U × Mid_RB > R? If it is less than resources block R, turn to Step
3; otherwise distribute each user with resource block Mid_RB;
Rc = Mid_RB and turn to Step 2.

Step 2: Judge if Ru ¼ R� Rc¼0? If yes, end the distribution of resources; other-

wise, calculate the priority level k ¼ arg max
j¼1;...;K

C
I

� �
jðtÞ

n o
and distribute

residual resource blocks in the descending order of the priority level and
terminate resource distribution.

Step 3: Judge if U �Min RB[R? If it is less than resource block R, turn to
Step 5; otherwise distribute to each user resource blocks Min RB;
Rc ¼ Min RB.
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Step 4: Judge if Ru ¼ R� Rc¼0? If yes, stop resource allocation; otherwise,

calculate priority level k ¼ arg max
n¼1;...;K

rnðtÞ
RnðtÞ

n o
, Rnðtþ 1Þ ¼ 1� 1

Tc

� 	

RnðtÞþ rnðtÞ
Tc

and distribute residual resource blocks in the descending order
of the priority level and terminate resource distribution.

Step 5: Distribute to each user resource block Min RB in turn until Ru ¼
R� Rc¼0 and then end resource distribution.

3 Simulation Result

Simulation parameters settings are shown in Table 1.
We know from the setting of band width that each TTI in the sector of eNodeB

has 25 resource blocks. While simulating the M-RR algorithm, according to
the total amount of resources and number of users: the resourced block required
by the lowest service quality is set to be Min_RB = 1; the resourced block required
by the medium service quality is set to be Mid_RB = 2; the resourced block
required by the highest service quality is set to be 25. Such setting is to facilitate the
comparison with three classic algorithms, because when using the three classic
algorithms, each resource block would be allocated to a certain user. Each sector
has 11 groups of users, covering three loading scenes. 3, 5, and 10 users would be
of light load; 15, 20, and 25 users would be of medium load; 30, 35, 40, 45, and 50
users would be of heavy load. Each user group’s simulation time is 500 TTI.

This paper mainly evaluates the system throughput [5], average throughput
fairness, average number of users served by each TTI, and the average satisfaction
degree of customers in each TTI users are used to evaluate the performance of
scheduling algorithm. Wherein, fair indication (FI) of average throughput [6, 7] is
defined as follow:

Table 1 Simulation
parameters setting

Parameter name Parameter setting

eNodeB 1 eNodeB, 3 sectors

Frequency 2 GHz

Bandwidth 5 MHz

TX mode Single antenna

BS antenna gain 0 dBi

UE speed 5 km/h

Macroscopic pathloss model TS36942 urban

Thermal noise density −174 dBm/Hz

Receiver noise figure 9 dB

Simulation length 200 TTIs
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FI ¼
PU

i¼1 xi
� �2

U
PU

i¼1 x
2
i

ð1:3Þ

wherein, Xi is User i’s average throughput, U is the total number of users. FI’s range
of values is [0 1]. The lower FI is, the less fair it would be. If FI = l, it means every
user has the same average throughput, and the system has the best fairness.

Figures 1, 2, 3 and 4 respectively show the average throughput, average
throughput fairness, average number of users served by each TTI and average
satisfaction degree of users in each TTI. The four figures above show that M-RR
algorithm is also a compromise between RR algorithm (fairness) and MAX C/I
algorithm (throughput), but has different focuses from the PF algorithm which
emphasizes the fairness in average throughput, and M-RR algorithm emphasizes on
fairness in terms of resource usage.

Fig. 1 The throughput
curves

Fig. 2 The fairness curves
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4 Conclusions

Following conclusions could be drawn out from the simulation results
MAX C/I algorithm has the highest throughput, followed by PF algorithm and

then M-RR algorithm, with the RR algorithm registering the lowest throughput.
Although the M-RR algorithm takes into consideration the difference of users’
channel conditions and distributes residual resources to users with better channel
conditions under light load, medium load, and heavy load, to increase the system’s
throughput, However, as it aims at serving as many users as possible, the
throughput is less than that of the PF algorithm.

The PF algorithm’s has the best fairness of average throughput, and the MAX
C/I algorithm is the worst in this regard. RR algorithm comes second in terms of
average throughput fairness under light load, medium load, and heavy load, but
could not match M-RR algorithm under heavy load. This is because, under light
load and heavy load, RR algorithm distributes resources to users it serves on an

Fig. 3 Average number of
users per TTI

Fig. 4 Average satisfaction
degree of users in each TTI
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equal basis, but M-RR algorithm would, after meeting certain demand of served
users, distribute residual resources to users with better channel conditions to
increase the system’s throughput; under heavy load, M-RR algorithm and RR
algorithm distribute resources to their served users, but M-RR algorithm also
considers users’ channel conditions and tries to make the use of each resource block
in the most effective manner, reducing the differences of average throughput
between users, so the fairness of the average throughput at the time is better than the
RR algorithm. The PF algorithm uses average throughput of users in the past time
interval, so it has the best fairness in terms of average throughput. MAX C/I only
serves users with the best channel conditions so users differ the most in terms of
average throughput, meaning it has the worst fairness for average throughput.

The combination of average number of users served by each TTI and the average
satisfaction degree of users in each TTI users could be viewed as the short-term
fairness of resource occupation. Under heavy load, M-RR’s fairness of resource
occupation is the same as RR algorithm; under not heavy load, although it also
serves as many as users, it would lean toward users with better channel conditions
after meeting certain demand of all users and the distribution of resources is not so
even as RR algorithm. Therefore, the fairness of resource occupation at this time is
not as good as RR algorithm. PF pursues for long-term fairness of average
throughput and does not perform well in short-term distribution of resources, so the
fairness of resource occupation is not as good as RR algorithm and M-RR
algorithm.
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The Research and Simulation
of Three-Level NPC Inverter

Yuan Deng and Guangyao Jin

Abstract Compared with the commonly used sine-wave pulse width modulation
(SPWM) method, the space vector pulse width modulation (SVPWM) method has
higher utilization rate of DC voltage and smaller output waveform distortion. This
paper describes the basic principle and control algorithm of three-level SVPWM.
The topology of the system is a diode-clamped parallel (NPC) inverter, which is
built on the PSCAD software platform. The simulation waveforms are obtained
through the self-built model, which verifies the correctness of the system and
provides reference for the further research.

Keywords SVPWM � Inverter � PSCAD � Simulation

1 Introduction

Compared with sine-wave pulse width modulation (SPWM), space vector pulse
width modulation (SVPWM) can improve the utilization of DC voltage, and has the
advantages of low harmonic components, low switching frequency, and low power
consumption. SVPWM can better combine the vector control algorithm, which
provides a better solution for the vector control and can maximize the performance
of the equipment. In this paper, a diode-clamped three-level inverter is used as the
topology and the SVPWM algorithm is used to obtain the desired current voltage
output. The inverter does not need voltage-sharing. Each switching device is only
able to withstand the 1/2 DC voltage, which can generate 1, 0, -1 three switching
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state. Twenty-seven output voltage vectors can be selected. Compared with
two-level voltage vector, the three-level inverter can output more voltage step and
get a lower total harmonic distortion (THD).

2 The Basic Structure of the Diode-Clamped Three-Level
Inverter

The basic structure consists of three-phase power supply, nonlinear load, and
inverter. Due to the existence of nonlinear load, the transmission line can produce a
large number of harmonics in addition to the fundamental component of the power
source which can cause additional loss of transmission line. The three-level inverter
is equivalent to a controlled current source. It generates the same size as the
harmonic current but the direction is opposite, so as to reduce the harmonic com-
ponents in the line.

From Fig. 1, the inverter bridge arm of each phase is composed of parallel
diodes, power tubes, and clamp diodes. The power tube is mainly used IGBT or
IGCT and two clamping diodes are composed of fast recovery diodes. The DC side
of the inverter is connected in series with two capacitors, which is half of the DC
side voltage. The capacitance value is limited, so the midpoint current on the
capacitor charge and discharge power will have the midpoint voltage offset. Taking
into account the three-phase bridge arm, there are 27 kinds of switching states of the
inverter. Park vector formula for three-level inverter is

U ¼ 2=3 ua þ ubej2=3p þ ucej4=3p
� �

ð1Þ

Fig. 1 Diode-clamped three-level inverter topology
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Twenty-seven kinds of switching states can be composed of 19 voltage vectors.
According to the different voltage vector amplitude, it can be divided into two parts:
large vector, vector, small vector, and zero vector.

3 Three-Level SVM Modulation

At present, the study of the most widely used modulation method for the three-level
NPC inverter is the space vector modulation (SVM). Because the SVM can
improve the utilization rate of DC voltage and reduces the harmonic output. The
idea of SVM is based on the principle of the volt-second balance. Reference voltage
vector is synthesized by the nearest voltage vector. From Fig. 2, we can see that the
space vector diagram can be divided into six triangular sectors and each sector can
be further divided into four small triangle areas. All of the small vectors are paired,
because the six sectors are symmetric. The vector diagram of the first sector is
studied, as shown in Fig. 3.

U1T1 þU3T3 þU4T4 ¼ UrefTs ð2Þ

T1 þ T3 þ T4 ¼ Ts ð3Þ

The action time of the space vector is determined by the above formula. Since
the switching state of the three-level NPC inverter is affected by the neutral point
voltage, the switching sequence of the three-level NPC inverter is designed with
three points: (1) changing from one state to another switching state in the process,
only two switches in the same bridge arm change; (2) the reference voltage vector
in the transfer process from one sector to another, without the need for switching
action; (3) the switching state of the neutral point voltage offset is the least. The
switch sequence of the reference vector can be designed as POO–PON–PNN–
ONN–PNN–PON–POO. Region D and B are similar and there is no redundant

Fig. 2 Space vector diagram
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small vector. When the reference vector is located in the region A and C, two sets of
voltage vector can be selected. In the case of region C, the ONN–OON–PON–
POO–PON–OON–ONN and OON–PON–POO–PPO–POO–PON–OON are avail-
able in vector order.

4 Self-Built Model and Main Program Flow

4.1 The Creation of Custom Functional Components

PSCAD/EMTDC is a powerful simulation tool, because the software has the
function of creating a custom function. The user can build the system model
according to the requirements of the simulation. You can also use the FORTRAN to
create a functional element to realize the logic function of the component.
Creating SVPWM element in PSCAD, the element has 13 inputs and 12 outputs,
including the Udc for DC voltage, reT for triangular wave pulse signal, UaUbUc for
three-phase voltage inputs, TP1–TP6 for six control signals, g1–g12 for the power
device driving signal. They are shown in Fig. 4.

4.2 Main Program Flow

The main program flow is shown in Fig. 5. Control algorithm is the use of
FORTRAN language programming. Mainly it contains the following functions:
initialization, completing a switching cycle, judging sector, computing working
time of space vector, judging period of time, working time of space vector, and
switching control pulses.

Fig. 3 Space vector
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Fig. 4 SVPWM custom
model

Fig. 5 Program flowchart of
self-defined SVPWM
component
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5 Simulation Result Analysis

In order to detect the inverter performance, the feasibility of the model and the
control algorithm are verified in PSCAD. The simulation circuit is shown in Fig. 6.
Before the operation of the system, the power charges the DC side capacitor of the
inverter until the voltage to the reference voltage. Three-phase power supply
voltage is 380 V, line inductance is 0.2 mH, line resistance is 20, inverter capacitor
is 4700 μF, switching frequency is 4.8 kHz. Figure 7 is a nonlinear load current
waveform; Fig. 8 is the midpoint voltage waveform of the inverter and Fig. 9 is

Fig. 6 System simulation model

Fig. 7 Nonlinear load
current

Fig. 8 Midpoint voltage
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compensated for the system current waveform; Fig. 10 is a switch signal. Closing
the circuit breaker in 0.2 s and put the inverter into the system. The nonlinear load
is put into at 0.3 s. As can be seen from the waveforms, the inverter can accurately
track the load harmonics and compensate the harmonic current.

6 Conclusion

In this paper, a simulation model of the diode-clamped three-level inverter based on
PSCAD/EMTDC simulation platform is built. A self-built SVPWM component is
created and its function is realized using the program. Finally, it uses simulation
experiment of system to verify the correctness and effectiveness of the inverter and
self-defined component.
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Research and Application of 350 MW Unit
Water Wall Crack Failure

Rui Zhang and Chunying Wu

Abstract A vast number of cracks have appeared at the exit of the boiler vertical
water wall, which causes the boiler outage during the 350 MW supercritical unit.
To solve this problem, we analyze the characteristics of cracks and boiler-related
operating curve is in operation. The study found that the main factor leading to the
cracks at the exit of the boiler vertical water wall is thermal stress resulted from
large-scale temperature deviations between pipes and rapid changes in pipe tem-
perature. The thermal stress generally emerged under the low-load condition after
the boiler turns to dry state. In addition, there is a correspondence between vertical
water wall tube temperature fluctuations and changes in boiler feed water. We made
the three following recommendations for the causes and characteristics of cracks at
the exit of boiler vertical water wall. First, it is to minimize this type of boiler
long-term low-load operation in the dry state. Second, the operating personnel shall
monitor the vertical water wall outlet temperature under the low-load after the boiler
turns to dry state. Finally, we increase the adjustment ability of automatic water
supply and automatic coal supply to coal–water ratio.

Keywords Thermal stress � Vertical water wall � Temperature difference �
Supercritical boiler

1 Introduction

The power required by industrial production and daily life is all production and
supply from the power plant. At present, our country still takes coal as the main
source of energy to generate electricity [1]. However, China has entered an era of
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sustainable development in terms of energy utilization and environmental protec-
tion; the power must be greatly based on the reduced coal consumption. Today,
supercritical and ultra-supercritical thermal power units have a significant effect on
energy saving and environmental improvement. It is a large coal-fired thermal
power generating units of the rapid development in recent years. With the appli-
cation of supercritical and ultra-supercritical technology in boiler, the planning of
the boiler and the actual installation methods also has changed to some extent.
Using the structure of the coil water wall in the radiation zone of the furnace and the
vertical tube screen structure in the low heat intensity region of the radiant area of
the furnace has been the common method of supercritical and ultra-supercritical
boiler [2, 3]. The design and operation mode of supercritical and ultra-supercritical
boilers have many advantages, but the problems of heat deterioration and thermal
deviation tend to occur [4, 5]. There are many cracks in the outlet of the vertical
water wall in a power plant supercritical boiler. It leads to the vertical water
wall failure and boiler outage. In this paper, we make an analysis of operating
parameters curve for the characteristics of the power plant boiler vertical water wall
at the exit of the crack and vertical water wall at the outlet of the tube wall
temperature, boiler water, coal quantity and separator outlet pressure in order to find
out the cause and feature of the crack. And then, the countermeasures of controlling
the crack are proposed. It provides technical support and assistance to the normal
operation and reconstruction of the boiler.

2 Equipment Introduction

The boiler of the plant is 350 MW supercritical once-though boiler and the model is
HG-1110/25.4-HM2 type. The boiler is the product of Π type arrangement, bal-
anced ventilation, single reheat, solid slag, steel frame and full suspension structure.

Boiler is single furnace which is 14.6273 m in width and 14.6273 m in depth.
Under the BMCR condition, boiler super heater outlet steam pressure is 25.4 MPa
and temperature is 571 °C; reheat steam outlet pressure is 4.287 MPa and tem-
perature is 569 °C; water temperature is 284.1 °C.

Boiler milling system is medium-speed mill positive pressure direct firing system
configured six HP863 type medium-speed coal mill. Coal fineness R90 = 37 %.
SOFA burner is arranged in the main combustion chamber that is above the four
corner areas, in order to achieve staged combustion and to reduce NOX emissions.

Boiler vapour and water process use a built-in steam separator into double
process, boiler start-up system is composed of built-in steam separator, water
storage tank, water control valves, etc. Spiral water wall is between the import from
the ash hopper and middle mixed container, the intermediate header tube screen
transition is converted to vertical tube panels, and it forms the furnace front wall,
side walls, hanging back wall and the water pipe; a temperature measuring point is
installed in the vertical water wall outlet for every eight root canal, wall outlet
header through a small tube connected to the drop tube inlet collection. It enters the
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flame tube situated at the angle of flame. There is a split into two, one leading to the
water wall convection tube bundle via the folding flame angle and the other to the
horizontal flue side wall via flue inlet header. They finally move to the steam
separator.

3 Characteristics of the Crack in the Vertical
Water Wall Outlet

The leakage of the vertical water wall outlet of a supercritical boiler in a power
plant is found in the operation, it cause the failure of vertical water wall and boiler
outage. Checking after stopping the furnace, we found that multiple transverse
cracks appeared at front, rear, left and right side of vertical water wall outlet, shown
in Fig. 1 circle.

Figure 1a is a picture of crack at the exit of vertical water wall vision picture.
Figure 1b is the close-range picture. Cracks appeared in the vertical water wall
outlet, set near the weld box and located in the non-heated boilers. All crack
positions are located between the two tubes and presents the transverse state. Left
and right sides are both present and steam is blown out from the cracks and makes
water wall tube thinner.

4 Analysis of Crack Reason and Countermeasures
to Control

4.1 Analysis of Crack Reason

To find out the cause of boiler water wall at the exit of the vertical cracks, we obtain
a temperature curve of adjacent temperature measurement points from 50 % BMCR

Fig. 1 Crack vision (a) and cracks close-range (b) at vertical water wall outlet
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unit to 35 % BMCR conditions at the vertical water wall outlet when the running of
slippery pressure shuts down. It corresponds to the water supply, coal supply and
the outlet pressure curve, shown in Fig. 1. Vertical water wall outlet when the boiler
slipping shuts down. 21:41:45 corresponding time temperature values is in Table 1,
the temperature value at 21:49:25 is in Table 1. As can be seen from Fig. 2a in a
graph, there is a big temperature difference between vertical water wall tube. The
temperature value at 21:41:45 can be found in Table 1. The maximum temperature
difference reaches 75.1 °C. Taking into account that not every root canal temper-
ature measuring points are installed, the temperature deviation portion of the tube
may be greater. The temperature deviation between the tubes lead to different flex
of tube and stress generated between the tubes. By comparing Tables 1 and 2 it is
found at the exit of vertical water wall tube that temperature decreases and it
changes quickly, declining magnitude is up to 79.9 °C, changing rate reached
10.4 °C/min, which is larger than vertical water wall tube temperature. The tem-
perature’s allowed change rate is 2.5 °C/min. Rapid changes in tube temperature
will have a greater thermal shock for pipes and collecting box.

Figure 2b is the graph of the feed water flow, steam water separator outlet
pressure and boiler operating parameters for the total amount of coal in the cor-
responding period of the boiler wall temperature. By comparing Fig. 2a, b it is
found that there is a corresponding relationship between the changes in the boiler
water flow and vertical water wall tube temperature fluctuations.

4.2 Characteristics of Pipe Temperature Deviation

To find out the relationship between the vertical water wall temperature deviations
and load, we, respectively, obtain a temperature curve at the exit of vertical water
wall during the intact load-up and load-down of boiler.

Figure 3 is a temperature curve diagram at vertical water wall outlet of boiler
raising and lowing load. Figure 3a is raising load temperature curve diagram at
vertical water wall outlet and Fig. 3b is the lowing load graph. From Fig. 3, it can

Fig. 2 Vertical water wall at the outlet temperature (a) and sliding boiler stop parameters (b) of
boiler slip process stops running
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be found that large deviation between the tube temperature and pipe temperature
rapid change usually occur in the low-load condition that the boiler turns into the
dry state. The temperature values of the boiler vertical water wall outlet under the
condition of 80 % BMCR correspond to Fig. 2 and are shown in Table 3. The
temperature values of the boiler vertical water wall outlet under the condition of
25 % BMCR correspond to Fig. 2 and are shown in Table 4.

From Table 3, it is found that at the exit the vertical water wall temperature
deviation is small—a maximum of 9.7 °C. In the boiler operating condition, the
temperature is high, but the deviation is not large. From Table 4, it can be found
that in the boiler wet operating conditions, the vertical water wall outlet temperature
is equally distributed, the deviation is small and the maximum value is 3.6 °C.
Integrated 4.2, large deviation between the tube temperature and pipe temperature
and rapid change generally occur under the low-load conditions that the boiler turns
into dry state.

4.3 Control Measures for Cracks

Since there is a large-scale temperature deviation inside the vertical water wall
and rapid changes in temperature generally appear under the low-load conditions
that the boiler turns into dry state, we should reduce boiler long-term low-load
operation in the dry state. In the condition of low-load boiler under dry state, the
operation staff should increase the presence of surveillance over the vertical water
wall outlet and adjust in time in case of deviation. Owing to the corresponding
relationship between boiler water flow variation and vertical water wall tube
temperature fluctuations, recommendations are given to further improve automatic
feed water and automatic feed coal for coal–water ratio adjustment capacity in
boiler operation.

Fig. 3 Boiler load temperature rise curve (a) and boiler load drop temperature graph (b) at the exit
of the vertical temperature profile wall
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5 Conclusion

In the operation of 350 MW supercritical units, there are many cracks in the outlet
of the vertical water wall of the boiler. It cause failure and boiler shutdown. In this
paper, the characteristics of the cracks and the boiler operation parameter curve are
analyzed, which have found out the reason and the characteristic of the cracks. The
measures to control the crack are also put forward. The following conclusions are
safely reached:

(1) The cracks in the outlet of the boiler vertical water wall are caused by the large
deviation of the tube temperature and the thermal stress caused by the rapid
change of the tube temperature.

(2) Thermal stress caused by large deviation of the vertical water wall of boiler
and the rapid change of the tube temperature generally appear in the low-load
conditions after the dry state of the boiler.

(3) There is a corresponding relationship between the changes in the boiler feed
water flow and vertical water wall tube temperature fluctuations.

(4) Based on the cause and characteristics of crack initiation, this paper presents
350 MW supercritical unit boiler to reduce the chances of turning dry after
long-term low-load operation. Operating crew should increase the presence of
surveillance over vertical water wall outlet temperature and make timely
adjustments to avoid a large deviation. The adjustment is made to improve the
automatic water and coal feed in the due water–coal ratio, so as to avoid the
imbalance between water and coal during the load change.
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Optimal Design of a Linear Induction
Motor for Traction Application

J. Gong, F. Gillon and H. Zhong

Abstract In traction application, the electric motor design methodology is not
trivial. This paper presents a design approach using rated point. Based on a 2D
finite element model, design optimization of a double-sided linear induction motor
is achieved using an efficient global optimization algorithm.

Keywords Finite element model � Design optimization � Efficient global
optimization

1 Introduction

Direct linear motor can be observed in a wide range of applications, from industry
field to the public transportation system. Simple structure, easy maintenance, and
less environmental pollution are the advantages of linear motors. For demanding
applications, the linear motors are mostly of the induction type, especially in public
transportation system. However, it is difficult to design a linear induction motor
(LIM) because of the end and edge effects. The numerical methods such as finite
element method allow overcoming these difficulties. 3D finite element method
(FEM) can take into account both the longitudinal end effects and the transverse
edge effects; however, it results in very high computation burden. The optimal
design of an electrical machine with a high fidelity model, such as finite element
model, runs into the wall of the computation time and of the number of parameters.
Indeed, FEM is sensitive to numerical noise, its results depend on the mesh quality
and a single evaluation of this model is computationally expensive. The Efficient
Global Optimization (EGO) based on the progressive construction of a Kriging
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model used to drive the optimization problem allows for an affordable optimization
time [3].

In this paper, a LIM with double primaries for the traction application is
designed, based on the validated 2D finite element model at reduced scale and the
tramway’s needs. The optimal design problem of LIM is formulated using the rated
point design approach and achieved using the EGO algorithm.

2 Finite Element Model Analysis

2.1 LIM Structure Description

Figure 1 shows the basic structure of the double-sided linear induction motor. Two
identical primaries are placed face to face. Three concentrated windings, forming the
primary, are fed by three-phase AC voltage. An aluminum sheet is placed in the
middle of the two primaries. This motor is mechanically very simple. Its great
advantage is its robustness coming from the simplicity of its construction. The
supply part is similar to that of a toothed synchronous motor and the difference
between them is in the reaction part. This electrical conducting layer or squirrel cage
allows the circulation of induced currents produced by the stator winding magne-
tomotive force. The interaction of these induced currents with the winding creates a
propulsion force. It is designed for the railway system application. For this appli-
cation, the static part is the aluminum plate which is installed on the ground, while
the moving part is represented by the two primaries that are installed in the train.

2.2 2D Finite Element Analysis

The fundamental difference between a rotating induction motor and LIM is the
finite length of magnetic and electric circuit of LIM in the direction of traveling

Longitudinal end 
effect

Primary 1

Primary 2

Secondary

Transverse edge effect

Moving part

Moving part

A+ A- B- B+ C+ C-

a+ a- b- b+ c+ c-

Static part

Fig. 1 Basic structure of double-sided linear induction motor
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field [1]. An analytical solution is barely achieved to analyze a LIM, due to the end
effects and the nonlinear characteristic of the materials and complex geometry of
machine. Many numerical approaches are widely used to model linear motors. The
2D FEM is most frequently encountered to study the behavior of electromagnetic
devices. It can consider the longitudinal end effect but not the transverse edge effect.
The conductivity of secondary can be adjusted in order to compensate the trans-
verse edge effect. Moreover, the leakages of winding overhang are taken into
account in the improved 2D model.

The FEM is achieved with Vector Fields software [8]. The supplied voltage is
realized by three external circuits imposed on the phases in the slots. The AC solver
is chosen to analyze the model.

The longitudinal end effect is caused both by the interference of the magnetic
flux density waves and the step change in the reluctance for magnetic flux at each
end of the magnetic circuit [1]. Figure 2 shows the amplitude of the flux density
distribution in the air gap of LIM along the X direction. The flux distribution is
nonuniform and the flux at the exit of LIM is stronger than the flux at the entrance
of LIM. This gives a good representation of the longitudinal end effects within the
linear motor.

2.3 Simulation Taking into Account the Movement

A linear induction motor with reduced scale is first studied using FEM. Figure 3
shows the evolution of the mechanical characteristics of LIM according to the
relationship between the fed voltage and frequency V/f. Compared to the traditional
rotating motor design scheme, the flux leakage of the stator of the LIM is important
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and cannot be neglected. The magnetization flux cannot be kept constant; never-
theless the V/f is kept constant in the so-called constant thrust region. For the LIM,
the ratio of V/f has to be increased in order to have the same maximal thrust force
when the frequency increases. This phenomenon can be presented with the blue
curve (a), the red curve (b), and the black curve (c) of Fig. 3.

3 Optimal Sizing Using EGO

3.1 Optimization-Based Design Process

There exists a variety of different approaches for the design of electromagnetic
devices. A classic approach called manual design process is illustrated in Fig. 4.
The manual design process involves an engineer in the iteration process and it is the
most used in industry before the appearance of computer aided design.
Unfortunately, it requires a great deal of engineering experience and it cannot
guarantee for the best design.

With the development of the computer and the optimization tools, there is a great
revolution of design approaches. An optimization-based design process is shown in
Fig. 5. Unlike the manual design process, the detailed analysis is used to calculate
design metrics such as mass, cost, and loss, which would be considered as the
objective functions. An optimization engine such as different optimization algo-
rithms will select the parameters of the design so as to maximize or minimize the
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objective function that is calculated based on the detailed analysis. Compared to
manual design process, this process can not only save lots of engineering time but
also make sure for the best design.

In this paper, the design of the LIM for the subway system is optimized using
EGO optimization algorithm, based on the validated 2D FEM at reduced scale and
the tramway’s needs.

3.2 Design Approach Using Rated Force and Speed

There are several different approaches by which motors may be designed, such as
approaches using rated torque and speed, approach using torque versus speed curve,
and approach using load cycle [6]. For design of a traction motor, the approach
using rated torque and speed perform quite well due to the fact that the load is
generally constant [5]. The rated torque can also be determined as a percentage of
the maximal torque requirement to avoid an oversize motor, but this depends on lots
of experience to decide how many percentages should be taken. In our work m, the
rated thrust and speed is used for the design.

In order to present the optimal design approach based on the 2D FEM at reduced
scale, the rated speed is fixed at 1 m/s, which is 36 % of the rated speed of the
tramway. The rated thrust force is reduced to 0.1 N in order to be in the range of our
prototype. The mono-objective optimization problem in the mathematical form is
presented in (1).

min
tw1;tw2;U;Speed

Losses

s.t. Eq ¼ I1
I2
� 1

���þ I3
I2
� 1

���
���

��� � 10 %;Mass� 1 kg; Force
0:1 � 1

���
���� 0:05

with tw1 2 5; 12½ �; tw2 2 5; 10½ �;U 2 0; 20½ �; Speed ¼ 1 m/s

ð1Þ

The objective of the optimization problem is to minimize total motor losses, i.e.,
the sum of joule losses and iron losses while satisfying three constraints. The first
constraint parameter Eq represents the non-balance of the currents between three
phases. Though the three phases of the LIM are fed by the balanced voltages, i.e.,
the same amplitude with 120° difference between the phase angles, the currents in
the three phases are not balanced due to the longitudinal end effects. The more
important the Eq, the more the longitudinal end effects influence the motor’s per-
formance. It is therefore limited to less than 10 %. The second constraint parameter
Mass represents the mass of the LIM which should be less than 1 kg. The third

Detailed 
Analysis

Objective  
Function

Optimization  
Engine

Fig. 5 Optimization-based
design process [7]
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constraint parameter Force represents the thrust force of the rated point provided by
the interaction between the slip and induced current in the aluminum plate. It is
imposed around 0.1 N. There are four design variables, among which two are
geometrical variables: tw1, tw2 represent the width of the motor teeth shown in
Fig. 6. U represents the fed voltage of the primary for the motor control and Speed
represents the speed of the secondary which is imposed to 1 m/s according to the
selected rated point.

3.3 Design Optimization Using EGO Algorithm

The direct integration of a high fidelity model such as FEM within an optimal design
process is difficult because of the large number of model evaluations required by the
optimization algorithms. Surrogate model-assisted optimization approach allows
replacing the high fidelity model by fast analytical surrogate model during the
optimization process [2, 4], where a surrogate model is constructed using the sam-
pling data computed by a high fidelity model in order to approximate the perfor-
mance. However, due to the inaccuracy of the surrogate model, the solution found is
not accurate enough. In order to benefit from both the accuracy offered by the 2D
FEM and the fast prediction of a surrogate model, within the optimization loop, EGO
algorithm is used. EGO is a surrogate-based optimization algorithm which uses
Kriging models as surrogates for the fine model, and allows adding sample points
(infill points) into the Kriging surrogate model during the optimization process.
Since this algorithm does not use gradient information, it can easily cope with the
noisy model. This way, the number of fine model (FEM) calls is drastically reduced,
obtaining though the optimal trade-off solutions with an affordable computational
cost. The role of the surrogate model within the algorithm is to guide the search for
improving solutions; the final optimal design is evaluated by the FEM.

The working characteristic of the tramway traction motor at the reduced scale is
marked with blue stars in Fig. 7. It is compared with the results of the optimal
motor. The evolution of the mechanical characteristics of the optimal solution is
marked with blue circles, and that passing the rated point is marked with red square.
The working characteristic of the optimal motor can attain all the working points of
the tramway traction motor. It is said that the obtained optimal motor can satisfy all
the traction requirements of the tramway. However, the case using the maximal
thrust force and the rated speed approach leads to oversize motors as the motor
never operates permanently at the maximal thrust force.

tw1 tw2 tw2tw2 tw2tw2 tw1

A+ A- B- B+ C+ C-

Fig. 6 Geometrical variables
of the optimization problem
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4 Conclusion

Based on finite element method, the double-sided LIM is presented and studied.
A 2D FEM of LIM is achieved, which allows taking into account both the trans-
verse edge effects and the longitudinal end effects. Using the rated point design
approach, an optimization problem is formulated according to the needs of a
tramway. Then, the LIM is optimal sized using the EGO algorithm. Compared to
the initial solution, the optimal solution allows decreasing of the losses by 41 %
with the same performance of LIM. The obtained optimal motor can satisfy all the
traction requirements of the tramway at the reduced scale. The results confirm the
advantages of EGO for optimal design problem. It allows obtaining the results with
affordable time using the FEM. Moreover, the surrogate models of objective and
constraint functions are available after the optimization. They can be used later in
an analysis process. Therefore, EGO optimization algorithm has proved its effi-
ciency for the design of electromagnetic devices using a high fidelity model.
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Simulation on the Boost-Buck Current
Compensation Device of PV Grid
Connection and Active Power Filter
All-in-One Machine

Tian-fa Liao, Zhao-quan Cai, Jia-xiang Xue and Hong-wei Zhang

Abstract This paper first analyzed the alternating current AC/DC power decoupling
working mechanism of photovoltaic (PV) grid connection and active power filter
all-in-one machine, then put forward Boost-Buck parallel current compensation
circuit and analyzed its working principle. Simultaneously, the thin-film capacitor
Cdc in DC side was calculated, and finally the simulation model of current com-
pensation device based on the Boost-Buck was established. The simulation results
show that the thin-film capacitor with a small capacity (100–200 μF) can reduce the
voltage fluctuation and stabilize MPPT working point as well as solve the dilemma
that the life of grid-connected system is limited by power decoupling electrolytic
capacitor, which provides a reliable hardware foundation for realizing the PV
grid-connected and active power filter all-in-one machine.

Keywords PV gird-connected � Active power filter � Boost-buck � Current
compensation

1 General Instructions

At present, installed capacity of photovoltaic (PV) grid-connected system is
growing rapidly [1–3], but PV inverter utilization rate is not high due to the lim-
itation of its application scale. Meanwhile, harmonic pollution of power grid
becomes more serious [4, 5], and the active power filter is the key for the harmonic
governance as a result of good dynamic performance and compensation effect, but
the expensive cost limits its application. Therefore, the second generation product
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of PV grid-connected inverter is the PV grid connection and active power filter
all-in-one machine, which has a great application value for using the solar energy
and improving the quality of power grid. During the development of PV grid
connection and active power filter all-in-one machine, both the traditional elec-
trolytic capacitor and thin-film capacitor are not applicable due to the reasons of the
service life and volume size. Therefore, the key to develop the PV grid connection
and active power filter all-in-one machine is to design an energy storage device in
the DC side of inverter circuit [6].

2 Working Mechanism of AC/DC Power Decoupling [7]

When the PV grid-connected inverter converts the DC to the AC which has the
same frequency and phase with the grid voltage, the output power will generate
100 Hz power pulse, and its expression is

Pac tð Þ ¼ uac tð Þiac tð Þ ¼ UrmsIrmsð1� cos 2xtÞ ð1Þ

where PacðtÞ; uacðtÞ, and iacðtÞ are the instantaneous values of grid-connected
power, grid voltage, and grid-connected current, respectively. In addition, Urms and
Irms are the effective values of grid voltage and grid-connected current, respectively,
and ω is the base wave angle frequency of the grid voltage.

The output power fluctuations will lead to considerable oscillation of output
voltage and current of photovoltaic array, thus the maximum power point tracking
control cannot be implemented and the system operation power is greatly reduced.
Hence, it is necessary to join an energy storage device in the DC side of inverter
circuit for implementing decoupling between DC power and AC power, filtering the
current pulsation in the DC side, and maintaining stable DC voltage on the DC side
so as to smoothly realize the maximum power point tracking of preceding stage.
A commonly used method is to join an electrolytic capacitor with the large capacity
in the DC side, as shown in Fig. 1.

In Fig. 1, the relation among the decoupling capacitor current, output current of
preceding stage, and the input current of inverter is as

IC ¼ IPV � IDC ð2Þ

PVI DCI

CI

Fig. 1 The current
relationship in the DC side
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where IDC is the average input current of inverter, IPV is the average output current
of photovoltaic array, and IC is the average current of passing through the elec-
trolytic capacitor.

After capacitor filtering, input current of inverter is expressed as

iDC xtð Þ ¼ p
2
IDC sinxtj j ¼ IDC 1� 2

X1
n¼2;4;6

cos nxt
n2 � 1

 !
; xt 2 0; 2p½ � ð3Þ

From formula (1), the fundamental wave expression of current pulsation in the
DC side generated by the output power fluctuation is as follows.

i xtð Þ ¼ 2
3
IDC cos 2xt ð4Þ

Therefore, the capacitance values which are needed to filter the current pulsation
two times the fundamental wave frequency of grid can be calculated by the fol-
lowing formula:

1
2xCin

¼ ~u

2 2IDC
3

� � ð5Þ

In the formula, ~u is the allowed maximum voltage pulsation amplitude in the DC
side as the system stably operates in the maximum power point. Then,

Cin ¼ 2PPV

3xVPV~u
ð6Þ

Taking PPV = 3000 W, VPV = 270 V, U = 1 V, ω = 314 rad/s, so the required
capacitance size is Cin = 2 × 3000/(3 × 314 × 270 × 410) = 2.359 mF.

Electrolytic capacitor has the advantages such as large capacity, small volume,
and low cost, as well as, it can easily solve the decoupling problem before and after
the AC/DC power, but its life is sensitive to temperature. For the new system with
working around the clock, it is far from the requirements that electrolytic capacitor
is used as decoupling element; therefore, the life and reliability of PV
grid-connected inverter are directly affected. Usually, the thin-film capacitor is used
to replace the electrolytic capacitor to solve the problem of life. Compared with the
electrolytic capacitor, the volume of thin-film capacitor is about 20 times as much
as the electrolytic capacitor under the same capacity. Meanwhile, the cost is also
much higher. Hence, it is impossible for the direct replacement to fundamentally
solve the problem.
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3 Parallel Current Compensation Circuit Based
on the Boost-Buck

It is an ideally alternative method that the thin-film capacitor with a small capacity
is used as the decoupling capacitor in DC side, which certainly causes the intense
pulsation of decoupling current. Therefore, this paper studies a kind of parallel
current compensation device based on Boost-Buck [8], which can eliminate the
pulsation of decoupling current to maintain the stability of voltage in the side of
DC, as shown in Fig. 2. The device is equivalent to a controlled current source as
well as independent of the grid-connected system control. It consists of two small
power MOS tubes and two capacitors with small capacity. Moreover, the film
capacitor Cdc with a small capacity replaces the traditional electrolytic capacitor
with the large capacity. Cs, as the energy storage capacitor, allows voltage pulsation
with larger amplitude. So, the capacitor with small capacity also can be used.

As shown in Fig. 3, working principle of Boost-Buck current compensation
circuit is as follows. When IPV > IDC, switch tube S2 works and constitutes the
Boost boosted circuit with the backward diode D2 of S1. At the moment, the excess
energy will be poured into the energy storage capacitor Cs. When IPV < IDC, switch
tube S1 works and constitutes the Buck step-down circuit with the backward
diode D2 of S2 which is the freewheel diode. Simultaneously, the energy storage
capacitor releases the energy to DC side to compensate the insufficient output
energy in the preceding stage. Thus, energy storage diode voltage will be always
higher than or equal to the capacitor voltage in DC side, and is in the charging and
discharging state of circulation, which is equivalent to transfer the voltage pulsation
in DC side to the energy storage capacitor. This realizes the small capacity for the
capacitor in DC side as well as better solves the life problem of energy storage
device in DC side.

Fig. 2 Parallel current
compensation circuit based on
the Boost-Buck

262 T. Liao et al.



4 Current Compensation Device Simulation Based
on Boost-Buck

The simulation model of current compensation device based on Boost is
constructed by using the PSIM software in DC side of PV grid-connection and
active power filter all-in-one machine, as shown in Fig. 4. Where the maximum
power of solar battery is 2330 W, switch frequency of Boost is 20 kHz, the
capacitor in DC side is 100 μF, energy storage capacitor is 200 μF, and the
inductance is 0.1 mH.

4.1 100 μF Capacitance in DC Side

The DC side capacitance is set as 100 μF capacitance of small capacity in the PV
grid-connected simulation system in Fig. 3a and the simulation results obtained by
operation are shown in Fig. 6. As seen in Fig. 5, voltage pulsation amplitude in the
DC side is 40 V, and the pulsation amplitude of decoupling current can be up to
40 A. Finally, the grid-connected current would be distorted and the system input
power has 300 W oscillations.

PVI DCI

CI

SC

dcCboostI

L

S2 D2

PVI DCI

CI

SC

dcC
buckI

L S1

D1

( )APFi tω

PVI

( )DCi tω

boostI

buckI

I

tωπ 3π

(a)

(c)

(b)

Fig. 3 The working principle of Boost-Buck current compensation circuit. a The Boost working
mode; b the Buck working mode; c modulating principle
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4.2 Current Compensation Device Simulation Based
on Boost-Buck

Compensation device control is carried out according to the polarity of decoupling
current. When IC > 0, S2 is driven the energy storage capacitor absorbs energy.
When IC < 0, S1 is driven the energy storage capacitor releases energy. In Fig. 2, it
is needed to detect the compensation current Id and the input current IDC of last
stage for controlling the compensation current.

The two feedback variables include the high-frequency current component
generated by the make and break of the semiconductor device, as shown in Fig. 6b.
Hence, this paper uses a second order butterworth low-pass filter to detect two kinds
of current. And the simulation results of detection are shown in Fig. 6.

The simulation results of compensation device and the simulation results that the
electrolytic capacitance 2.359 mF calculated by using formula (5) conducts the
power decoupling are shown in Fig. 7.

The simulation results show that:

(a) Voltage oscillation generated by the power fluctuation is transferred to the
energy storage capacitor; voltage fluctuation amplitude in DC side is reduced
to about ±10 V.

Fig. 4 Simulation model based on Boost-Buck current compensation. a The main circuit of
compensation device, b the control part of compensation device
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Fig. 5 The simulation of DC side voltage pulse influence. a Voltage waveform of DC line, b IC of
decoupling capacitor, c the output power curve of PV array, d grid-connected current waveform

Fig. 6 The simulation of pulse current detection. a Id before the filtering, b Id after the filtering,
c IDC before the filtering, d IDC after the filtering
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(b) System works stably in the maximum power point of PV array, and the power
fluctuates about 20 W.

(c) The electrolytic capacitor with the large capacity (2.359 mF) can be replaced
by the electrolytic capacitor with the small capacity (100 μF). Under the
premise without affecting the stability and reliability of system, the dilemma
that the grid-connected system life is limited by power decoupling electrolytic
capacitor is solved, and the reliable hardware foundation is provided for
realizing the new system with the cooperative control between the PV grid
connection and the active power filter.

5 Conclusion

This paper presents a study on the optimization method that current compensation
device based on Boost-Buck replace electrolytic capacitor with a large capacity. This
method adopts the thin-film capacitor as the energy storage component, breaks

Fig. 7 The simulation waveform of current compensation device based on Boost-Buck, a Voltage
waveform of DC line, b output power curve of PV array, c the compensation current waveform
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through the system application bottleneck of original structure due to the electrolytic
capacitor life limitation, and lays the hardware foundation for the all-weather work
realization of new system with the cooperative control. Plenty of simulation results
in this study provide abundantly theoretical basis for system hardware realization.
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An Improved DV-Hop Node Localization
Algorithm Combined with RSSI Ranging
Technology

Hongyu Shi and Ling Peng

Abstract DV-Hop algorithm is a typical rang-free localization algorithm in
wireless sensor network (WSN). On the basis of the localization principle and
localization process of DV-Hop algorithm, this paper proposes an improved
DV-Hop algorithm. The improved DV-Hop algorithm uses cluster strategy to
reduce communication overhead and probability of group conflict in the first stage
of DV-Hop algorithm; the Received Signal Strength Indicator (RSSI) ranging
technique is employed to replace the distance measurement of one hop away from
the anchor node in DV-Hop algorithm; then, estimate the node positions with
quasi-Newton optimization method instead of Least square method. MATLAB7.0
simulation results indicated that this improved DV-Hop algorithm can significantly
reduce the localization error without increasing computing complexity.

Keywords WSN � DV-Hop � RSSI � The quasi-Newton method � Localization
error

1 General Instructions

In all applications of wireless sensor networks (WSNs) [1], the node monitoring
data must be combined with its own position information, at the same time the node
position information also plays a key role in other applications. So, the problem of
node localization is one of the key supporting technologies of WSNs, and it is also
one of the hotspots in the research of WSNs.

According to the information of the distance and the angle of the localization, the
node localization method in wireless sensor network can be divided into two kinds:
range-based method and rang-free method. In the range-based localization
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algorithm, the time of arrival (TOA), the time difference of arrival (TDOA), and the
signal arrival of angle (AOA) are the main ranging techniques, although the
positioning accuracy is high, the cost and energy consumption is high too, and it
usually requires additional hardware support, so it is not suitable for large-scale
WSNs.

RSSI [2] is one of the simplest ranging methods, which converts the received
signal strength to a distance which is based on the theoretical and empirical model.
Since this technique is easy to implement and does not require additional hardware
support, it is widely used in many fields [3]. DV-HOP (distance vector-hop)
localization method has become a classic distance rang-free node positioning
method in wireless sensor network due to the high requirement of the ratio of
beacon nodes and high positioning accuracy and simple algorithm process [4].

At present, there are a lot of improvements on the classical DV-Hop algorithm,
such as Kezhong Liu who proposed a determination method of adaptive collinear
threshold based on local network topology by introducing the concept of
collinearity degree to the selection stage of beacon nodes [5]. Jia Zhang made
correction in the estimated distance between unknown nodes and anchor nodes,
which is composed of the multi hop correction value and the average distance error
of the anchor node per hop and improve positioning accuracy by using the total
least squares method at the same time [6]. Yanheng Liu introduced RSSI tech-
nology to replace the measurement of one hop distance of the anchor nodes in the
DV-Hop algorithm. Meantime, hyperbolic 2D algorithm is used to replace the three
edge measurement method in the DV-Hop positioning algorithm [7].

Although the modified algorithm can improve the positioning accuracy to a
certain extent, it is inevitable to increase the communication cost and computation
of the system. The improved algorithm proposed in this paper can significantly
improve the positioning accuracy by adding some improvement measures in the
three stages of the original positioning algorithm, which does not change the
localization process of the traditional DV-Hop algorithm.

DV-Hop positioning algorithm, which is proposed by D. Niculescu and B. Nath,
is the most successful and widely used method in APS series, which mainly
depends on the distance vector routing protocol.

DV-Hop positioning algorithm can be divided into the following three
stages [8]:

(1) Determining the minimum number of hops between the unknown node and
each beacon node

First, by using the typical distance vector exchange protocol, the beacon node
broadcast position packet information to the neighbour node. Then, after receiving
this information, the neighbour node records the minimum hop count of each
beacon node, and ignores the grouping of the larger hops from the same beacon
node. Finally, the jump value, which is 1, is transmitted to the neighbour node. All
nodes in the network can record the minimum hops of each beacon node.
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(2) Calculating the actual hop distance between the unknown node and the beacon
node

Each beacon node estimates the actual distance per hop with the record of the
location information and the number of hops in the first phase. Then beacon nodes
packet broadcast the average of each hop distance with a survival period to the
network, the unknown node only records and receives the first hop average distance
and forwards it to the neighbour node. This method can ensure that most of the
unknown nodes can receive the average distance from the nearest beacon nodes.
After receiving the average hop distance, the unknown node multiply the average
hop distance to the minimum hop count of the first stage, and then the distance
between each beacon node is obtained.

(3) Calculating the position coordinates of the unknown node

After the jump distance between the nearby beacon nodes and the unknown
nodes are obtained, they calculate their own coordinates using the three edge
measurement method or maximum likelihood estimation method. Assume that the
coordinates of nodes l, 2, 3, …, n are (x1, y1), (x2, y2), (x3, y3), …, (xn, yn), the
distance between each of them to the node D is dl, d2, …, dn, the coordinates of the
node D is (x, y), then you can get the equation group as shown in formula (1)

x1 � xð Þ2 þ y1 � yð Þ2¼ d21
..
.

xn � xð Þ2 þ yn � yð Þ2¼ d2n

8
><
>:

ð1Þ

In the formula (1), the last equation is subtracted from the first equation, which is
available

x21 � x2n � 2 x1 � xnð Þx� y21 � y2n � 2 y1 � ynð Þy ¼ d21 � d2n
..
.

x2n�1 � x2n � 2 xn�1 � xnð Þxþ y2n�1 � yn � 2 yn�1 � ynð Þy ¼ d2n�1 � d2n

8
><
>:

ð2Þ

The formula of the linear equation is: AX = b, the value of A, b, X, as shown in
the formula (3).

A ¼
2 x1 � xnð Þ 2 y1 � ynð Þ

..

. ..
.

2 xn�1 � xnð Þ 2 yn�1 � ynð Þ

2
664

3
775;

b ¼
x21 � x2n þ y21 � y2n þ d2n � d21

..

.

x2n�1 � x2n þ y2n�1 � y2n þ d2n � d2n�1

2
664

3
775; X ¼ x

y

� �

ð3Þ
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The equation AX = b can be solved by the standard of least square method. But
in some cases, it may not be possible to get the inverse matrix, which causes the
method to be invalid. The location of the unknown nodes can be estimated by the
method of optimization. In Sect. 2.3, we will introduce how to estimate the node
position using the quasi-Newton method instead of the least square method.

2 Improved DV-HOP Algorithm

This improved algorithm does not change the localization process of the DV-Hop
algorithm; some improved measures are added only in the three stages of the
DV-Hop analysis.

2.1 Reducing the Packet Conflict by Using Clustering
Method

In determining the minimum hop count between the unknown nodes and each
beacon node, because of the random distribution of sensor nodes, there are conflicts
in the packet process when the location information to the neighbour nodes are
broadcasted by the beacon node. So, there is a deviation of minimum hop count and
hop count more, deviation is larger, while the global flood will cause greater
communication costs.

In the improved algorithm, some of the beacons nodes are selected as the cluster
head, the other nodes join the cluster in nearest neighbour rules. Beacon nodes
broadcast their location information only in the cluster; the receiving node, then
record the minimum hops count to each beacon node.

2.2 Correcting Average Hop Distance by Introducing RSSI
Ranging Technique

The location of the unknown nodes, which are out of the anchor node range, can be
calculated in the original algorithm and need not accurate distance information.
However, if only the number of hops is calculated, the error of the average per hop
is very large, which will directly affect the positioning accuracy of the unknown
nodes. In this new algorithm, the signal strength indicator (RSSI) ranging tech-
nology is introduced, which can correct the distance error to the anchor node of
phase 2 in the DV-Hop algorithm.
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RSSI is a kind of distance measurement technology which is used to attenuate
the signal attenuation. RSSI is used to limit the number of hops and the average
jump distance as an assistant positioning method in DV-HOP algorithm.

In order to estimate the distance between the nodes and the adjacent nodes, a
linear RSSI model is first established in order to make use of the RSSI value.

For simplicity, a linear model is established:

�d ¼ a � cþ b ð4Þ

In formula (4), c is the RSSI value. Using the least square method to estimate the
coefficients in the model:

â ¼
Pn

i¼1 ridi � nrd
Pn

i¼1 r
2
i � nr2

¼
Pn

i¼1 ri � �rð Þ di � �dð Þ
Pn

i¼1 ri � �rð Þ2 ð5Þ

b̂ ¼ �d � â � �r ð6Þ

In formula (5), n is the capacity of the sample; (ri, di) is the samples of the sets of
i. �r ¼ 1

n

Pn
i¼1 ri; �d ¼ 1

n

Pn
i¼1 di; â; b̂ are, respectively, the least square estimation of

a; b.
After computing the average distance per hop in the network, the anchor node

broadcast it to the network; the unknown nodes calculate the distances to the anchor
nodes based on the hop count information and average distance per hop. Meantime,
the RSSI ranging technology is used to replace measurement of per hop distance to
the anchor node.

2.3 Calculating the Node Position Coordinates
by Introducing the Quasi-Newton Optimization Method

In the third stage of the original DV-Hop algorithm, after the estimated distance of
the unknown node to the nearby beacon nodes is obtained by means of the product
of the average hop distance and the minimum hop count of the beacon nodes, the
maximum likelihood method is used to estimate position coordinates. That is, the
equation AX = B can be solved by the standard least squares method:

X̂ ¼ ATAð Þ�1ATb. However, in some cases, the inverse matrix ATAð Þ�1 may not
be obtained, which causes the method to be invalid. So, we can consider the
introduction of optimization method to estimate the location of the unknown nodes.

The quasi-Newton method, which was developed in the 1960’s of the twentieth
century [9], is a very effective method in solving the optimization problem. It
overcomes the limitations of Newton method which need the derivation and
inversion, simplifies the process of the algorithm and can speed up the convergence
rate. So, this method is widely used in solving the optimization problems.
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To construct the objective function by the difference between measuring distance
and estimating distance between the nodes:

f ðxÞ ¼ min
X

i;j2E
d̂ij � pi xi; yið Þ � pj xj; yj

� ��� ��� �2 ð7Þ

In formula (7), pi xi; yið Þ and pj xj; yj
� �

are the position coordinates of nodes i and

j, d̂ij is the estimated distance between node i and j. When f(x) = 0, X is the optimal
solution.

The steps of using quasi-Newton method to solve the optimal solution are:

(1) An initial value is given: x0 2 Rn, H0 2 Rn�n, 0� e� 1, K = 0;
(2) If gKk k ¼ rf xKð Þk k� e, stop calculation, otherwise calculate dK 2 �HKgk;
(3) Conduct linear search along the dK direction, and then calculating aK , setting

xKþ 1 ¼ xK þ aKdK ;
(4) Correct HKþ 1 ¼ HK to make the quasi-Newton conditions establishment;
(5) Make K ¼ Kþ 1, repeat (2).

3 Simulation and Analysis

MATLAB7.0 is used to verify the effectiveness and availability of the improved
algorithm by simulating the typical DV-Hop algorithm and the improved algorithm
(IDV-Hop), and then of the localization error and the number of data packets are
analyzed as the simulation results.

Assuming 200 nodes are uniformly random and distributed in a square area
length of 100 units, which the ratio of beacon nodes is 5 %. In the same network
scenario, the connectivity of the network is changed by changing the total number
of nodes, and localization error of the two algorithms is obtained. In order to
minimize the random error, the average of 100 times of the simulation results is
obtained under the same parameters.

The localization error (LE) is the primary indicator of the evaluation of the
positioning technology; it is usually expressed as the ratio of the error value to the
node communication radius [10]. In order to measure the effectiveness of the
localization algorithm, the localization error (LE) which is shown by the formula
(8), is defined as the Euclidean distance between the actual position and the esti-
mated position.

LE ¼ ðX̂ � XaÞþ ðŶ � YbÞ ð8Þ

In formula (8), ðX̂; ŶÞ, ðXa; YbÞ are the estimated position coordinates and the
actual position coordinates of unknown node.
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When the sensor nodes are evenly distributed, the comparison results of the
DV-Hop algorithm and the improved algorithm (IDV-Hop) are shown in Fig. 1 in
different degrees of connectivity and different beacon nodes, obviously, the
improved algorithm is superior to the original algorithm when network connectivity
and the ratio of beacon nodes are same.

When Network connectivity is, respectively, 9 and 12, the comparison of the
improved algorithm IDV-Hop and DV-Hop algorithm in data packet transmission is
shown in Fig. 2, in which horizontal coordinates represent the proportion of beacon
nodes. As can be seen from Fig. 2, when the ratio of the beacon nodes and the
network connectivity increase, the data traffic of the network also increases.

Fig. 2 The number of data packets

Fig. 1 Localization error
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When the network parameters are the same, the data communication of
IDV-Hop algorithm is significantly less than that of DV-Hop algorithm. This is
mainly due to the IDV-Hop which uses clustering strategy in the first stage of the
algorithm, and uses the partial flooding instead of whole network wide flooding.

3.1 Concluding Remarks

According to the characteristics of WSNs and the limitation of traditional DV-Hop
localization algorithm, on the basis of the positioning principle and positioning
process of DV-Hop algorithm, an improved DV-Hop algorithm is proposed.

This improved algorithm proposed in this paper does not change the positioning
process of the DV-Hop algorithm and does not need additional information.
Experiment results simulated by MATLAB7.0 indicated that this improved algo-
rithm can significantly reduce the localization error without increasing traffic.
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Processing to the Commutation Failure
in Multi-infeed Direct Current System

Xuan Wang, Hui Yan, Yuhong Wang, Junfeng Gui, Mingchao Xia,
Xiaogang Hu and Pingzhu Liu

Abstract The commutation failure in multi-infeed DC system will result in serious
consequences. Influence factors are analyzed in this paper including the principle of
inverter and influence failure factors for single-feed system. The countermeasures
for the failure are introduced. The response for commutation failure includes pre-
caution before failure and recovery strategy after failure. The influence to trans-
mission power by electrical distances is studied. Engineering practice shows that
STATCOM can effectively improve steady-state and transient operation charac-
teristics of multi-infeed DC system. It will reduce the probability of commutation
failure.

Keywords Multi-infeed � DC system � Commutation failure � STATCOM

1 Introduction

High-voltage direct current transmission (HVDC) has the advantages of high sta-
bility, large transmission capacity, low loss, high power regulation, and nonsyn-
chronous communication. With the development of technology, HVDC technology
has many bright technical and economic advantages to the national network for the
development of China’s power industry in long-distance and large-capacity power
transmission. China Southern Power Grid and East China Power Grid have placed
multi-circuit DC transmission lines. In April 2014, the world’s first five terminal
flexible DC transmission demonstration projects were built in Zhoushan China.
Multiple DC transmission lines placed on the same AC power system formed the
so-called multi-infeed DC system (MIDC).
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DC transmission system includes converter device, DC transmission line, and AC
converter. The failure of any part will affect the safety of the operation of HVDC
transmission system’s reliability and related equipment. Commutation failure is a
common fault of DC transmission system. It may cause DC magnetic bias of con-
verter transformer, overheating, operation of relay protection, overvoltage, sub-
synchronous resonance, and other consequences. Some failure cases can recover on
their own, but the secondary change of the failure and continuous commutation
failure may lead to DC system locking and cause greater impact to the grid.

Analysis model and method for MIDC system can provide the technical support
for complete sets of filter design, DC control strategy optimization, and AC/DC
hybrid power grid operation and coordination. It has an important significance to
improve the safe operation level of the system. It can prevent MIDC system accident
and improve the power grid security and stability of MIDC hybrid grid [1–12].

2 Reason of the Commutation Failure

AC system failure is the main cause of commutation failure. However, the reason is
different due to operating conditions and AC system fault types. With the increasing
DC transmission project in China, MIDC increased the complexity of the system
structure. It has brought new problems to the safe and stable operations of the
power system.

For MIDC systems, the failure will be more complicated because of the small
electrical distance and low AC system strength. In this paper, we will analyze
failure factors of the MIDC failure region from the following aspects.

2.1 Principle of Inverter Commutation Failure

Since the rectifier valve will carry the reverse voltage for a longer period of time
after the current turns off, when the trigger circuit fails commutation failure will
occur in the rectifier. Most of the commutation failures in DC transmission system
occur in the inverter, which is the common failure.

Common faults of the converter include the short circuit of the bridge leg, false
firing, when the valve does not open, and the short circuit of the converter bridge. In
these failures, the probability of failure occurrence is higher. In addition to the
failure of the DC system, they will lead to the failure of the connected AC system
which may also result in commutation failure.

Success of commutation requires two conditions: one is sufficient voltage–time
area during the commutation process with two converter valves; and the other is
enough shut-off time for carrier recombination after the commutation process of
thyristors.
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According to the basic conditions, the process of the inverter is analyzed as
follows. When the system is in normal operation, trigger angles are determined by
HVDC system gate layer controller, their relationship is

b ¼ p� a ¼ cþ l ð1Þ

where α is trigger delay angle, β is trigger leading angle, γ is turn off angle, and μ is
commutation angle.

In a symmetrical system, the inverter’s turn off angle is

c ¼ arccos

ffiffiffi
2

p
KIdXc

UL
þ b ð2Þ

where Id is the DC current, Xc is the commutated reactance, UL is the converter bus
voltage (RMS value), and K is the turns ratio of converter transformer.

In an asymmetrical system, turn off angle is also affected by the zero phase angle
of the voltage. The commutation failure is related to the setting of the arc extinction
angle. So, amounts of this angle are the influence factors for the commutation
failure.

2.2 Influence Failure Factors for Single-Feed System

For commutation failure of the single-infeed HVDC, AC voltage drop, sudden
increase of DC current, and zero phase offset of AC voltage are the underlying
causes.

In MIDC system, the electrical distance between inverter stations is small.
When AC system fault causes AC voltages of multiple buses to drop at the same
time, it may lead to the commutation failure in many inverter stations. Faults in
single AC or DC system may also affect the multiple circuits of the DC line,
resulting in commutation failure at the same time.

Commutation failure has the modes of the once failure, two continuous, and two
discontinuous failures. In the process of once failure, discharge of capacitors at
inverter side made the current uncontrollable on the side of the bridge rectifier and
the probability of failure will greatly increase. Two continuous failures are caused
by the increasing DC current of the inverter. When the failure is due to AC voltage
drop, another commutation failure will occur if the drop element does not get
eliminated. Further, the inverter will be with continuous commutation failures if the
AC system has a serious failure with very low voltage. The system will be unable to
recover by itself. When failures occur more than once, DC system will temporarily
stop running.
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2.3 Response for the Commutation Failure

The response mode includes precaution before failure and recovery strategy after
failure.

The main precaution for the failure is to improve the reliability of the system.
Main equipment should be with a reasonable structure design and in-depth research.
The control strategy should be dual and independent. Furthermore, the voltage
support of the AC channel in parallel with the DC system should be strengthening.
It means that operation and maintenance could maintain the stability of the AC
voltage. The distortion of the AC waveform should be undermined.

Another way, protective measures should be controlled. The inverter commuta-
tion failure will be difficult to recover after serious fault in AC system. Continuous
failures are extremely unfavorable to the operation of the DC system. At present,
corresponding protection devices are equipped with the HVDC project of State
Grid Corporation. In addition, development and application of new commutation
devices, such as the capacitor commutation device and controllable IGBT, can
significantly reduce or even completely avoid HVDC commutation failure occurs.

3 Analysis of MIDC with STATCOM

Compared with the traditional reactive power compensation device, STATCOM
based on the voltage source converter technology has the continuous regulation,
small harmonic, low loss, wide operating range, and high reliability. It will improve
the stability of AC voltage when STATCOM is connected to the inverter of MIDC.

Here an engineering example is used to analyze how STATCOM can improve
the steady and transient operation for the characteristics of double-infeed HVDC
system.

3.1 The Example Analysis of STATCOM

A double-infeed HVDC system with STATCOM is shown in Fig. 1. HVDC1 and
HVDC2 have both control modes of constant rectifier current and trigger angle
limitation. The STATCOM system uses modulation strategy of sinusoidal pulse
width modulation (SPWM), and its control method is constant DC voltage and AC
voltage. The AC voltage controlled by STATCOM is at the inverter side of
HVDC1. The capacity of STATCOM is 300 Mvar; the capacity of HVDC1 is
1000 MW; and the capacity of HVDC2 is 2000 MW. STATCOM is directly
connected to DC subsystem of HVDC1. AC buses of HVDC1 and HVDC2 are
connected between certain electrical distances.
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Due to the system in Fig. 1, influence of MAP is studied from various
STATCOM capacity and distance L12. L12 is the distance from the back to DC
points of HVDC1 and HVDC2. Here, L12 is set as 39 and 117 km, respectively.

Results in Fig. 2 show that when STATCOM has been put into the inverter AC
bus of a double-infeed DC system, HVDC will get higher operation stability with
the greater capacity and smaller electrical distance.

Fig. 1 Double-infeed HVDC system with STATCOM

Fig. 2 MAP of MIDC. a Without STATCOM. b With STATCOM
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3.2 Effect Analysis of STATCOM

STATCOM can provide positive effect on commutation failure in many aspects.

1. For double-infeed HVDC system, STATCOM can equivalently increase the AC
system strength energy of HVDC1 and HVDC2, so that the anti-failure for two
circuits of DC transmission lines can be improved. Therefore, STATCOM can
effectively reduce the probability for the access of double-infeed HVDC system
by commutation failure.

2. STATCOM can reduce the system’s equivalent reactance and increase the
critical phase voltage drop and reduce the probability of failure in the weak AC
system. This has been approved by the simulation results above.

3. Rapid dynamic response of STATCOM for reactive power compensation can
enhance the voltage stability. To optimize the use of STATCOM placement, the
scale of DC system can improve the accepting capacity of the power grid.

4 Conclusions

Failure in any of DC transmission system, DC transmission line, and AC part of
MIDC can cause commutation failure; all the influence factors are analyzed.
Strengthening the structure and parameters of main equipment, optimizing the
control strategy, and improving the level of protection measures can reduce the loss
of failure. The influence to transmission power by electrical distances is studied.
Engineering practice shows that STATCOM can effectively improve steady-state
and transient operation characteristics of multi-infeed DC system. It will reduce the
probability of commutation failure.

The multi-infeed AC/DC hybrid power grid has rare examples in the worldwide.
At present, the domestic and foreign researches to solve these problems are unusual.
Complete theory and analysis system have not yet been formed. It needs to be
further studied and perfected.

Acknowledgements This research was financially supported by Science Foundation of China
State Grid, Project No. 52094014000U.

References

1. Shao Y, Tang Y, Guo X et al (2011) Analysis on commutation failures in multi-infeed HVDC
transmission systems in North China and East China power grids planned for UHV power
grids in 2015. Power Syst Technol 35(10):9–15

2. Hansen A, Havemann H (2000) Decreasing the commutation failure frequency in HVDC
transmission systems. IEEE Trans Power Delivery 15(3):1022–1026

282 X. Wang et al.



3. McArthur SD, Catterson VM, Hatziagyriou ND et al (2007) Multi-agent systems for power
engineering applications—Part I: concepts, approaches, and technical challenge. IEEE Trans
Power Syst 22(4):1743–1752

4. McArthur SD, Catterson VM, Hatziagyriou ND et al (2007) Multi-agent systems for power
engineering applications—Part II: technologies, standards, and tools for building multi-agent
systems. IEEE Trans Power Syst 22(4):1753–1759

5. Rahimi E, Gole AM, Davies JB et al (2011) Commutation failure analysis in multi-infeed
HVDC systems. IEEE Trans Power Delivery 26(1):378–384

6. Bernd MB, Cigré DP (2002) Stability and control of HVDC and AC transmissions in parallel.
IEEE Trans on power delivery 17(4):1113–1120

7. de Toledo PF (2002) Multiple-infeed short circuit ratio aspects related to multiple HVDC into
one AC network. IEEE Trans on Power Delivery 17(1):248–253

8. Wang C, Liu B (2013) Effects of commutation failure in multi-circuit HVDC transmission
system interconnecting regional power grids on AC power system at sending end. Power Syst
Technol 37(4):1052–1057

9. Yuan Y, Wei Z, Lei X et al (2013) Research survey on commutation failure in DC
transmission system. Electr Power Autom Equipment 33(11):140–147

10. He C, Li X, Jin X et al (2007) Simulation analysis on commutation failure criteria for HVDC
transmission systems. Power Syst Technol 31(1):20–24

11. Ren J, Li X, Jin X et al (2008) Simulation study on commutation failure caused by switching
AC filters of inverter stations in multi-infeed HVDC system. Power Syst Technol 32(12):
17–22

12. Liu J, Li X, Wu C et al (2009) Research on critical index of commutation failure in HVDC
system. Power Syst Technol 33(8):8–12

Processing to the Commutation Failure in Multi-infeed … 283



Research on Friction and Thermal Load
Performance of Hydro-viscous Clutch

Li-gang Ma, Chang-le Xiang, Ming-gang Du and Liu-yang Guo

Abstract In this paper, the theory of friction coefficient and thermal loads in slip
state of a new hydro-viscous clutch has been studied and the influencing factors are
determined. Furthermore, the friction characteristics test is designed. The test results
show the variation tendency of friction coefficient when the hydro-viscous clutch
operates at the difference temperature, difference normal pressure and difference
rotating speed. The formula of different rotating speed on the impact of the coef-
ficient of friction is fitted. The thermal load theory calculation reflects the tem-
perature rising trend under different thermal loads of hydro-viscous clutch.
Comparing the theoretical calculation and experimental results and analyzing the
heat dissipation way of hydro-viscous clutch, it shows that the equation to calcu-
lating the thermal load that described the frictional state of frictional disk of
hydro-viscous needs to be developed.

Keywords Hydro-viscous clutch � Friction coefficient � Thermal load � Testing by
experiment

1 Introduction

Hydro-viscous clutch has the advantages of stepless speed regulation, small vol-
ume, high transmission power, and high reliability. Hydro-viscous clutch has been
widely used in civil industry, mainly used in pumps, fans, and other large
mechanical equipments in domestic. Its application fields are usually industries like
coal and oil. Nowadays, it is widely used in the speed control device of tracked
vehicles cooling fan in the military industry.
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The hydro-viscous clutch applies internal lubricant of transmission as a medium
whose temperature is up to 120 °C. Therefore, the copper-based friction plates with
high temperature resistance are chose as the friction element. In view of the
characteristics of lubricating medium and friction element, the friction character-
istics and thermal load of the hydraulic clutch are studied in this paper.

The hydro-viscous clutch works in the friction state over long term. The friction
state of active and passive plates, as Stribeck curves shown can be divided into
three states—boundary lubrication, mixed lubrication, and hydraulic lubrication—
as shown in Fig. 1.

The processes from difference speed to combining of the hydro-viscous clutch
are mainly in hydraulic lubrication and mixed lubrication region. According to the
different lubrication states corresponding to the typical value of the friction coef-
ficient, as shown in Fig. 2, the friction coefficient of the hydro-viscous clutch
should be less than 0.1, especially when the hydro-viscous clutch is completely
working in the phase of the hydraulic lubrication and the friction coefficient is less
than 0.05.

Due to the long-term friction of the friction plate, a large amount of heat is
generated in the hydraulic and mixed lubrication region. If there is no enough oil to
take away the heat, the heat of the clutch will gradually accumulate. Once reaching
a certain limit value, the friction will stick together or even burn out. Therefore, it is
necessary to study the thermal load bearing capacity of the clutch under the limited
lubrication. In this paper, the friction and thermal load characteristics of the clutch
are studied.

Fig. 1 Stribeck curve

Fig. 2 Friction coefficient in
various friction regions
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2 The Theoretical Analysis and Experimental Study
on Friction Characteristics

2.1 Theoretical Analysis

Because of the certain friction state of the clutch, the friction coefficient of the
hydro-viscous clutch is analyzed by using the fluid mechanics and heat transfer.
According to the working mechanism of the clutch, the torque of the transmission is

M ¼ Kn2plp
ZR2

R1

R2dR ¼ KnlF
2ðR3

2 � R3
1Þ

3ðR2
2 � R2

1Þ
ð1Þ

M ¼ KnlF
2ðR3

2 � R3
1Þ

3ðR2
2 � R2

1Þ
ð2Þ

where the friction coefficient is calculated as following:

R ¼ 2ðR3
2 � R3

1Þ
3ðR2

2 � R2
1Þ

l ¼ M
FRnK

ð3Þ

where l is the friction coefficient of the hydro-viscous clutch plate, M is friction
torque, F is positive pressure, n is number of friction pairs, K is the pressing force
coefficient, take 0.9, R2 and R1. Respectively, is the outer ring radius and the inner
radius of the friction surface, R is the equivalent radius of the friction surface.

2.2 Test Method

According to the results of theoretical analysis, the friction coefficient can be cal-
culated by the torque and positive pressure through the test. According to the
Stribeck curve, the friction coefficient is related to the viscosity, the rotational
speed, and the thickness of the oil film. Therefore, the load will be locked. Testing
the friction coefficients of the different initial entry temperature and the same inlet
temperature by adjust the speed difference.

2.3 Test Device

The test device of hydro-viscous clutch is shown in Fig. 3. Changing the input
speed by DC motor and maintaining input speed in a constant during the test while
locking the output shaft of the clutch to guarantee output speed is zero. Adjusting
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control pressure the clutch until the motor’s input torque to achieve the corre-
sponding torque value.

2.4 Test Result

2.4.1 Effect on Friction Coefficient by Difference Speed

As shown in Fig. 4, the variation of friction coefficient with the difference speed
under control oil pressure is 0.66 MPa and oil temperature is 90 °C. Assuming the
effect of temperature is ignored, the friction coefficient curve is fitted at a given

Fig. 3 Test bench sketch

Fig. 4 The curve of friction coefficient under speed difference by experimental data and fitting
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temperature. The red line in Fig. 4 is the friction coefficient fitting curve, where the
fitting formula is

l ¼ l0 þ ae
Dn
b ð4Þ

as seen from the fitting curve, the friction coefficient is a function of the difference
speed, the formula is

l ¼ l0 þ ae
Dv
cR ð5Þ

where c ¼ pb
30 ; R is the equivalent radius of the friction surface.

Because of the relationship between the friction coefficient and friction materials,
lubricants, and test temperature, the formula is not general only for the
hydro-viscous clutch and oils in this test.

2.4.2 Effect on the Friction Coefficient by Positive Pressure

The positive pressure does not affect the friction coefficient. In fact, the friction gap
is small, carrying capacity is relatively large and the friction coefficient is changing
with positive pressure. As shown in Fig. 5, the changes of the friction coefficient
are due to the changes of friction pair clearance, heat, and temperature caused by the
positive pressure changes. Therefore, although positive pressure has nothing to do
with the friction coefficient in theory, the actual friction coefficient is affected by
positive pressure in certain extent.
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Fig. 5 The curve of friction coefficient under speed difference and different control oil pressures
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2.4.3 Effect on Friction Coefficient by Initial Oil Temperature

As shown in Fig. 6, it is the curve of the friction coefficient with temperature that
varies at a given speed. It can be seen that the temperature is an important factor
affecting the friction coefficient. Because the temperature in friction process will
rise rapidly, it is difficult to eliminate friction effect of heat on the initial temperature
in the test. The friction heat temperature rises reduce the effect of initial temperature
on the friction coefficient to some extent. So the change of friction coefficient is
very small under the initial temperature change form 20 to 50 °C. However, the
trend of friction coefficient changing is reasonable, that is, when the temperature is
higher, the viscosity, the shear resistance, and the friction coefficient are smaller.

3 Theoretical Analysis and Experimental Study
on Thermal Load Characteristics

3.1 Theoretical Calculations Assume

1. Assuming that the friction power of clutch completely converted into heat;
2. Assuming that the heat in the operating process of hydro-viscous clutch is

completely taken away by the flow of oil.
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Fig. 6 The curve of friction coefficient under the same speed difference and different oil
temperature
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3.2 Frictional Power Calculation

According to the assumptions above, the friction energy of the clutch can be
calculated:

Wf ¼
Z t

0

NHdt ¼
Z t

0

M1ðx1 � x2Þdt ð6Þ

The theoretical loss power of the clutch is

NH ¼ ð1� iÞ � n1 �M1=9549 ð7Þ

where i is the speed ratio, namely the ratio of the output speed and input speed, n1 is
the input speed, x1 and x2 is, respectively, the input angular velocity and output
angular velocity, M1 is the input torque, NH is the loss power, Wf is the friction
energy.

As shown in Fig. 7, assuming that all the loss power is converted to heat, the
theoretical power consumption of the hydro-viscous clutch is calculated according
to the load. The largest loss power is about 28 kW when the ratio is 0.7. The limited
value should be covered in the friction characteristic test of hydro-viscous. The
inertia of load and the power transfer gear pair can also cause the loss power.
Therefore, the maximum test load is 35 kW, which is 1.25 times larger than the
theoretical power of the clutch.

Fig. 7 Theoretical power loss of viscous clutch
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3.3 Test Methods

According to the maximum thermal load of the calculation, the loss power of clutch
is divided into four points, that is, 35, 20, 30, and 10 kW. Maintaining the friction
work of clutch for some time at each point in the test, then getting the heat energy of
hydro-viscous clutch through monitoring and measuring the temperature of the
friction plate export, which is the thermal load characteristics.

3.4 Test Results

3.4.1 The Comparative Analysis Between the Calculation and Test
Results

Assuming that all the heat is taken away by the oil, the temperature rise of the oil is
based on the following formula,

DT ¼ NH

q � Q � C ð8Þ

where DT is the average temperature of lubricating oil, °C, C is the specific heat of
lubricating oil, 1161 J=kg °C, Q is the flow of lubricating oil, m3=s, q is the density
of lubricating oil, 862 kg=m3.

As shown in Fig. 8, the temperature of lubricating oil is less than the calculated
values. It is about half of the calculated value. It is indicated the heat generated in
the clutch is not only taken away by lubricating oil, but also through the friction
plate itself and the heat conduction of the box, as well as air heat convection and
heat radiation in a variety of ways to take away a lot of heat.

3.4.2 The Test of Friction Plate Outlet Oil Temperature

The Fig. 9 shows the installation location of temperature sensor for the friction plate
outlet. As shown in Fig. 10, though comparing the temperature rise of lubricating
oil on the friction plate export, the heat is the largest where far from the piston of
clutch. The temperature rises up to 45 °C on TO3 position. The following is the
TO2 and TO1 position, the minimum heat is the friction pair which is the closest to
the piston and the maximum temperature rise is less than or equal to 25 °C. This
phenomenon reflects the real situation of friction heat. Due to large number of
friction pair, the accumulation heat is more. Especially the heat of friction will be
more concentrated in the central of axial. At the same time, the installation position
of the oil temperature sensor has a certain influence on the accuracy of temperature
measurement. The outer ring of the clutch outer hub will block the splashing of oil,
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Fig. 8 Temperature rise by test and calculation

Fig. 9 Diagram for
installation location of
temperature sensor in friction
plate outlet

Fig. 10 Temperature rise of
lubricant at thermal load of
10, 20, 30, and 35 kW
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thus affecting the temperature of the oil temperature sensor. Therefore, during the
structural design, it is necessary to change the position of the outer ring. At the same
time, it is also necessary to increase the number and density distribution of lubri-
cation holes in the axial center. To optimize the lubrication flow matching, it will
reduce the number of lubrication hole in intermediate shaft at TO4 and TO1 which
close to the ends of the friction plate.

4 Conclusions

In the paper, according to the friction principle, the friction state of the clutch and
the range of the friction coefficient are estimated.

In the friction characteristic test of hydro-viscous clutch, it can be concluded the
dynamic coefficient of friction of the clutch. The friction coefficient formula is fitted
out at given temperature. It is a technical foundation for the further research in the
future.

According to the test results, the friction coefficient of the clutch is not only
affected by the speed difference, but also by the temperature and positive pressure.
Due to the friction condition is more complex, the temperature, normal pressure,
and difference rotating speed are related. It is difficult to obtain a formula to rep-
resent the friction coefficient.

Comparing the theoretical calculation and experimental results, it shows that the
thermal load theory calculation reflects the temperature trend under different ther-
mal loads of hydro-viscous clutch. But, it is not appropriate to calculate the heat
convection only by a simple formula. It is necessary to introduce the coefficient or
update the formulas.
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A Comprehensive Evaluation Model
for Switchgear Based on the Normal Cloud
Model and D–S Evidence Theory

Y. Jia, D. Liu and H. Sui

Abstract A hierarchical evaluation method based on normal cloud model and D–S
evidential theory is proposed. By hierarchical clustering the indicator of switchgear,
normal cloud model is used to determine the correlation degree of indicator and
evaluation level, and improved fuzzy algorithm is applied to evaluate the first layer.
On this basis, D–S evidential theory is used to assess the overall state of the
switchgear. As an example, one group of data of the KYN28A-12 model switchgear
is analyzed. The simulation result demonstrates the effectiveness of the assessment
algorithm. The assessment model is clear and does not need a lot of historical data,
which offers a new thinking to assess the operating state of high voltage switchgear.

Keywords High voltage switchgear � State assessment � Normal cloud model �
Weighting � D–S evidential theory

1 Foreword

Condition-based maintenance is an important means to maintain the good status of
high voltage switchgear (HVS). Evaluating the state of HVS is the necessary
prerequisite for condition-based maintenance. Otherwise, the structure of HVS is
complex, and it has lots of status information. The inaccurate measurements and
imperfect evaluation criteria result significant uncertainty of HVS’ state assessment.

Reference used the fault tree analysis method to analyze the probability of
switchgear fault, and described the impact of component failure on the switchgear
failure. According to the different forms of data, reference combined with equip-
ment scoring method, proposed a hierarchical fuzzy comprehensive evaluation

Y. Jia (&) � H. Sui
School of Electrical Engineering, Shandong University, Jinan 250061, China
e-mail: 285116377@qq.com

D. Liu
Yantai Power Supply Company of Shandong Province, Yantai 264000, China

© Springer-Verlag Berlin Heidelberg 2016
B. Huang and Y. Yao (eds.), Proceedings of the 5th International
Conference on Electrical Engineering and Automatic Control, Lecture Notes
in Electrical Engineering 367, DOI 10.1007/978-3-662-48768-6_34

295



model. However, this method only relates to the ambiguity of uncertainty, the
effects of randomness is ignored.

Cloud model considers two kinds of uncertainty of the objective world things
and concepts of human knowledge, the fuzziness and randomness, and fully inte-
grates them, constitutes the mapping of qualitative and quantitative. This model
conforms to the operating conditions of all switchgear and the fact that the mea-
surement error of status information is random.

Based on consideration of randomness and ambiguity in the assessment process,
optimal weight method is used to determine the weights for each indicator. The
switchgear operating state evaluation model which is based on normal cloud model
and DS evidence theory is established.

2 Overall Structure of State Assessment

In order to assess the state of switchgear accurately as far as possible, by refer-
encing the existing research and the Q/GDW613-2011 standard (12 (7.2)
kV * 40.5 kV AC metal-enclosed switchgear State Evaluation Guidelines) of the
State Grid Corporation of China, a two-level evaluation system for switchgear is
established, as shown in Fig. 1. H1;H2;H3 and H4 are four state levels of
switchgear. The first layer is subsystem assessment, comprises insulating state,
electrical state, mechanical state, and so on. The indicator of each subsystem is
shown in Table 1. This layer evaluates the status of subsystems according to the
data of indicator. The second layer is the overall assessment of switchgear, which
merges evaluation results of subsystems.

Since the evaluation system comprises a plurality of evaluation indicator, and the
unit of each indicator is not the same. Therefore, each indicator should to be
normalized. This model employs the relative deterioration degree method. After
normalization, four evaluation grades are shown in Table 2.

SwitchgearOverall

Insulation Electric Machinery RecordSubsystem

1H 2H 3H 4H

11X

1H 2H 3H 4H

12XIndicator 21X 24X 31X 33X 41X 43X

First layer

Second layer

Fig. 1 Assessment structure of switchgear state
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3 Distribution of Weights

Suppose there are p methods of subjective empowerment of the indicator, and
p methods of objective empowerment. Each of these methods satisfies that the
weights of the indicator sum to 1. Assume the same subsystem contains l evaluation
indicators. xkðk ¼ 1; 2. . . lÞ is the optimum combination weight, and satisfies
following formula:

minH xkð Þ ¼ ak
Xp

i¼1

xik � xkð Þ2 þ bk
Xq

j¼1

xjk � xk
� �2 ð1Þ

Table 1 Indicator category

Subsystem Evaluation indicator

Insulation U1 TEV detection

Ultrasonic detection

Bus insulation resistor

Electrical U2 Closing synchronization

Opening synchronization

Closing coil current

Contact resistance

Mechanical U3 Average opening speed

Average closing speed

Closing spring state

Historical record U4 Breaking times

Number of using years

Cumulative electrical wear

Table 2 Assessment level of different relative deterioration degree

Relative
deterioration degree

Operational status and maintenance proposal

[0, 0.2] Switchgear running in a good condition, can be appropriately postpone
the maintenance plan

[0.2, 0.5] Switchgear operating status is normal, but there is a tendency to close
to the standard limits. It should be monitored intentionally and can be
maintained as planned

[0.5, 0.8] Switchgear has potential accidents; it can also run with fault in short
term. The switchgear should be arranged outage maintenance by
timely

[0.8, 1] Switchgear has major potential accidents. It needs to be remeasured for
fault acknowledgment, and performed outage maintenance
immediately
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ak and bk indicate the relative importance of primary weighting methods and
objective weighting methods. According to moment estimation theory, values of
ak; bk can be solved by the expectation of subjective and objective weights of each
indicator.

ak ¼ E xikð Þ
E xikð ÞþE xjk

� �

bk ¼
E xjk
� �

E xikð ÞþE xjk
� �

8
>>><
>>>:

ð2Þ

Further, formula (3) can be obtained, which describes the relative importance of
subjective and objective weights of each indicator in the same subsystem.

a ¼ 1
l

Xl

k¼1

ak

b ¼ 1
l

Xl

k¼1

bk

8
>>>><
>>>>:

ð3Þ

Meanwhile the optimal combination weight of each indicator satisfies the formula
(1), also satisfies

Pl
i¼1 xk ¼ 1. Therefore, it is needed to solve the overall optimal

value, as shown in formula (4):

minH xð Þ ¼ a
Pl

k¼1

Pp

i¼1
xik � xkð Þ2 þ b

Pl

k¼1

Pq

j¼1
xjk � xk
� �2

s:t: 0�xk � 1
Pl

i¼1
xk ¼ 1

8
>>>><
>>>>:

ð4Þ

Easy to know that the formula (4) is a nonlinear convex programming, the optimal
combining weights can be solved by Karush-Kuhn-Tucker Conditions:

xk ¼
a
Pp

i¼1 xik þ b
Pq

j¼1 xjk

apþ bq
ð5Þ

Optimal weights of the first layer adopt the experts weighting method of subjective
weighting method, maximum variance weighting, and entropy weight method of
objective weighting method, through the Eqs. (2–5) it can be obtained. Due to the
lack of objective data, the second layer assessment only uses subjective weighting
method. Its impact on the result of assessment can be abated by using the method of
DS evidence theory.
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4 Assessment Model

4.1 Assessment of Subsystem

Let A be a precise numerical quantitative domain. C is the qualitative concept on U.
If the quantitative value x 2 U, and x is a random realization of stable tendency in
C. Let the correlative degree between x and C is l xð Þ (l xð Þ 2 ½0; 1�). It should be
claimed that the distribution function of l xð Þ on U is the cloud model. Let N A;Bð Þ
express a normal distribution function, and its expectation is A, the standard
deviation is B. Obtain following formulas:

xi ¼ N Ex;Enð Þ ð6Þ

En0 ¼ N En;Heð Þ ð7Þ

li ¼ exp � xi � Exð Þ2
.
2 En0ð Þ2

h i
ð8Þ

Explanation: Ex is the expectation; En is the entropy; He is the ultra-entropy. They
expressed the relationship between variables li and xi. If the cloud model composed
of data pair drop xi; lið Þ i ¼ 1; 2; . . .ð Þ satisfies Eqs. (6), (7), and (8). It is called the
normal cloud model. Recorded as Ex;En;Heð Þ.

Let the threshold value of relative deterioration degree be extended based on the
normal cloud model. Thereby every grade normal cloud model is obtained, as
shown in Table 3.

The correlation function of the normal cloud model is shown in Fig. 2.
If a new measurement data of an indicator is collected, its relative deterioration

degree should be calculated, then according to the formula (6), (7), and (8) the
correlation degree of each grade is found out. To meet the condition of evidence
fusion, lg need to be normalized by formula (9).

l0g¼
lg

P4

i¼1
li

ð9Þ

Table 3 Corresponding
normal cloud model

Assessment level Normal cloud model

Good (0.1,1/30,0.001)

General (0.35,1/20,0.002)

Abnormal (0.65,1/20,0.002)

Serious (0.9,1/30,0.001)

If the relative degradation is less than 0.1, corresponding
association vector is [1, 0, 0, 0]. While the relative deterioration
degree is greater than 0.9, the corresponding correlation vector is
[0, 0, 0, 1]
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After determining the optimal combination weights of each indicator, the first layer
assessment will be carried out with the improved fuzzy evaluation algorithm, as
shown in formula (10). So, the correlation degree between subsystems and different
levels is arrived.

lrg ¼
Xl

i¼1

xil
0
g ð10Þ

If the measurement data of one indicator is missing, this indicator should be
removed from this model, and the optimal weights for evaluation are recalculated.

4.2 Overall Assessment of Switchgear

In the evidence theory, suppose H is a sample space formed by a series of any two
mutually exclusive propositions, as shown in the following:

H ¼ A1;A2; � � �Ai; � � �Anf g ð11Þ

Then H is called the frame of discernment, 2H is a collection constituted by all
samples subsets; is called basic probability distribution function; and satisfies the
following condition:

m /ð Þ ¼ 0P
A�H

m Að Þ ¼ 1

(
ð12Þ
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Fig. 2 Correlative degree
diagram of the normal cloud
model
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When there are n mutually independent distribution functions, the fusion rules of
D–S evidence theory is shown in formula (13):

m Að Þ ¼
1

1�K

P
\Ai¼A

Q
1� j� n

mj Aið Þ A 6¼ /

0 A ¼ /

(
ð13Þ

Note: m ¼ m1 � m2 � � � � � mn; K ¼ P
\Ai¼/

Q
1� j� n

mj Aið Þ.
Four evaluation grades constitute the assessment identification frame of

switchgear. Which is H ¼ H1;H2;H3;H4f g. Let m Hð Þ be expressed as correlation
degree between the status of switchgear and each grade. Due to the different
importance of each subsystem, set the subsystem with maximum weights as the key
evidence. Process the original evidence according to formula (14).

xmax ¼ max x1;x2. . .xnf g
xi ¼ xi

xmax

m0
iðHgÞ ¼ ximiðHgÞ

m0
iðHÞ ¼ ð1� xiÞ

8
>><
>>:

ð14Þ

Where xi is the weights of i-th evidence; miðHgÞ is the reliability function value
between i-th evidence and Hg assessment level; m0

iðHgÞ is correlation degree of
processed; m0

iðHÞ is uncertainty credit assign of i-th evidence.
Fuse the assessment result of each subsystem by formula (15), the overall

operation assessment of switchgear is obtained. The assessment result of the
switchgear is processed by using the maximum correlation degree norms.

5 Experiments and Analysis

Choose one data to assess the state of the switchgear of KYN28A-12 type.
According to expert weighting method, subjective the weights of each indicator as
shown in Table 4; the weights vector of subsystems is [0.1727, 0.3318, 0.2909, and
0.2045].

Through calculation, evaluation matrix of each subsystem is shown in Table 5.
According to the principle of maximum correlative degree, it can be seen

that the running status of U1,U2, and U3 is H3, and the running status of U4 is H2.

Table 4 Subjective weights
of each indicator

Subsystem The vector of weight

U1 [0.4268, 0.1829, 0.3902]

U2 [0.2979, 0.2680, 0.2212, 0.2128]

U3 [0.3784, 0.3405, 0.2811]

U4 [0.2810, 0.2893, 0.4298]
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Then obtain the overall rating of switchgear as shown in Table 6. It can be seen that
the overall assessment of switchgear is H3, which showed that switchgear has
potential accidents, but can also run for some time; it should be arranged mainte-
nance outage by timely. After maintenance, it is found that circuit breaker operating
mechanism of the switchgear is clamping stagnation and insulation is aging.
Through timely maintenance, the further development of the switchgear faults is
avoided, the safe operation of the power system is protected.

6 Conclusion

The example certified that the evaluation method based on normal cloud model and
D–S evidential theory has the following advantages. (1) It considers the fuzziness
and randomness of uncertainty, overcomes the shortcomings of ignoring random-
ness in the previous evaluation model. (2) It has a clear structure, and the evaluation
indicator is easily obtained. This model does not require a large amount of historical
data, can evaluate the status of switchgear accurately. It provides a new way to
assess the status of switchgear.
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Target Tracking Based on Audio
and Video Information Fusion

H. Wang

Abstract Particle filter is an effective technique to deal with the state estimation of
nonlinear and non Gauss dynamic systems. Aiming at the problem of moving target
tracking under the condition of illumination and occlusion, a particle filter algo-
rithm based on audio and video information fusion is studied. This algorithm
overcomes the deficiency of the algorithms based on a single signal source by using
the time—space relativity and the complementarity of the audio and video.
Pedestrian tracking experiment based on audio and video information fusion shows
that the fusion algorithm is more stable and accurate than the single video tracking
algorithm.

Keywords Target tracking � Particle filter � Audio and video information fusion �
Time delay estimation

1 Introduction

Target tracking has an important role in the field of civil and military. Single audio
sensor has a full range of positioning capability, but the discontinuity of audio
information can easily lead to tracking failure. Single video tracking system affected
by the change of illumination and occlusion, will also appear the tracking error or
even the loss of tracking target. The fusion of audio and video information, can
overcome the deficiency of single source by using the time—space relativity and
the complementarity of the audio and video and improve the effectiveness and
robustness of the moving target tracking. Target tracking algorithm based on audio
and video information fusion is discussed in this paper, and is used to solve the
problem of moving target tracking under the condition of illumination and
occlusion.
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2 Audio Target Tracking Principle

Target tracking based on audio signal is to determine the location of the sound
source using sound receiving device. Compared with a single microphone, using
array microphone not only can meet the strict requirements of the system to the
target distance, direction, but also filter the noise in the environment.

2.1 Signal Model of Microphone Array

Figure 1 shows the simplest microphone array which consists two microphones m1,
m2. Assume the distance between the two microphones is D, the angle between the
beam and the two microphones connection is h, then the sound source can be
positioned by considering time delay and the geometry of microphone array. If the
distance between the sound source and the microphone is much greater than that of
two microphones, the sound beams from source to two microphones can be
regarded as parallel, and the relationship between the direction h of the sound
source and the time delay s of the sound source to the two microphones is shown in
the formula (1), c is sound speed.

h ¼ arccos
L
D
¼ arccos

cs
D

ð1Þ

2.2 Generalized Cross Correlation Time Delay Estimation

Generalized cross correlation time delay estimation is the most widely used method
of sound source localization [1]. The idea of this method is described as follows:
(1) The sound signal is separately received by two microphones, and then be
processed into discrete signals; (2) Above two discrete signals are Fourier trans-
formed and the cross power spectrum G12ðxÞ of the two signals is obtained;
(3) Weight the cross power spectrum and use Fourier inverse transform, the cross
correlation functions R12ðsÞ of the frame is obtained; (4) Time difference s that
sound reach to the two microphones is obtained by the peak detection.

D

L=C τ

sound source

m1 m2

Fig. 1 Double microphone
array
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Based on Matlab7.0 software, the generalized cross correlation time delay
estimation algorithm with phase transformation is used to obtain the time delay
between two microphones by simulation. Assuming that the analog sound source is
expressed as:

S ¼ 3 sinð2p� 17� tt=fsÞþ 2:5 sinð2p� 35� tt=fsÞ
þ 1:5 sinð2p� 51� tt=fsÞþ sinð2p� 102� tt=fsÞ ð2Þ

here: tt indicates the signal length, range from 1 to 4096; fs indicates the sampling
frequency, let it be 1000 Hz. Figure 2 shows the results of the delay when the
signal to noise ratio (SNR) is −20, −10, 0, 10, 20, respectively.

From Fig. 2, time delay obtained by the generalized cross correlation estimation
algorithm with phase transformation can be seen. When the SNR is high, the signal
fluctuations become small, and the peak become sharp. With the decrease of the
SNR, the disturbance is gradually increasing, but the algorithm also shows strong
anti-interference ability. The peak value of the graph shows that the delay is
−0.031 s. (“−” indicates that the other sensor received signal earlier than the ref-
erence sensor).

The experiment shows, with a microphone array for sound source localization,
the delay between two microphones can be obtained by generalized cross corre-
lation time delay estimation algorithm, and then the specific location of moving
object can be determined.

Fig. 2 Time delay estimation results under different SNR. a SNR = −20. b SNR = −10.
c SNR = 0. d SNR = 10. e SNR = 20
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3 Tracking Algorithm Based on Audio and Video
Information Fusion

As a nonlinear filter technique, particle filter algorithm has good applicability to
nonlinear stochastic systems with non Gauss background [2]. Using particle filter
algorithm in the audio and video fusion algorithm can guarantee the robustness of
target tracking.

3.1 System Initialization

Assume that the pixels in target area is xif gi¼1; ...; M , M is the number of pixels
within the target area, then the probability distribution of the target color can be
expressed as:

q̂u ¼
XM

i¼1

d bðxiÞ � uð Þ u ¼ 1; . . .;H ð3Þ

here: b xið Þ is a color index function for xi pixel, u is the characteristic value of target
image. For the spatial distribution information of pixels, assume that the contri-
bution of a pixel to the target feature description is inversely proportional to the
distance between it and the center of the target, the closer the distance, the more
obvious the effect to the target feature description. So, for the pixels in the target
area, the weighted kernel function can be used to define its effect as shown in
formula (4), where: r is the distance between pixels to the center of the target.

kðrÞ ¼ 1� r2 r\1
0 r� 1

�
ð4Þ

Let x0 be the center position of the reference target, xi is any point in the target area,
then the color probability distribution with spatial position information of the target
model is:

q̂u ¼ Cq

XM

i¼1

k
x0 � xi

d

���
���
2

� �
� d bðxiÞ � uð Þ u ¼ 1; . . .;H ð5Þ

here: Cq is normalized coefficient. Let Cq ¼
PM

i¼1
k x0�xi

d

�� ��2
� �����

����
�1

to make
PM

i¼1
q̂u ¼ 1,

d is the size of the target area.
Similarly, in the current frame, the color probability distribution with spatial

position information of the candidate target which center position is y can be
defined as:
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p̂uðyÞ ¼ Cp

XM

i¼1

k
y� yi
d

���
���
2

� �
� d bðyiÞ � uð Þ u ¼ 1; . . .;H ð6Þ

here: yif gi¼1; ... ; M represents the pixels of the candidate target region.

3.2 System State Transfer

Select the target template from the initial frame, obtain the initial state parameters of

the target, select N particles si1
	 
N

i¼1 near the target randomly, and initialize the
particle weights: wi

1 ¼ 1=N; i ¼ 1; . . .;N. In the paper, the position parameters are
concerned, so the state transfer model of the system is described by first order
equation as follows:

Sk ¼ ASk�1 þBwk ð7Þ

here: Sk represents the target state at the moment k, wk represents noise, A, B are
constants. After the system state transfer, the particle set is transferred from

sik�1

	 
N
i¼1 at the moment k � 1 to sik

	 
N
i¼1 at the moment k. In order to overcome

the problem of particle degradation, the Mean Shift algorithm is integrated into the
particle filter. That is, convergence operation is performed to each particle by Mean
Shift algorithm after the state transfer, so as to make each particle more close to the
true location of the target. The method reduces the computation of the tracking
algorithm, and improves the real-time performance of the algorithm.

3.3 System Observation

The aim of the system observation is to ensure the reliability of the results of the
particles state transfer. When there is no true position of the target, the similarity of
target feature can be used to construct the likelihood probability of the target. The
particles close to the real state of the target are given larger weights by using the
likelihood probability.

In order to improve the tracking accuracy, a tracking method of audio and video
information fusion is adopted in this paper. A tracking system consisting of a
camera and four microphones is arranged as Fig. 3.

m1 to m4 are four microphones, m1;m2 is a pair, m;m4 is another pair, and they
are arranged in the X axis and the Y axis, respectively. Distance between two
microphones of a pair is D, two pairs form a microphone array. Camera is located at
the origin of coordinates, focal length is f , planar imaging is Lx � Ly. Assume that
the coordinates of the center pixel of the image is ðxcx; xcyÞ, the number of pixels in
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the horizontal direction and the vertical direction is Nx;Ny respectively. S is the
tracking target, S0 is the projection of S in the XY plane. The azimuth and pitch
angles of the sound source are h and / respectively.

According to the geometric position relationship, the coordinates that sound
source mapped to the image is:

xx ¼ af � tan hþ xcx
xy ¼ bf � tanucos h þ xcy

�
ð8Þ

here: a ¼ Nx=Lx, b ¼ Ny
�
Ly. From formula (8):

h ¼ arctan xx�xcx
af

u ¼ arctan xy�xcy
bf cos h ¼ aðxy�xcyÞ

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxx�xcxÞ2 þ a2f 2

p
(

ð9Þ

Let s12, s34 be the delay between m1 and m2, m3 and m4 respectively. According to
generalized cross correlation time delay estimation theory, the relationship between
s12, s34 and h, / is:

s12 ¼ D
c sinu

s34 ¼ D
c sin h cosu

(
ð10Þ

Assume that the measuring position variance of the sound source is r2aud, calculate
the time delay estimation ŝ12, ŝ34 of two pairs of microphones at the moment k, and

the likelihood function pðzaudk sik
�� Þ of the particle sik

	 
N
i¼1 can be obtained according

to the formulas (9) and (10):
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S’ϕ

•
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Fig. 3 Sensor array diagram
of the target tracking system
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pðzaudk sik
�� Þ ¼ 1ffiffiffiffiffiffi

2p
p

r2aud
expð� ðs12 � ŝ12Þþ ðs34 � ŝ34Þ½ �2

2r2aud
Þ ð11Þ

For the observation model based on video information, Because of the color prob-
ability distribution of the target template is obtained by the formula (5), combining
with particle filter algorithm andMean Shift algorithm, the Bhattacharyya coefficient

of the candidate model and the target model which takes the particle sik
	 
N

i¼1 as the
center is expressed as:

qi q̂u; p̂
i
uðsikÞ

 � ¼
XH

u¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q̂up̂iuðsikÞ

q
ð12Þ

Then the distance between the candidate model and the target model is:

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� qi

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
XH

u¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q̂up̂iuðsikÞ

q
vuut ð13Þ

Assume that the measuring variance of the video tracking is r2vid, then the
likelihood function of the color feature tracking of the candidate template which
takes sik as the center is:

pðzvidk sik
�� Þ ¼ 1ffiffiffiffiffiffi

2p
p

r2vid
expð�d2i ðsikÞ

2r2vid
Þ ð14Þ

According to the formulas (11) and (14), The likelihood function fusing audio and
video information can be obtained as follow:

pðzk sik
�� Þ ¼ pðzaudk sik

�� Þ � pðzvidk sik
�� Þ ð15Þ

Then particle weights are updated as: wi
k ¼ wi

k�1pðzk sik
�� Þ

3.4 Determination of Target Location and Resampling

To estimate the posterior probability density of the target state, there:

pðsk z1: kj Þ �
XN

i¼1

wi
kdðsk � sikÞ ð16Þ
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z1: k ¼ z1; . . .; zkf g represents the measurement vector of system until the moment
of k. The target state of the current frame is estimated by summing the weighted
particles state, as follow:

sk ¼
XN

i¼1

wi
ks

i
k ð17Þ

Usually, after the Mean Shift algorithm, the sampling particles will be convergent,
and the influence of particle degradation will be weakened. However, in order to
prevent the occurrence of small weight particles, a threshold will be set in the
algorithm, when the size of effective sample is less than the given threshold, it will
be resampled.

4 Tracking Experiment Based on Audio and Video
Information Fusion

4.1 Sound Source Detection

Detection of the target’s sound is the most direct method for detecting sound
source, the method can reduce the influence of changing background as much as
possible. Steps using microphone array and camera to detect the sound source are
described as follow:

1. Capture the static image of background using camera, when the target appears in
the picture, the change of the image can be immediately detected;

2. In order to enhance the robustness of the audio signal from the target, only when
the sound lasts for a while, the audio signal can be identified from the tracking
target;

3. Map the audio information from the microphone array to the corresponding
image.

The results of sound source detection are shown in Fig. 4, the vertical line
represents the position of the target by the microphone array.

4.2 Tracking Experiment Based on Information Fusion

In the experiment, a sensor system consisting of a microphone array and a camera is
placed in a position about 2 m away from the tracking target. RGB color space is
quantified as 16*16*16. In the algorithm, the initial particle number is set 30, the
experimental results of the fusion algorithm are shown in Fig. 5. Experimental
results show that the tracking performance is good, the algorithm can ensure the
robustness of tracking results especially in the presence of occlusions.
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Compared with the particle filter tracking algorithm based on a single video
information, the algorithm based on audio and video information fusion is more
accurate. The tracking effect for the same video (take 1 frames as an example 1) is
shown in Fig. 6.

Fig. 4 Test results of sound source (speaker). a Static background image. b The speaker is
detected

Fig. 5 Target tracking results based on audio and video information fusion. a Situation of no
occlusion. b Occlusion case. c Continue tracking after occlusion

Fig. 6 Comparison of two algorithms. a On a single video information. b On audio and video
information fusion
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5 Conclusion

When the background is more complex, such as the changing illumination or
occlusion, target tracking based on a single video information will easily lose the
target. In order to solve the above problems, the paper studies the target tracking
algorithm based on audio and video information fusion. The experimental results
show that the particle filter algorithm based on the fusion information is greatly
enhanced in tracking accuracy and stability compared with the particle filter
algorithm based on single video information.
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Experimental Research on Fatigue
Damage of Composite Solid Propellant
with Constant Constrain

Jinfei Li, Weidong Huang, Kai Qu, Wenshuang Wang
and Ming Yang

Abstract In order to study the effect of fatigue load on composite solid propellant
with constant strain, three set of experiments on propellant with different constant
strains (20, 16.4, 10.9, 5.5, and 2.7 %) and different fatigue frequencies (10, 15, and
20 Hz) were conducted. Based on the uniaxial tension test, the mechanical prop-
erties’ changing law were obtained. It was shown by the results that the maximum
tensile strength and the initial modulus of propellant decreased with fatigue load
and constant strain, and the damage behavior under fatigue load with constant strain
can be divided into three stages, stage one is that the initial modulus was decreased
quickly (the fatigue times less than 600), stage two is that the initial modulus was
diminished slowly, and stage three is that the modulus was cut down seriously again
(the fatigue time is more than 72,000). The connection between the initial modulus
and fatigue factors is confirmed at the second damage stage.

Keywords Composite solid propellant � Fatigue damage � Mechanical property �
Initial modulus
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1 Introduction

Shipboard solid rocket motor suffers low frequency vibration load which is caused
by ocean wave and high frequency vibration load which is caused by the engine
system of naval vessel for long time, the vibration load will have an influence on the
mechanical properties of grain. To get the mechanical properties’ changing law of
grain under fatigue load, the accelerated fatigue experiment on propellant is needed.
Recently, much work about fatigue damage of propellant have been done, never-
theless how the load value and loading ways work on propellant is ignorant.

Currently, some related literature has carried out research on the damage of
composite solid propellant [1–5]. Both the nonlinear mechanical property of binder
and the adhesive surface invalidation result in the nonlinear characteristics of
propellant's uniaxial tension curve. Due to the anomaly in shape of particle, the
stress concentrates at the edges of particle when extended, and moreover, the stress
is too large to destroy the adhesive surface, the particle modulus reinforced effect is
reduced and the impactful modulus of propellant is cut down [6–11]. For the fatigue
load which can promote the binder break down and the particle dewetting bring on
bad mechanical properties, the fatigue damage experiment of composite solid
propellant is designed.

In this paper, by choosing the maximum strain and load frequency as fatigue
factors, the fatigue experiment was conducted. The mechanical properties were
measured by uniaxial tension test, the damage peculiarity of propellant with dif-
ferent maximum strains and frequencies was analyzed, the fatigue model of pro-
pellant based on the initial modulus was obtained.

2 Experiment

2.1 Material and Equipment

The solid particle’s mass fraction of composite solid propellant is 86 %, including
69 % AP, and 17 % Al powder, the binder system’s is 11.5 %, and the function
reagent’s is 2.5 %. The initial mechanical properties of propellant were tested, such
as the maximum tensile strength is 1.272 MPa, the maximum elongation is
50.42 %, the initial modulus is 3.20 MPa.

Due to the limit of tension velocity(less than 500 mm/min) of the almighty
material test machine, the fatigue load work on by the electric vibration system, the
vibration frequency ranges from 5 to 3000 Hz. The specimens were made
according to the standard QJ924-85, and then peg them on the test fixture.
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2.2 Scheme of Experiment

To reduce the error of experiment, every five specimens were pegged together on
the fixture. The upper of fixture is fixed, and the bottom connects to the vibration
stand. In this way, when the vibration stand exports sine wave load with a different
frequency, the specimens’ bottom can be moved periodically. Each group of
specimens is tested in turn.

1. To study the effect of fatigue times and frequency on mechanical properties of
propellant, three set of different fatigue frequency experiments of propellant
with 20 % constant strain were conducted, and the fatigue times under each
frequency is 600, 6000, 30,000, and 60,000. Each group has five specimens, and
the specimens should be kept in the airer for 24 h after the fatigue experiment.
The mechanical properties were tested by uniaxial tension test.

2. To study the effect of maximum strain on mechanical properties of propellant,
five set of different strain experiments of propellant with 10 Hz fatigue fre-
quency were conducted, and the fatigue times under each strain is 600, 6000,
30,000, and 60,000. Each group has five specimens, and the specimens should
be kept in the airer for 24 h after the fatigue experiment. The mechanical
properties were tested by uniaxial tension test.

3 Result and Analysis

3.1 The Fatigue Times’ Influence

The specimens were loaded under different fatigue times with 20 % strain and
10 Hz frequency, and then tested by the almighty material test machine. The
measured results were recorded in Table 1.

Table 1 The mechanical properties of propellant under different fatigue times

Fatigue
times

Initial modulus/MPa Maximum strength/MPa Maximum elongation/100 %

60 2.96 1.21 48.80

120 2.85 1.24 51.61

600 2.21 1.23 53.22

1200 2.18 1.22 51.03

6000 2.16 1.21 50.22

12,000 2.14 1.18 52.34

30,000 2.04 1.19 51.46

60,000 1.85 1.03 44.73

72,000 1.76 0.83 40.17

Experimental Research on Fatigue Damage … 317



It is shown that the maximum tensile strength and elongation do not have great
diversification when the fatigue times is less than 60,000, and they were seriously
reduced with increasing fatigue times. On the other hand, the initial modulus was
quickly cut down at first and then changed drastically. In order to research how the
fatigue times influence on initial modulus, five specimens were tried with 20 %
strain and 10 Hz frequency. They were not broken at the same time, the average
broken times was 78,708.

The relationship between fatigue time and initial modulus is showed in Fig. 1.
Because of the 20 % strain, the microcracks are present between binder and par-
ticle, subsequently, the microcracks grew up and were aggregated; the stress field in
the propellant is distributed again, the stress is gathered intensively, so that the
macrocracks appear and the specimens break. The cracks were produced obviously
in the specimen when the fatigue times reached 72,000.

Due to the facts that the fatigue damage cumulation process is a long period and
the initial modulus dropped abruptly at first, the slow decreased process of the
initial modulus was studied emphatically. A linear equation would be used to
describe the relationship between initial modulus and fatigue times. According to
the data in Table 1, the initial modulus’ changing law was written as the following
equation:

E ¼ ð�6:01227 � 10�6ÞNþ 2:20472 ð1Þ

In Eq. 1, E is the initial modulus, N is the fatigue times the correlative coefficient is
0.994.
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Fig. 1 The relationship
between fatigue times and
initial modulus
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3.2 The Fatigue Frequency’s Influence

To study the effect of fatigue frequency on mechanical properties of specimen with
20 % strain, three sets of different frequency experiments were conducted. The
fatigue frequency is 10, 15, and 20 Hz, and the initial modulus was tested. The
measured results are recorded in Table 1.

To analyze the effect of different frequency on the result, the mean value of
initial modulus of specimens under same fatigue times were calculated, the cal-
culated way is presented as

d ¼ E N; e; fð Þ � �E N; eð Þj j=�E N; eð Þ � 100 % ð2Þ

In Eq. 2, d is the relative error, �E N; eð Þ is the mean value of initial modulus of
specimens with same strain (e) and fatigue times (N) under different frequency,
E N; e; fð Þ is the initial modulus of specimens (Table 2).

The data in Table 3 shows that the relative error is less than 5 %, that is to say
that the fatigue frequency had a little influence on specimens with same initial strain
and fatigue times, so the 10 Hz fatigue frequency was selected to consider.

3.3 The Initial Strain’s Influence

To study the initial modulus changing law of specimens under different initial
strain, the specimens were loaded with constant strain (16.4, 10.9, 5.5, 2.7 %), and
the fatigue times is 600, 6000, 30,000, and 60,000. The measured results were
recorded in Table 4.

Table 2 The initial modulus of specimens with constant strain

Frequency/Hz Fatigue times

60 120 600 1200 6000 12,000

10 2.96 2.85 2.21 2.18 2.16 2.14

15 2.90 2.80 2.22 2.20 2.11 2.12

20 2.89 2.79 2.19 2.21 2.07 2.10

Table 3 The correlative ratio of different fatigue frequencies

Frequency/Hz Relative error/100 %

60 120 600 1200 6000 12,000 30,000 60,000 72,000

10 1.47 1.31 0.18 0.75 2.21 0.94 0.77 2.77 1.96

15 0.57 0.46 0.63 0.15 0.14 0.00 1.16 0.55 1.39

20 0.91 0.82 0.72 0.64 2.03 0.94 0.29 1.66 3.24
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Like the Eq. 2, the data in Table 4 were fitted by linear equation, the fitting
curves were showed in Fig. 2, and the fitting parameter was showed in Table 5.

It is shown that the quotiety of linear equation increases with the initial strain
growth, and the constant of equation is the mutational modulus under different
strain. The specimens were damaged a little with a small initial strain, and the initial
modulus declined slowly with the fatigue times increasing. The exponent equation
is used to explain the connection between the strain displacement, initial mutational
modulus and slope of fitting curves, the form of the exponent equation which can be
described as below:

Y ¼ a � e�X=b þ c ð3Þ

In Eq. 3, X is the strain displacement, Y is the slope of fitting curves or mutational
modulus, a, b, and c are the parameters of the exponent equation.

The relation between strain displacement, the slope of fitting curves, and
mutational modulus is given by Eqs. 4 and 5.

K ¼ �5:7139� 10�7 � exp(de=� 4:48Þþ 5:6773� 10�7 ð4Þ

Table 4 The initial modulus
of specimens

Initial strain/% Fatigue times

600 6000 30,000 60,000

20 2.21 2.16 2.04 1.85

16.4 2.29 2.26 2.17 2.05

10.9 2.42 2.41 2.38 2.34

5.5 2.69 2.69 2.67 2.66

2.7 2.93 2.93 2.92 2.91
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Fig. 2 The fitting curves of
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Eb ¼ 1:1256 � exp(de=� 4:48Þþ 2:115 ð5Þ

Thus, the initial modulus of specimen under different constant strain and fatigue
times can be denoted as

E ¼ ð�5:71� 10�7 � exp(e=� 4:48Þþ 5:68� 10�7ÞNþ 1:1256 � exp(e=� 4:48Þþ 2:12

ð6Þ

4 Conclusions

First, the main damage phenomena of composite solid propellant under fatigue load
with constant strain are particle dewetting and binder rupture, and the damage
behavior can be divided into three stages, stage one is that the initial modulus was
decreased quickly (the fatigue times less than 600), stage two is that the initial
modulus was reduced slowly, and stage three is that the modulus was cut down
seriously again (the fatigue times more than 72,000).

Second, the mechanical properties of propellant with different constant strains
were measured by uniaxial tension test, the initial modulus of propellant can be
regarded as an damage parameter, and the connection between the initial modulus
and fatigue factors is confirmed when it decreases slowly.
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Impacts and Analysis of Electric Vehicles
and Photovoltaic Integration into Power
Systems

Cheng Gong, Zhongjun Chi, Baoqun Zhang, Longfei Ma, Rui Shi
and Ran Jiao

Abstract Electric vehicle (EV), photovoltaic (PV) load will affect the power grid
in a certain extent when is connected to grid, such as the change of load charac-
teristics, increase the peak valley difference. At the same time the application of
inverter will bring about reverse power threat to the operation and maintenance of
power grid. To weaken the influence, V2H (Vehicle to Home) technology is used to
EV and grid interaction, which can control EV charging load to a specific value as
well as control the EV discharge to grid. In order to actively respond to the impact
of EV and distributed PV application access to the power grid, based on the actual
home users, the data of household electricity load and the user level transformer are
collected and analyzed. At the same time, with the peak and valley price, based on
the quantitative analysis of the influence of electric cars, solar access to the grid, the
interactive applications are put forward. Calculation and interactive analysis results
show that the implementation of V2H can not only bring economic benefits to users
but also reduce the peak valley ratio and the risk of peak on peak which result on
the electric vehicle charging in disorder.

Keywords Electric vehicle � Photovoltaic � Load characteristics � Interaction
analysis

1 Introduction

As the effects of the global energy shortage, environmental pollution, and serious
climate change, energy-saving emission reduction policies attract more attention by
various departments. Electric vehicles, as new energy vehicles, have low noise,
high energy utilization efficiency, and no mobile source emissions. Thus, EV is
bound to become China’s important support for one of the strategic emerging
industries. At present, the exploration and establishment of electric vehicle charging
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and switching facilities to meet the diverse needs of electric vehicles have become
an important issue for the development of electric vehicles in the world [1–3].

The state has introduced a series of policies to speed up the development of
energy saving and environmental protection industry. In order to encourage dis-
tributed PV access grid, power grid companies are persuaded to purchase the full
amount of photovoltaic power generation. While in Europe, the government uses
policy subsidies to support the development of photovoltaic in the construction
phase. In the future, distributed PV power supply will be common in the family,
becoming an important part of the power grid. With the amount of PV users, the
requirement of power network operation management and security protection will
be stricter. The traditional marketing mode of state grid company needs to update as
the change of the home and grid electrical characteristics [4, 5].

As the EV and PV users increased year by year, researches on the effect of grid
when EV and PV load is connected to household user load has become a new topic.
To formulate a reasonable policy and electricity price mechanism, orderly guide to
the access of photovoltaic, energy storage, and electric vehicle load can improve the
influence of the new load to the power grid. In Japan, the United States, and other
countries, V2H technology has been practically used, which can guide the rational
use of electricity, based on the peak and valley price [6].

In order to actively respond to the impact above, data acquisition and analysis
are carried out in this paper. To collect the basic data, a new data acquisition system
is developed and deployed in the real family, which can get the data of the family
and the transformer. Based on the data of about 8 months, the effect of EV and PV
access to grid is studied. Moreover, combined with the mechanism of electricity
price, the application scheme of electric vehicle and photovoltaic is put forward.

2 The Research Object

To get real data for the research, the user in a villa, Changping District, Peking is
selected as the research object. In the house, the photovoltaic power generation
system and the energy storage system are installed. Some main electrical equipment
is used such as electric heating, air conditioning, refrigerators, television sets,
washing machines, treadmill lighting lamps, etc. Moreover, two fuel cars and one
electric car are used for travel. To get the data, acquisition devices are deployed in
the house which is shown in Fig. 1.

The data acquisition system can collect the data we need such as the electricity
usage, the instantaneous power, the current, the voltage, and so on. All the data is
uploaded to the server in real-time through the 3G module.

The diagram of the photovoltaic power generation system and the energy storage
system is shown in Fig. 2. As is shown, through the control unit, we can achieve the
overall control.
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The battery capacity of the EV is 23 kWh, which can make sure that the car runs
130 km for the top.

3 Data Analysis

For a home user, photovoltaic, energy storage and electric vehicle access of 10 kV
power network mainly affects performance in two aspects: changing the load
characteristics of the user side and influencing the power quality of the grid.

To study the effects above, based on the data from January 1, 2014 to August 31,
2014, the information of the grid load and the user load is analyzed, which is shown
below.

3.1 Effect of Photovoltaic Energy Storage on Load
Characteristics of Power Network

The influence of the load of the original station after the installation of the PV
power generation with no energy storage is shown in Fig. 3.

When the PV power generation system and the energy storage device are used,
the influence of the load is shown in Fig. 4.

Fig. 1 Figure of connection mode of data acquisition system

Fig. 2 Figure of PV and
energy storage system
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From Figs. 3 and 4 load curve comparison, we can get the conclusion below.

1. The effect of PV generation on the grid at the valley time is larger. While at the
peak period, the effect is significantly reduced. The valley time is offset and the
power grid peak and valley difference is increased.

2. As for the energy storage system, the effect on the grid at the evening peak time
is larger and that of peak valley difference compared with previous (not access
storage) decreased.

3.2 Effect of Electric Vehicle Load on Load Characteristics
of Electric Network

The effect of the EV charging load on the grid is mainly reflected in three aspects:
charging time, charging load, and the number of electric vehicles. Through the

Fig. 3 Curve of the influence on power grids (only PV)

Fig. 4 Curve of the influence on power grids (PV and energy storage device)
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analysis, it is found that the working day and holiday travel law, and the law of the
charge of the pilot users show strong consistency, as shown in Fig. 5. At working
days, the charging behavior mainly concentrated in the evening 17:00–23:00, while
at holidays, charging behavior concentrated at noon 10:00–13:00.

Therefore, the data is divided into two kinds—the working days and holidays.
The daily load curve of the electric vehicle charging station is studied. The load
curve of the 10 kV low voltage station is shown in Fig. 6 on weekdays, and shown
in Fig. 7 at weekends.

Through the analysis, we can conclude that: at the working day and holiday,
electric vehicle users behave differently when charging, but show consistency in
some way. The peak valley difference will increase when charging at weekday and
decrease at holiday.

Fig. 5 The charging time distribution curve

Fig. 6 The superposition of the electric vehicle charging load curve on weekdays
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3.3 Analysis on the Comprehensive Effect of Load
Characteristics of Power Network

Based on the analysis result above, the comprehensive effect of the PV, EV, and the
energy storage system on the grid is researched.

(a) The working days

The comprehensive effect of the PV, EV on the grid in the working days is
shown in Fig. 8. When the energy storage system added, the effect is shown in
Fig. 9.

From Figs. 8 and 9, we can draw the following conclusions

• The working day has a great influence on the peak load of the power grid.
• The peak period of day load is affected by the photovoltaic power generation,

which can be stabilized.

Fig. 7 The superposition of the electric vehicle charging load curve at weekends

Fig. 8 Curve of the comprehensive effect of PV and EV on weekdays
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• Because of the electric vehicle charging load, the evening peak load will
increase, which can increase by 41 %.

• The area of the peak valley ratio further increases, which can be up to 77.5 %.
• The storage device can weaken the effect of the evening peak to a certain extent,

and the peak valley ratio can be improved.

(b) The holidays and vacations

Similarly, the comprehensive effect of the PV, EV on the grid in holidays is
shown in Fig. 10. When the energy storage system added, the effect is shown in
Fig. 11.

Seen from Figs. 10 and 11, due to the charging load occurs at noon peak period
and the use of photovoltaic power generation, the comprehensive effect in holidays

Fig. 9 Curve of the comprehensive effect when the energy storage system added on weekdays

Fig. 10 Curve of the comprehensive effect of PV and EV at weekends
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is not obvious, and the risk of noon peak can be avoided. While at night, because of
the application of energy storage device, the evening peak load is weakened to
some extent.

4 Interactive Calculation and Analysis

According to July 30, 2014, National Development and Reform Commission issued
“on the electric vehicle with electric power price policy related issues notice” to
determine the electric vehicle charging for electric facilities for electric power and
the implementation of peak and valley time of use price policy. The power of the
user’s use of electricity belongs to the residents’ electricity, not in accordance with
the peak valley electricity price. If the future of user electric energy characteristics
and home users of the new energy release peak and valley price can not only
promote the development of new photovoltaic energy, automobile to the user, but
also can produce certain economic benefits and to guide the rational use of elec-
tricity, so that the new energy can better interact with the grid.

Assuming that the user electricity price of peak and valley is implemented,
which is shown in Table 1, we can calculate the cost of charging. According to

Fig. 11 Curve of the comprehensive effect when the energy storage system added at weekends

Table 1 Charging electricity measurement

Charging time Flat period Peak period Valley period

Time 7:00–10:00
15:00–18:00
21:00–23:00

10:00–15:00
18:00–21:00

23:00–7:00

Unit price (RMB/kWh) 0.8395 1.3222 0.3818

Annual power (kWh) 2316

Price (RMB) 2175 3062 884
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preliminary statistics, the electric vehicle power consumption per hundred kilo-
meters is 20 kWh.

According to the user’s electric vehicle charging behavior analysis, 62 % of the
charging behavior occurs in the peak period, and 35 % in the flat section, 3 % in the
valley section, converted down, a year of charging electricity for 2686 RMB.
Assume that all the electric car users in the valley segment charge only RMB 884 a
year to save electricity 1802 RMB.

When the technology of timing charging is used, the EV will be charged at the
time of the valley, the curve of the comprehensive effect is shown in Fig. 12.

From Figs. 8 and 12 contrast can be seen, considering power grid peak and
valley time, orderly guide for electric vehicle charging load due to the application of
energy storage device, the evening peak period can weaken, the user and peak time
delayed, and avoid the peak and peak phenomenon.

5 Conclusion

In this paper, from the research on the actual data analysis of the actual user, we can
get the conclusions as follows:

1. The effect of the PV on the grid is larger, and the peak segment length is
significantly reduced, valley time completely offset. When the energy storage
system added, the evening peak load effect greatly, and that of peak valley
difference is decreased.

2. At the working day and holiday, electric vehicle users behave differently when
charging, but show consistency in some way. The peak valley difference will
increase when charging at weekday and decrease at holiday.

Fig. 12 Curve of the comprehensive effect after the implementation of V2H
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3. When the technology of V2H is used, the influence of peak load on the 10 kV
power network is greater on weekdays, the load curve is stabilized during the
day due to the effect of PV, and the load curve is pulled at night due to the EV
charging load.

4. Perform electric vehicle charging peak valley electricity price and distributed
power tariff, orderly guide users to a reasonable use of new power, in bringing
economic benefits to users, at the same time, can reduce the electric vehicle
charging peak and peak risk, reduce the difference between peak and valley, to
ensure safe and stable operation of power grid.
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A Wireless Multipoint Parameter
Monitoring System for Greenhouse
Environment

Xiaoqing Zhang and Yudong Jia

Abstract A system of real-time monitoring and wireless transmission of illumi-
nance, temperature and humidity parameters for a greenhouse environment is
achieved in the framework of ZigBee protocol stack. It mainly includes two kinds
of minimum systems with the cores of Texas Instruments CC2530 chip and ARM
STM32F103 chip. CC2530 minimum system completes network nodes function of
multipoint parameter monitoring. BPW34S sensors are used to construct the illu-
minance collection module and SHT10 sensors are used to construct the temper-
ature and humidity collection module. Multipoint parameter data are sampled by
CC2530 nodes. A node chip transmits measured data wirelessly to another node
based on ZigBee technology. The STM32 minimum system contains a CC2530
which is used to receive data from other sensor node modules through serial port.
After the system processes the data, the result is displayed on LCD12864 screen.
Experiment shows that data loss rate of this system are zero within 15 m com-
munication distance. This system is suitable for a greenhouse of about
20 m × 25 m area and it has several advantages of low cost, easy installation, and
high efficiency.
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1 Introduction

Multipoint parameter monitoring system for a greenhouse environment needs to
acquire a large number of data which are derived from monitoring sensors [1]. The
monitoring network constituted by traditional wired sensors exist some problems,
such as extraordinary requirements of wiring and installation, high maintenance
funds, and difficulty of function extension.

ZigBee is a quickly developing technology in today’s wireless network, and it
has the advantages of low power, short distance, and better connectivity trans-
mission [2, 3]. Based on ZigBee technology, a multipoint parameter wireless
monitoring and self-organizing network system for greenhouse is built, which uses
the MCU STM32F103 chip as a core and universal CC2530 chips to complete the
data collection and wireless transmission of multi points. At last, the STM32F103
chip realizes data processing and displaying. Significant advantages are low power
consumption, low maintenance cost, relatively simple installation and updating, and
easy to add functional module.

2 Overall Design of System

2.1 The Composition Diagram of the System

The design sketch of a complete nodes network system is shown in Fig. 1.
The system can be divided into two modules: master module and slave module.

Master module which includes STM32F103, a CC2530, and LCD displaying circuit
is responsible for the operation of whole system. Its main function is responsible for
receiving data from the wireless antenna and displaying all kinds of data on the

Fig. 1 Wireless monitoring network of multi point parameters
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LCD screen in real-time. Slave module includes node sensors at multi points. The
sensor chip collects the data of temperature, humidity, and intensity of illumination.
Multiple CC2530 chips are responsible for collecting data of temperature, humidity,
and intensity of illumination from sensor chips. Then they transmit the measured
data from every node to master module accurately through the wireless antenna [4].

2.2 Main Control Chips

With the development of the semiconductor and information technology, embedded
technology becomes the popular trend of digital products today. As a representative
product, Cortex-M3 core of STM32 single-chip computer is a 32-bit micropro-
cessor based on ARM framework, shown in Fig. 2a. Cortex-M3 is widely used in
the field of electronic intelligence. STM32F103 series have strong performance in
aspects of signal processing, superior control, and connection function. Enhanced
series with clock frequency up to 72 MHz have the strongest performance in the
same type of the chip. It is configured with 32 to 128 K RAM. Current con-
sumption of STM32 is only 36 mA and it is the lowest power consumption
products on the market at present. The core of the Cortex-M3 processor reaches
32-bit internal data length, so register address, the interface of storage address is
also 32-bit.

In this system, Cortex-M3 is used to receive and process data. Fourteen inter-
rupting channels with eight priority levels have faster responsive speed. It has
stronger ability to process data compared with the ordinary single-chip micro-
computer. ZigBee application solution of CC2530 SOC developed by TI Company
is adopted because it is of convenience and low power consumption which
greenhouse parameters wireless monitoring network requires. It is suitable for IEEE
802.15.4 ZigBee remote-control standards and protocol application of 2.4 GHz [5].

CC2530 chip integrates with professional RF transceiver of high practicality and
stability. It includes an 8051 MCU in which the capacity of powerful, pro-
grammable Flash is optional. It has an 8 KB RAM and many other powerful
features. Its appearance is shown in Fig. 2b. In this system, CC2530 on each node
realizes DAQ function of illumination, temperature, and humidity. ZigBee nodes
constitute sensing control nodes with corresponding sensors. The monitoring

Fig. 2 Two control core
chips of the system
a STM32F103. b CC2530
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system real-time monitors illumination, temperature, and humidity in the green-
house. STM32 minimum system receives data through serial port by adding a piece
of CC2530, and the processed data is displayed by the LCD module.

3 Hardware Design

3.1 Wireless Transmission Antenna

The realization of wireless data transceiver based on ZigBee technology needs
2.4 GHz band frequency. With the data transceiver rate of up to 250 K bits per
second, its theoretical transmission distance is within the range of 50 m or less. To
complete the monitoring and data transmission function, the CC2530 minimum
system requires adding light detection module, temperature and humidity detection
module and RF transceiver module to realize the function of sending and receiving
data.

The key of antenna design is antenna matching circuit, which affects transmitting
distance directly. Because the ZigBee in our system works in the 2.4 GHz band, we
should consider the impact of electromagnetic compatibility, the length, and loca-
tion of the antenna and other factors when PCB wiring.

RF signal of CC2530 works with differential way. If the optimal differential load
requirements be consistent, signal reflection interference will not occur on the
signal transmission and the signal of antenna reaches the strongest. Because there is
relationship between the output impedance, the production materials, and circuit
layer spacing, we should refer to the relationship between the location of the
antenna and the attenuation of signal when making PCB.

3.2 The Illuminance Data Acquisition Node

We adopt silicon light battery BPW34S of Siemens Company as the light sensor,
shown in Fig. 3a. The output voltage of the photosensitive probe is 10–1100 mV,
the measured wavelength range is 400–1100 nm, its sensitivity is 0.62 A/W, and
the maximum power dissipation is 0.15 W. So it has the advantage of low energy
consumption. The BPW34S device converts light signal into electrical signal,
magnified by 3 times by the amplifier TLV2372, and provides the sampling voltage
to the AD in CC2530, which is in the range of 30–3300 mV. The measured data is
sent to the serial port by AD, which is read by CC2530 through two wires serial
directly. Voltage data for monitoring the indoor illumination should be processed
by Cortex-M3 main MCU so as to be converted into illumination data.
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3.3 The Temperature and Humidity Data Acquisition Node

The chip of SHT10 is the main chip of temperature and humidity sensor module,
which is used to detect temperature and humidity parameter. It is a digital sensor of
temperature and humidity with high precision which is developed by Sheng Sirui of
Switzerland Company. The output resolution of temperature value is 12 bits and the
output resolution of the humidity value is 14 bits. The sensor supply voltage range
is from 2.5 to 5.0 V. Its average current consumption of monitoring data is only
about 30 μA and its shape is shown in Fig. 3b.

3.4 Data Processing Module

With the power supply module, wireless transmission module, sensor module, LCD
display module based on the minimum system of STM32, we constitute a complete
multipoint parameter monitoring system for greenhouse. In order to make two
minimum systems of CC2530 and Cortex-M3 be low energy consumption and
efficient operation, the stable power supply should be taken into account in system
design. Specifically, at first a USB interface is used to supply 5 V DC power, and
then 5 V voltage is converted into 3.3 V for CC2530 and Cortex-M3 power supply
by TPS62203 chip. The node modules are provided 3 V voltage supply by small
rechargeable lithium batteries.

The system displays the final results by LCD12864 liquid crystal. It is a LCD
screen with serial interface mode, including 4 bit/8 bit parallel 2-wire or 3-wire.
Compared with the liquid crystal module with the same function, the LCD12864
with the resolution of 128 × 64 dots has lower cost and comparable functions.

Fig. 3 Node sensor devices
a BPW34S. b SHT10
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4 System Software Design

4.1 System Software Flow Chart

The entire system software is divided into two parts. One is ZigBee technology
programming about the CC2530, based on the development platform of TI Z-Stack
[6]. The other part is the STM32 data processing and LCD programming based on
an integrated development environment provided by MDK4.1. In the overall design
we have to take into account the work order of each module, as well as the
cooperation between the various modules. The system flow chart is shown in
Fig. 4.

First, initialize the system and ZigBee wireless communication protocol stack.
Secondly, collect data (temperature, humidity, and light intensity) by the minimum
system CC2530 chip joined sensing module. Thirdly, get the data package and
transfer to the relay chip CC2530 by wireless communication technology based on
ZigBee. Fourthly, pass the data into the Cortex-M3 from the relay CC2530 through
the serial port. Fifthly, process the data by Cortex-M3 processor core. Finally, the
received data is printed on the LCD screen.

4.2 Initialization of ZigBee Protocol Stack

ZigBee protocol stack consists of four layers from bottom to top: physical
(PHY) layer, media access (MAC) layer, network (NWK) layer, and application

Fig. 4 Software flow chart of
the system
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(APL) layer [7]. ZigBee alliance developers establish the top-level design, including
the network layer and application layer; IEEE standards developers establish the
low-level design, including the physical layer and media access layer [8].

Based on the IEEE 802.15.4 standard and ZigBee 2006 standard, a more
complete ZigBee 2006 stack has been developed by TI Company and has been
recognized by the ZigBee alliance. It moves the operating system design concept of
the ZigBee protocol stack into IAR integrated development environment for
research and engineering. It adopts the event polling mechanism. The system enters
hibernation standby mode after the four-story structure initialization. Once an event
is triggered, it will wake up the system from sleep mode into the operating mode to
solve an interrupt event. Then it continues into sleep mode when the event is
finished. If there are several events occurring together at some point, discrimination
processing is taken according to the priority step by step, which reduces the power
consumption of the system greatly.

TI Z-Stack is an operating system based on rotary query [9]. Its operating
mechanism is that when there is an event, operating system abstraction layer
(OSAL) distributes this event to the task that is able to handle this event respon-
sibly, and then this task determines the type of the event and calls that are
appropriate processing program to handle the event.

In general, Z-Stack has two functions. One is the system initialization and the other
is starting operating system entity. Z-Stack operating system entity only has one line
of code, namely “osal_start_system();”. osal_start_system() calls (tasksArr[idx])
(idx,events) to perform specific processing functions. tasksArr[] is an array of
function pointers and performs different functions depending on different variable
idx. OSAL is the core of the protocol stack. Each task of OSAL is planned to a
subsystem of Z-Stack in the initialization process of OSAL layer. sosal_Add Tasks()
of osal_inti_system() provides mission lists and adds tasks that meet the need of users
to operating system timely.

The flow chart of system initialization is shown in Fig. 5. Generally, the system
initialization includes several main functions listed as below.

• Initializing the system clock
• Detecting the chip working voltage
• Initializing the stack and each hardware module
• Initializing flash storage
• Forming MAC address
• Initializing nonvolatile variable and the MAC layer protocol
• Initializing the operation system
• Initializing the application frame protocol
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5 Monitoring Experiment

Testing experiment is carried out in a greenhouse of 20 m × 25 m. Test system,
which is a star-like network structure, is made up of one central node and eight
sensor nodes. The ZigBee sensor nodes transmit the monitoring data to the central
ZigBee wireless module that is connected with STM32 in time. Finally, STM32
deals with the data and then displays them on LCD screen.

Experiment results show that data transmission is accurate and reliable and data
loss rate is zero within 15 m communicating distance. The measuring range of
temperature is about 10–50 °C, that of relative humidity is about 20–60 % RH, and
that of illuminance is about 100–1000 Lx.

6 Conclusion and Discussion

The core chips of main module of the system are STM32F103 and CC2530. The
main chip of the slave module is CC2530. System software design adopts IAR and
MDK integrated development environment, and their compiling language is C
language which has the best performance in both running efficiency and speed.
Programming of CC2530 chip mainly compiles the ZigBee protocol stack and
realizes wireless transmission. Programming of STM32 chip mainly realizes
receiving CC2530 data by serial port and displaying them on the LCD screen.

Fig. 5 Initialization process
of ZigBee protocol stack
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Modular form of the software design can help break the difficult task into small
targets one by one according to modules. In this way, it can not only improve work
efficiency, but also be convenient for debugging.

The successful implementation of multipoint parameter monitoring system for
greenhouse based on ZigBee technology explains that the combination of the
CC2530 and STM32 makes full use of their advantages. In addition, adopting
wireless auto-network technology solves a series of problems, such as removing
redundant wiring nodes in greenhouse, transmitting node information wireless,
implementing efficient monitoring and updating system in real-time and so on.
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A Survey of Fault Location
for Distribution Systems

Yongjun Liu, Min Liu, Cheng Lin and Kefeng Ou-yang

Abstract Accurate distribution network fault location technology is the key to
achieving a smart grid. Due to its complex network topology, multi-branch,
load-time variant and characteristics of the different features, existing distribution
network fault location methods are not applicable. In this paper, fault location
methods are summarized from three perspectives: fault line selection, fault section
location and fault ranging, and the developmental trends in fault location for dis-
tribution networks are considered.

Keywords Smart grid � Fault location � Distribution systems � Survey

1 Introduction

The construction of smart distribution systems with the characteristics of
self-healing control is the inevitable trend of future power-grid technology [1]. One
of the key techniques of self-healing control is the fault-location technique for
distribution networks. Currently, distribution network fault location methods do not
quickly and effectively solve various types of faults occurring in actual power
distribution networks, especially the single-phase ground fault. Indeed, the main
problem of fault location for distribution networks is to solve the accurate location
of single-phase-to-earth fault. Consequently, the technology of distribution systems
fault location has been a research hotspot at home and abroad.

Research into fault location for distribution systems can be divided into three
directions: first, fault line selection, in which the fault feeders among multiple line
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outlets of a bus bar are evaluated; second, fault section location, which determines
where the fault feeder section lies; third, fault ranging, in which the distance between
the measuring end and the fault point is estimated. The three aspects comprise the
essence of fault location, but the difficulty for achieving fault location is gradually
increasing. In this paper, the existing distribution network fault location techniques
and the advantages and disadvantages of each method are summarized. Finally, a
future developmental direction for the fault location technology is proposed.

2 Fault Line Selection

2.1 Steady-State Components Based Fault Line Selection

Fault line selection methods based on the fault stable components include: the zero
sequence current amplitude method, the zero sequence current ratio method, the
zero sequence current population ratio method and the zero sequence reactive
power direction method, among others.

Since the above methods are only applicable to ungrounded systems, there is a
problem of applicability for neutral point grounding system. It is difficult to select
the fault line through zero-sequence current magnitudes and polarities of fault lines
[2]. To overcome this drawback, a zero-sequence current active power method is
proposed [3]. However, the fault signal used is weak, and the method is largely
affected by the system line length, the size of the transition resistance and other
factors. Reference [4] points out that the fault line can be selected by comparing the
magnitude and direction of the negative sequence current.

Overall, methods based on steady-state components without stable steady-state
information, which lead to the reliability of line selection, is not high.

2.2 Transient Components Based Fault Line Selection

Firstly, at present, fault line selection methods based on fault transient components
mainly include the first half-wave method. The first half-wave method proposed in
[5] uses the characteristics of the first half-wave reverse phase of a ground fault
fundamental transient current and transient voltage to determine the fault, but the
algorithm anti-interference ability is not strong in practical application. Secondly,
fault line selection methods include the wavelet method. Finally, wavelet transform
of the transient zero sequence current is implemented by using appropriate wavelet
and wavelet base. According to a transient current component in the line, the fault
amplitude envelope is greater than the healthy line amplitude, and the characteristic
of two opposite polarity to select fault line [6].

But both the size and composition of the transient components are affected by the
system operation modes, fault types, fault time and other factors. So, the transient

344 Y. Liu et al.



components algorithm, influenced by the line structure, parameters and fault con-
ditions, remains to be tested in practice, due to the shortness of the transient process.

2.3 External Injection Signal Based Fault Line Selection

Fault line selection methods based on an external injection signal mainly include S
signal injection and the pulse injection method. The principle of S signal injection
method is to inject an S current signal to the grounding line grounding phase via a bus
voltage transformer, and then use the dedicated signal current detector to find the fault
line [7]. The pulse injection method works similarly to the S signal injection, but the
injected signal is periodically intermittent, lower frequency and controllable [8].

But, the method needs to configure the dedicated injection signal source and
assistant detection device, so this causes a high investment cost. At the same time,
signal detection of the intermittent arc grounding fault is difficult.

3 Fault Section Location

3.1 Matrix-Based Fault Section Location Algorithm

A method for judging the fault region of the distribution network based on directed
graph is proposed in [9]. This method avoids the matrix multiplication and normal-
ization processing and establishes a newmatrix algorithm for a fault section detection,
and also expands the processing capacityofmulti-power network.Anewalgorithm for
multi-power complex distribution network fault location, without matrix multiplica-
tion and normalization process, is proposed in [10]. In order to avoid nonexistent or
false alarms offault information under a harsh environment, that requires fault location
techniques having fault-tolerant, fault handling must be implemented under incom-
plete fault information. Reference [11] presents a method based on Bayesian analysis,
using correlation of multi-phase fault information for fault-tolerant fault location.

The adaptability of the matrix algorithm for changes in network topology is
poor. The algorithm requires a large amount of information and causes the phe-
nomenon of storage redundancy. Therefore, research on the matrix algorithm with
high adaptability, high fault tolerance and fast and accurate algorithm needs to be
further carried on.

3.2 Artificial Intelligence Algorithm

The primary Artificial intelligence methods include the Genetic Algorithm, Particle
Swarm Optimization, Neural Networks, and the Ant Colony Algorithm. The fault
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location method based on the Genetic Algorithm with reliable fault-tolerant ability
for distribution network is studied in [12]. A method based on the BPSO algorithm
is proposed in [13], which has fast convergence rate, and can accurately locate the
single-point and multi-point faults in a radial distribution network.

While such methods can still be able to accurately locate the fault section under
the case of network topology changes, the real-time information uploaded is
incomplete. But, other weaknesses are that model building is relatively compli-
cated, the models are not perfect, and the positioning is inefficient, among others.

4 Fault Ranging

4.1 Injection Based Fault Ranging Method

Injection methods for fault ranging mainly include: the S injection method, the
single-ended injection method and port fault diagnostics, etc. The principle is that a
special signal is injected into a post-fault system through the voltage transformer,
and then the detected signal is used to locate the fault location. Paper [14] proposes
the ‘DC open circuit, AC pursuit’ off-line fault location method based on the S
injection method.

The current S injection method has a high investment cost and is greatly
influenced by the wires’ distributed capacitance, grounding resistance and so on.
Also as the robustness of the transition resistance is poor, further research is needed
in this area.

4.2 Traveling Wave Based Fault Ranging Method

Compared with the impedance-based method, the advantages of the traveling wave
method are not affected by system parameters, transition resistance, system oper-
ation mode and line loads. A new location method for distribution networks, based
on mutation of the line mode traveling wave after a synchronous injection of a
three-phase high-voltage pulse, is presented in [15]. A method of on-line fault
ranging for small current grounding system based on HHT is proposed in [16]. The
influences of wave velocity and line sag were eliminated based on improved HHT
in [17]. The method of modulus maximum of wavelet transform is proposed to
eliminate the noise and use of single speed method based on equivalent circuit is
proposed to eliminate the influence of wave velocity discontinuity in [18].

But the traveling wave method requires expensive high-frequency sampling
devices, and it is difficult to achieve adequate configuration. The detection of
traveling waves and the reflected wave are not always not resolved, so practical
applications are still problematic.
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4.3 Impedance Based Fault Ranging Method

Fault ranging based on the impedance method requires only the substation outlet
voltage and current as input. The performance of ten fault ranging techniques based
on impedance has been compared and summarized in [19]. Paper [20] takes into
account the feeder laterals, single or multi-phase load and dynamic nature of the
load, as well as the proposed fault ranging method for radial distribution network
based on fundamental components as measured from a line terminal. Moreover, the
average range of accuracy is higher than that of the fault location method based on
the reactive component method. Paper [21] presents the use of a synchronous
phasor measurement unit (PMU) to achieve precise fault ranging in distribution
networks, with ranging accuracy in the magnitude of less than 1 %.

However, because of the complexity and the variety of distribution network topol-
ogy, employing the fault ranging algorithm based on impedance can produce many
possible fault locations. How to eliminate so much uncertainty is worth further study.

4.4 Intelligent Ranging Principle

With the ongoing development of mathematical tools, some researchers apply the
latest research results from related disciplines, such as expert systems, neural net-
works, fuzzy theory, simulated annealing, the optimization algorithm,
pattern-recognition technology and wavelet analysis, to the fault location of power
systems. Different intelligent ranging methods are proposed in [22], but these fault
ranging methods are not mature enough yet to be further studied.

5 Summary and Outlook

In terms of the current distribution network fault location techniques, one may
summarize that: fault line selection techniques are relatively mature, but their
reliability and sensitivity still need to be improved in the practical application; fault
section location algorithms are rather more mature, but still need further study as
regards the algorithm with fault tolerance and suitability, etc.; fault ranging is the
most difficult aspect of fault location, and there is no good method to achieve
accurate fault ranging of distribution networks.

For distribution network particularity, the fault location algorithm based on
single terminal is difficult to achieve a balance between accuracy positioning and
economic. Besides, a combination of fault location technology and the existing
distribution network feeder automation to achieve effective and accurate fault
location is a worthy field of study. Finally, research on PMU-based fault location in
distribution networks has made some progress, and how to apply the powerful
function of PMU for fault location accurately is a new field also worth studying
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Numerical Simulation of Flow Field
of a Centrifugal Compressor with a High
Pressure Ratio

Zhipeng Xu, Wei Shen, Yong Zhang and Longbo Gao

Abstract In order to study the characteristics of a type of centrifugal compressor
with a high pressure ratio and the distribution of the flow field parameters in the
design points, CFX software was used to simulate its flow field. According to the
results, the pressure ratio and the efficiency of the compressor are high at high
RPMS, and the range of mass flow rate is wide at lower RPMS. So the capacity to
adapt different working conditions of this compressor is good. At the aspect of the
flow field in the design points, the distribution of the overall flow field parameters is
homogeneous, but the shock waves exit in the first stator entrance, making the
passage narrower and bring much energy loss, which is the one of the reasons to
decline the compressor efficiency.

Keywords Centrifugal compressor � High pressure ratio � Characteristics � Flow
field � Simulation

1 Introduction

The centrifugal compressor is widely used because of its advantages such as higher
pressure ratio of single stage, good capacity to adapt the conditions with small mass
rate. However, it is much more difficult to design and analyze the centrifugal
compressor because of the complex shape of the blade, supersonic flow, the shock
waves, and so on. With the development of the computer and computational fluid
dynamics (CFD) [1–4], the numerical simulation technique is more widely used in
the design and analysis stages, which can both save the expenses of tests and
shorten the development cycle.

The way to pressurizing by a single centrifugal impeller is used in the design of a
type of centrifugal compressor, and the value of the pressure ratio at the design
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RPMS is bigger than 8 with high efficiency [3, 5]. In order to study the compressor
characteristics and the distribution of the flow field parameters in the design points,
simulation is made of its fluid flow [6].

2 The Building of the Model

2.1 The Building of the Model

This centrifugal compressor mainly comes in three parts, the single centrifugal
impeller with splitters, the first stator, and the second stator [6–8]. Bladegen soft-
ware is used to anti-design the whole compressor model according to the structure
dimension and blade information, as shown in Figs. 1, 2 and 3.

Fig. 1 The model of the
impeller

Fig. 2 The model of the first
stator
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2.2 Mesh Generation

The model is imported into the software of Turbogrid, and then the mesh can be
quickly generated. Based on the mesh [9], the standard atmospheric conditions are
set. Next, numerical simulations are made of different flow field at different RPMS
by CFX software.

3 Results Analysis

3.1 Characteristic Analysis

Different flow field of design RPMS of 100, 90, 80, and 70 % are simulated, and
then the characteristic curves of pressure ratio-mass rate and isen efficiency-mass
rate can be obtained as shown in Figs. 4 and 5 (The mass rate has been
non-dimensionalized).

Fig. 3 The model of the
second stator

Fig. 4 The characteristic
curves of pressure ratio-mass
rate
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As can be seen from Fig. 4, the characteristic curves of pressure ratio-mass rate
become steeper with the increase of the RPMS. Especially at the design RPMS, the
range of mass rate in the steady operation conditions reduces to approximately
0.1 kg/s. At aspect of the capacity to pressurize, the maximum of p-ratio reaches
9.2. The calculated values is generally greater than the measured ones, and in the
design points, the deviation between them is 5.6 %, because the influence of the
blade roughness and the tip clearance has not been fully considered during
the simulation.

As can be seen from Fig. 5, the ranking results of the four RPMS from highest to
lowest by the isen efficiency are design RPMS of 90, 80, 100, 70 %. The calculated
efficiency value is generally greater than 80 %, and it reaches 84.5 % in the design
points greater than the measured value at 4.3 %.

Based on above analysis, the pressure ratio and the efficiency of the compressor
are high at high RPMS, and the range of the mass flow rate is wide at lower RPMS.
So the capacity to adapt different working conditions of this compressor is good.

3.2 Analysis of the Fluid Field in the Design Points

As can be seen from Figs. 6 and 7, the distribution of the Mach number and the
static pressure in the flow field in the design points is well uniform. There is
respectively a range of high speed and low speed at the leading edge and the trailing
edge of the impellor blades; the value of the velocity of the flow is up to supersonic
when entering the channel of the first stator, with a shock waves and a range of low
speed at the leading edge of the blades. The velocity gradually declines along with
the flow in the first stator. The value of the velocity of the fluid reduces to subsonic
when entering the channel of the second stator, and it further declines along with
the flow. There is a range of low speed on the leading edge obviously.

As can be seen from Fig. 8, the attack angle of the velocity vector of the flow
and the distribution of the relative velocity are basically rational. The splitter well
diminishes the flow separation at the back end of high-load blade. However, the

Fig. 5 The characteristic
curves of isen efficiency-mass
rate

352 Z. Xu et al.



Fig. 6 The distribution of the Mach number of the whole compressor

Fig. 7 The distribution of the static pressure of the whole compressor

Fig. 8 The distribution of the relative velocity of the impeller. a 20 % of the height of blade.
b 80 % of the height of blade
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trend of flow separation at 80 % of the height of blade becomes obvious, bringing
much flow loss and limiting the range of steady working.

The type of blade of the first stator is straight blade. As can be seen from Fig. 9,
the value of the velocity of the fluid is up to supersonic when entering the channel
of the first stator. Because the inlet angle of the leading edge is a little inappropriate,
the flow separates slightly, which narrows down the channel and forms a range of
high speed and low-pressure, bring much flow loss. It is also one of the reasons for
the reduce of efficiency.

As can be seen from Figs. 10 and 11, the value of the velocity of the fluid has
reduced to subsonic when entering the channel of the second stator. Because the
inlet angle of the leading edge is well appropriate, the flow does not separate. At the
trailing edge of the blade, the two streams with different velocity mix. Although
there exits swirling flow, the flow loss caused is little because the speed is low.

Fig. 9 The distribution of the
velocity at the leading edge of
the first stator blade

Fig. 10 The distribution of
the velocity at the leading
edge
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4 Conclusions

Numerical simulations of the different flow field of design RPMS of 100, 90, 80,
and 70 % are made by CFX software. And some conclusions have been given
below.

(1) The pressure ratio and the efficiency of the compressor are high at high RPMS,
and the range of mass flow rate is wide at lower RPMS. So the capacity to
adapt different working conditions of this compressor is good.

(2) The distribution of the Mach number and the static pressure in the flow field in
the design points is well uniform. There is respectively a range of high speed
and low speed at the leading edge and the trailing edge of the impellor blades.
Because the inlet angle of the leading edge is a little inappropriate, the flow
separates slightly, which narrows down the channel and forms a range of high
speed and low-pressure, bring much flow loss.

(3) In order to improve the capacity of the compressor, some measures can be
done, such as adjusting of the incidence angle, improvement of the blade
profile and so on.
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Render Synthetic Objects
with Background Image According
to Image-Based Lighting

Binling Luo, Shuting Cai, Shaojia Wen and Daolin Hu

Abstract Image-based lighting (IBL) technique helps people integrate synthetic
object into real-world environment. The general IBL method renders object using
the captured omnidirectional high dynamic range (HDR) image as lighting condi-
tion. This paper extends the general IBL technique to employing single-view
background image in HDR format to produce environment light. This idea is dif-
ferent from the general IBL technique which limits the input in omnidirectional
light probe image. Besides, the proposed method can modify the background image
slightly for special purpose based on texture transplanting. The created texture is
saved in database; when people wish to modify the background image, they call
texture from database and transfer it to the target surface. The method provided in
this paper can produce visual effect just as real objects would.

Keywords High dynamic range image � Image-based lighting � Local scene �
Texture transplanting

1 Introduction

Adding synthetic objects in a background image is more and more popular in visual
effects domains. A perfect visual effect is based on proper light simulation between
the objects and their ambient. Image-based lighting (IBL) technique employs high
dynamic range (HDR) images as light sources to lit synthetic objects in visual
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environment, and they look like illuminated by real-world light. The basic frame of
IBL technique was proposed by Debevec [1–2]: to begin with, he captured
real-world illumination as an omnidirectional HDR image; in the next step, he
mapped the light probe image onto the inner surfaces of the a large box to
reconstruct light source; at last, he added the synthetic object to the environment
and simulated the light from the environment to lit synthetic object.

In most visual effects domains, people wish to take a real-world image as
background image. However, most available background image are captured by
single-view instead of omnidirection, which do not conform to the set up condition
of the general IBL technique. At this point, people cannot directly employ the
general IBL technique. As a solution, we provide a method which projects the
single-view image to the inner surfaces of a hollow ball and repeats the image until
it covers the whole surface to simulate the consistent light environment. This
method is suited for an outdoor image which was taken at noon or on a cloudy day
when the solar radiation was evenly distributed in all directions. In this condition,
the light information can be copied from the single-view image to all directions to
develop light environment since all directions share similar radiation distribution.
This approximately simplifies IBL method so that everyone can carry out IBL with
a traditional cameral at anytime and anywhere, if people want to modify the
background image slightly for special purpose (such as to improve visual interest).
The general IBL technique does not provide this function, and we also propose a
method to modify the background image slightly based on IBL. In our method, a
texture image is computed and then it was transferred to the target surface in
background image to modify the background.

The main advantages of our methods are: (1) it copy lights information from a
single-view image to all directions to develop light environment, so people do not
have to set up IBL from an omnidirection image which needs special drivers and
skill; (2) it can modify the background image for special purpose by texture
transplanting; (3) it uses texture image to develop local scene [2] to support syn-
thetic objects, which can keep the level of realism.

This paper is organized as follows. Section 1 gives a brief instruction on general
IBL technique; in Sect. 2, we discuss the extension IBL method in detail; we
present the experiment result in Sect. 3; the last section is the conclusion of our
work.

2 Our Proposed Method

We extend the general IBL technique to use single-view background image to
produce environment light. Besides, it provides a method based on texture trans-
planting to modify the background. To begin with, we project the single-view
background image to the inner surface of a hollow ball, then copy and paste the
background image until they cover the whole surface of the hollow ball. This
method is suited for outdoor image which is taken in the condition that the solar
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radiation was evenly distributed in all directions; so the method can copy light
information from one direction to all directions. HDR image records the correct
lighting information in real world. So when using the hollow ball mapped with
HDR image as lighting model, we can approximate that the environment light
comes from the same direction as our hollow ball. Then we created a local scene [2]
together with synthetic objects in the background, local scene is used to support
synthetic objects which will produce interacted effect with synthetic objects, so it
will show shadows and reflect lights which are caused by synthetic objects. Local
scene can improve the realism of the scene. And then a texture is computed for the
local scene to make local scene dissolve in the background. If people want to
modify the background image, they can employ texture transplanting which will be
discussed in Sect. 2.3. The framework is showed in Fig. 1.

2.1 Create Hollow Ball

As mentioned in Sect. 1, in IBL technique, Paul Debevec projected the light probe
image to the inner surfaces of a large box to simulate lighting environment, the
position of the light probe image within box was measured manually. As it is
known, the real scene is surrounded by an infinite sphere, so we prefer to use a
hollow ball to reconstruct the surrounded light instead. The hollow ball should be
big enough to envelop the synthetic object, and the surface is set to white diffuse
material.

2.2 Project Background Image onto the Inner Surface
of the Hollow Ball

The initial condition in our method is employing the single-view background image
in HDR format to recreate the physical lighting conditions. We first project the
background image onto the inner surface of the hollow ball in planar mode, see
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Fig. 1 The framework of our method
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Fig. 2, this project function is provided by light wave [4]; we repeat copy of the
background image and paste them along Z axis until they cover the whole surface of
the hollow ball. The goal is to copy light information from one direction to all
directions as the solar radiation was evenly distributed in all directions. At this
point, the light from the ball would have the similar directions as it would have in
the real environment. The hollow ball is treated as a map of light.

2.3 Create Local Scene

Local scene is used to support the synthetic objects in IBL environment. It will
produce interacted effect with synthetic objects, and can show shadows and reflect
lights which are caused by synthetic objects. In common case, a local scene is a flat
surface, and its optical characteristic should be known since it participates in the
illumination solution. In our method, the optical characteristic of the local scene is
approximated according to background image. We do not strictly require the
geometry type of the local scene, just a simple flat surface with suitable size to
support the synthetic objects will be acceptable.

Figure 3 shows an example of local scene. From Fig. 3, we can find that unlike
background, the local scene contains only one color and lacks color variaitons, so
the local scene is distinguished from background obviously. As how to dissolve the
local scene in background image and the solution will be discussed in the following
section.

Fig. 2 Project background image to hollow ball. a Background image. b Background image is
projected to hollow ball
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2.4 Compute Texture for Local Scene

IBL has special demands on local scene, it must possess accurate color varying as
well as optical characters. Otherwise, the local scene profile will distinguish
obviously in background, as shown in Fig. 3. As a solution, Reinhard [3] provided
a method based on texture projecting to improve the quality. He rendered the
background image at first, and then set the local scene to diffuse surface with white
color and rendered the image of local scene in background. He divided the back-
ground image by the image of local scene in background to produce the texture
image. The process is shown in Eq. (1):

Itexture ¼ Ibackground=Ibackgroundþ local scene ð1Þ

where Itexture denotes the appearance of the texture image in light system, Ibackground
is the background image in light system, and Ibackgroundþ local scene represents the
image of local scene in background within light system. Finally, he mapped the
local scene with the produced texture image.

Our work is based on that of Paul Debevec’s but more robust than it. On one
hand, in Paul Debevec’s method, the geometry of the local scene should be known
so as to make it fit the background. However, to gain geometry information is not
an easy work. In our method, we do not strictly require the geometry of the local
scene, just a simple flat surface at any shape is acceptable. After computing the
texture using (1), we copy the texture areas and paste all of them to the local scene
with planar mode until the whole surface of the local scene is covered by the
texture. In this way, people do not have to know the geometry of the local scene
accurately, and can make it fit the background. On the other hand, our method can
transplant the texture from a source surface to a target surface to modify the
background. We first place the local scene on a source surface in background to
calculate the texture image using (1), texture image have blank space which we cut
off (supported in most plot tools) to produce a pure texture image. And then, the
local scene is moved to the target surface in the background; then project the pure

Fig. 3 Create local scene
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texture to the local scene in planar mode and repeat the texture until they cover the
whole surfaces of the local scene. Project equation is

If local scene ¼ Ilocal scene þ Itexture ð2Þ

where If local scene is the final local scene in background image within lighting
system, Ilocal scene is the original diffuse white local scene in lighting system, Itexture
is the computed texture for the local scene. As mentioned in the last section, in
order to gain a diffused white surface, we set the R/G/B value to 255 at the
beginning, now we have to renew them to 0. The process is showed in Fig. 4.

2.5 Add Synthetic Object

In this section, we create four balls and place them under the local scene

1. Rubber ball: R/G/B (200/40/40), Diffuse (100 %), Specularity (20 %), Glossiness
(50 %), Reflection (0 %), Transparency (0 %).

2. Rock ball: R/G/B (50/50/50), Diffuse (100 %), Specularity (20 %), Glossiness
(50 %), Reflection (0 %), Transparency (0 %).

3. Metal ball: R/G/B (20/50/90), Diffuse (54 %), Specularity (100 %), Glossiness
(15 %), Reflection (18 %), Transparency (0 %).

4. Glass ball: R/G/B (60/255/255), Diffuse (60 %), Specularity (60 %), Glossiness
(80 %), Reflection (20 %), Transparency (70 %).

We can learn material characters from [4] or buy them from the third party.

2.6 Render Synthetic Object Based on Ray Tracing

In this section, we discuss rendering process. In general, render algorithm calculates
the total light arrived at each point on object surface. Debevec [2] proposed a
ray-tracing method for IBL. In which, R is a ray that must be traced, and it hits a
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surface in the scene, L represents the pixel color in the scene rendering. There are
three cases for a ray

A ray R hits IBL environment: A ray R hits IBL environment instead of synthetic
object during its travel. In this case, the color from HDR background image is used
as the pixel color L.

A ray R hits surface with specular property: In this case, A ray R is reflected or
refracted from the contacted surface, and the travel type is decided by material
properties [5, 6]. In this case, r is calculated as a reflected or refracted vector, and
then, r is multiplied by the pixel color of the synthetic object to calculate L.

A ray R hits surface with diffuse property: In this case, lighting intensity E on
object surface point x is calculate as

Eðx; nÞ � 1
k

Xk�1

i¼0

ri cos hi ð3Þ

where k is the total number of the reflected ray ri emitted from object surface
point x. In our experiment, we employ ray trace reflection and refraction algorithms
since they allow very fast and good quality rendering.

2.7 Tone Map Image

Since we use HDR image to lit synthetic object at the beginning, the rendered
image has to be tone mapped into LDR image so as to show it on traditional
displays. Any tone map operator introduced in [5] can be used in this step. In our
experiment, we employ Bilateral filter TMO which is proposed by Durand and
Dorsey [7].

3 Experiment and Discussion

We employ Light Wave V11.6 as well as MATLAB R2012b on an Intel Core
i5-3230M CPU @ 2.6 GHz, 4.00 GB RAM, win7 system to perform our experi-
ment. Light Wave is used to create synthetic object and render the scene and
MATLAB is used for image processing.

In Fig. 5a, is an IBL image without local scene, we find that synthetic objects
can reflect surrounding environment (see glass ball). However, all balls are
somewhat strange since there are no ball shadow casts on their supported surface,
the balls appear to float above the ground. In Fig. 5b, a local scene is created to
support the synthetic object and the scene exhibits appropriate interaction, and
people can see the shadow on the snowfield as well as on the surface of the ball
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where it gets in contact with the snowfield. The local scene improves the level of
realism and visual interest of the scene.

Besides, comparing to Paul Debevec’s algorithm, our method can modify
background image by texture transplanting, and it does not require accurate geo-
metric information for the local scene, shown in Fig. 6a. There is a puddle of water
on the location of the synthetic object in background, and people wish to remove
this puddle of water from background and place the synthetic object under the
ground, the method instructed in Sect. 2 can realize this requirement. Experiment
result is exhibited as shown Fig. 6b. We can see that the water has been removed
and there is shadow on the ground. It produces visual effect just as real objects
would.

Fig. 5 IBL image. a IBL image without local scene. b IBL image with local scene

Fig. 6 Modify background image based on texture transplanting. a Rendering with the original
background. b Rendering with the modified background
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4 Conclusion

In this paper, we provide an IBL method that uses single-view background image in
HDR format to reproduce environment light. Besides, it modifies the background
image for personal preference thanks to texture transplanting. This proposed
method is an extensive use of the general IBL technique. We hoped our work will
be useful for further assisting artists and visual effect study such as light-based
graphics [8].
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Reliability Evaluation of Distribution
Systems Incorporating Distributed
Generators Using Monte Carlo Simulation

Zhenpeng Wu and Aoying Ji

Abstract To evaluate the reliability of distribution network containing distributed
generations (DGs), at first the stochastic characteristics of power output of wind
power generation and microturbine (MT) are researched, and a reliability model of
hybrid generation consisting of DG is built. The Monte Carlo simulation
(MCS) algorithm is applied to a modified main feeder of RBTS Bus 6 distribution
network. The wind turbine (WT) generator is an example to establish the reliability
of distributed power intermittent assessment model. Finally, the reliability of RBTS
Bus 6 is evaluated by the built model and the proposed algorithm. This evaluation
results show that the penetration of DG can improve the reliability indices of the
distribution network.

Keywords Reliability evaluation � Monte Carlo simulation � Distributed
generation

1 Introduction

In recent years, with the development of distributed generation (DG) technology
and national energy saving and emission reduction policies, DG supply has been
widely used in power system, the access of distributed power supply makes the
power system more efficient and flexible [1, 2].

Distributed generation due to the flexible installation location near the load is of
positive significance to alleviate the grid peak power shortage [3]. Many power
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energy experts believe that the combination of power grid and DG is the main way
to save investment, reduce energy consumption, and improve the reliability and
flexibility of power system, it is the development direction of electric power
industry in this century. However, the access of DG changes the structure and
operation mode of the traditional distribution network, which makes the distribution
network from the traditional single power supply network to multi power and the
user’s interconnection [4, 5]. When the components in the system failure, the
distribution network may appear in the isolated island operation mode, continue to
load power supply point. Compared with the traditional power supply, the DG
output power is more random, so the reliability evaluation model and the method of
the distribution network must be changed [6].

On the basis of studying the reliability assessment model, method, and DG
technology of the traditional distribution network, the reliability of distribution
network with DG is evaluated by using the Monte Carlo simulation
(MCS) algorithm. The reliability of RBTS Bus 6 is evaluated by the built model and
the proposed algorithm, the validity of the method is verified. This evaluation
results show that the penetration of DG can improve the reliability indices of the
distribution network.

2 DG Model and Load Model

Distributed power according to its power generation energy is divided into two
categories: one is the use of intermittent energy DG, including wind, solar energy,
geothermal energy, ocean energy, and other forms of power generation; and the
other is the use of nonintermittent energy DG, mainly including internal combus-
tion engine, heat and power, micro gas turbine, fuel cell, and other power gener-
ation form. In this paper, wind turbine (WT) generator and microturbine (MT) are
used as the research objects.

2.1 Intermittent Energy DG

Taking the WT as an example, the model of intermittent DG is established. Existing
research that the wind speed has statistical properties is generally a positive skew
distribution used, to describe the wind speed distribution function. The Weibull
distribution and normal distribution are widely used. If the wind speed approxi-
mation is described by using Weibull distribution, most of the time, wind speed is
located between the cut in the wind speed and the rated wind speed; the relationship
between the output power and wind velocity can be expressed by the following
equation [7]:
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f PWð Þ ¼ K
bC

PW � a
bC

� �K�1

e � Pw�a
bCð ÞK

� �
ð1Þ

where K and C are the scale and shape parameters of Weibull distribution, and
a ¼ Prvci=ðvci � vrÞ, b ¼ Pr=ðvr � vciÞ, Pr is the rated output power of WT, vr and
vci the cut in the wind speed and the rated wind speed.

If the wind speed is described by normal distribution, therefore, it can be
expressed by the following equation [7]:

f Pwð Þ ¼ 1ffiffiffiffiffiffi
2p

p
rvb

e
� Pw�a�blvð Þ2

2 brvð Þ2

h i

ð2Þ

where lv and rv are the mean and variance of wind speed, respectively.

2.2 Nonintermittent Energy DG

Taking the MT as an example, the reliability assessment model of nonintermittent
distributed power supply is established. It consists of n sets of micro gas turbine
generator group and the normal operation of the units obeys the binomial distri-
bution. The output power of MTs can be expressed by the following equation [7]:

P Pd ¼ kPrf g ¼ Ck
np

kqn�kPr; k ¼ 0; 1; 2; . . .; n ð3Þ

where n is the total number of MTs, q is the forced outage rate of MTs and
q ¼ 1� p, and Pr is the rated output power of MTs.

2.3 Load Model

In a lot of power companies, the detailed timing load consumption data is usually
not accurate. The method of building a time-varying load model is a method to
analyze the load characteristics of individual users and combine with the annual
peak load to produce a load model which is based on the hourly variation. Using
statistical data provided by the power sector and typical daily load, monthly load,
and annual load, the load value of each load point is calculated by using the
following equation:

L tð Þ ¼ LyPwPdPhðtÞ ð4Þ
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where Ly is the annual peak load, Pw is the week load percentage of annual peak
load, Pd is the percentage of daily load to the week peak load, and Ph is the
percentage of hourly load of day peak load.

3 Monte Carlo Simulation

3.1 The Conditions of Simulation

DG uses uninterruptible power island operation mode, when the fault occurs, if the
DG’s capacity is greater than the load demand, the island operation can be carried
out. If the DG’s capacity is less than the load demand, it takes the load shedding
strategy. According to the priority of cutting load, the load level is removed from
the lowest load until the power constraint is met.

Only consider the single fault model system.

3.2 Simulation Procedure

1. Read the data and initialize it to form a load level of 8760 h. Set the number of
simulation years, and set up the simulation time.

2. Down times randomly for the system components. Time to failure (TTF) is the
duration that would take the component to fail. This time is predicted randomly
by (5) [6].

TTF ¼ � 1
ki
lnUi ð5Þ

3. Time to repair (TTR) is the time required to repair or replace a filed components.
Also, this time is predicted randomly by (6) [6].

TTR ¼ � 1
l
lnUi ð6Þ

where λ and μ are failure and restoration rates of system component,
respectively. Ui is a uniformly distributed random number.

4. According to the system structure, the load points are determined by the com-
ponents. Determine whether there can be a complex point of continuous power
supply by DG island operation.

5. During the period of the isolated island operation, determine the output power of
DG, meet the operation mode of island, and calculate the index of each load
point.

6. Judge the total simulation time to meet the conditions and then calculate the
reliability index of the system.
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3.3 Reliability Indices

Mostly, forced interruptions in power service are included in reliability evaluation.
These interruptions occur due to the failure of network components. In this study,
some common indices are used to evaluate the reliability of power networks. These
include SAIFI, SAIDI, and ASAI. These indices can be calculated from the relia-
bility indices calculated above.

4 Case Study

Many distribution network reliability studies reported in the literature have used the
IEEE-BRTS Bus4 or Bus6. These networks offer the information needed to conduct
a reliability study. In this study, a modified main feeder of RBTS Bus 6 is used. The
system is shown in Fig. 1. Set simulation time for 1000 years. The peak loads of
island 1 and island 2 are 3.6 and 4.5 MW, respectively. The rated output power of
WTs is 1 MW, the rated velocity of WTs is 14 m/s, the cut-in velocity of WTs is
4 m/s, and the cut-off velocity of WTs is 4 m/s. The failure rate and average repair
time of WTs are 0.22 f/year and 70 h, respectively. The rated output power of MTs
is 1 MW, the failure rate and average repair time of MGTs are 0.18 f/year and 12 h,
respectively. The distributed power supply is connected to it as shown in Fig. 1,
when the fault occurs, the island 1 and the island 2 can be run independently.

The reliability evaluation of distribution network with DGs is carried out
according to the MCS algorithm:

• Case1: without any DG.
• Case2: install three sets of WTs in island 1 and island 2.
• Case3: install three sets of MTs in island 1 and island 2.

The reliability indices of five typical load points are shown in Figs. 2, 3, and 4
and Tables 1, 2, and 3, 4.

The following table is the reliability index of the system under three cases.

• From the results of reliability index, it can be seen that the failure rate of the load
point can be reduced, and the reliability of the system can be improved.

• Compared with DG and no DG case, the access of DG only has effect on the
reliability of the load point of the island, and has no effect on the reliability of
the load point outside the island. By improving the failure rate and outage time
of the load points in the island, the reliability index of the system SAIDI and
ASAI were improved.

• Compared with case 2 and case 3, due to the uncertainty and randomness of
the intermittent DG output, the same capacity of nonintermittent DG than
intermittent DG can improve the reliability of the system.
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Table 1 Failure rate for
some special load points

Case LP3 LP9 LP12 LP16 LP21

1 1.602 1.629 2.026 2.261 2.253

2 1.602 1.629 2.026 0.962 1.177

3 1.602 1.629 2.026 1.312 1.713

Table 2 Average repair time
for some special load points

Case LP3 LP9 LP12 LP16 LP21

1 5.177 6.777 6.243 4.942 6.006

2 5.190 6.713 6.213 8.403 7.218

3 5.190 6.713 6.213 6.394 5.437

Table 3 Outage time for
some special load points

Case LP3 LP9 LP12 LP16 LP21

1 6.687 8.942 10.514 10.336 11.321

2 6.703 8.853 10.458 6.471 6.449

3 6.704 8.854 10.457 6.173 7.560

Table 4 Reliability indices
of RBTS Bus 2

Index Case 1 Case 2 Case 3

SAIFA 1.638 1.320 1.445

SAIDI 8.052 6.895 7.133

ASAI 0.9991 0.9992 0.9992
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5 Conclusion

Firstly, the reliability evaluation of distribution network with DG is solved by using
the MCS algorithm combined with the different operating characteristics of the MTs
and the WTs. Finally, taking the main feeder of RBTS Bus6 F4 system as an
example, the reliability evaluation index of the DG system is calculated, the role of
DGs in improving the reliability of the distribution network is proved. The
implementation of variable DGs such as MT and WT can positively influence the
reliability of the system.
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Circular Synthetic Aperture Sonar
Imaging Using Isometric Angle
Characteristic

Guo-hui Di, Jun Wang and Fu-lin Su

Abstract Circular synthetic aperture sonar (CSAS) can provide fine image of
interest region in three dimensions through the sonar movement along a circle at a
fixed height. The severe computation complexity of the state-of-the-art imaging
algorithms is of great trouble during the usage process of CSAS. According to the
relationship between the azimuth and the peak-valued curve of the returns of CSAS,
the isometric angle characteristic is revealed in the paper. A fast inverse algorithm
of CSAS imaging employing the isometric angle characteristic is proposed com-
bined with CLEAN algorithm. The numerical experiments show the effectiveness
and the low computational complexity of the proposed algorithm.

Keywords Circular synthetic aperture sonar (CSAS) � Isometric angle � Inverse
approach � Imaging algorithm

1 Introduction

Circular synthetic aperture sonar (CSAS) technique can provide high-resolution
image of the interest region on three dimensions (3-D), which is first proposed in
[1]. The circular synthetic aperture framework has been deeply studied in the field
of radar imaging [2–6]. The pop imaging algorithms include back-projection
algorithm and point-to-point correlation algorithm in time domain, and the wave
front reconstruction algorithm in the wave number domain. The algorithms in time
domain are widely employed because of its clear logical process, however these
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algorithms suffer severe computation complexity. To resolve the computational
burden, some modified algorithms are developed such as the back-projection
approach using fast factorization [7] and the precise polar formation algorithm
(PFA) [8]. Nevertheless, none of the modified algorithms takes advantage of the
geometry of the circular trajectory of CSAS. In this paper, a fast inverse algorithm
of CSAS imaging algorithm employing the characteristic of circular trajectory is
proposed combined with CLEAN algorithm, and the inversion formula of the point
target is developed.

2 Analysis of the Returns of CSAS

As shown in Fig. 1, the sonar platform navigates along a circle with a radius
R which is located in the plane on a fixed height h. Assuming that the projection of
imaging scenario onto the bottom plane with height h = 0 is a round cake with a
radius r, the beam of sonar always points to the center of the round cake while
moving along the circular trajectory. The angular velocity of the sonar is x ¼ v=R,
where v denotes the linear velocity. For simplicity, we define the elevation angle
hz ¼ arctan h=Rð Þ, the target angle along the track hx ¼ arcsin r=Rð Þ, and the slant
distance of scenario center R0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ h2

p
.

In the following, the formulation of CSAS returns will be addressed. In theory,
the resolution of CSAS in the range and azimuth dimensions is relevant with the
carrier frequency, and the resolution in the height dimension depends on the
bandwidth of illuminating signal. The sonar signal can be expressed as

pðtÞ ¼ expðj2pf0tÞ expðjpct2Þ ð0� t� TÞ ð1Þ

where T denotes the pulse width and f0 denotes the carrier frequency.
With regard to the underwater target Pðx; y; zÞ with omnidirectional scattering

function f ðx; y; zÞ when the variation of the instantaneous distance between the
target and sonar is ignored, the return can be formulated as sðt; hÞ follows:

x

y

θ

r

R

sonar

R

0R

R−

z

0z

rr− 0

(b)(a)

sonar

Fig. 1 The geometry of CSAS. a Top view. b Side view

376 G. Di et al.



sðt; hÞ ¼
ZZZ

f ðx; y; zÞ � p½t � 2RpðhÞ
�
c�dxdydz ð2Þ

where h denotes azimuth, t denotes the fast time, and c denotes the wave speed. The
slant distance between sonar and the target whose coordinate is (x, y, z) as the
motion of sonar platform is

RpðhÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� R cos hÞ2 þðy� R sin hÞ2 þðz� hÞ2

q
ð3Þ

3 The Imaging Using Isometric Angle Characteristic

In the following, the influence on the return waveforms of the distribution of point
target in three dimensions will be addressed. Based on the Eq. (2), Fig. 2a depicts
the waveform of scatters which are located in different azimuths but at the same
range and height. Similarly, Fig. 2b, c illustrate the waveform of scatters which are
only distributed in different ranges and different heights, respectively. As a
benchmark, the return of the scatter located in (0, 0, 0) is present in the figures.
Some useful remarks can be summarized as follows:

For the targets located in different azimuths, the amplitudes of the returns are
identical while the initial phases are different; for the targets located in different
ranges, the amplitudes are proportional to their ranges and the initial phases are
identical; for the targets located in different heights, both the amplitudes and initial
phases are identical, but the delays of the returns are different.
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The distance between the target and the platform of CSAS varies while the
platform moves along the circular trajectory. For convenience, the azimuth of the
platform when the distance between the target and the platform takes the maximum
value Rmax is denoted as Amax, and the azimuth corresponding to the minimum
distance Rmin is denoted as Amin. Based on the Eq. (3), the distance curve between
the platform and the target is a sine function; moreover the amplitude of the sine
function is subject to the distance qP. The amplitude of the sine function, i.e., the
difference DðqPÞ ¼ Rmax � Rmin, is a nonreduction function of the variable qP. The
distance difference DðqPÞ can be written as

DðqPÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ qpÞ2 þ h2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR� qpÞ2 þ h2

q
ð4Þ

Based on the analysis about the distance between target and platform, the
back-projection algorithm can be implemented as the following description.
Considering the target on the bottom plane, the echo delay when the platform is at
the azimuth h will be the same as the echo delay of the point target at the imaging
center as the following

R0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ h2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� R cos hÞ2 þðy� R cos hÞ2 þð0� hÞ2

q
ð5Þ

In nature, when the projection of the platform lies in the middle vertical line of
the line connecting the imaging point target and the image center, the distance
between the platform and the imaging target will be the same as the distance
between the platform and the imaging center. As illustrated in Fig. 3 about the point
target P1, the line OP1 is the line connecting the imaging center O and the target P1,
and the line A1B1 is the middle vertical line of the line OP1. Only when the platform
moves at the position corresponding to A1 and B1, the distance between the platform
and the point target P1 is the same as the distance between the platform and the
imaging center O. At this moment, both the angles, h1 ¼ \P1OA1 and h2 ¼

(a)

O 1P2P3P

(b)

3B 2B 1B

O 1P

2A

2P

3P

3
B

2B

1B

1A1A
2A3A 3A

Fig. 3 The sketch of isometric azimuths. a The targets which are located at different ranges. b The
target which on different azimuths
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\P1OB1 are defined as the isometric angles. According to the isometric azimuths h1
and h2, the polar coordinate of the target can be shown as

qP ¼ 2R cos½ðh1 � h2Þ=2�
hP ¼ ðh1 þ h2Þ=2

�
ð6Þ

On the basis of Eqs. (4) and (6), the difference of the distanceDðqPÞ is the function
of the included angle, i.e., the included angle d can be expressed using DðqPÞ

d ¼ 2rac cos D=4Rð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4R2 þ 4h2 � D2ð Þ= 4R2 � D2ð Þ

ph i
ð7Þ

In the above equation, the distance difference DðqPÞ is abbreviated as
D. Considering the imaging region consisting of N point targets, the number of the
isometric azimuths will not exceed 2N, therefore the number of included azimuth
may be N * (2N − 1). In order to acquire all the target coordinates, the true
N number of isometric azimuths must be determined. The CLEAN algorithm is
employed to obtain the information of the targets through iterative inverse approach
as follows:

1. Based on the returns after the procedure of range compression, construct the
azimuth assemble D1 ¼ fh1; h2; . . .; hkg of the points which correspond to the
distance of R0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ h2

p
from the imaging center O.

2. Determine the maximum range difference D1 of every return curve.
3. Calculate the included angle d1 based on the range difference D1 using the

Eq. (6), and estimate the azimuths ĥi and ĥj of the points on the return curve
which correspond to the distance R0. Search the angles hi and hj in the assemble

D1 which are closed to the estimated azimuths ĥi and ĥj on the above step, and
then the target position Pðxi; yjÞ based on Eq. (6).

4. Recalculate the returns of target Pðxi; yjÞ, and then remove the return of target
Pðxi; yjÞ from the return.

5. The Step 1-Step 5 should be executed until the maximum amplitude of returns is
less than the threshold Ta, the return which is less than the threshold Ta can be
treated as noise.

4 Numerical Experiments

4.1 A Simple Imaging Example

In the subsection, the performance of the proposed inverse approach is evaluated
through numerical experiments. In the experiments, the height of platform h is
200 m and the radius R is 200 m, the sonic velocity is 1480 m/s. The illuminated
signal is a linear frequency modulation (LFM) signal whose bandwidth is 10 kHz,
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the pulse width is 6.2 ms, and the carrier frequency is 22 kHz. The sampled interval
on the azimuth dimension is 0.1°, the sampled frequency on the range dimension is
160 kHz. Figure 4 depicts the part of the returns at the distance R0 of the single
target at (20, 0) on the azimuth dimension.

The corresponding azimuths can be obtained, 87.1° and 272.9°, and then the
estimating coordinate of the target qP ¼ 20:2372 and b ¼ 0. The error between the
estimated and actual coordinate of the target is 0.01186 %.

4.2 The Resolution of the Inverse Approach

The resolution of the proposed inverse approach is analyzed in the following. The
target return after demodulation, the output of the matching filter is

sðt; hÞ ¼ Tr sin c pcTr t � 2RpðhÞ
c

� �� �
exp j2pf0 t � 2RpðhÞ

c

� �� �
ð8Þ

Observing the image on the azimuth dimension when t ¼ 2R0=c as follows

sðh;R0Þ ¼ TrSa 2cTrqp cos hz sinðhþ aÞ=c	 

cos 4pf0qp cos hz sinðhþ aÞ=c	 
 ð9Þ

Based on the symmetrical characteristic of the circle, there is no influence onto
the feature of the return except for the time of arrival when only the azimuth h
changes. Using the approximation sin h � h when h tends to zero, the first
zero-value point of the function sin cð�Þ is

2pcTrqp cos hz � hB ¼ �p ð10Þ

Consequently, the main lobe width can be formulated as

jhBj ¼ c
�

2Brqp cos hz
� � ð11Þ

According to Eq. (11), the resolution of CSAS using the proposed inverse
approach is determined by the signal bandwidth and the target-center distance qp.
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With the increase in qp, the resolution performance is improved. The imaging
variation on the azimuth dimension may appear with respect to the target located in
the imaging center. Figure 5 shows the CSAS image using the proposed approach
including four targets; it is clear that the imaging performance decreases with the
increase in target-center distance.

4.3 Computation Complexity

Considering the imaging scenario is discretized into M � N grids, where M denotes
the grid number on azimuth dimension and N the grid number on range dimension.
The computation complexity of the proposed approach and other algorithms is
shown in Table 1.

The computation complexity of the inverse approach is proportional to the
number of targets, and has nothing to do with the size of the imaging scenario. In
consequence, the proposed approach is especially fit for using in sparse scenario.

For the sake of improving the accuracy of inverse operation, we can take
advantage of the image on the azimuth dimension at other range cell. For an
arbitrary fast time t ¼ 2ðR0 þDRÞ=c, the image on the azimuth dimension can be
shown as
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Fig. 5 The image using the inverse approach including four targets. a The target returns at the
distance of R0. b The estimated target coordinates using the proposed approach

Table 1 The computation complexity

Back-projection
algorithm

Modified
back-projection
algorithm

The proposed inverse
approach

Computation
complexity

O M2Nð Þ O NM log2 Mð Þ O MNð Þ
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sðh;DRÞ ¼ Tr sin c 2pcTr½DRþðx cos hþ y sin hÞ cos hz�=cf g
� cos 4pf0 cos hz½DRþðx cos hþ y sin hÞ cos hz�=cf g ð12Þ

In the case that the projection of the platform is not located on the perpendicular
bisector of the line OP, the distance between the target P and the platform is not
equal to R0. Supposing the distance is R0 þDR, and the distance between the point
A and the platform position B is R0 þDR, the polar coordinate of the target can be
shown as

qP ¼ R cos½ðh1 þ h2Þ=2� þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþDRÞ2 � h2 � R2 sin2½ðh1 þ h2Þ=2�

q

hP ¼ ðh1 þ h2Þ=2

(
ð13Þ

Combining the estimated target position according to the Eq. (13) and the
estimated result according to the Eq. (6), we can achieve more accurate estimated
coordinate of the target.

5 Conclusion

In the paper, the inverse approach is proposed to accomplish the CSAS imaging
which exploits the isomeric angle characteristic on the azimuth dimension.
Comparing the traditional CSAS imaging methods, the proposed approach has lower
computation complexity and higher resolution. Numerical experiments show the
effectiveness of the proposed inverse approach. Due to the number of samples on the
range dimension and the quantization series, the imaging variation on the azimuth
dimension may appear with respect to the target located in the imaging center.
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Analysis of the Choice of a Serial Reactor
in a Parallel Capacitor Device

Xianzhong Long, Xiaobo Liu and Da Song

Abstract When there are harmonic sources in a system, a parallel capacitor will
enlarge the harmonics, producing harmonic resonance. Since it is an effective
strategy to install a suitable reactance rate of reactor into the capacitor to restrain the
harmonics, further analysis is necessary on the choice of reactance rate. This article
analyzes the relationship between the effective capacity, the ability to suppress the
harmonic, the insulation of the parallel capacitor and the series the reactor in
capacitor. On this basis, the article studies the deficiency of the existing reactance
rate in capacitor and provides more detailed options. Generally it is a very good
remedy for harmonic suppression to string a reactor in the capacitor. So, analyzing
the reactance rate of the parallel capacitor is very important.

Keywords Parallel capacitor � Reactance rate � The insulation of the capacitor �
The effective capacity of the capacitor � Reactor

1 Introduction

The parallel capacitor provides reactive power compensation to ensure the stability
of the system’s voltage. When the parallel capacitor is placed into the system, it will
produce large switching inrush current, which must be less than twenty times the
rated current. When the harmonic sources exists in the system, the capacitance
value of a capacitor and the system’s equivalent reactance value change, which may
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enable systematic harmonic amplification and resonance. The installation of an
inductor into parallel capacitors can be used to suppress the capacitors’ switching
inrush current and can also play a function to suppress the harmonics of a specific
frequency. However, while the selection of reactance rate in the design specification
of the parallel capacitor device is relatively simple, in practice, it is not easy to
grasp. Therefore, it is necessary to carry out more specific analysis on the selection
of the reactance rate under various harmonic sources.

Most of the existing research studies are aimed at the specific power system for
the selection of parallel capacitor reactance rate, so the promotion of the results is
not strong. Also, a part of the research starts from the principle to avoid the
capacitor resonance and reduce the magnification times of the harmonic magnifi-
cation, so the selection of reactance rate of parallel capacitor is analyzed and
verified [1–3]. In reference [3], the reactance rate combinations of 4.5–6 % and 12–
13 % are proposed to suppress the third harmonic amplification. In the reference
[3–6], a practical application of the reactance rate selection principle is put forward,
which is based on the magnification times of specific harmonics of different reac-
tance ratios.

However, the results obtained from these studies have not considered the rela-
tionship between the insulation of parallel capacitor and the capacity of the
capacitor and the ability to suppress harmonics of the capacitor, so the selection of
the reactance rate is not the most ideal.

2 Resonance Analysis of a Capacitor

The circuit model and the equivalent diagram of a capacitor device with reactor in
series are shown in Fig. 1, where the device is connected with the harmonic source
on the bus [4–6]. In Fig. 1, the In are harmonic sources, the Isn is the harmonic

(a) (b)

Fig. 1 Circuit diagram of parallel capacitor device with harmonic source. a. Schematic diagram
b. Equivalent circuit diagram
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current flowing through the system, the Icn is harmonic current flowing through the
capacitor branch, nXs is the reactance value of the system when the nth harmonic
exists, nXL is the reactance value of reactor when nth harmonic is in the capacitor
branch, and Xc/n is the capacitance value of a capacitor when the nth harmonic is in
the capacitor branch.

From Fig. 1:

Icn ¼ In
nXs

nXs þ nXL � Xc=n
ð1Þ

Isn ¼ In
nXL � Xc=n

nXs þ nXL � Xc=n
ð2Þ

Zn ¼ nXs nXL � Xc=nð Þ
nXs þ nXL � Xc=n

ð3Þ

Series resonant point of capacitor branch: n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
Xc=XL

p
;

Parallel resonant point of capacitor branch: n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xc= XL þXsð Þp

;
The expression of the reactance rate in the capacitor device is: K ¼ XL=XC.

When the harmonic in the power network is required to be suppressed, this can
be realized by changing the reactance rate of the capacitor to make the capacitor
branch to the present sensibility to the lowest harmonics in all of the harmonic [1–
3]. Because XL is very large relative to Xs, in order to avoid the system sliding into
parallel resonance for various reasons, the value of K should be K[ 1=n2 [7–10].
The general selection rules for the reactance rate are as follows:

1. for switching the inrush current of capacitor, the reactance rate can be chosen
from 0.1 to 1 %;

2. if the system mainly consists of third and higher harmonics, the reactance ratio
combination of 12 % or two 12 % and 4.5–5 % are chosen;

3. if the system mainly consists of fifth and higher harmonics, choose the reactance
rate between 4.5 and 5 %.

While these are more general considerations, the operability is not strong in
practical application. This paper considers three approaches; the combination of the
insulation of the capacitor; the effective capacity of the capacitor; and the ability of
the capacitor to suppress the harmonics, all of which can make the reactance rate
selection rules more specific. This scheme is more reasonable and more practical for
the practical requirements of the capacitor, which is based on the insulation of the
capacitor, the capacity of the capacitor and the ability to suppress the harmonics.
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3 Analysis of the Influence of the Reactance Rate

3.1 Effect of a Reactor on the Capacity of a Capacitor

The capacity of the capacitor whose series reactance rate is K is as follows:

Qcn ¼ Sd
1
n2

� K

� �
ð4Þ

In the above formula, Sd is the short circuit capacity of the capacitor connected to
the bus.

It can be seen that, with the increase of the reactance rate, the effective capacity
of the capacitor is reduced, which means that the reactive power compensation
capacity of the power system is reduced. The capacity of reactive power com-
pensation in a power system is designed in advance, so the larger reactance rate will
not only result in a greater waste of capacity, but it will also cause great economic
losses to the power network, and it will add some difficulties to the design and
manufacture of capacitors. Therefore, under the premise of meeting the technical
requirements, the smaller the reactance of the capacitor, the better the economy.

3.2 Effect of Reactor on Harmonic Voltage Amplification

When the reactance rate of K of the reactor is connected to the capacitor, the
amplification rate of the harmonic voltage is as follow:

Fn ¼ n2K � 1
n2 SþKð Þ � 1

����
���� ð5Þ

In the above formula: S ¼ Qcn=Sd .
It can be seen that, with the increase of the reactance rate, the amplification times

of the specific harmonic are reduced.

3.3 Effect of Reactor on the Voltage at the End
of the Capacitor

The voltage of the capacitor, after being strung into a reactor with a reactance rate
of K at the end of the reactor, is as follow:
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Ucn ¼ Un= 1� Kð Þ ð6Þ

It can be seen that the voltage at the end of the capacitor increases with the
increase of the reactance rate, and then the insulation requirements of the capacitor
are also improved. The voltage of a capacitor which has the series reactor will be
increased, and the amplitude of the increase is related to the percent of the series
reactor.

That is, for fifth or higher harmonic, K[ 4% should be taken; for the third or
higher harmonic, K[ 11:1% should be taken. As can be seen, when the reactance
rate is 0.1–1 %, it has very good inhibitory effect on the switching current of a
capacitor, and the amplification of the 3rd, 7th and 5th harmonics are large, which
can lead to 5th and 7th harmonic resonance; when the reactance rate is 4.5–5 %, it
has very good inhibitory effect on the 7th and 5th harmonics, and the amplification
of 3rd harmonic is great, which may lead to the third harmonic resonance; when the
reactance rate is 12–13 %, it has very good inhibitory effect on the third and higher
harmonics.

4 Reactance Rate Selection

4.1 When There Is no Harmonic in the System

In order to limit the inrush current of capacitor, a reactance rate can be selected from
0.1 to 1 %. Because of the reactance rate is high, the capacitor insulation
requirements are also higher, and the effective capacity of capacitor will decrease,
so the low reactance rate is selected to suppress the inrush current. For example, a
reactance rate can be taken as 0.1–0.5 %.

4.2 When the System Is Mainly of 3rd Harmonic
and Higher

1. If the contents of the 3rd and higher harmonics are small (i.e., the allowable
value of harmonic content has not been achieved), consideration of the harmonic
content is small, so the capacitor insulation requirements and capacitor effective
capacity should be of primary consideration. The reactance rate of 1–0.5 % can
be used, and amplification of 5th and 7th harmonics should be verified to ensure
the amplification of 5th and 7th harmonics are in the acceptable range.

2. If the contents of the 3rd and higher harmonics are large (i.e., the harmonic content
is not limited or near it), then the ability to suppress harmonics should be put the
primary consideration. Taking into account the 3rd harmonic does not exceed the
standard, and, while the reactance rate of 4.5–5 % has a great amplification effect
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on the 3rd harmonic, the reactance rate combination of 12–13 % and 4.5–5 % is
considered.

3. If the content of the 3rd or higher harmonics is very large (i.e., the harmonic
content exceeds the limit value), then the ability to suppress harmonics should
be put into first place. Taking into account that the 3rd harmonic exceeds the
limit, the reactance rate of 12–13 % should be used.

4.3 When the System Is Mainly of 5th Harmonic and Above

1. If the contents of 5th and higher harmonic are small (i.e., the allowable value of
harmonic content has not been achieved), consideration of the harmonic content
is small, so the capacitor insulation requirements and capacitor effective capacity
should assume primary consideration. The reactance rate of 0.5–1 % can be
used, and amplification of the 5th and 7th harmonic should be verified to ensure
the amplification of 5th and 7th harmonic are in the acceptable range.

2. If the contents of the 5th and higher harmonics are large (i.e., the harmonic
content is not limited or near it), then the ability to suppress harmonics should
be put of primary importance. Taking into account that the 5th harmonic does
not exceed the standard, the reactance rate of 4.5–5 % is considered.
Considering the capacitor insulation requirements and capacitors’ effective
capacity, the reactance rate of 4.5 % should be used.

3. If the content of the 5th or higher harmonics is very large (i.e., the harmonic
content exceeds the limit value), then the ability of suppress harmonics should
be put first. Taking into account that the 5th harmonic exceeds the limit, the
reactance rate of 5 % should be used.

5 Conclusion

The parallel capacitor reactance rate of a capacitor has great influence on switching
inrush current, harmonic suppression, a capacitor’ effective capacity and the
capacitor’s insulation requirements. Through theoretical analysis, with the increase
of the reactance rate, the capacity of a capacitor is reduced, the ability to restrain
harmonics is enhanced, and the insulation requirement of a capacitor is increased.
For the selection of the reactance rate, the conclusions are as follows:

1. when the system has no harmonics, the reactance rate of 0.5–0.1 % should be
taken;

2. when the system is mainly of 3rd harmonic and above, if the contents of the 3rd
and higher harmonics are small, the reactance rate of 0.5–1 % can be used; if the
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contents of the 3rd and higher harmonics are large, the reactance rate combi-
nation of 12–13 % and 4.5–5 % is considered; if the content of the 3rd or higher
harmonics is exceeded, the reactance rate of 12–13 % should be used.

3. when the system consists mainly of the 5th harmonic and above, if the contents
of the 5th and higher harmonics are small, the reactance rate of 0.5–1 % can be
used; if the contents of the 5th and higher harmonics are large, the reactance rate
of 4.5 % is considered; if the content of the 5th harmonics or higher is exceeded,
the reactance rate of 5 % should be used.

Through theoretical analysis combined with the actual situation of power net-
works, this paper analyzes the effective capacity of the capacitor, the capacity of the
capacitor to restrain the harmonic power, and the insulation requirements of
capacitor, so that the selection principle of the reactance rate of a capacitor is
obtained. Compared with the currently used method of selecting the reactance rate
of a capacitor in a power network, the selection principle of the reactance rate of a
capacitor in this paper is more specific and reasonable. In this paper, the selection
principle of the reactance rate of capacitor not only considers the suppression of
harmonics, but also takes into account the effective capacity of the capacitor and the
insulation requirements. By taking into account these three aspects, the final choice
will yield better economic and other practical consequences. The selection principle
of the reactance rate of capacitor in this paper has great reference value for the
design and planning of power networks.
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Decision Fusion Moving Target Detection
of Radar Video Based on D-S Evidence
Theory

Xiaohan Yu, Wei Zhou, Jian Guan and Wenchao Hu

Abstract In dense clutter and complex multi-objective situation, radar automatic
detection and tracking will produce many false tracks. In order to solve this
problem, first, using iterative threshold segmentation method to rapidly detect the
suspected targets from a single frame radar video image, and gaining the continuous
multiframe detection results by accumulation. Then, synthesize single frame
detection results and multiple frames accumulation results to extract the area change
ratio and energy density of targets, and build their basic probability assignment
(BPA) functions, respectively. In addition, D-S evidence theory is adopted to carry
out decision fusion, to obtain the optimal decisions in order to realize the automatic
detection of moving targets. Finally, the effectiveness of the algorithm is verified by
experimental results.

Keywords Area change ratio � Energy density � BPA � D-S evidence theory �
Decision fusion � Moving target detection

1 Introduction

Radar plays a vital role in ocean surveillance, and moving target detection and
tracking is the most basic function of radar [1]. In recent years, most of the new
radars have the function of automatic detecting and tracking. But in dense clutter
and complicated multi-objective situation, the target detection false alarm rate is
high, track processing is difficult, and it is easy to form false tracks [2]. Therefore,
studying a steady method for automatic detection of marine moving targets is of
great significance.
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Compared with traditional radar signal processing, it can view the sequence
consisting of graphic display radar echo signal in chronological order as radar video
and research the radar target detection from the perspective of computer vision.
Its advantage is that the time and space attribute of target can be comprehensively
considered to improve detection speed and accuracy [3]. At present, commonly
used moving target detection methods based on image are interframe difference
method [4], optical flow field method [5], background difference method [6], etc.
Different from above methods, this paper introduces the information fusion ideas to
moving target detection, and D-S evidence theory is adopted to carry out decision
fusion.

2 Algorithm Description

2.1 Single Frame Detection

Radar images are gray images, the gray values of land area and ship targets in
images are higher, the gray values of surface areas are lower. There is no overlap
between targets, so the suspected targets can be segmented from background by
threshold segmentation. This paper uses the iterative threshold segmentation
method for radar image’s segmentation. After threshold segmentation, radar image
contains some independent points and tiny holes, it needs morphological process-
ing. This article adopts the method of morphological expansion to fill holes and
bridge cracks. Figure 1 shows the single frame detection results of two sets of
typical radar image data, from left to right in turn are original radar image slices,
threshold segmentation results, and morphology processing results.

From Fig. 1, we can find that through iterative threshold segmentation, the sea
clutter and noise are eliminated effectively, but it is still unable to determine
whether the detection results of suspected targets are moving targets or not, which
needs further judgment.

2.2 Multiframe Accumulation

Radar video is composed of radar images sequence in chronological order. If we
accumulate the detection results of continuous multiple frames, obtain the historical
routes of targets, the features can be extracted through different historical routes’
characteristics of moving targets and static targets. Suppose the ith frame detection
result is Ii, the continuous i frames accumulation result is Iti ¼ I1 [ I2 [ � � � [ Ii.
Figure 2 shows 20 frames’ accumulation results of Fig. 1, marked area is the 20th
frame detection result.
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Fig. 1 Single frame detection results of typical radar images a The first set of data. b The second
set of data

Fig. 2 Multiframe accumulation results of typical radar images a The first set of data. b The
second set of data
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2.3 Target Feature Extraction

From Fig. 2, we can find that the most visible difference between moving target and
static target is the proportion of target contour in target trajectory. In addition, from
energy viewpoint, their energy distribution will be different. Next, we will syn-
thesize single frame detection results and multiple frames accumulation results to
extract the area change ratio and energy density of targets.

2.3.1 Area Change Ratio

We introduce the concept area change ratio to describe the proportion of target
contour in target trajectory. Area change ratio can be defined as the ratio of target
area and connected trajectory region’s area. After threshold segmentation, radar
image becomes binary image. Target area is the pixels number in binary image, that
is A ¼ Pm�1

x¼0

Pn�1
y¼0 f ðx; yÞ. The area change ratio of ith frame is Ari ¼ Ai

Asi
, Ai is the

target area of ith frame, and Asi is the connected region’s area after i frames
accumulation.

2.3.2 Energy Density

For static target, the target position almost remains unchanged, continuous radiation
of electromagnetic wave will build up energy at the target area; but the position of
moving object is constantly changing, energy will disperse in the target trajectory.
Therefore, the energy distribution of moving target and static target must be dif-
ferent. We introduce the concept energy density to describe the energy distribution
of target. Reflected on the radar image after binarization, energy can also be
quantitatively described by pixels number, the ith frame’s target energy density is

Pri ¼
P

Ai

Asi
.

2.4 Feature Decision Fusion

Decision-level image fusion is a further fusion process after the characteristic
information classification, identification, and other processing of each image. It is a
higher level information fusion, its final decision result is the global optimal
decision [7]. Decision fusion always uses all kinds of uncertainty reasoning tech-
nology. This paper adopts D-S evidence theory to fuse the area change ratio and the
energy density extracted from Sect. 2.3, the fusion result is the final judgment
criteria of moving targets.
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2.4.1 D-S Evidence Theory

D-S evidence theory is a kind of inexact reasoning method, which fuses belief
functions coming from two or more evidence body together through certain com-
bination rules, and gets a new belief function as decision criterion. The theory has
strong flexibility on distinguishing the uncertain and correct reflection of evidence
collection [8].

Suppose H is a recognition framework, C and D are different evidences in H,
their BPA are m1 and m2, the combination formula is

mðBÞ ¼
0 B ¼ £P
Ci\Dj¼B

m1 Cið Þm2 Dj
� ��ð1� KÞ B 6¼ £

(
ð1Þ

K ¼
X

Ci\Dj¼£

m1 Cið Þm2 Dj
� �

\1 ð2Þ

In the formula, K means normalizing factor. If K 6¼ 1, m confirms a combination
of BPA; if K ¼ 1, m1 and m2 are contradictory, the BPA cannot be combined.

2.4.2 BPA Construction

Before feature decision fusion of area change ratio and energy density, we need to
build their BPA functions, respectively. Based on the analysis of abundant radar
image slices data, we can obtain their moving targets probability piecewise func-
tions y1 and y2, and corresponding confidence coefficient Q1 and Q2. The BPA is

mi ¼ Qi � yi
miðHÞ ¼ 1� Qi

�
ð3Þ

2.4.3 Optimal Decision Rule

The result of feature decision fusion is the global optimal decision, such as the final
judgment standard of moving targets. Set 9B1;B2 � H, if they meet

m B1ð Þ ¼ max m Bið Þ;Bi � Hf g
m B2ð Þ ¼ max m Bið Þ;Bi � H;Bi 6¼ B1f g

�
ð4Þ

m B1ð Þ[ e1
m B1ð Þ � m B2ð Þ[ e2

�
ð5Þ

B1 is the optimal decision, e1; e2 are predefined thresholds. In this paper,
e1 ¼ 0:9, e2 ¼ 0:1.
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3 Experimental Results and Analysis

Above algorithm is realized by programming on MATLAB 2010 platform. Select
part of radar image collected from a certain type of shore-based radar as the
experimental data, the total amount of images are 300 frames. The first 200 frames
are used for prior analysis to obtain the optimal decision, the remaining 100 frames
are used for algorithm validation. For illustration purpose, we cut out two set of
image data from the original radar image (as shown in Fig. 1), Fig. 3 shows the area
change ratio curve of the first 50 frames. For the target which suddenly disappears
on or two frames but appears again on the back frames, we use the result of
previous frame.

From Fig. 3, we can find that with the increase of accumulation of frames, the
area change ratios of targets 1, 2, 3, 4 have been showing a tendency of decline
starting from 1; the area change ratios of targets 5, 6, 7 are volatile without obvious
changing rules, but are all above 0.5.

Table 1 shows the energy density of typical frames chosen from the first 50
frames. The information we can get from it is the energy densities of targets 1, 2, 3,
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Fig. 3 Area change ratio curve of targets a The first set of data. b The second set of data

Table 1 Energy density of targets

Frame 1 3 5 7 10 15 20 30 40 50

Target 1 1.00 2.63 3.61 4.31 5.30 6.96 7.63 8.97 9.35 9.74

Target 2 1.00 2.03 2.69 3.28 5.05 5.96 6.28 6.63 6.90 7.26

Target 3 1.00 2.65 4.00 5.26 6.47 8.10 9.64 10.37 10.82 10.96

Target 4 1.00 2.33 3.37 4.41 6.63 7.45 8.76 10.05 10.94 11.15

Target 5 1.00 2.72 4.16 5.56 7.44 10.04 12.61 16.33 21.07 26.82

Target 6 1.00 2.41 3.84 5.18 5.71 8.35 11.17 18.15 22.32 27.38

Target 7 1.00 1.75 3.25 4.68 5.23 7.29 9.73 13.23 16.37 20.17
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4 increase slowly starting from 1 and gradually stabilize at about 10; the energy
densities of targets 5, 6, 7 keep growing starting from 1.

Ideally, according to the physical meanings, the area change ratio of moving
targets should keep decreasing starting from 1, and be more and more close to zero
at last, the energy density should be stable at a fixed value; the area change ratio of
static targets should be close to 1, the energy density should keep increasing. But
for measured data, the area of one same target on two consecutive frames may not
totally be the same because of the influence of the target fluctuation. The bina-
rization processing of original image may cause energy attenuation to some extent.
These factors lead to the differences between extracted characteristic values and the
ideal state. But it basically meets the change rule, and will not have a significant
impact on the experimental results.

Through analyzation of the first 200 radar images and consideration of the
artificial interpretation results, we can get the moving targets probability piecewise
functions of area change ratio and energy density are, respectively,

y1 ¼
1 0\Ari � 0:3
0:7 0:3\Ari � 0:6
0:15 0:6\Ari � 1

8
<
: ; y2 ¼

0:9 0\Pri � 8
0:5 8\Pri � 15
0:05 Pri [ 15

8
<
: ð6Þ

And their corresponding confidence coefficients are Q1 ¼ 0:75, Q2 ¼ 0:7. The
combination result obtained from formula (1) is as follows:

mðBÞ ¼

0:9815 0\Ari � 0:3; 0\Pri � 8
0:8814 0\Ari � 0:3; 8\Pri � 15
0:6683 0\Ari � 0:3;Pri [ 15
0:8774 0:3\Ari � 0:6; 0\Pri � 8
0:6831 0:3\Ari � 0:6; 8\Pri � 15
0:4038 0:3\Ari � 0:6;Pri [ 15
0:5709 0:6\Ari � 1; 0\Pri � 8
0:3195 0:6\Ari � 1; 8\Pri � 15
0:1345 0:6\Ari � 1;Pri [ 15

8
>>>>>>>>>>>><
>>>>>>>>>>>>:

ð7Þ

In the formula, m B1ð Þ ¼ 0:9815, m B2ð Þ ¼ 0:8814, put them into formula (5),
they meet the optimal decision rules. So, the optimal decision is

0\Ari � 0:3; 0\Pri � 8 ð8Þ

Namely when the area change ratio and energy density of target meet formula
(13), the target is a moving target.

Next, we use the remaining 100 radar images to verify this algorithm. It can be
found in Fig. 3 and Table 1 that the characteristic values extracted from the first 10
frames are not stable, which cannot be seen as judge standard. Therefore, we output
the moving target detection results beginning from the 211th frame. Figure 4 shows
the detection results of several key frames.
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Figure 4 shows that the algorithm detected five moving targets S1, S2, S3, S4,
S5 in order. According to the artificial interpretation results, after the 300th frame
image was processed, all moving targets were detected effectively except the target
L1 on the 219th frame, which only appeared on a few frames and quickly disap-
peared. Therefore, with low false alarm rate, the algorithm has good detection
effects for the stability moving targets. It effectively solves the problem of high false
track rate of radar automatic detection and tracking in dense clutter and complex
multi-objective situation. For the detection of maneuvering moving targets, its
performance remains to be further improved.

Fig. 4 Moving target detection results a The 219th frame. b The 246th frame. c The 275th frame.
d The 300th frame
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4 Conclusion

This paper introduces the information fusion ideas to radar video moving target
detection and extracts two effective features to describe targets and fuses them using
D-S evidence theory to obtain the optimal decision rule as the standard of moving
target automatic detection. The effectiveness of the algorithm is verified by the
collected marine radar data. Next, we will consider extracting more features for
fusion, in order to enhance the algorithm’s detection performance for maneuvering
fast moving targets. At the same time, the algorithm’s combination with tracking
algorithm and application to actual radar system will also be our future research
directions.
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Effect of Co-doping on the Electronic
Structure and Absorption Spectrum
of Wurtzite ZnO Under Pressure

Jing Leng, De-jun Wang, Zheng-hao Sun, Wei-jie Liu and Run-ru Liu

Abstract The effect of Co content and hydrostatic pressure on the electronic
structure and absorption properties of wurtzite ZnO has been investigated by first
principles calculations. The results reveal that the splitting between the energy
levels of Co 3d states increased with pressures, which indicate the enhanced action
of the crystalline field. In comparison to pure ZnO, a new peak appears in the
low-energy region of the optical absorption spectrum in the system doped with Co
and hydrostatic pressure is found to have great influence on the electronic transition
of d–d orbital of Co atom in this system.
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ZnO
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1 Introduction

In recent years, zinc oxide (ZnO) doped with transitional metals has attracted a
great deal of attention because of their potential in modern technology for things
such as transparent conducting films, piezoelectric transducers, varistors, and
phosphors. In particular, intensive investigations have been made into ZnO:Co
system. A number of works have been carried out to investigate the physical
properties of this doped system. However, most studies focus on its magnetic
characters and Co-doping effect at ambient pressures, there are few reports about
the electronic and optical properties with hydrostatic pressure. Motivated by this,
we have carried out first principles investigation of electronic density and the
absorption spectrum of Co-doped ZnO for wurtzite phases under different hydro-
static pressures in this study, the possible mechanisms responsible for the diver-
sification in the UV-visible emission bands have been discussed in detail.

Transition metal (TM) ions-doped semiconductors possess rich electronic
structures that combine the features of highly localized impurities, which have
potential applications in many magnetic and optoelectronic devices [1–3]. In par-
ticular, ZnO-based materials have been of special interest due to its abundance and
environment friendly nature and also due to its potential as a promising candidate
material for the next generation of spintronic devices utilizing electronically or
optically controlled magnetism [4–6]. Among the various singly doped ZnO sys-
tems, Zn1−xCoxO is a widely investigated TM-doped semiconductor currently in
this context. Experimental studies of Zn1−xCoxO revealed that thin films or
nanocrystals have ferromagnetic properties and the Curie temperatures higher than
room temperature. Moreover, Zn1−xCoxO can change its magnetic state by p- or
n-type doping [7]. Further studies showed that bulk Zn1−xCoxO with a low defect
density and x in the range used in experimental exhibits ferromagnetic properties
only at very low temperatures [8]. In parallel, theory has revealed that insulating
Zn1−xCoxO without defect is not ferromagnetic whereas the role of n- or p-type
carriers remains under debate. There are still many controversies ranging from
ferro- and antiferromagnetic coupling to oscillatory behavior with Co–Co distance
[9]. Up to date, most studies focus on its magnetic characters and Co-doping effect
at ambient pressures, but there are few reports about its electronic and optical
properties with hydrostatic pressure. Motivated by this, we have investigated
electronic density and the absorption spectrum of Co-doped ZnO for wurtzite
phases under different hydrostatic pressures in this study.

2 Computational Models and Method

The theoretical calculations were performed within the density functional theory as
implemented in the Cambridge Serial Total Energy Package (CASTEP) code. We
used the generalized gradient approximation (GGA)with the Perdew–Burke–Ernzerh
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(PBE) scheme to describe the core region and valence electrons of the atoms in the
supercell of pure and doped ZnO. A plane wave expansion up to a 700 eV cutoff
energy was used. The Co-doped ZnO was constructed from a bulk ZnO (3 × 2 × 2)
supercell by replacing two O atoms with two Co atoms.

When the pressure is below 9 Gpa, the stable phase of ZnO crystal has a
hexagonal structure with a P63mc space group [10, 11]. The 3 × 2 × 2 supercell
containing 48 atoms is adopted for pure ZnO. A 3 × 2 × 2 supercell of
Zn0.9176Co0.0833O is used for the Co-doped ZnO structure, which is obtained by
replacing two O atoms with two Co atoms.

The electronic and optical properties were studied by using plane-wave pseu-
dopotential method with CASTEP code, which is based on the density function
theory (DFT). The GGA with the PBE scheme is adopted for describing the core
region and valence electrons of the atoms in the supercell of pure and doped ZnO.
The valence electron configurations for O, Zn, and Co atoms are considered as
O2s2p4, Zn3d104s2, and Co3d74s2, respectively. The numerical integration of the
Brillouin zone is sampled by 4 × 6 × 4 Monkhorst–Pack k-point meshes for all the
models and the cutoff energy of the plane wave was set to 700 eV. In the opti-
mization process, the energy changes, as well as the maximum tolerances of the
force, stress, and displacement were set to 5 × 10−6 eV/atom, 0.01 eV, 0.02 GPa,
and 5 × 10−4 eV/Å, respectively.

3 Results and Discussion

The band structure, density of states, and optical properties of Co-doped ZnO under
high pressure were investigated according to first principles. The results show that
the conduction band minimum (CBM) always moves to higher energy, whereas the
valence band maximum moves to lower energy with increasing pressure, so the
band gap broadens. The splitting between the energy levels of Co 3d states
increased with pressures, which indicates the enhanced action of the crystalline
field. In comparison to pure ZnO, a new peak appears in the low-energy region of
the optical absorption spectrum in the system doped with Co. The curve shape for
optical absorption spectrum is almost unchanged with increasing pressure, but all
the peaks move to higher energy (blue shift).

3.1 Band Structure and Electronic Properties

Figure 1a shows the band structure of pure ZnO under 0 Gpa. It can be observed
that the top of valence band and the bottom of the conduction band locate at the
same G-point, which means that pure ZnO with wurtzite structure is a direct gap
material. The calculated band gap is about 0.749 eV, which is very close to the
value calculated previously [11]. However, it is smaller than the experimental result
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of 3.37 eV due to the well-known intrinsic factor of DFT in GGA [6]. Although the
band gap is underestimated, it does not affect the qualitative analysis of physical
properties since only the relative positions of the occupied states and empty states
need to be taken into account. Figure 1b presents the total density (TDOS) and the
partial density states (PDOS) of pure ZnO. It can be seen that the valence band from
−6 to −0.01 eV is mainly formed by O 2p states and Zn 3d states and the con-
duction band are built up from Zn 4s states and O 2s states.

Moreover, the upper valence band and the lower conduction band are dominated
by Zn 4s and O 2p states. Here, we can conclude that the transition between VB and
CB is due to the O 2p and Zn 4s states.

To investigate the effect of Co-doping on the electronic structure of ZnO, the
band structure of Co-doped ZnO calculated at ambient pressure is shown in Fig. 2.
It can be clearly seen that, both the valence band and conduction band apparently
shift toward the low-energy region compared with pure ZnO. Moreover, the Fermi

Fig. 1 Band structure TDOS (a) and PDOS (b) of pure ZnO under 0 Gpa. Fermi level is set to
zero

Fig. 2 Band structures of the up spin (a) and down spin (b) of ZnO doped with Co under 0 Gpa.
Fermi level is set to zero
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energy has accessed to valence band obviously and a metallic behavior is shown
with up and down spin. These results are consistent with reports in other studies on
cobalt-doped ZnO [9, 10]. As previously reported, due to the DFT underestimation
of the CBM of the ZnO, there is partial occupation of both the ZnO CBM and the
Co ed states producing an incorrect metallic electronic structure.

In order to get more physical insight of electronic band structure and to further
investigate the effect of hydrostatic pressure, the total density of states (TDOS) and
the partial density of states (PDOS) for Co-doped ZnO are inspected in Fig. 3a–f.

Fig. 3 Total DOS for Co-doped ZnO (a), PDOS for O-2p (b), Zn-3d (c), Zn-4s (d) and Co-3d (e,
f) at pressures ranged from 0 to 9 Gpa
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As shown in Fig. 3a, total density of states is extended from about −7.92 to
12.38 eV. With pressure increasing, all energy bands have been expanded.
Figure 3b–e is defining the character of PDOS with increasing pressure. It can be
seen that the Zn3d states is dominant at high binding energy, which are followed by
the main O2p valence band. The topmost occupied states are the minority Co ed
states, with the unoccupied t2d states present around the onset of the ZnO con-
duction band. However, the Zn4s state plays a major role in the construction of
conduction band. The pressure, when applied on DOS, results in the broadening of
the bandwidth of O2p, Zn3d, and Zn4s band. Moreover, the valance bands shift
obviously to low-energy levels and conduction band to higher ones. The Co 3d
states under 0 and 9 Gpa is presented in Fig. 3f, in order to get a detailed inves-
tigation on the effect of hydrostatic pressure. One can see that, as the pressure
increased, the lower ed states and the upper t2d states shifting to opposite direction
to each other. It indicated that the splitting between the energy levels of Co 3d states
increased, which can be attributed to the enhanced action of the crystalline field
under pressure.

3.2 Optical Properties

The absorption coefficient is an important parameter, which tells the decay of light
intensity spreading in unit distance in medium. Figure 4a shows the variations of
absorption coefficient α(E) with energy of Co-doped ZnO at pressures from 0 to
9 Gpa. Compared with pure ZnO, the absorption peaks position and shape of
Co-doped ZnO changed a little in the spectrum in an energy range of 4.0–13.0 eV.
One can see that as the pressure increases, the absorption increases and small
blueshift emerges in the absorption spectrum. Besides, it is noted that a new
absorption peak appeared in the low-energy region. This peak is obtained from the
electron transition of d–d orbital of Co atom, which agrees with the experimental

Fig. 4 Optical absorption spectra of Co-doped ZnO (a) and the absorption peak obtained from the
electron transition of d–d orbital of Co atom (b)
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results [8]. The calculated results implied that the photocatalytic activity of ZnO in
the UV-visible light range will be improved by doping with Co. Moreover, it can be
clearly seen in Fig. 5b that the absorption intensity decreases obviously when
pressures increase. As we know, the absorption intensity is directly determined by
the electron transition probability [11]. Since it is affected by the pressures, it
indicated that the hydrostatic pressure could have great influence on the electronic
transition of d–d orbital of Co atom. The electron transition probability will
decrease with the increasing of hydrostatic pressures. The results suggested that the
applied pressure can be used as a probe of the optical characters to tune the
absorption properties of semiconductors.

4 Conclusion

These calculated results indicated that Co-doping is crucial to improve the photo-
catalytic activity of ZnO in the UV-visible light range. Besides, hydrostatic pres-
sures have great influence on the electronic transition of d–d orbital of Co atom in
this singly doped ZnO system. The applied pressure can be used as a probe of the
properties of semiconductors as well as an engineering technique of defects in them.

In summary, first principles calculations have been carried out to study the band
structure and optical properties of Co-doped ZnO system under different hydrostatic
pressures. The calculated band gap is in good agreement with the available theo-
retical values. The electronic structures of Co-doped ZnO reveal that the splitting
between the energy levels of Co 3d states increased with pressures, which indicate
the enhanced action of the crystalline field. The absorption spectrum shows that a
new peak is observed in the low-energy region, which originates from the electron
transition of d–d orbital of Co atom. Moreover, its intensity decreases gradually
with increasing pressures. These calculated optical properties suggest that
Co-doping is crucial to improve the photocatalytic activity of ZnO in the
UV-visible light range. Besides, hydrostatic pressures have great influence on the
electronic transition of d–d orbital of Co atom in this singly doped ZnO system. The
applied pressure can be used as a probe of the properties of semiconductors as well
as an engineering technique of defects in them. It also offers a new method to tune
the optical absorption properties conveniently, which still need further studies and
experimental verification.
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Fitting Formula of Sheath Currents
and Arrangement Optimization of Cables

Yong-zhi Wang, Wei Cao, Hai-sheng Liang and Fan Li

Abstract There will be circulating currents in metal sheaths of cross bonding
cables when length or arrangements of three segments are different. The phasor
sums of sheath-induced voltages in sheath cross bonding cables are first analyzed.
Then, the circulating currents are calculated by EMTP with varied lengths of three
segments to get the sample data, which are in turn used to fit out the empirical
formula for evaluating sheath circulating currents. Finally, the principle of mixed
arrangements is proposed to reduce sheath circulating currents in sheath cross
bonding cables when the lengths of cable segments are not equal.

Keywords High-voltage cable � Sheath currents � Empirical formula �
Arrangement

1 Introduction

With the development of urbanization, many high-voltage cables are applied in
urban transmission area. Sheath-induced voltages should be less than 50 V without
safety measures, and which should be less than 300 V when there are safety
measures [1]. Sheath cross bonding is used widely [2–5]. However, due to the
limitation of environment, it is difficult to ensure that three segments of cable get
completely transposition. So, there will be sheath currents in cables, which will
reduce cable transmission capacity and shorten cable life [6–8].

At present, there are threemethods for calculating sheath currents: first, EMTPwas
used to calculate sheath currents, and cable models should be built in EMTP, in
addition, parameters selection and setting are complex. So, it is difficult to bemastered
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by project workers. Secondly, lumped parameter builds loop equations, and computer
program is needed to acquire equation results [9–11]. This method needs more works
and it is still difficult for unprofessional engineers. Lastly, electrical engineers usually
estimate sheath currents usingwork experience [12]. As a result, the results will not be
accurate and the engineers without experience will be helpless.

The article uses dates simulated by EMTP fits current formula which is easily
mastered by electrical engineers. In addition, it proposes a method that the longer
segment uses vertical (flat) arrangement and the shorter segment uses triangle
arrangement to decrease sheath currents.

2 Analysis of Sheath-Induced Voltages

2.1 Sheath-Induced Voltages of Cables in Single Segment

Cables are laid in pipes which are modified as 3 × 7 or 2 × 10. HV cables are
required to lie in the outside of pipes for the purpose of cooling. So, cables in pipes
can only be arranged in flat arrangement, vertical arrangement, and triangle
arrangement, see Fig. 1.

Calculation of sheath-induced voltages per km is showed in formula (1)

ESA ¼ 2x I � 10�4
ffiffi
3

p
2 ln nþ j 12 ln

nS2

GMR2
s

� �

ESB ¼ 2x I � 10�4
ffiffi
3

p
2 ln mS

GMRs
� j 12 ln

S
m�GMRs

h i

ESC ¼ 2x I � 10�4 �
ffiffi
3

p
2 ln mS

GMRs
� j 12 ln

n2S
m�GMRs

h i

9
>>>>=
>>>>;

ð1Þ

I is cable load current; GMRs is Geometric radius; S is cable distance between
phase A and phase B; mS is cable distance between phase B and phase C; nS is
cable distance between phase A and phase C.

When load currents are 698 A, which is the rating value, sheath-induced volt-
ages per km of different arrangements are calculated by formula (1), see Table 1.

From Table 1, we can see that sheath-induced voltages of flat arrangement are
more than the voltages in right triangle arrangement, in Table 1.

Fig. 1 Cable arrangements
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2.2 Analysis of Sheath-Induced Voltages in Cross Bonding
Cables

Using formula (1), calculate sheath-induced voltages of single segment, and get the
summation of the major section consisting three minor segments according cross
bonding theory. Then phasor sums of induced voltages will be obtained and the
distribution of sheath-induced voltages along the cable distance also can be obtained.

From Table 1, sheath-induced voltages of three phases are equal in size and the
phase angles are 120° in difference. So, only the lengths of three segments are equal
and the arrangements of three segments are the same, phasor sums of sheath-induced
voltages in three segments are 0 in the trefoil arrangement, such as Fig. 2. The
distribution of induced voltages when the three segments are not equal is shown in
Fig. 3. Therefore, if cable arrangements and three segments of cables are imbalance,
the phasor sums of sheath-induced voltages are not 0 after cross bonding, then there
will be currents in metal sheaths, and the sizes of currents are related to phasor sums
of sheath-induced voltages.

Table 1 Induced voltages in metal sheath of single segment

Arrangement Sheath-induced voltages
of phase A(V)

Sheath-induced voltages
of phase B(V)

Sheath-induced voltages
of phase C(V)

Flat 89.8∠72.9 70.8∠−30 89.8∠−135.9

Vertical 91.6∠73.3 72.4∠−30 91.6∠−133.3

Right triangle 80.6∠81.2 71.6∠−31.3 79.8∠−133.3

Trefoil 70.6∠90 70.6∠−30 70.6∠−150

Fig. 2 Induced voltage
profile of three equal length
segments in trefoil
arrangement

Fig. 3 Induced voltage
profile of three unequal length
segments in trefoil
arrangement
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3 Analysis of Sheath Currents in the Same Arrangement
After Cable Sheaths Cross Bonding

According to the theory of sheath current calculation, sheath currents are propor-
tional to the differences of sheath voltages in the two sides of cable. Combining
with the above conclusions, the relationship between sheath currents and the dif-
ferences of three segments is approximately linear. Therefore, date samples simu-
lated by EMTP can be used to fit current formula.

3.1 Method of Curve Fitting

For given dates ðxi; yiÞ (i = 1,2, …, N), the formula of y = a+bx should be found
and make sure that total error of Q ¼ PN

i¼1½yi � ðaþ bxiÞ�2 is minimum.
The parameters of a and b making Q get the minimum should meet @Q=@a = 0,

@Q=@b = 0, then equation group obtained is

aNþ b
XN

i¼1

xi ¼
X10

i¼1

yi

a
XN

i¼1

þ b
XN

i¼1

y2i ¼
XN

i¼1

Dxiyi

ð2Þ

Solve two element equation and get the parameters of a and b, then the formula
describing the date curve will be obtained.

3.2 The Induction of Sheath Current Formula in Single
Arrangement

According to the method of curve fitting, take the differences of three segments
(ΔL) into x, and take sheath currents (IS) into y. By setting different values of ΔL,
sheath currents of cross bonding cables will be obtained through EMTP simulation.
Then date samples will be obtained, and relation curves between ΔL and IS can be
described by MATLAB, see Figs. 4 and 5, in which the linear relationship between
ΔL and IS is easily seen, then sheath current formula can be obtained according to
the method of 2.1.

When load currents are 698 A, length of single segment cable is in the range of
200–600 m, using curve fitting method, sheath current formula of vertical (flat)
arrangement is shown in the formula (3):
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Fig. 4 The curve between Is and ΔL under vertical arrangement

Fig. 5 The curve between Is and ΔL under right triangle arrangement
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Is ¼ 5:491þ 0:596� DL ð3Þ

If arrangements and cable length of three segments are determined, sheath
currents are proportional to load currents. So, the formula applied to any load
currents of vertical (flat) arrangement will be deduced, see formula (4)

Is ¼ Ic
698

½5:49þ 0:60� DL� ð4Þ

Similarly, Fig. 5 sheath current formula of right triangle arrangement will be
obtained see formula (5)

Is ¼ Ic
698

½3:60þ 0:55� DL� ð5Þ

In the formula, Is is sheath current; Ic is cable load current; DL is the maximum
difference of three segment cables.

Sheath currents are calculated by formula (4) and formula (5), when DL are
different, and the calculation results are compared with simulation dates, see
Tables 2 and 3.

In Tables 2 and 3, the relative error between EMTP simulation and formula
calculation is less than 8 %, and the relative error of individual point is larger, which
is due to smaller values of sheath currents that even 1–2 A of current will cause
relative error large. However, the absolute error is less than 3 A, which is 0.3 % of
load currents, the error is accepted when calculating sheath currents in project area.

4 Influence of Mixed Arrangements on Sheath Currents

In cross bonding system, it is difficult to ensure three segments of cables same in length
and in arrangements due to the limitation of environment. From 1, sheath-induced
voltages of vertical (flat) arrangement are more than sheath-induced voltages of right
triangle arrangement in the same situation. Therefore, when three segments are
unequal, the longer segment of cable uses right triangle arrangement in which the
sheath-induced voltages per km are lower, and the shorter segment of cable uses
vertical (flat) arrangement in which sheath-induced voltages per km are larger. Then,
voltage phasor sums of three segments and sheath currents will be reduced.

When load currents are 698 A, sheath-induced currents with different DL are
simulated by EMTP in different arrangement combinations. In Table 4, sheath cur-
rents of recommend arrangements that the shorter segment uses vertical (flat)
arrangement and the longer one uses right triangle arrangement are the least. On the
contrary, when the longer segment uses vertical (flat) arrangement and the shorter one
uses right triangle arrangement, sheath currents will be increased more than 30 %.
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5 Conclusion

The segments of cables are determined by project workers according to experience
in cross bonding cables. Usually the length differences between two segments
should be less than 100 m, which can make sure sheath currents lower than 10 % of
load currents. The article gives an empirical formula to calculate sheath currents and
provides a new method that uses mixed arrangements to reduce sheath currents
when three segments are unequal in cross bonding system.

1. Using curve fitting method to get the sheath current formula which is easily
mastered by electrical project workers and, the calculation is accurate in project.

2. Considering the characteristics that three segments of cables in cross bonding
system are unequal, phasor sum is analyzed through phasor diagram and the
method that longer segment of cable uses right triangle arrangement and the
shorter one uses vertical (flat) arrangement reducing sheath current is obtained
to reduce sheath current.
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Analysis and Simulation of Electric
Vehicle Power Battery

Longfei Ma, Baoqun Zhang, Cheng Gong, Ran Jiao, Rui Shi
and Zhongjun Chi

Abstract Energy and the environment have become the most current concerns in
the world, and many countries have considered developing electric vehicles as an
important means to solve the problem of energy and the environment. So, it is very
necessary to research the effect on grid by electric vehicle charge and discharge but
it must build a suitable model of batteries of electric vehicle. This paper built a
PNGL and Thevenin simulation model, and compared the simulation curve with the
actual measure curve. The results prove that the two methods on two occasions
applications are more appropriate.

Keywords Battery � Simulation � GNL � Thevenin

1 Introduction

Energy and the environment have become the most current concerns in the world,
and many countries have considered developing electric vehicles as an important
means to solve the problem of energy and the environment. Batteries are key
components in electric vehicles, which have significant impact on the vehicle power
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performance, fuel economy, and safety. In order to develop EV in China, as well as
the corresponding grid control strategy and digital real-time simulation method,
reveal that the influence of grid, the electric car charging research power battery
model is established and the simulation calculation is very necessary [1].

2 Battery Simulation Model

This paper focuses on the equivalent model of batteries, which are internal resis-
tance model, Thevenin model, resistance capacity model, PNGV (The Partnership
for a New Generation of Vehicles) model, and GNL (General nonlinear model)
model. However, the resistance model can only reflect the effect of the internal
resistance of the battery charge, which cannot describe the battery performance.
Thevenin model can make a prediction reflecting the influence of the internal
resistance of the battery on the battery charge and discharge performance, but does
not reflect the cell polarization effect [2]. Resistance capacitance model can reflect
differences in the process of charge and discharge the battery internal resistance by
adding the RC link, but the model cannot reflect the influence of polarization effect
of battery on the battery charge and discharge process. PNGL model and GNL
model are improved from Thevenin model. The PNGV model increases a capacitor
based on the resistive capacitive circuit model, which can reflect the change of the
battery terminal voltage generated by the current with time. The GNL model based
on the electrochemical mechanism describes the polarization, electrochemical plan,
and concentration difference polarization in detail. However, because of the
introduction of a number of resistance and capacitance and the nonlinear link, it is
very complex in parameter identification.

In general, the model of the equivalent circuit model of the battery is different,
and the simulation accuracy is different [3]. The GNL model can be used to model
the battery, but the circuit topology is too complex, and the testing and parameter
identification of the battery is very high, which is not suitable for the application.
The internal resistance of the battery model is too simple, which cannot reflect the
cell polarization effect on the model. Taken together, this paper chooses the
Thevenin model as the constant current charging simulation model and the PNGV
model as the dynamic simulation model.

3 Identification Principle of Battery Parameters

Figure 1 is a typical PNGV battery model circuit diagram. Ideal voltage source U0
indicates the electrode potential of the battery. Polarization resistance Rp and
polarization capacitance Cp are shunt connection which can describe transient
process caused by cell polarization effect including transient process of dynamic
current response and recovery effect of charge and discharge. R0 is the internal
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resistance of the battery and Cb reflects the shift of the battery terminal voltage with
time in the process of battery charging and discharging.

According to the Fig. 1, combined with the circuit principle of differential
equation model is as follows.

dUb

dt
dUp

dt

2
4

3
5 ¼ 0 0

0 � 1
CpRp

� �
Ub

Up

� �
þ

1
Cb
1
Cp

" #
IL½ �

UL½ � ¼ ½�1;�1� Ub

Up

� �
þ �Ro½ � IL½ � þ UOC½ �

8>>>><
>>>>:

ð1Þ

where Ub is the battery voltage, and Up is the electrode potential. Cb is the series
capacitance, and Cp is the polarization capacity.

If left batteries stand enough before they charge and discharge, the initial charge
of Cb and Cp will be 0.

�UL;i ¼ UOCV � 1
Cb

X
ðILDtÞi � RoIL;i � RpIp;i ð2Þ

And,

ip ¼ Qp

CpRp

Qp ¼
Z

ðiL � ipÞdt
ð3Þ

X
ðILDtÞi ¼

X
ðILDtÞi�1 þ

IL;i þ IL;i�1

2
Dt ð4Þ

Ip;i ¼ 1� 1� e�
Dt
s

Dt
s

 !
� IL;i þ 1� e�

Dt
s

Dt
s

� e�
Dt
s

 !
� IL;i�1 þ e�

Dt
s � Ip;i�1 ð5Þ

Fig. 1 PNGV battery model
circuit diagram.
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UL and IL can be obtained by measuring the voltage of the battery and Ip can be
obtained from Eqs. (3) and (4). Cb, R0, Rp can be regarded as the unknown coef-
ficient of the linear equation. Then all of the equations can regarded as system of
linear equations, from which it can get unknown coefficient [4].

Equations (6), (7), (8) are discretization handled from Eqs. (2) and (3).

UL ¼ UOC � 1
Cb

X
iLDt � RpiL � Rpip ð6Þ

ip;i ¼ Qp;i

CpRp
ð7Þ

Qp;i ¼
X

ðiL;i � ip;iÞDt ð8Þ

4 The Simulation of Battery

According to the analysis results, it can be obtained from the simulation model
of battery on the Simulink [5]. Figure 2 is the simulation model of PNGV, which
generates the PNGV wave, Fig. 3 is the simulation model of battery in PNGV, which
can simulate the battery wave under the condition that input is transient current.

Fig. 2 The simulation model of PNGV

Fig. 3 The simulation model of battery in PNGV
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The constant current charge and discharge of battery simulation model are based
on Thevenin model in Fig. 4 which is very similar to PNGV model [6, 7]. The
equation of Thevenin model can be obtained from PNGV equation easily, so here
only the simulation results are given (Fig. 5).

Fig. 4 The model of
Thevenin

Fig. 5 The 5 V/100 A
lithium battery discharge test
cabinet
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5 The Actual Measurement of Power Battery

This paper uses the 5 V/100 A lithium battery discharge test cabinet to test batteries
[8]. It can take the largest 100 A charge and discharge test, and is suitable for the
comprehensive performance test of lithium polymer, lithium ion, nickel metal
hydride, nickel cadmium batteries, and battery materials research [9]. The instru-
ment is as follows, and the test results are in Figs. 6 and 7.

Fig. 6 The HPPC curve of
simulation and actual test

Fig. 7 The battery charging
curve of simulation and actual
test
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6 The Simulation Results and the Actual Measurement
Results

According to the research and simulating, the simulation curves and the actual
measurement curves are as follows.

From the curve, the simulation curve fits the actual measure curve very well,
especially the curve between 0 and 2000s is in good agreement.

7 Conclusion

This paper built Thevenin model and PNGV model based on parameter identifi-
cation of battery. Then, it simulated the electric vehicle battery character under the
condition of constant current charge and discharge and pulse charging and dis-
charging. According to the simulation curve and actual measure curve, they fit well,
so Thevenin model can describe the constant current charging simulation model and
the PNGV model can describe the dynamic simulation model.
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Vibration Suppression of a 3-DOF Parallel
Manipulator Based on Single-Mode Input
Shaping Combined with PD

Bing Li and Yulan Wei

Abstract The residual vibration of flexible systems limits accuracy of motion
trajectory and motion response speed. This paper presents the methodology of input
shaping combined with PD control strategy to suppress the residual vibration of a
3-DOF parallel manipulator. First, the manipulator is introduced, and natural fre-
quency and damping ratio of the 3-DOF parallel manipulator are obtained by
experimental modal tests. Then, the theories of input shaping, PD and input shaping
combined with PD are presented. Finally, the response curves of manipulator of the
PD and Zero-Vibration input shaper combined with PD approaches are expressed
by numerical simulation. At last, a comparison of response curves with different kp
is carried out.

Keywords Input shaping � Manipulator � PD � Vibration suppression �
Single-mode

1 Introduction

In aerospace, manufacturing, and industry, parallel manipulators are widely used.
However, residual vibration is caused by light weight linkages. The accuracy of
motion trajectory is often depressed by the residual vibration in the process of the
movement of manipulator. Moreover, the response time of manipulator are
increased because of the residual vibration [1, 2]. Input shaping control method can
effectively suppress the residual vibration of the structures and manipulators. The
control strategy can be applied to uncertain modeling of the system, closed-loop
system, or nonlinear system [3–5]. Some new input shaping control strategies have
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been proposed [6–8]. The classical input shapers can effectively and quickly
eliminate the residual vibration, but the sensitivity of input shaper is high. When the
system parameters are changed or influenced by the external environment, the
capability of vibration suppression of the control strategy is decreased. EI input
shaper can obtain a wide range of frequencies to suppress vibration, but the input
shaper increases the stability time of system and reduce the working efficiency of
the system [9]. PD control strategy possesses strong adaptability and robustness,
and its control effect is less affected when the system parameters are changed. But
the method causes system overshoot, resulting in residual vibration. A new hybrid
control method, input shaping combined with PD control strategy can effectively
suppress residual vibration [10, 11]. Moreover, it can improve the robustness of the
control strategy, and the influence of system is reduced by the external environ-
ment. In this paper, a 3-DOF parallel manipulator is analyzed, and the input shaping
combined with PD control strategy of the manipulator is established. The system
response, stability time, and robustness are analyzed by numerical simulation.

2 3-DOF Parallel Manipulator

Figure 1 shows a 3-DOF parallel manipulator. Light weight flexible linkages are
used for decreasing the weight of manipulator and obtaining high speed motion.
However, these linkages lead to residual vibration. The faster the movement speed,
the more the residual vibration [12]. The flexible linkages are manufactured by an
aluminum alloy; the parameters of the linkages are shown in Table 1. The natural
frequency and damping ratio of the 3-DOF manipulator that is obtained by
experimental modal tests are 76.6 Hz and 0.057 for the first mode, respectively.

Fig. 1 3-DOF parallel
manipulator
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3 Methodologies

3.1 Input Shaping

In frequency domain, the impulses of input shaper can be expressed as [12]

HIS sð Þ ¼
Xn
i¼1

Aie�tis ð1Þ

And in time domain, it can be written as

h tð Þ ¼
Xn
i¼1

Aid t � tið Þ ð2Þ

A single-mode vibration system can be represented as a decaying sinusoidal
response

y tð Þ ¼ A
xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p e�1x t�t0ð Þ
" #

sin x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p
t � t0ð Þ

h i
ð3Þ

Inputting n impulses, the response of system can be expressed as

yIS tð Þ ¼
Xn
i¼1

Ai
xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p e�1x t�tið Þ sin x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p
t � tið Þ

h i !
ð4Þ

where Ai is the amplitude of the ith impulse, ti is the time location of the ith
impulse, 1 is the modal damping ratio, and x is the modal angular frequency.

After the input shaper convolved with the input signal, the residual vibration of
system is zero. For example, two impulses zero-vibration (ZV) input shaper is used,
then (4) can be expressed as

yIS tð Þ ¼ BAMP sin xdtþwð Þ ð5Þ

Table 1 Parameters of
linkages

Parameters Values

Length (mm) 200

Cross-section height (mm) 30

Width of cross-section (mm) 2

Elastic modulus (N/m2) 7.1 × 1010

Mass density (kg/m3) 2.77 × 103

Concentrated rotational inertia (kg m2) 5.815 × 10−5
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The amplitude and initial angle of vibration are

BAMP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B1 cos /1ð ÞþB2 cos /2ð Þ½ �2 þ B1 sin /1ð ÞþB2 sin /2ð Þ½ �2

q
ð6Þ

w ¼ tan�1 B1 sin /1ð ÞþB2 sin /2ð Þ
B1 cos /1ð ÞþB2 cos /2ð Þ
� �

ð7Þ

where

Bi ¼ Ai
xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p e�1x t�tið Þ /i ¼ x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p
ti xd ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p
ð8Þ

After the impulse ends, BAMP should be equal to zero in order to ensure that the
vibration of the system is equal to zero. In order to minimize the sequence of
impulses, the time location of the first impulse is set arbitrarily to 0 (t1 = 0).
Otherwise, in order to normalize the sequence of impulses, the sum of all impulse
amplitude is set equal to 1, and the amplitude of each impulse is greater than zero.
Then, the impulse amplitude and time location of a two impulses ZV input shaper
can be expressed as

A1 ¼ 1
1þ k

A2 ¼ k
1þ k

t1 ¼ 0 t2 ¼ p

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p k ¼ e
� 1pffiffiffiffiffiffi

1�12
p ð9Þ

3.2 PD Control Method

When PD feedback control strategy is used in a single-mode vibration system, its
transfer function is expressed as [7]

HPD sð Þ ¼ x2 kdsþ kp
� �

R sð Þ
s2 þ 21xþ kdx2ð Þsþ 1þ kp

� �
x2

ð10Þ

where, kd is differential gain, kp is proportional gain. The modal angular frequency
and the modal damping ratio of the system are changed from x and 1 to xn and 1n
due to proportional gain kp.

xn ¼ x
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ kp

p
1n ¼

21xþ kdx2

2x
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ kp

p ð11Þ
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Evaluating the Laplace inverse transform of (10), its system response can be
expressed as

yPD tð Þ ¼ yPD1 tð Þþ yPD2 tð Þ ð12Þ

The system response consists of two parts. Where, yPD1ðtÞ is the forced vibration
response, yPD2ðtÞ is the natural vibration response. The vibration amplitude of
yPDðtÞ is related to the initial state and the parameters of system. If the initial state is
set arbitrarily to be 0, then

yPD2 tð Þ ¼ ASYS sin xdtþ hð Þ ð13Þ

where ASYS is the vibration amplitude of the system, h is the initial angle of
vibration, its value is related to the parameters of the system. If the input signal of
the system is the unit step signal, then

ASYS ¼
�kdxn þ 2kp1n
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c� c0ð Þ2 þx2
d

q
x3

nxd
e�c0t ð14Þ

h ¼ arctan
xd

c� c0

� �
ð15Þ

where

c ¼ �kp � 2kd1nxn þ 4kp12n
� �

xn

�kdxn þ 2kp1n
c0 ¼ 21nxn þ kd

2
ð16Þ

3.3 Input Shaping Combined with PD

Typically, the input shaper is placed in front of the PD feedback control system, as
shown in Fig. 2.

When input shaping combined with PD feedback control strategy is applied to a
single-mode vibration system, the transfer function of the system can be presented as

H sð Þ ¼ HISðsÞ � HPD sð Þ ¼
Xn
i¼1

Aie�tis
x2 kdsþ kp
� �

R sð Þ
s2 þ 21xþ kdx2ð Þsþ 1þ kp

� �
x2

ð17Þ

The system response includes two parts

y tð Þ ¼ y1 tð Þþ y2 tð Þ ð18Þ
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where y1 tð Þ is the forced vibration response of the system, and its initial value is 0,
y2 tð Þ is the natural vibration response of the system.

y2 tð Þ ¼ ASYSBAMP sin xdtþ hþwð Þ ð19Þ

To ensure that the system possesses better working performance, the parameters
kd and kp of PD controller should be chosen reasonably.

Assuming that the stability error of the residual vibration of system is 5 %, and
the input signal is divided into two impulses using ZV input shaper. After the last
impulse ends, the residual vibration of the system will be eliminated, then the
system can reach the stable state.

The time constant of the closed-loop system represents the capacity of resisting
disturbance. The time constant of the input shaping combined with PD controller is
the same as the PD feedback controller. It can be obtained by (20)

tc ¼ 2
21xþ kdx2 ð20Þ

The relationship between the time constant and the differential gain of the system
can be obtained by (20).

4 Numerical Simulation

According to the parameters of the 3-DOF parallel manipulator, the parameters of
the two impulse ZV input shaper are

Ai

ti

� �
¼ 0:544721 0:455279

0 0:0065

� �
ð21Þ

In order to make an easy comparison between PD control strategy and input
shaping combined with PD control strategy, the same time constant tc of 0.0047 s is
adopted. The first order mode damping ratio and natural frequency of the linkages
of the 3-DOF parallel manipulator are 1 ¼ 0:057 and f = 76.6 Hz. Differential gain
is kd = 0.1827, proportional gain changes are between 15 and 25. When the

Fig. 2 Control system of input shaping combined with PD

434 B. Li and Y. Wei



proportional gain is defined as 25, the comparison of system response between PD
control strategy and input shaping combined with PD control strategy are shown in
Fig. 3.

As shown in Fig. 3, in the same feedback gain, the strong residual vibration is
obvious with PD control strategy. The residual vibration of input shaping combined
with PD control strategy is reduced significantly. The system can reach the stable
state in the half vibration period, and the response speed of the system is fast and
the overshoot is small.

Under different proportional gain, the system response of the PD control strategy
and the input shaping combined with PD control strategy are shown in Figs. 4 and 5.

As shown in Figs. 4 and 5, it can be seen that in the case of different differential
gain, the system response of the PD control strategy has obvious residual vibration,
and the greater the value of kp, the greater the vibration amplitude. But the change
of the kp value has little influence on the system response when using input shaping
combined with PD control strategy. Moreover, the effect of vibration suppression is
good in all the three different kp values, and the higher the kp, the shorter the
response time of the system.

Fig. 3 Comparison curves of
system response

Fig. 4 System response with
PD feedback control
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5 Conclusions

A theoretical analysis of the input shaping combined with PD control strategy is
carried out. The input shaping combined with PD controller of the 3-DOF parallel
manipulator is established. The input shaping combined with PD controller can
significantly reduce the residual vibration of the system by numerical simulation in
the case of the same differential gain, under the action of the unit step signal. The
system can reach the stable state in the half vibration period. The response speed of
the system is fast and the overshoot is small. The change of the kp value has a
minimal effect on the response of the system. The performances of vibration sup-
pression are all effective. In addition, the higher the kp value, the shorter the
response time of the system.
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Hybrid Dual-Loop Control
for a Three-Phase PWM Rectifier

Jing Cao, Chaonan Tong and Hongtao Li

Abstract This paper investigates a novel control strategy for a three-phase voltage
source PWM rectifier (VSR) system with sliding mode control (SMC) and repeti-
tive control (RP). To achieve the aim of well-controlled output DC-bus voltage,
sinusoidal input currents, controlled power factor and bidirectional power flow,
double closed loops control strategy are realized: i.e., outer voltage loop control
with SMC and inner current loop control with the combination method of RP with
PI control. The entire simulation results and experiment results are provided to
demonstrate the effectiveness of the proposed control method and shows that it is in
good agreement with the desired performances. In addition, the proposed method is
convenient to realize and thus has a wide range of industrial applications.

Keywords Sliding mode control � Three-phase rectifiers � Repetitive control �
Dual-loop control

1 Introduction

The three-phase PWM rectifier is used increasingly in a wide diversity of appli-
cations in recent years, for it can provide constant dc bus voltage, low harmonic
distortion of the currents, controllable power factor, and bidirectional power flow as
compared to a simple diode or a phase commutated rectifier. For instance, in
ac/dc/ac converters in typical AC drive system, it is noted that PWM rectifiers,
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which are designed bidirectional power flow, play a significant role in saving
energy, because they enable the motor to work in a four-quadrant, excess-energy-
feed forward network.

Various new control strategies have been proposed in recent works about this
kind of PWM rectifier, such as sliding mode control (SMC) [1], predictive control
[2], repetitive control (RP) [3], hysteresis control [4] etc. In terms of control
structure, the normal form contains two parts: outer voltage loop and inner current
loop. On the one hand, while the SMC method has good robustness, and usually is
applied to the current loop, outer voltage loop is limited to PI controller [5] and a
full sliding mode controller for two closed loops [6] is difficult to design. On the
other hand, RP, which is based on the internal model principle, can achieve
zero-error tracking or disturbances rejection for any periodic signals, and shows
good characteristics on tracking performance and improving the THD of the ac line
side current [7]; both of these two methods are easy to be implement in practice and
can be applied to improve the performance of three-phase PWM rectifier.

In this paper, SMC is applied to the dc link voltage loop and inner current loop
control is applied in a combined method of RP and PI control. The control scheme
was verified in a 5 kW lab prototype. The simulation and experimental results show
that the proposed control scheme has the superior dynamic response and robustness.

2 Modeling of the Three-Phase PWM Rectifier

The three-phase voltage-source PWM rectifier is show in Fig. 1.
Here, ek represents the source voltage and ik represents the input current, k = a, b,

c, respectively. Cdc is the capacity of the dc-side filter capacitance, RL and L denote
the resistance and inductance, and udc, idc is the voltage and the current of the dc side.

The switching states of the rectifier are determined by the gating signals sk. The
switches of the upper-half bridge is on and the lower-half bridge is off when sk = 1,
and the switches of lower-half bridge is on and the upper-half bridge is off when
sk = 0.

Using the Park transformation, the ac-side quantities can be transformed into a
rotating d-q frame, and the time-invariant model can be written as function (1),

Fig. 1 The three-phase voltage-source PWM rectifier
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The whole closed-loop control system is shown in Fig. 2. The outer
voltage loop is achieved by the SMC method while the inner current loop is
achieved by the combination method. Phase-locked loop (PLL) is applied
to calculate the initial angle θ which is needed in the conversion of
co-ordinates, for instance, the conversion between three-phase static refer-
ence frame (3s) and two-phase rotating reference frame (2r) or the conversion
between two-phase static reference frame (2s) and two-phase rotating reference
frame (2r).

Fig. 2 The whole closed-loop control system
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3 System Control Strategy

3.1 Proposed SMC for DC Link Voltage Regulation
of a PWM Rectifier

DC bus voltage stability can enhance robustness of the three phase PWM rectifier,
especially when the mutation of grid voltage or DC bus voltage is large. If not
properly controlled, it will seriously threaten the security of the system and
reliable operation. SMC has been used for adjusting the DC voltage in this paper,
instead of the common PI control to avoid overshoot and parameter adjustment
complexity. Sliding mode control (SMC) has been proven to be a useful tool to
control the complex nonlinear systems. The concept of the SMC is to formulate a
variable structure control law such that the system state is forced to a certain
predefined surface, called the sliding surface, and thereby forces the system state
to stay with appropriate switching of the control structure [7].

According to the power balance principle, neglecting the losses of the
inductances and switching devices, the voltage function in Eq. (2) can be expressed
so:

3
2
edid þ 3

2
eqiq ¼ udcidc þ u2dc

RL
ð2Þ

Equation (2) indicates that only the fundamental of the AC side can bring the
change in the DC side, so the reference current iq = 0, and, as the given signal of
the current active component, changes of the DC voltage involved in inner current

control. Let x1 ¼ Udc � U�
dc, x2 ¼ dudc

dt ¼ DuðtÞ, the following state-space model of

three-phase rectifier DC-link voltage dynamic response can be obtained by Eq. (3).

_x1
_x2

" #
¼ 0 1

0 0

� �
x1
x2

" #
þ 0

k

� �
uðxÞ ð3Þ

where k ¼ �ed=CUdc, u xð Þ ¼ Did.
The first step of designing the sliding-mode controller is to select the sliding

surface [8]. A first-order sliding surface is selected as:

rðxÞ ¼ cx1 ð4Þ

where, c is constant. To control the chattering caused by limited switching fre-
quency, we assume:

_r ¼ �esatðrÞ � qr ð5Þ

442 J. Cao et al.



satðrÞ ¼
þ 1; r[D
br; rj j �D
�1;r\� D

8
<
: ð6Þ

where, q, ε are constant, q > 0, 0 < ε ≪ 1, 1 − qT > 0, Δ is a sufficiently small
positive constant, which is called the boundary layer, D � b ¼ 1 and the system can
be driven to the boundary layer when it is in a stable state.

The equivalent control u(x) can be obtained, assigning iqref = 0 to achieve unity
power factor:

uðxÞ ¼ 2udcudc=3edRL þ esatðrÞþ qr½ � ð7Þ

By choosing the Lyapunov function, VðxÞ ¼ 1
2 r

2ðxÞ, the sliding mode condition
exists if and only if _VðxÞ ¼ _rðxÞrðxÞ\0. Substituting Eq. (4), we obtain Eq. (8)
which verifies that the existence condition can be fulfilled:

�esatðrÞ � r� qr2 ¼ �e rj j � qr2\0 ð8Þ

3.2 Proposed Combination Method for an Inner Current
Loop

The aim of an inner current loop is to track the current reference which is given by
the out loop and to adjust the current so as to improve the power factor. Repetitive
control uses the information from the preceding cycle to improve the control per-
formance in the present cycle. According to the model Eqs. (1), the decoupling
current system model and the proposed current control scheme consist of a plug-in
type repetitive controller for a PWM rectifier as shown in Fig. 3.

Gp(z) is the transformation of control object,GPWM(z) is the equivalent model of
a PWM transformer, Gs(z) is equivalent channel of feedback filter, GPI(z) is the PI

Fig. 3 Construct of a plug-in repetitive controller
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controller, and GRP(z) is the repetitive controller. The transfer function of the
plug-in repetitive controller is shown in Eq. (9):

GRPðsÞ ¼ z�NþKKrSðzÞ
1� QðzÞz�N

ð9Þ

The transfer function of the combination controller is shown in Eq. (10):

GcðzÞ ¼ z�NþKKrSðzÞ z� 1ð ÞþKp 1� QðzÞz�Nð Þ z� 1ð ÞþKiz
1� QðzÞz�Nð Þ z� 1ð Þ ð10Þ

The error function with feed forward system is Eq. (11),

EðzÞ ¼ RðzÞ � 1� GpðzÞ
1þGcðzÞGpðzÞ ð11Þ

The system stability required to meet the root of the characteristic Eq. (11) is
within the unit circle, while the sufficient condition for the control system stability
is the function (12):

QðzÞ 1þKpGpðzÞ
� �� zkKrSðzÞGpðzÞ � KpGpðzÞ

�� ��\1 ð12Þ

4 System Control Strategy Simulation and Experimental
Verification

To verify the proposed controller method, both a simulated model of a power circuit
and a real prototype have been built. Control and circuit parameters are illustrated in
Table 1.

The simulation result curve of the system under hybrid control is shown in
Figs. 4 and 5. By applying hybrid control to the PWM rectifier, the SMC voltage
controller presents no steady error, no voltage overshoot and no current oscillation,
while the current waves exhibit sinusoidal form and unit power factor.

Figure 6 shows the experiment results with the DC link voltage under load
variations using the sliding mode controller. Compared with a PI controller, SMC
is less sensitive to parameters and has stronger robustness. Meanwhile, due to the
chattering effect, the system required more current to maintain the steady-state

Table 1 Control and circuit
parameters

Parameter Value Parameter Value

Frequency 50 Hz RL 20 Ω

L 0.1 mH Ac voltage 220 V

C 4000 μF Dc link voltage 750 V
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with the same load changes, and the difference can be controlled at 3 % or less.
Figure 7 shows that combination method of RP and PI control can achieve unit
power factor control, and the input current is synchronized with input voltage and
is sinusoidal.
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Fig. 4 Simulation results of voltage control using SMC
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Fig. 5 Simulation results of current control using a combination control method

Fig. 6 Experiment results of DC link voltage under load variations using SMC control
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5 Conclusion

This paper proposes a new hybrid control scheme for the three-phase PWM
rectifier. A sliding-mode control algorithm on synchronous rotating reference
frame for the external voltage loop has been proposed, and a combination method
of RP and PI control is applied to the inner current loop. Experimental and
simulation results show that the proposed controller can offer an excellent
steady-state performance, very fast dynamic response, and a unit power factor. In
addition, the proposed method is convenient to realize and thus has a wide range
of industrial applications.
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A Voltage Regulating Electronic
Transformer with High Power Factor
and Wide Working Voltage

Hui Su, Yonggao Jin and Xiaodong Qu

Abstract An electronic transformer using IR2155 has the advantages of simple
structure, high output power, large current conduction angle and stable work, but it
has no regulating function. When the alternating voltage range is from 180 to
250 V, output voltage also changes, so its use is limited. This paper presents the
integration of APFC rectifying mode into an electronic transformer. This electronic
transformer can work over a wide voltage range from 180 to 250 V; it can stabilize
output voltage and has a high power factor, high output voltage, and requires only
simple maintenance as well.

Keywords Electronic transformer � APFC rectifier � High power factor � Wide
voltage range

1 Introduction

The electronic transformer using IR2155 has the advantages of simple structure,
high output power, stable work, large current conduction angle and high rectifi-
cation efficiency, but it can’t regulate the output voltage [1, 2]. When the alternating
voltage range is from 180 to 250 V, output voltage also changes. If the rectifying
part adopts a bridge rectifier, it could generate large pulse current, and the power
factor is only about 0.56 [3]. Another problem is that an electronic transformer has
residual energy because in a high-frequency transformer, output voltage would be
up when the load is light.

The APFC rectifying mode has a high power factor and large output power, and,
when alternating input voltage changes in the range of 180–250 V, it can output
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stable direct current voltage. It could be work stable as long as the output voltage is
1.4 times greater than the input direct current voltage [4]. The electronic trans-
former has the ability of outputting 350–600 V through controlling.

In order to solve the problems of the low power factor and no regulating function,
a voltage regulating electronic transformer integrates an electronic transformer into
the APFC rectifying mode, so this electronic transformer has the advantages of both.

The first stage of this electronic transformer adopts APFC rectifying mode; it
transforms alternating input voltage (180–250 V) into controllable direct current
voltage(350–450 V); the voltage changes can compensate for output voltage
changes of an electronic transformer in the second stage, so this method can improve
the power factor by as much as 0.9. So this electronic transformer can work in a wide
alternating input voltage range, from 180 to 250 V, and has stable output voltage.

2 Characteristics Analysis of the Electronic Transformer
Composed of IR2155

2.1 Analysis of Residual Energy

Figure 1 depicts the electronic transformer circuit composed of IR2155. This chip
can output pulse with a 50 % duty cycle, its dead time TDT is about 1.2 μS, the
maximum working voltage to drive MOSFET is 600 V, and the working frequency
ranges from 20 to 100 kHz, calculated by Eq. (1) [5–7].

f ¼ 1
1:4ðRþ 150ÞC ð1Þ
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Fig. 1 The electronic transformer circuit
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The output voltage driving the rated voltage is calculated by Eq. (2). N is the
ratio of the primary and secondary coil, and DL is the rated duty cycle generated by
TDT when driving the rated load.

UO ¼ DLUi

2N
ð2Þ

The duty cycle DL of point A after rectification of the driving rated load is described
by Eq. (3). It is obvious to see that the higher is the working frequency, the smaller
is DL. Table 1 shows different values of DL calculated by Eq. (3) for different
working frequencies.

DL ¼ T � 2TDT
T

¼ 1� 2TDTf ð3Þ

Equation (2) can be expressed by Eq. (4): the higher is the working frequency is,
the smaller is the output voltage.

UO ¼ ð1� 2TDTf ÞUi

2N
ð4Þ

We know from Eq. (4), that the output voltage is unchanged when the working
frequency is unchanged. But Eq. (4) can’t determine the residual energy effect in a
high-frequency transformer or the influence of the ringing pulse effect caused by the
on-off status to UO, i.e., the lighter is the load, the larger is the influence on to UO.

The influence of residual energy on UO due to different loads is shown in Figs. 2
and 3. When driving the rated load, TDT is about zero and the residual energy is
almost zero. While TDT slowly decreases as the load is light, residual energy is large

Table 1 DL in different
working frequencies

f (kHz) T (μS) TDT (μS) DL

50 10.0 1.2 0.88

75 6.7 1.2 0.82

100 5.0 1.2 0.76

UO

waveform of point 
C with rated load

t

TDT

Fig. 2 Residual energy with
rated load
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and this result leads to an increase of output voltage, i.e., the smaller is the load, the
greater is the impact.

When the input voltage is constant and the rated output voltage is 5, 15 or 30 V,
changing output current IO produces a series of change curves about UO, shown in
Fig. 4. UO changes considerably as IO ranges from 1 to 160 mA, yet the changes in
UO are small above 160 mA.

Figure 5 shows that, for the working waveform of point A when IO is different,
the smaller is IO, the greater is the impact of residual energy.

2.2 Setting of the APFC Output Voltage

When the first stage of this electronic transformer adopts an APFC transformation
mode, it transforms alternating input voltage (180–250 V) into controllable direct
current voltage (Ui = 350–450 V). In this case the voltage changes can compensate
for output voltage changes caused by the residual energy effect of an electronic
transformer in the second stage.

In order to ensure the limits of an APFC converter output voltage Ui, when IO is
smallest, adopting “equivalent duty cycle” DN calculate duty cycle DM and DL

UO
t

TDT

waveform of point C
with light load

Fig. 3 Residual energy with
light load
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Fig. 4 Change curve of
output current IO and UO
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with rated load, so we can get minimum Ui and maximum Ui, Eq. (5) can be
derived from Eq. (2).

DN ¼ D ¼ 2N
UO

Ui
ð5Þ

Table 2, for Ui = 460 V, which displays the rated output voltage UO = 15 V,
changing IO determines the listed UO and DN. In Table 3, for Ui = 460 V at a rated
output voltage of UO = 30 V, changing IO produces the tabulated values of UO

and DN.
From Tables 2 and 3, we can see that no matter how much is the output voltage,

DN gradually becomes larger than the rated value DL when IO changes.
Formula (6) can be derived from formula (5):

TDT

time(2uS/div)

20V
/div

20V
/div

20V
/div

t

IO= 0

IO=20mA

IO=160mA

Fig. 5 Working waveform of
point A when IO is different

Table 2 DN values
(UO = 15 V)

Io (mA) UO (V) Ui (V) N DN

0 19.1 460 12 1.00

12 17.5 460 12 0.91

32 16.6 460 12 0.87

80 15.5 460 12 0.81

160 15.1 460 12 0.79

Table 3 DN values
(UO = 30 V)

Io (mA) UO (V) Ui (V) N DN

0 37.8 460 6 0.99

40 33.4 460 6 0.87

80 32.1 460 6 0.84

120 30.7 460 6 0.80

160 30.2 460 6 0.79
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Ui ¼ 2N
UO

DN
ð6Þ

If DN = DM, Ui is the minimum; DN = DL and Ui is the maximum, we can
ensure that the range of Ui. Ui will satisfy the relationship as shown in Eq. (7).

2N
UO

DM
\Ui\2N

UO

DL
ð7Þ

Set DM = 1 (the maximum value) and DL = 0.79, so when UO = 15 V, N = 12;
and when UO = 30 V, N = 6. By means of Eq. (7), 360 V < Ui < 456 V.
An APFC transformer can work regularly when the alternating input voltage has a
range in 180–250 V. Ui should be more than 350 V (250 × 1.4), considering a
margin, and take the value of Ui in 350–480 V.

To design a high power factor electronic transformer when UO = 15 V, first
calculate DL by Eq. (3) after determining the working frequency, and then,
assuming Ui = 460 V, ascertain the ratio N.

3 Voltage Regulating Electronic Transformer with High
Power Factor

Figure 6 is the complete circuit diagram of the voltage regulating electronic
transformer with high power factor, using an NCP1200 designed APFC trans-
former. NCP1200 has a self-power supply function and FB feedback terminal and
its frequency is fixed, so the whole circuit is simple and work stable [8]. The output
voltage UO depends on the voltage-stabilizing value of VR-tube D5. When IR2155
starts, the working voltage is supplied by R1, and then supplied by the auxiliary
winding of transformer after starting.

UO is fed back to the FB terminal of NCP1200 to control Ui after it has been
isolated by photoelectric coupler P1, so as to stabilize the output voltage UO of
electronic transformer. P1 and R5 control the sine-wave amplitude supplied by R4
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Fig. 6 The circuit of a voltage regulating electronic transformer with high power factor
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and then generate sine-wave voltage with a variable amplitude at D point. PWM
waveform is generated inside the NCP1200 after the D point voltage has been
compared with the voltage of R7, thus controlling the conduction time of switch
tube Q3.

Figures 7 and 8 show every point of the working waveform for input voltage
respectively 220 and 250 V. It is obvious to see that the input current is closer to the
input voltage, so the power factor can be as high as 0.9.

t

4mS/div

U

Ui

100 V
/div

100V
/ div

2V
/div

2 V
/div

point D

point E current

point E voltage Fig. 7 Every point working
waveform (Ui = 220 V)

t

point D

point E voltage 

point E current

4mS/div

2V
/div

100 V
/div

U

Ui

2V
/div

100V
/div

Fig. 8 Every point working
waveform (Ui = 250 V)
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4 Analysis of the Experimental Results

Designing the electronic transformer whose output power factor is 100 W and
output voltage is 24 V, we measured the voltage stability, load stability, power factor
and efficiency. Table 4 shows the measured UO values when the alternating input
voltage ranges from 180 to 250 V. From Table 4, we calculated the voltage regu-
lation rate as 2.9 %, the power factor is 0.91–0.93, and the efficiency is 83–86 %.

Table 5 lists the measured UO values when the input voltage is 220 V and IO
varies. From Table 5, we calculated the load regulation rate as 3.6 %, the power
factor as 0.93, and the efficiency as 83–86 %.

5 Summary

According to the experimental results, the electronic transformer with a high power
factor has an excellent voltage stabilizing function when alternating input voltage
ranges from 180 to 250 V. The input current is closer to input voltage over the entire
input voltage range, so the power factor can be as high as 0.9. This circuit has a simple
structure and high efficiency, so we can design a voltage regulating electronic
transformer with 50–200 W output power, which can work over a wide voltage range
and be used in diverse applications to drive all kinds of high-power light sources.
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The Quantitative Assessment Study
on the ‘First-Class’ of the Key Indices
of Grid Evaluation

Zheng Wu, Ming Zeng, Junhui Huang, Jan Tan, Jun Han, Wenqi Gu
and Han Xu

Abstract Carrying out international benchmarking on the operating management
of the grid can clear goal orientation, which has targeted to enhance the perfor-
mances of the power grid. How to do the quantitative assessment on the key indices
of grid evaluation and determine the ‘first-class’ of the international power grid has
become an important issue which is worthy of study. Under this background, this
paper selects eight key indices which are internationally accepted and can com-
prehensively reflect the overall development and operation of the grid. Furthermore,
this paper does the quantitative assessment on each key index by quintile method,
optimal segmentation method, and K-means clustering method in order to draw the
appropriate “first-class” interval. On this basis, this paper analyzes the advantages
and disadvantages of assessing different types of indices by different methods and
determines the top level of each key index to a reference for the grid assessment
with the combination of the actual situation.

Keywords Key indices � Databases � First class � Quantitative assessment

1 Introduction

With the development of social economic and technical equipment, power grid
capabilities become more and more rich and diverse [1–3]. Grid should meet the
increasingly high limit about services, which order the grid not only to service the
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consumers and the power supplies and to get closed with the government but also to
adapt to climate and energy resources changes and promote ecological optimiza-
tion [4].

In order to comply with the development trend of the times and to improve the
performance of the power grid and to enhance the level of the overall development
of the power industry, countries around the world carried out benchmarking, and set
the international “first-class level” grid as a guide to conduct benchmarking [5, 6].
However, the current standard management mostly selected only a few developed
countries in Europe and America to make a comprehensive comparison, which
means a few sample data and many indices cannot represent the internationally
advanced level and benchmarking results cannot make a difference on the profes-
sional performance of the grid. Therefore, we first make the classification treatment
based on the overall sample database after choosing internationally accepted grid
key indices. And ‘world-class level’ range got by quantitative evaluation of key
indices will be more representative and targeted. Doing diagnostic analysis on the
indices around the various professional sectors and searching the method to
enhance the indices will be more realistic.

Currently, the scope and outcomes of application data classification study mainly
include the following two aspects. As one of the classification methods of orderly
number of columns, optimal segmentation method proposed by Fisher in 1958. In
1967, MacQueen proposed K-means algorithm [7]. He summed up the researches
of Cox [8], Fisher [6], and Sebestyen [9], and gave a detailed step of K-means
algorithm and used mathematical methods to prove. In 1975, Hartigan systemati-
cally discussed on the clustering algorithms in his monograph ‘Clustering
Algorithms’ [10].

On the basis of data classification theory and the combination of the charac-
teristics the grid index, this paper researches the key indices “first-class” quanti-
tative assessment. First, in accordance with internationally advanced grid evaluation
system, this paper selected eight key indices of grid evaluation, and makes the basic
indices classified into positive type, reverse type, and moderate type. Furthermore,
this paper takes range transformation method for processing dimensionless. And
then this paper chooses the optimal partition method, quintiles law, and K-means
method for quantitative assessment. After the analysis of advantages and disad-
vantages of different methods to assess different types of indices, this paper
determines ‘first-class level’ of each key index with the actual situation.

2 The Selection of Grid Evaluation Key Indices

Currently, there are many international power grid evaluation systems. After the
sort and statistics of index construction hierarchy of the internationally advanced
grid evaluation system, we find that the evaluation system mainly consists of three
dimensions of ‘unlimited power, little power outage, good use of power’, while the
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level of economic development, power generation capacity, and power structure of
each country are different.

Among them, the “unlimited power” is a basic requirement of a first-class power
grid supply, which means abundant power resources, strong network structure, and
safe and stable operation. ‘Little power outage’ is the main goal of the first-class
network reliability and economic operations, which requires optimizing network
structure, scientific control, and operation and maintenance, improving power
supply reliability. ‘Good use of power’ is the real social responsibility of the power
company and the whole power industry, which need to support the development of
new energy sources, the timely completion of project planning, and construction
work of clean energy network, to enhance power grid capacity for clean energy
accepted.

At the same time, according to index feature, eight key indices will be divided
into positive type (the bigger index the better), moderate type (optimal index within
a certain range), and reverse type (the smaller index the better). The eight indices
are system average interruption time, system average interruption frequency, energy
not supplied, the proportion of clean energy, electrical energy accounted for the
proportion of final energy consumption, comprehensive line loss rate, and loss of
load probability, power backup rate.

3 Assessment Methods Summary

In this paper quintile law, optimal segmentation method, and K-means clustering
method were carried out on eight key indices of quantitative assessment.

3.1 ‘First-Class’ Quantitative Assessment of Key Indices
Based on Quintiles Law

First, we use range transformation to do dimension treatment on the indices. And
then in the case of adequate index sample, if the indicators meet the normal dis-
tribution, we take the best segment rating value of the five classifications as
“first-class” reference. Boundary point of five intervals range are as follows:
xþ 1 � s, xþ 0:33 � s, x� 0:33 � s and x� 1 � s (x is mean value of the indices, S is
standard deviation of the indices) and then we do a normal distribution test. If the
indicators do not follow a normal distribution we, respectively, provided four
quantile by 16, 37, 63, and 84 % according to the standard normal distribution, and
then we arrange the first value of 16 % of the sample as a “first-class level”
reference.
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3.2 ‘First-Class’ Quantitative Assessment of Key Indicators
Based on the Optimal Partition Method

The optimal segmentation has a reasonable division of the interval index as much as
possible through minimization of error of indices which are in the same interval.
First, we calculate Euclidean distance between each of the two national indices.
Find the minimum value of the distance and returning the two countries associated
with the minimum value as one level. Next, we make the combined level as a new
‘country’. Continue finding the minimum value of the distance. After determining
the different ranges with different centroid, the optimal segmentation method
determines specific indicators division centroid through loss function graphs.

L½bðn; kÞ� ¼
Xk

t¼1

Dðit; itþ 1 � 1Þ ð1Þ

where it represents the first index datum of the t interval; itþ 1 � 1 represents
previous data of the first datum of the tþ 1 interval, that is the last datum of the
t interval. Dðit; itþ 1 � 1Þ represents the loss within the same t interval; L½bðn; kÞ�
represents the total loss within each interval after classifying n data into k intervals.
L½bðn; kÞ� changes in trend with k. We draw trend graph, and then observe the
corresponding inflection point. The inflection point is k value which makes
L½bðn; kÞ� minimized in the case of the known n.

3.3 ‘First-Class’ Quantitative Assessment of Key Indicators
Based on K-Means Clustering Method

K-means clustering algorithm method is typically distance-based, and it uses the
distance as the similarity evaluation index, namely that the closer the two objects,
the greater the degree of similarity. We select the Euclidean distance to determine
the distance between the each particle and indicator. Since the grid evaluation
indices are one-dimensional, therefore, the absolute value of the difference between
two indices is distance related which is defined as follows:

Dði; jÞ ¼ xi � yj
�� �� i ¼ 1; 2; . . .;N j ¼ 1; 2; . . .;K ð2Þ

where xi is the first i index. yj is the first j particle, N is the number of indices, and
K is the number of particles. The data is divided into k level according to the
shortest distance around each centroid. And then we calculate the average within
each stage, a total of K times, and each average value as a new particle.
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4 Case Analysis

4.1 Sample

According to the most recent year of data mining desirable principle, we choose 43
countries in all continents in the world based on 8 grid key indices, which is
comprehensive and representative.

4.2 Case Results Show

When computing with quintile method, we determine division basis of the data after
normal distribution test. Determining the optimal number of centroids should be
according to loss function graphs during the process of calculating the optimal
segmentation method. Thereby, we select first-class interval under the optimal
number of centroid as the end result of the process. In order to facilitate compar-
ison, the number of K-Means Classification method is defined as five.

4.3 Comparative Analysis

Through comparative analysis of three different quantitative results, we draw the
following conclusions:

1. Due to the optimum partition method focus on the distance between the index
intervals during the calculation, therefore, first-class range of quantifiable results
will be interfered by those index which are far great than the mean value, which
will result in very big ‘first-class’ interval, such as saidi and saifi. Quintiles law
can be relatively better to avoid the above scenario.

2. Since the K-Means method clustered around centroid during the process of
division of first-class intervals, which balances the impact of index value and
index distribution to a certain degree while dealing with moderate type index. It
follows that the “first-class” quantization intervals of K-Means method with
respect to the other two methods are relatively more accurate.

3. For energy not supplied(ENS) index, the countries in the ‘first-class’ interval of
quintiles law are Sweden, the Czech Republic, and Hungary, while the countries
in the ‘first-class’ interval of K-Means method are Swedish, Czech, Hungarian,
Portuguese, and Polish. But because the Euclidean distance between Portugal
and the Czech Republic is big, we choose quintiles law as the quantitative
evaluation method.

Considering the advantages and disadvantages of different methods to quantify
the indices, numerical gap between different classification intervals and the actual

The Quantitative Assessment Study on the ‘First-Class’ … 461



situation of countries, we finally determine international ‘first-class level’ interval of
eight key grid rating indices and the corresponding countries, which are shown in
Table 1.

5 Conclusions and Prospects

This paper selected eight key grid evaluation indicators and used quintiles law,
optimal segmentation method, and K-Means method to do the ‘first-class’ level
quantitative assessment. And then we identified relatively reasonable quantification
methods for eight indices through a comparative analysis for the case of three
methods. After comparison with the evaluation results and situation of states grid
operation, quantitative assessment of ‘first-class’ interval are in-line with interna-
tional realities, with a certain representative sense, which can be used as a basis for
the relevant departments to reference. In addition, since there are many factors that
affect the performance of many countries in grid operation, it is hard to objectively
reflect the actual gap among countries through quantifying key index. So it needs to
be further studied to propose specific evaluation and assessment methods for each
index with the combination with the actual operation background of the power grid.

Table 1 ‘First-class’ interval of key index and the major countries

Index Index sample
interval

‘First-class’
interval

The major countries in
the ‘first-class’ interval

Saidi (min/year/household) [0.44,2220] [0.44,27.08] Singapore,
Luxembourg, South
Korea, Denmark,
Germany, Switzerland

Saifi (times/year/household) [0.009,20.2] [0.009,0.402] Singapore,
Luxembourg, Japan,
South Korea,
Netherlands,
Switzerland

Energy not supplied
(ENS) (%)

[0.00001,0.01075] [0.00001,0.00002] Czech, Hungary,
Sweden

The proportion of clean
energy (%)

[0.97,99.98] [61.622,99.98] Iceland, Norway,
Brazil, Austria, New
Zealand, Canada

Electrical energy accounted
for the proportion of final
energy consumption (%)

[14.4,45.15] [31.335,45.15] Israel, Norway, Sweden

Comprehensive line loss
rate (%)

[2.97,16.47] [2.97,3.49] Finland, Netherlands

Loss of load probability
(LOLP)(%)

[0.000228,0.002511] [0.000228,0.00025] United Kingdom, Israel

Power backup rate (%) [−15.56,139.69] [23.815,35.035] Germany, Australia,
United Kingdom
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A Novel Polarimetric Marine Radar

Tao Jin, Huihui Xian, Xuebin Wang and Xiaohui Qi

Abstract Considering the poor anti-interference performance of the current marine
radar, a novel marine radar based on polarization technology is proposed in this
paper. Aiming at the structural characteristics of the floating targets on the sea, this
paper analyses the polarization scattering characteristics of the marine radar targets,
and based on the fact that marine radar targets are mainly slow-moving ones, and
puts forward a general design of marine radar based on the timesharing polarization
technology and also a mentality of design for the antenna in dual-polarimetric
marine radar. The simulation result proves that the novel polarimetric marine radar
is highly improved, compared to the current marine radar, both on its detection
performance and anti-interference capability.

Keywords Marine radar � Polarization technology � TCR � DCR

1 Introduction

Marine radar, as the radar to ensure the safety of ship navigation, plays an important
role in modern marine equipment. The main functions of modern marine radar
include buoys detection, ships detection, islands detection, floating ice warning,
targets ranging, and navigation. The marine radar ensures the safety of ship navi-
gation in a complex environment, especially in low-visibility conditions. Therefore,
the marine radar is essential to modern ships.
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With the rapid development of technology, the modern radar technology has
been updated rapidly. However, the marine radar has been developing at a com-
paratively slow speed. Its basic framework remains to be single-carrier-frequency
monopulse non-coherent radar pattern, and the effective resolution is wanted for the
deterioration of its working performance in bad weather (such as rain, snow, fog,
wave, etc.).

Aiming at this problem, many researchers have constructed corresponding
models and conducted analysis on the wave interference on the marine radar,
suggesting the way to improve the performance of traditional marine radar by
sea-clutter suppression regarding to its characteristic of fluctuation [1–3]. However,
the effect of sea-clutter suppression in marine radar is restricted by varied factors
and thus its stable performance is not expected.

The existing marine radar generally operates on single-polarization pattern
which, in the process of detection, acquires the target characteristics mainly relying
on target’s scalars of range, frequency, phase, etc. Therefore, the existing marine
radar is categorized into Scalar Radar. Take the attributes of electromagnetic wave
into consideration. Polarization, the same as time domain, frequency domain, and
airspace, is also one of the inherent attributes of the electromagnetic wave, but the
existing marine radar is, from the perspective of polarization, not able to make the
utmost of all of the information from target echo, and the vector information that
reflect the target’s inherent attributes is missed.

This paper proposes a marine radar design based on the polarization technology,
aiming at improving the working performance of the existing marine radar by
making full use of the advantages of the polarization technology in the detection of
weak signals, the anti-interference, and target identification. The polarimetric
marine radar, compared to the existing marine radar, will present salient advantages
in its operating range, target detection, and target identification, and also exhibit the
improved working performance in adverse weather.

2 Polarization Scattering Characteristics of Sea-Surface
Targets

The detection targets of marine radar are mainly ships, islands, and floating ice. As
large targets, ships and islands are easily detected by single-polarization marine
radar. But other floating targets on the sea, like floating ice and small glaciers, pose
great difficulty of detection for existing marine radar. The echo is too weak to be
detected and fixed in the sea clutter. As for existing marine radar, this detection
problem is in urgent need of resolution.

One of the salient characteristics of the floating object, like floating ice or small
glacier, is that the object is floating on the sea or submerged under the sea surface.
Its backscattering structure is formed by its own geometry structure and the sea
surface, usually being plane reflector structure, dihedral corner reflector
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(DCR) structure, or trihedral corner reflector (TCR) structure. According to target
polarization decomposition theory, the floating target’s polarization scattering
characteristics can be researched by means of analysis of typical reflector structures,
which have already got results as shown in Table 1.

Gennarelli [4] has analyzed TCR backscattering characteristics based on phys-
ical optics (PO). For understanding polarization scattering characteristics of floating
ice better, the depolarization scattering characteristics of TCR are analyzed with the
PO model [5–8]. The vector expression of incidence ray is shown as Eq (1)

� r!¼ ð�cos/ sinh;�sin/ sinh;�coshÞ ð1Þ

where / is the angle between +X axis and projection of incidence ray in the XOY
plane, θ is the angle between +Z axis and incidence ray. Keep XOY plane parallel to
incidence ray and rotate TCR γ angle around incidence ray. After rotation, the axis
of new rectangular coordinate are X 0, Y 0 and Z 0, the corresponding coordinate
planes are 10, 20 and 30, and the TCR attitude is shown in Fig. 1.

As the X 0OY 0 plane parallels to incidence ray, X 0OY 0 plane is still dark. There is
no change of illumination area. The coordinate transformation is shown as Eq (2).

Table 1 Polarization
scattering characteristics of
typical scattering structures

Target type Polarization scattering matrix (H–V)

Conductor plane
S ¼ A

�1 0
0 �1

� �

DCR
S ¼ A

� cos 2w sin 2w
sin 2w cos 2w

� �

TCR
S ¼ A

�1 0
0 �1

� �

X'

Z'

Y'

O

PA B

C

illumination area

Z

X
Y

M

Nφ
r−

Fig. 1 Sketch map of
rotating TCR twice-scatter
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Using PO model derivation, the electric-fields of twice-reflection wave are
shown as Eq (3).

Es
?1020 ¼ jk expð�jkRÞE0aa1

4pR cos 2c cos/

Es
==1020 ¼ jk expð�jkRÞE0aa1

4pR sin 2c cos/

Es
?2010 ¼ jk expð�jkRÞE0aa2

4pR cos 2c sin/

Es
==2010 ¼ jk expð�jkRÞE0aa2

4pR sin 2c sin/

8
>>>><
>>>>:

ð3Þ

Obviously, the echo has not only co-polarization component, but also
cross-polarization component. The polarization-modulating intensity is related to its
rotation angle. When the rotation angle is c ¼ p=4, the echo will fully be
cross-polarization component which could not be received by the existing
single-polarization marine radar. Therefore, the target will be stealth one to marine
radar.

According to Pauli-basis, the TCR polarization scattering characteristics can be
analyzed by Pauli–Basis decomposition. Therefore, Pauli–Basis decomposition
simulations of TCR (c ¼ 5�) are carried out. The simulation result is shown in Fig. 2.

It is inferred from the simulation result that the existing single-polarization
marine radar can only receive the co-polarization echo and the information in

Fig. 2 Pauli-basis decomposition of TCR (c ¼ 5�)
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cross-polarization echo is missing. When the echo is primarily the cross-
polarization one that could not be received by the existing marine radar due to
its polarization mismatch, false dismissal probability will be highly increased and
huge potential security problem is posed for the marine navigation. The polari-
metric marine radar will effectively improve its detection performance and provide
more security for the marine navigation.

3 Overall Design of Polarimetric Marine Radar

The marine radar is primarily detecting for the slow-moving targets like ships,
floating ice and islands. Within several contiguous transmitting cycles the changes
on the polarization scattering characteristics of the target as a result of its posture
change could be ignored.

Therefore, with overall consideration of the target characteristics, radar cost and
polarization measurement requirement, it is proposed that the polarimetric marine
radar could operate on timesharing transmitting and timesharing receiving model.
Based on the current single-polarization marine radar, the functions of
dual-polarization marine radar will be realized by upgrading the original antenna to
the dual-polarization antenna system and adding the isolator switches. The struc-
tural composition of the dual-polarization marine radar is illustrated in Fig. 3.

Within a transmitting cycle only one SPDT switch is turned on or off, and two
SPDTs operate alternatively in contiguous cycle. As a result, the measurement of
the polarization scattering matrix of the target will be completed within four
transmitting cycles, shown in Table 2.

SW-R

SW-T

T/R

T/R

H-Polarisation

V-Polarisation

Transmitter

Receiver

Timing-sequence Circuit DSPFrequency Synthesizer

Fig. 3 The composition block diagram of dual-polarization marine radar
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4 Dual-Polarization Antenna Design Approaches
of Marine Radar

When ship sails on the sea, the swing of the hull could happen due to the tossing
from the sea waves. Therefore, the stable working performance of the antenna
under the swinging condition is required for the marine radar. With the full cov-
erage on the pitch, it is also supposed to meet the requirement of high-precision
azimuth orientation.

Therefore, the antenna of the marine radar needs to radiate a broad beam-width
on the pitch for ensuring its effective coverage in the pitch plane while a beam-
width as narrow as possible is needed on the azimuth plane. Taking the slow
movement of the target into consideration, the current marine radar is generally
adopting the mechanical scanning model of slot antenna, with the antenna posi-
tioned on the top of the ship which provides wide space for the antenna’s operation.
Hence, it is proposed to add an orthogonal polarization antenna to the original slot
antenna for the realization of the design of co-aperture dual-polarization antenna.
The realization of dual-polarization antenna in marine radar could, on the one hand,
maintains the indicators of working performance of the original antenna; on the
other hand, performs the functions of the dual-polarization antenna. Its structural
diagram is presented in Fig. 4.

Due to the demanding requirement from the polarization radar for the antenna in
terms of the indicator of polarization isolation, the co-aperture antenna can hardly
meet the demand. Thus, cylindrical wire grid, as a polarization filter, is suggested to
be added to the antenna system for improving the polarization isolation.

Table 2 Timing sequence of
isolator switches

Transmitting
period

SW-T SW-R Measure
parameter

1 H H SHH
2 V H SHV
3 V V SVV
4 H V SVH

(a)

(b)

Fig. 4 Sketch map of the dual-polarization antenna in marine radar. a Single-polarization
antenna. b Dual-polarization antenna
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5 Conclusions

A novel marine radar based on dual-polarization technique is proposed. With
dual-polarization technology, the novel marine radar is superior to the existing
marine radar and can work in severe weather. Besides, the novel radar provides the
functions of polarization detection and polarization identification.

According to scattering characteristics of marine radar target, the overall design
scheme of marine radar with T/R timesharing dual-polarization technology is pro-
posed. The novel scheme just needs to upgrade the existing antenna to the
dual-polarization antenna system and add the isolator switches based on existing
marine radar with the advantages of low cost, easy implementation and good
channel consistency.

Aiming at wide space for shipboard marine radar antenna, co-aperture
dual-polarization shipboard antenna is proposed in the paper. The performances
of the novel antenna are proven to be better than single-polarization ones.
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Monitoring of the Performance
of Excitation System Based
on Measured PMU Data

Sai Wang, Xueping Gu, Wei Tang, Zhen Li and Yuanchao Huang

Abstract Traditional evaluation methods of performance of excitation system are
often carried on offline or need special conditions. To realize monitoring and
evaluation of performance of the excitation system in operation, this paper proposes
practical arithmetic of monitoring the unit operation status based on PMU measured
data. After data preprocessing, using valid data to identify field flashing,
de-excitation, load rejection and terminal voltage drop. Then corresponding per-
formance evaluation indexes of the excitation system, respectively under different
conditions is calculated . The quantitative evaluation result of the performance of
excitation can be obtained and it can provide some reference for the evaluation of
the practical operation performance of excitation system.

Keywords Excitation system � Performance index � Status transfer � PMU

1 Introduction

The excitation system of generator has an important influence on the stability and
stable operation of the generator and power system. At present, the performance of
the unit excitation system is mainly tested by the way of the access network test or
type test [1, 2], test conditions all have particular requirements and cannot be
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carried out often. Current testing results cannot comprehensively reflect the actual
performance of the excitation systems in daily operation.

With the measured data from wide area measurement system (WAMS), this
paper proposes a practical method to identify field flashing, de-excitation, load
rejection, and terminal voltage drop of the generators and calculates the evaluation
index of the excitation system. The evaluation method proposed is mainly applied
to turbo generator with the capacity over 200 MW and self-shunt excitation system.
It can provide a certain reference for improving the standard of online monitoring
and evaluation of the performance of excitation system.

2 Acquisition and Preprocessing of the Measured Data
of the Unit

2.1 Data Acquisition

PMU substations send collected real-time data packets from units and their exci-
tation systems to WAMS front system, front system receives and explains these
packets and then put them into real-time high speed cache area for the use of
functional application. In order to monitor the operation status of units and to
analysis their performance, it is necessary to develop data interface to obtain
real-time data of units from high speed cache area of WAMS system, which
includes terminal voltage, terminal current, active power, reactive power, excitation
voltage and excitation current etc.

2.2 Data Preprocessing

Before using and analyzing the obtained PMU real-time data, the correctness and
reasonability of the data must be ensured. So it is necessary to conduct data pre-
processing. The monitoring windows of the measured data is t0 (t0 can be set to
1 s), by monitoring remote measure data and remote sign data within t0 to judge
whether abnormal conditions exist in the data within t0, which include data
invalidation, data deficiency, data with quality problems, etc. Concrete introduction
is shown in Table 1.

In monitoring and the following index calculating, the terminal voltage descri-
bed in this paper is the average of generator terminal three-phase voltage amplitude.

After recognizing and rejecting the data which is unable to meet analysis
requirement, the further analysis is carried on using the data which is effective,
complete, and with normal quality code. The flow of data acquisition and data
preprocessing is shown in Fig. 1.
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3 Identification of Unit Operation Status Transfer

Field flashing, de-excitation, terminal voltage drop, and load rejection can reflect
performance of excitation system. So this paper mainly pays attention to the above
situations.

Considering that the above conditions, all happen during the terminal voltage or
unit output active power transfers from one status to another status; therefore, this
paper uses unit operation status transfer as the general term of field flashing,
de-excitation, terminal voltage drop, load rejection, and so on. The transfer of unit
operation status is shown in Fig. 2.

Changes of terminal voltage and unit output active power are mainly used to
recognize the transfer conditions of unit operation status, the recognition judgment
is shown in Table 2.

Table 1 Abnormal types of data and introduction

No. Abnormal type Introduction

1 Recognition of abnormal
working condition of PMU
device

Detect normal, abnormal or faulty status of unit
PMU or transmission channel

2 Judgment of data effectiveness When terminal voltage is less than −10 %UN or
bigger than 1.5UN, the data is regarded as invalid

3 Judgment of data deficiency Detect whether interruption exists in data

4 Shutdown detecting Detect whether units stops

5 Data with abnormal quality Detect whether the quality code of the data is
abnormal

PMU 
Sub-station

Front 
System

Recognition of Abnormal Working 
Condition of PMU Device

Algorithm
Analysis
ModuleNormal 

Data

Abnormal Data

PMU 
Sub-station

PMU 
Sub-station

Data Preprocessing

Judgment of Data Effectiveness

Judgment of Data Deficiency

Shut Down Detecting

Data with Abnormal Quality

Station System

Real-time 
Database

Relational 
Database

Sequence Real-
time Database

Sequence 
History  

Database

Fig. 1 Flow of data acquisition and data preprocessing
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4 Evaluation of Excitation Performance Under Different
Types of Unit Operation Status Transfer

Calculate the performance evaluation index, respectively, under four conditions
including field flashing, the excitation, load rejection, and terminal voltage drop,
then evaluate performance of the excitation.

The indexes described in this paper mainly refer to related national standard and
industry standard [3, 4], but present evaluation standards of excitation performance
are all under experimental conditions, therefore on the basis of above standards,
considering the differences between online operation environment and experimental
environment, appropriate changes, and engineering disposal are carried out
according to situations possibly encountered in actual operation environment.

4.1 Field Flashing

Field flashing is an important part of generator paralleling. When the power grid
runs well, there is no strict requirements for speed of field flashing; but when the
generator is in emergency standby, in order to remove the power grid fault as
quickly as possible, the generator in standby is hoped to be put into as quickly as

Paralleling
Normal 

Operation
Generator

Outage

Field Flashing Parallel-In

De Excitation

Load 
Rejection

Terminal
Voltage

Drop
Parallel-Off 

Generator Running 

Fig. 2 Transfer of unit operation status

Table 2 Recognition of transfer of unit operation status

Types Change of unit operation status

Field flashing Terminal voltage increase: from <50 %UN to >50 %UN

De-excitation Terminal voltage decrease: from >50 %UN to <50 %UN

Load rejection Output active power sharp drop: from >30 %PN to <5 %PN

Terminal voltage drop Terminal voltage sharp drop
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possible, then it is necessary to reduce the time for field flashing. Curve of typical
field flashing is shown in Fig. 3.

Performance evaluation index:
Overshoot:

df ¼ Um � U0

U0
� 100% ð1Þ

In which: Um is the maximum terminal voltage during field flashing, U0 is the
stable value of terminal voltage.

Settling time ts: time from the start of field flashing to stable status.
Number of oscillation n: the number of oscillation of terminal voltage during

field flashing.
The literature [3, 4] specifies that when synchronous generator generates 100 %

voltage field flashing, the automatic voltage regulator should guarantee the over-
shoot of terminal voltage is no more than 15 % (10 %) of the rated voltage, the
oscillation number of terminal voltage should be no more than three, the regulating
time should be no more than 10 s.

4.2 De-excitation

De-excitation of generator is divided into at normal shutdown and at fault,
de-excitation at fault of modern generator is the only effective way to protect
generator terminal fault, and it is the final defensive line of the protection of
generator fault.

t0

Terminal 
voltage

Um

U0

0.1U0

0.9U0

Mp

tp ts

Peak value of 
terminal voltage

Stable value of 
terminal voltage

Fig. 3 Curve of typical field flashing
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To satisfy the requirement of fast de-excitation, especially in de-excitation at
fault, the de-excitation time should be as close as possible to the ideal de-excitation
time 0.167Td0′. Curve of the ideal de-excitation is shown in Fig. 4.

Evaluation index of performance:
The actual de-excitation time: the time from the sending out of de-excitation

order to the time when the excitation current decreases to 5% of the rated value.
The effective de-excitation time TE [5]: according to the actual final effect of

de-excitation which is the decay of generator terminal voltage to time to determine
de-effective excitation time, influence of various kinds of factors on de-excitation
performance can be taken into account comprehensively, and the actual effect of
de-excitation can be reflected. The concrete calculation formula is as follows:

TE ¼ 1
U0

Z tend

0
uðtÞdt ð2Þ

where u(t) is terminal voltage at time t, U0 is the generator initial stable terminal
voltage, and tend is the time when the generator totally stops.

4.3 Load Rejection

Load rejection of steam turbines in operation not only produces certain negative
influences on the stable operation of power grid, but also forms threaten to the
secure operation of the units.

t
0

excitation voltage
/excitation current

If0

EN

E/If

curve of ideal de 
excitation Em

Fig. 4 Curve of unit ideal de
excitation
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Evaluation index of performance:
Overshoot:

dl ¼ Um � U0

U0
� 100% ð3Þ

where Um is the maximum terminal voltage during load rejection and U0 is the
stable value of terminal voltage.

Number of oscillation n: the number of terminal voltage oscillation during load
rejection.

Settling time ts: time from the start of load rejection to stable status.
The literature [3, 4] specifies that after generator rejects rated load suddenly

under rated power factor, the overshoot of terminal voltage should be not more than
15 % of the rated value, the oscillation number should be no more than three, the
regulating time should be no more than 10 s.

4.4 Terminal Voltage Drop Under
Unit Normal Operation

The typical curve of terminal voltage drop under unit normal operation status is
shown in Fig. 5, such terminal voltage drop mainly arises from short circuit or other
fault in somewhere in the power grid connected with the unit.

4.4.1 Excitation Voltage Response Lag Time

Excitation voltage response lag time is the time from terminal voltage changes
abruptly to the time when excitation voltage starts to regulate correctly, it reflects
the response speed of the excitation system. The concrete calculation formula is as
follows:

tlag ¼ testart � t0 ð4Þ

In which, tlag is response lag time, testart is the time excitation voltage starts to
regulate, and t0 is the time terminal voltage starts to drop.

4.4.2 Amplification-K

Sdrop and Srise are calculated, respectively, according to curve of terminal voltage
and excitation voltage, as in Fig. 5. The ratio of the two subscribes the transient
adjustment ability of the excitation system to terminal voltage deviation under
disturbance, the bigger this value means the bigger the amplification of the
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excitation control system is, the stronger the transient adjustment ability is. The
concrete calculation formula is as follows:

Sdrop ¼
Xtr
t0

ðu0 � uðtÞÞDt ð5Þ

Srise ¼
Xtr
t0

ðEðtÞ � E0ÞDt ð6Þ

K ¼ Srise
Sdrop

ð7Þ

In which, Sdrop: terminal voltage drop area; Srise: excitation voltage rise area; U0:
stable value of initial terminal voltage (in p.u.); U(t): terminal voltage at time
t (in p.u.); E0: stable value of initial excitation voltage (in p.u.); E(t): excitation
voltage at time t (in p.u.); Δt: sampling interval, usually 0.02 s; tr: time period from
terminal voltage starts to drop to recover to the initial stable value the first time.

t s

0

U0

Terminal voltage 
(p.u.)

Sdrop

t s

0

E0

Excitation 
voltage (p.u.)

Srise

t rt0

Fig. 5 Curve of typical
terminal voltage drop
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5 Conclusion

This paper proposes practical algorithm of acquisition and preprocessing of mea-
sured data of running generator unit. The normal data can realize the identification
of field flashing, excitation, load rejection, and terminal voltage drop. Then cal-
culating related indexes can realize performance evaluation of excitation system,
which can provide some references for online evaluation of performance of unit
excitation system.
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Comprehensive Evaluation on the Primary
Frequency Regulation Performance
of Generator Units Based on Data
from a Wide Area Measurement System

Yan Zhang, Xuan Pan, Xinqiao Fan, Sai Wang, Zhen Li
and Yuanchao Huang

Abstract On-line monitoring of the unit’s primary frequency regulation perfor-
mance can be realized on the basis of measured data from WAMS (Wide Area
Measurement System). Based on measured data and according to the index
importance, this paper establishes the unit primary frequency regulation perfor-
mance evaluation index system, including the percentage of pass of the primary
frequency regulation response lag time and stabilization time, the effect of primary
frequency regulation, and percentage of pass of maximum regulation amplitude of
load. Then, it employs close value methods to achieve the comprehensive perfor-
mance evaluation of the primary frequency. The proposed method can provide
some reference for comprehensive evaluations of the actual performance of a unit’s
primary frequency regulation.
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1 Introduction

The research on on-line monitoring of unit primary frequency regulation perfor-
mance has great relevance for ensuring that the unit has a good performance for
primary frequency regulation and the safe and stable operation of a power grid
[1, 2].

WAMS, which is based on PMU, can realize the synchronous measurement of
the parameter in each measuring point and real-time uploading [3], so it provides
the data basis for primary frequency regulation performance evaluation.

The close value method is an optimization method of multi-objective optimized
decision-making with a transparent process and visualization of the decision-making
results. So it is suitable for comprehensive multi-objective evaluation, and this
method has been applied in electric power assessment and other fields [4, 5].

This paper puts forward monitoring the primary frequency regulation perfor-
mance based on WAMS data, firstly building the index system of primary fre-
quency regulation performance, then calculating the unit primary frequency
regulation indexes with on-line data, and afterwards using the close value method to
realize comprehension evaluation of primary frequency regulation performance.

2 Index System of Primary Frequency Regulation
Performance

2.1 Percent of Pass of Response Lag Time and Stabilization
Time of Primary Frequency Regulation

When the power grid frequency jumps above the primary frequency regulation dead
zone (△fsq) at T0, then the knee-point time T1 can be calculated automatically by
monitoring the variation of the generator output. T1 is the time when the unit
actually operates.

The response lag time of unit primary frequency regulation △t can be calculated
by the following formula:

Dt ¼ T1 � T0 ð1Þ

During the primary frequency regulation, the time needed for the unit output to
reach stability after the power grid frequency becomes stable refers to the stabi-
lization time of the primary frequency regulation, and it should be shorter than one
minute.

As is shown in Fig. 1, the stabilization time of the unit primary frequency
regulation t1 can be obtained by the knee-point time T2 when the unit output tend to
be stable. The concrete formula is as follows:
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t1 ¼ T2 � T0 ð2Þ

The shorter is the response lag time of unit primary frequency regulation, the faster
the unit reacts to frequency variation; the shorter is the stabilization time of unit
primary frequency regulation, the faster the primary frequency regulation of unit
performs.

The response lag time and stabilization time of primary frequency regulation
reflect the lag characteristic and speed of regulation, and they can be calculated by
the response status of units during a certain time; the concrete calculations are as
follows:

OT1 ¼ A
ES

ð3Þ

OT2 ¼ B
ES

ð4Þ

In the formulas above, OT1 refers to the percentage of pass of the response lag time
of the primary frequency regulation; A is the number of times that the response lag
time of the primary frequency regulation is shorter than 3 s; ES is the number of
adjustment events of the primary frequency regulation; OT2 refers to the percentage
of pass of the stabilization time of the primary frequency regulation; and B is the
number of times that the stabilization time of the primary frequency regulation is
shorter than one minute.

f

T0 t

P

T1 T2

t1

t

t

Fig. 1 Schematic diagram of
response lag time and
stabilization time of primary
frequency regulation
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2.2 Effect of Primary Frequency Regulation

2.2.1 Measured Contributing Electricity of Primary Frequency
Regulation

Measured contributing electricity of the primary frequency regulation Hi refers to
the integral value of electricity during a certain time when the frequency exceeds
the dead zone of unit primary frequency regulation. Consider the actual unit output
P0 when the frequency exceeds the dead zone of unit primary frequency regulation
as the base point, integrate the electricity variation of the unit output, when the
integral length is less than one or two minutes. If the frequency returns to normal
within one or two minutes, the integral time will stop with it. The concrete cal-
culation formula is as follows:

Hi ¼
Z tt

t0

sgnðxÞðPðtÞ � P0Þdt ð5Þ

In this formula, t0: the time when power grid frequency exceeds dead zone of the
primary frequency regulation; tt: the time when frequency returns to the dead zone
of the primary frequency regulation, wherein the total integral time should be less
than one or two minutes;

P(t): actual active power of unit output at t; and P0: actual active power of unit
output at t0; sgn(x): sign function:

sgnðxÞ ¼
1; f\fN � Dfsq
0; fN � Dfsq� f � fN þDfsq
�1; f [ fN þDfsq

8<
: ð6Þ

In this formula, fN is rated at frequency 50 Hz and △fsq is the dead zone of the
primary frequency regulation, for instance 0.033 Hz.

Regulation of the symbol of Hi: if generator output is less than the initial steady
output when the frequency is higher, or if generator output is more than the initial
steady output when the frequency is lower, the symbol of Hi is positive; if generator
output is more than the initial steady output when the frequency is higher or if
generator output is less than the initial steady output when the frequency is lower,
the symbol of Hi is negative.

That is to say, when the integral electricity is positive, that means the changed
direction of the unit output electricity helps the recovery of frequency. When the
integral electricity is negative, the changed direction of the unit output electricity
aggravates the out-of-limit status of the frequency and has a negative effect on the
recovery of frequency.
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2.2.2 Theoretical Contributing Electricity of the Primary Frequency
Regulation

The theoretical contributing electricity of unit primary frequency regulation He is
calculated by the following formula:

He ¼
Z tt

t0

DPðDf ; tÞdt ð7Þ

DPðDf ; tÞ ¼ Df ðtÞ �MCR=fN � Kc ð8Þ

In this formula, △f(t) = ∣f(t)–fN∣−△fsq is the absolute value of the frequency dif-
ference when the frequency exceeds the dead zone; MCR is the rated active power
of the unit; f(t) is the frequency at t; and Kc is the unit speed variation rate.

2.2.3 Effect of Primary Frequency Regulation

When frequency goes beyond 50 Hz ± △fsq and continues for more than twenty
seconds, in this period (the maximum is 60 s) the ratio of measured contributing
electricity to theoretical contributing electricity is called the primary frequency
regulation effect (DX), for which the concrete calculation is:

DX ¼ Hi

He
ð9Þ

In this formula, Hi and He are respectively the measured contributing electricity of
the primary frequency regulation and the theoretical contributing electricity of
primary frequency regulation. When DX < 0, then set DX=0.

If DX > 0, it means the direction of the primary frequency regulation is correct; if
DX = 0, the direction of the primary frequency regulation is thought to be wrong, that
is to say, Hi < 0 means the direction of unit output variation aggravates the
out-of-limit status offrequency, and it has negative effect on the recovery offrequency.

2.3 Percentage of Pass of the Maximum Regulation
Amplitude of the Load

The percentage of pass of the maximum load regulation amplitude of the primary
frequency regulation refers to the maximum regulation amplitude of the active
power output from the point that the frequency exceeds the dead zone to recovery to
the dead zone of primary frequency regulation.

Setting the maximum regulation amplitude of the load guarantees that, when
the frequency has experienced a great change, the output of generator groups will not
increase too violently tomake theMain Fuel Trip (MFT) operate, and, if the value is too
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small, the ability of the primary frequency regulation will be too weak. The amplitudes
of a thermal power unit are limited to different values according to different capacities,
while the amplitudes of a hydroelectric generating unit are not generally limited.

The calculation formula for percentage of pass of the maximum regulation
amplitude of the load OV is as follows:

OV ¼ C
ES

ð10Þ

In this formula, C is the number of times that the regulation amplitude of the load is
less than the maximum allowed regulation amplitude; ES is the number of primary
frequency regulation events.

3 Evaluation Model of the Close Value Method

3.1 Establishment of the Sample Index Matrix

Assuming that it has n units to evaluate, including z1, z2, z3, ……, zn, and
m evaluation indexes, including s1, s2, ……, sm, and the value of unit zi in the index
of sj is cij, then m evaluation indexes of n units to evaluate make up the initial
sample index matrix Y.

Y ¼ ðcijÞn�m ð11Þ

In this formula, i = 1, 2,……, n; j = 1, 2, ……, m.

3.2 Standardization of the Sample Index Matrix

The percentage of pass of the response lag time, the percentage of pass of stabilization
time, the effect index and the percentage of pass of themaximum regulation amplitude
of the load are all positive indexes. The normalization calculation is as follows:

rij ¼ cij

ðP
n

i¼1
c2ijÞ0:5

ð12Þ

After normalization disposal, the normalized sample index matrix is obtained by:

Z ¼ ðrijÞn�m ð13Þ

In this formula, i = 1, 2, ……, and n; j = 1, 2, ……, m.
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Considering that the degree of importance of each index varies, the weight of
each index can be determined by experts scoring: w{percentage of pass of the
response lag time, percentage of pass of stability time, effect index, and percentage
of pass of maximum regulation amplitude of load} = {0.2,0.2,0.5,0.1}.The weight
matrix is

w ¼
0:2
0:2
0:5
0:1

2
664

3
775 ð14Þ

The weighted data matrix Z′ can be obtained by the following formula:

Z 0 ¼ Z � w¼ðr0ijÞn�m ð15Þ

3.3 Calculation of the Visual Best and Worst Points of Each
Index

Let:

rþj ¼ max
1� i� n

fr0ijg ð16Þ

r�j ¼ min
1� i� n

fr0ijg ð17Þ

where, j = 1, 2, ……, m.The collection of the visual best and worst points is
composed of the maximum value and minimum value of each normalization index
respectively, that is:

The collection of the visual best points is:

Aþ ¼ ðrþ1 ; rþ2 ; . . .. . .; rþm Þ ð18Þ

The collection of the visual worst points is:

A� ¼ ðr�1 ; r�2 ; . . .. . .; r�m Þ ð19Þ

3.4 Calculation of “Close Value” of Each Sample Point

According to the calculation method of the distance in Euclid space, calculating the
Euclid distance di

+ from this point to the best point, and di
− from this point to the

worst point, the calculation formulas are:
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dþ
i ¼

Xm
j¼1

ðr0ij � rþj Þ2
" #0:5

ð20Þ

d�i ¼
Xm
j¼1

ðr0ij � r�j Þ2
" #0:5

ð21Þ

where, i = 1, 2, ……, n; j = 1, 2, ……, m.Let:

dþ ¼ min
1� i� n

fdþ
i g; d� ¼ min

1� i� n
fd�i g:

Then the close value Ei of the ith unit to be evaluated is

Ei ¼ dþ
i

dþ � d�i
d�

ð22Þ

where, i = 1, 2, ……, n.According to the value of Ei of each unit to be evaluated, a
comprehensive assortment of the primary frequency regulation performance of
different units can be obtained.

4 Conclusion

This paper proposes the index evaluation system of the primary frequency regu-
lation based on generator unit measured PMU data, which uses close value method
to comprehensively evaluate the performance of unit primary frequency regulation.
Using the obtained evaluation results can enable quantitative comparison between
the different units.

The method proposed is conducive to promote power plants to put into use
primary frequency regulation, which has a positive impact on raising the level of the
power quality and power grid frequency control in electricity markets.
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A Novel PQ Control Strategy of Microgrid
with Single-Phase Connected to Grid

Baoqun Zhang, Longfei Ma, Cheng Gong, Ran Jiao, Rui Shi
and Zhongjun Chi

Abstract Based on the power hypothesis of feed-forward decoupling, PQ control
is typical of the micro network control strategy, through the SPLL and d–q trans-
formation module power and power factor control module and current control
module to establish PQ control model, and in the original basis of ordinary phase
lock loop to instantaneous reactive power phase lock loop. Finally using two
half-bridge inverter dc micro-source to simulate practice single-phase parallel in
MATLAB/Simulink simulation, it is concluded that using the control strategy of the
micro-source in connection with power grid after a relatively short period of time,
keeps the current in parallel and power grid voltage synchronization, output active
power constant.
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1 Introduction

Microgrid as important auxiliary systems of distribution network [1], has the
advantage of flexible installation, green, efficient use of local resources and various
forms of output, and its active and reactive power are adjustable and positive
response. It is the developing tendency of distribution network power supply to
access microgrid at the end of distribution network.

Feed-forward decoupling PQ control based on dq transformation is one of the
mainstream micro network control strategy, particularly in photovoltaic and wind
power. Renewable energy output power is greatly affected by the external envi-
ronment and has been clearly intermittent. So energy storage devices with a larger
capacity were needed to ensure constant power output, but high cost is required [2].
Therefore, the control target of this type of distributed generation (Distributed
Generation, DG) is how to ensure maximum utilization of renewable energy, in the
general PQ controller.

PQ design generally includes a phase-locked loop (Phase Locking Loop, PLL)
and dq conversion module, power and power factor module and current control
module, but built-in phase-locked loop are used in MATLAB/Simulink simulation
usually. This paper presents a phase-locked loop based on instantaneous reactive
power theory, and SPLL using PI regulator and negative feedback loop which can
be quickly synchronized tracking grid phase, and current loop was designed by
typical I system.

2 Establish PQ Control Model

Without considering system loss, the maximum distributed power given act as an
inverter output reference power Pref . Microgrid is often the expected output active
power to the grid (i.e., inverter power factor is 1.0, and Qref ¼ 0), but
grid-connected system can also output reactive power (i.e. Qref 6¼ 0). Reactive and
active power is contacted by power factor angle from Qref ¼ Pref � tan h (where θ is
the power factor angle), so the reactive power control can be seen as the power
factor control [3]. PQ control strategy was shown in Fig. 1.

3 The Parameters Design of PQ Control Strategy Model

3.1 PLL Design

1. General phase-locked loop (PLL) design
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Vs represent grid voltage in Fig. 2. Built-in virtual phase-locked loop of
Simulink was used directly, and the output voltage phase can maintain synchro-
nization with the grid after integral part (Fig. 2).

2. Phase-locked loop design based on instantaneous reactive power theory

SPLL adopted in this paper based on instantaneous reactive power theory [4]
compared to PLL, which cannot only track the voltage when the voltage waveform
distortion but also has good steady-state effects and fast dynamic response. Its
control structure as shown in Fig. 3 and the specific principle is as follows: First,
SPLL made three-phase grid voltage Uabc converted into Ud and Uq, through αβ
transformation and dq transformation in turn. Where the reference angle of dq
transformation is the PLL output θ, and the difference between Ua and 0 is the
difference of output voltage phase and the PLL output phase (When the PLL can be a
completely tracking frequency, the difference value is 0). Error signal ω was
obtained by the value of Ua minus 0 through the PI controller, and w plus initial
angular frequency w0 obtained angular frequency w, (w0 is generally the funda-
mental angular frequency value, so that even in the case of input power failure can

Udref

Uqref

iLdref

iLqref
Ud

Uq=0

iLdiLq

Pref

Qref

iL
u

uref

ω

Fig. 1 The control strategy of PQ

Fig. 2 The general control model of PLL
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still output sine wave of fundamental frequency), Then the final output of the phase
angle θ is obtained through integral part. In conclusion, SPLL can quickly syn-
chronize the tracking phase grid by PI regulator and close-loop negative feedback.

It can be seen that, q axis voltage of the normal three-phase grid voltage after dq
transformation is 0. Therefore, SPLL can track the grid frequency, when q axis
voltage was controlled to 0.

3.2 Current Loop Control Model Parameter Design

1. Current loop control model principle

In the current loop control diagram shown in Fig. 8, the error is the difference
between power control module output current reference value iLdref and practical
feedback to the controller signals iL through PI regulation.

If the current control error is 0, the inverter output current iL can track no
difference to the power control output iLref . Therefore, it is not only benefit to the
active and reactive power control, but also the output voltage can track the grid
voltage in time; output of the inverter reference was achieved by combination the
current state feedback decoupling, power grid voltage feed-forward compensation
and the output of the PI controller [5] (Fig. 4).

2. Current loop decoupling principle

Inverter output is a strong coupling system under dq coordinate, which can be
expressed as follows:

Tαβ→dq

Ud

Uq

αβ
au

cu
bu

θ ∗

ω∗ω

0ω

0 +
+

+

abc→αβ

dq

−

Fig. 3 The control structure of SPLL
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Ud

Uq

� �
¼ Lsþ r xL

�xL Lsþ r

� �
iLd
iLq

� �
þ Udref

Uqref

� �
ð1Þ

By the formula (1), the inductor current was affected not only by control element
Vd and Vq but also by the disturbance of coupling voltage wLiL and grid voltage U.
So you can only eliminate the coupling term between them for independent control
of the inductor current.

When the current loop used PI controller and the introduction of the current state
feedback (wLiLd;wLiLq) is decoupled, the control equation was shown as follows:

Vd

Vq

� �
¼ Ud

Uq

� �
� ðkP þ ki

s
Þ iLdref � iLd

iLqref � iLq

� �
� �xL

xL

� �
iLq
iLd

� �
ð2Þ

The formula (1) was substituted into (2), we get:

Lsþ r
iLd
iLq

� �
¼ ðkp þ ki

s
Þ iLdref � iLd

iLqref � iLq

� �
ð3Þ

It was known from the formula (2–3): d axis and q axis can be independently
controlled, and increases voltage feed-forward compensation in the current loop can
reduce the impact of the grid voltage for control system [6].

3. PI controller parameters design (Fig. 5).

A reasonable set of PI controller parameters can be no difference tracking the
output current reference of power module, but also quickly dynamic response of the
system. The d axis and q after current controller can be individually designed after
the decoupling of the current state.

Lω

iLq

−

iLqref

iLd

iLdref +

+

iLq

iLd

+
+ +

+

++

ud

uq
+−

udref

uqref+

Lω

Fig. 4 The control structure
of the current loop
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Inductor current as the control variable, the transfer function of filter (Ignoring
the influence of capacitance current) is:

G1ðsÞ ¼ 1
Lsþ r

¼ 1=r
1þðL=rÞs ð4Þ

Because of the nonlinear characteristics of the inverter itself, and to avoid straight in
Upper and lower bridge arm of the inverter, so it is necessary to introduce a delay
for the drive signal of the inverter. Considering the above factors, the transfer
function of the inverter with first-order inertia G2(S) of small time constant and high
gain is expressed as follows:

G2ðs) ¼ kpwm
Tpwmsþ 1

ð5Þ

where Tpwm is the time constant of the inverter and KPWM is the inverter
magnification.

According to information found that, LPWM = Vdc/2 generally when SPWM
modulation adopted.

PI controller transfer function with pole-zero is

G3 sð Þ ¼ kp þ ki
s
¼ kPðsisþ 1Þ

sis
; ki ¼ kP

si
ð6Þ

Part of the sample and hold is equivalent to a first-order system, so transfer
function G4(S) is

G4ðs) ¼ 1
TSsþ 1

ð7Þ

When PI controller system was not joined, open-loop functions are as follows:

Wðs) = 1
TSsþ 1

Tpwm
Tpwmsþ 1

1=r
1þðL=rÞs ð8Þ

+

( )G s 2( )G s

4
( )G s

1( )G s

i
dref

i
qref

i
Ld
i
Lq

−
3

Fig. 5 The control structure of the system of current loop
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Do the following with sample and hold part: TPWM ¼ 0:5Ts;TK � TS þ
TPWM ¼ 1:5TS; so open-loop transfer function of current loop is:

WðsÞ ¼ kpwm
Tksþ 1

1=r
1þðL=rÞs ð9Þ

Current loop control system requires fast current follow characteristic, so only
need to use PI zero offset current loop transfer function of the pole to be a typical
type I system [7]. Make si ¼ L=R, and the system transfer function after PI con-
troller access system is as follows:

W0 sð Þ ¼ kPkPWM

rsisðTksþ 1Þ ð10Þ

Closed-loop transfer function of the current loop control system is

W 0
0ðs) =

W0ðs)
1þW0ðs) ¼

kpkpwm
TsiTKsþ 1þ kpkpwm

¼ 1
rsiTk
kpkpwm

s2 þ rsi
kpkpwm

sþ 1
ð11Þ

If the second-order system in formula (11) has the ideal dynamic quality [8], the
output current loop will be fast track to set value. According to the design method
of typical type I system, taking that

e2 ¼ Tkkpkpwm
rsi

¼ 1
2
;

ki ¼ kp
s ¼ r

3Tskpwm

kp ¼ rsi
2Tkkpwm

¼ rsi
3Tskpwm

¼ L
3Tskpwm

(
;W 0

0ðs) ¼
1

4:5Tss2 þ 3Tssþ 1

ð12Þ

The ultimate goal of a typical Type I system design method is a second-order
system reduced to be a first-order system [9].

Because the Ts magnitude in the formula (12) is general 10−6, 4.5TSS
2 ≪ 3TSS

[10]. So, the simplification of closed-loop transfer function by omitting the quad-
ratic term is

W 0
0ðsÞ ¼

1
3Tssþ 1

ð13Þ

PI controller open-loop frequency response, closed-loop frequency response and
step response were simulated in MATLAB, taking kp = 0.0001, ki = 0.0006.
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4 Simulation Analysis

4.1 Single-Phase Grid-Connected Based on PQ Control

In this paper, model was built in MATLAB/Simulink, and the simulation model of
the main circuit shown in Fig. 6. The V1 and V2 equivalent represented two DC
micro-source, respectively, which connected to main grid through the half-bridge
voltage inverter, LC filter (added resistance to prevent resonance) and the line
impedance in turn, where RLOAD represents load.

According to the above analysis, the model of two nearby DC-source connected
to grid was established in MATLAB/Simulink. And PQ controllers were used in the
two DC sources micro, whose input were inverter output voltage, inductor current
and the grid voltage of the q axis component. The output of PQ Control 1 and PQ
Control 2 were half-bridge trigger pulse composed by T1, T2, T3 and T4, both with
SPWM modulation.

4.2 Simulation Result Analysis

The selection of simulation parameters are as follows.
Two LC filters parameters are

R1 ¼ 0:55X; Lf 1 ¼ 1:5� 10�3H; Cf 1 ¼ 200 lF

R2 ¼ 0:55X; Lf 2 ¼ 1:5� 10�3H; Cf 2 ¼ 200 lF

1T

2T

T

4T

Cf2Cf1

1R
RLoad

Lf2Lf1 line1L Lline2

S1

Vdc
+

-
+

-

V1

+

-

V2

I1 I2
N

R2

3

Fig. 6 Two micro-sources single-phase connected to the grid based on the control of PQ. a DG1.
b DG2
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The output circuit parameters are

r1 ¼ 0:2X; LLine1 ¼ 1:1� 10�3 Hr2 ¼ 0:2X; LLine2 ¼ 1:1� 10�3H

The system rated output are

Un ¼ 250 V; fn ¼ 50 HZ

PI controller parameters are

Kp ¼ 0:0001; Ki ¼ 0:0006

Finally the simulation diagram is as follows: (Fig. 7).
As can be seen from Fig. 6, two micro-sources after Grid connection did not

affect each other. The respective grid-connection current keep stable state after
0.2 s, and grid-connection current phase was same with network voltage phase.
This proved that the use of PQ control strategy can achieve good results of
micro-source grid-connection in a short time.
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Fig. 7 The curve of grid-connected current and network voltage
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Fig. 8 The curve of grid-connected active and reactive power a the curve of active power b the
curve of reactive power
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It can be seen from Fig. 8a that DG1 and DG2 can quickly reach the active power
set point, and keep output active power stable at given value 500 W after 0.25 s.
The reactive power output of DG1 and DG2 is 0 in Fig. 8b, so DG1 and DG2 is
equal to the constant power load after 0.25 s. That is to say only active power was
input to the grid under the condition of normal grid connected.

5 Conclusion

In this paper, single-phase grid-connected system with PQ control strategy was
simulated. First, the principle and implementation method of PQ control strategy
were analyzed, and then established SPLL and dq transformation model, power and
power factor control module and current loop control model in MATLAB/Simulink.
The SPLL which improved of PLL can more quickly and accurately track the phase
of the grid and Typical I systems were selected for the design of the current loop
parameters. Finally, with the simulation of two half-bridge inverter DC-source
single-phase grid by PQ control strategy, it is concluded that PQ control strategy
adopted by micro-source in power grid can keep the grid current and power grid
voltage synchronization and output constant active power in a relatively short period
of time. PQ control strategy established in this paper was versatile, can be applied to
multiple micro-source occasions.
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Assessment of Civilian Demand Response
Behavior Supporting Wind Power
Digestion

Ran Jiao, Baoqun Zhang, Cheng Gong, Longfei Ma, Rui Shi,
Zhongjun Chi, Bing Yang and Huizhen Liu

Abstract According to the time process characteristic and the economic efficiency
characteristic of civilian active load system’s interaction demand response behavior,
this paper establishes the behavior analysis model of active load’s interaction
response. And we decouple the response behaviors between users’ energy con-
suming load and electric load, and we extract out the target variables which can
represent and identify the physical features of interactive response behavior from
users’ energy and electricity demand and the cooperation between distributed
renewable energy and grid. Considering a power grid with wind and heavy air
conditioning load, this paper designs a wind and cold storage air conditioner
combined system, and through a case study of response behavior analysis on res-
idential and commercial active load system, we verify the effectiveness of the
behavior analysis model and the target variables.

Keywords Active load � Interaction response � Behavior characteristic analysis �
Wind and cold storage air conditioner combined system

1 Introduction

To reduce the influence of the wind power and other random power sources on the
power supply system, and effectively support the development of renewable energy,
scholars conducted extensive research to digest wind power for grid-side energy
storage technology. But the larger investment is needed, and large-scale electro-
magnetic energy storage and chemical storage technology is still at the exploratory
stage of development.

Domestic and foreign research and practice has shown that cooperative develop-
ment of smart grid technology and demand promotes the intellectualization of grid. To
effectively digest distributed renewable energy (DRE), the use of smart power
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two-way interactive operating mode and supporting technology, dynamic integration
of user-side resources has become a core of research under the smart grid demand
response mechanisms [1–4]. Literature [5] proposed three criteria for user-side
demand response, namely, cost-effectiveness, potential applications and clipping
capabilities. Literature [6] located user-side resources that can alleviate the problem of
air conditioning load peak to three devices as air conditioning, refrigerators and
freezers, and established a demand response model based on the priority of the wind
power digestion.

Literature [7, 8] pointed out that, as the resident power load has been gradually
diversifying, household appliances’ automatic control continued to improve, as well
as the development of new energy management system, in the case that electric
power operators provide some economic stimulus, there would be a class of load; it
can intelligently control a type of electrical equipment or device group, changing
electricity using time and electricity power load size to match the operator’s
demand response strategies to obtain economic benefits. After equipping the
appropriate storage device, this load can be completely out of the grid during certain
hours, or even reverse transmission to the grid, this load can be called active load.

With the growing peak load and wind power, solar and other DRE sources high
penetration access, the research for interactive response behavior of civil active load
and system power load with storage capacity and renewable energy generation load
has been becoming the focus of attention. For residents, active load response system
including electric cars, Literature [8] established a joint initiative PV energy storage
devices and residents load effective solar power digestion demand response model,
and use user demand self-digestion factor to quantitatively measure response
strength. Literature [6] represented response strength, different levels of incentives
and punishment by introducing a user need ratio index to measure user load active
transfer willingness. Literature [9] studied the effects of wind power penetration
access on demand response strategies.

In summary, the study of demand response behavior analysis that has been
carried out is focused on the behavior characteristics of demand response behavior;
in order to further research and use demand response resources, we need to identify
and quantitatively analyze its response behavior characteristics. This paper dis-
cussed the establishment of active load interactive response behavior analysis
mode, extracted indicator variables that can characterize the behavior characteristics
of interactive response, and took wind power combined with ice storage system as
an example of the active load of the system, analyzed its response behavioral
characteristics to verify the proposed response behavior analysis mode, and the
effectiveness of characteristic variables.
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2 Analysis Mode of Active Load Interactive
Response Behavior

2.1 Time Distribution Characteristic of Response Behavior

In the active load system, the user energy needs can be supplied diversely; load
system makes energy demand and electricity demand present new time distribution
by interactive response, as shown in Fig. 1.

Under traditional load response mode, the user to adjust energy demand for
electricity by adjusting their habits substantially, and transfer energy demand in
time, reduce energy demand in peak, increase energy demand in valley, the energy
demand curve is shown curve 1 (dashed line), where the horizontal axis represents
the reference state, and the convex curve represents increasing energy demand,
concave curve represents reduced energy requirements. Under active load interac-
tive response mode, the user can avoid substantially adjusting their energy use
habits, the time distribution characteristics of energy demand remains relatively
stable as the curve 2 (solid line) shown in figure. At this point, the user’s energy
demand which is transferred from the original peak to valley can obtain a diverse
supply, namely the grid, DRE, and energy storage equipment, as shown in curve 3
shadows. The curves 4, 5 in the figure represent electricity demand curve of load
interactive response systems and unresponsive; curve 6 is distributed renewable
power curve.

It is obvious that active load interactive response can less adjust energy demand
time distribution, and even increase electricity consumption level, while using its

3

4

5

6

t

MW

2

t

1

t

Fig. 1 Time distribution
characteristics of interaction
response with active load

Assessment of Civilian Demand … 505



own demand response system, absorb DRE electricity, and in the meantime adjust
energy demand time distribution to the maximum extent, meeting the power
requirements of peak shaving.

2.2 Economic Efficiency Characteristic
of Response Behavior

The goal of active load interactive response is to create a high level of economic
efficiency to power users with energy, power system operation, and DRE operation.
That is, within a user’s wishes to use energy habits shift range, to satisfy user’s
needs of energy efficiently, while economically digest renewable energy, and meet
the requirements of improving the grid load characteristics and reducing the dis-
tribution network capacity investment.

As Fig. 2 shows, active load system accepts the information input through its
control management center, optimizes decisions response plan to achieve economic
efficiency, including: (1) DRE system inputs intermittent and fluctuant generation
contribute information, active load response coordinates with DRE absorption,
improving the economical characteristics of renewable energy generation; (2) The
user side energy use efficiency can be improved and the user's energy consumption
expenditure can be reduced by according to the level of satisfaction, can be used to
transfer the will; (3) the public system inputs grid demand of peak shaving, and the
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active load system response timely storages energy, self-energizes, sends energy
back to the grid, improving power grid load characteristics, reducing fossil energy
consumption and distribution network investment, improve the economical char-
acteristics of system operating.

2.3 Physical Characteristics Analysis of Active Load
Interactive Response Behavior

It is obvious that time distribution characteristics feature the process characteristics
of the response behavior, and the economic efficiency characteristics feature the
result characteristics of the response behavior. The origin of the above process
characteristics and result characteristics still comes from changes in the physical
characteristics such as the energy demand and electricity demand implementation
method, the absorbing method of DRE, and the coordinated operation condition of
load system and the public network system. Therefore, this paper faced response
behavior whole time process, establishing responsive behavior characteristics of
indicators according to the difference of the physical characteristics in the following
three areas of the response behavior.

1. The extent of active load systems energy demand, and adjustment, including the
supply structure of energy demand;

2. The extent of electricity demand adjustment response of the active system when
coordinating with the power grid peak shaving;

3. The ability and methods of the active load system supporting digesting DRE.

3 Applying Analysis

3.1 Example System Design

Nowadays, active load system that has been much studied mainly include electric
vehicle charging stations coordinating with solar photovoltaic generation, ice
energy storage air conditioning coordinating with wind power and community load
equipped with fuel cells and micro cogeneration plant (Micro CHP).

For the practical problem of obvious peak in summer, air conditioning electricity
consumption while high level of wind power output in load valley at night causing
difficulty in adjusting peak, this paper designed a wind and cold storage air con-
ditioner combined active load system, as is shown in Fig. 3. The ice energy storage
air conditioning can transfer excess energy generated by wind power to peak time
with ice storage devices and release it in the form of cooling capacity, releasing
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peak electricity load while ensuring cooling capacity demand of users and sup-
porting economical wind power digestion.

3.2 Basic Parameters of Active Load System

1. In the analysis of the account case, consider two circumstances that wind and
cold storage air conditioner combined active load system provides cooling
services for residential and commercial (including large commercial buildings,
office buildings, etc.) areas respectively, establishing residential active load
system and commercial active load system. Among them, the electricity load
curve and cold load curve of residential and commercial users before response is
measured according to load of typical users, and the curve after normalization
according to maximum value is shown in Fig. 4.

2. For the proportion of generation capacity of distributed wind power to cold
storage air devices in the residential active load system and commercial active
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load system, consider two circumstances of 10 and 20 %, respectively. Choose
the summer typical day wind power output curve of the power grid as wind
power generation characteristics, as is shown in Fig. 5.

3. The partition of peak and valley of the grid is: peak time 10:00–12:00, 16:00–
22:00; flat time: 7:00–10:00, 12:00–16:00, 22:00–23:00; valley time: 23:00–
7:00 of the next day; the proportion of electricity prices at peak, flat and valley is
1.5:1:0.5.

4. According to field study data for the local cold storage air conditioner operation
characteristics, the operation efficiency of cold storage air units is 0.8824, and
the attrition rate of the sending cold pipeline is 0.20, under the circumstances
that ensuring whole cold demand without considering ice-melting speed and
capacity limit of ice storage tank, we simulated the electricity demand of resi-
dential active load system and commercial active load system after response,
and the curve after normalization is shown in Fig. 6.
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Fig. 4 Electric load and
cooling load of different user
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Fig. 5 Wind power output
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4 Conclusion

The demand response of active load can reduce newly installed capacity, improving
system efficiency, and firmly supporting the economical digestion of distributed
renewable resources. This paper established analysis mode of active load interactive
response behavior base on characteristics analysis of active load interactive
response behavior, and proposed characteristics analysis index of response
behavior. Case analysis was conducted for response behavior of residential active
load system and commercial active load system with combined wind power and ice
energy storage respectively, verifying the effectiveness and characteristics of the
proposed analysis mode and index, which mainly include

1. Decouple the relation between energy demand and electricity demand of
response behavior, measuring the impact of response behavior on satisfaction
degree of users.

2. Based on changes of time distribution characteristics of energy demand and
electricity demand during the process of response behavior, extract analysis
index, quantifying and measuring physical characteristics changes before and
after response.
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3. Merge response goals of effectively digesting distributed renewable resources,
assessing and analyzing the physical characteristics of response behavior.
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Research on CO2 Laser Frequency
Stabilization by Adjusting Grating Angle

Yanchao Zhang, Zhaoshuo Tian, Guang Dai, Chunlei Jin
and Zhenghe Sun

Abstract A new frequency stabilization for CO2 laser with frequency selection by
grating is presented in this paper. A closed-loop control system was designed to
stabilize the laser frequency at the gain curve center by measuring the changing
laser power continuously and fine adjusting the grating angle of the laser cavity. In
the experiment, the long-term laser power and frequency shift of the CO2 laser 9P
(10) line were measured to be less than ±0.035 W and ±7 MHz, respectively,
when the frequency stabilization is in closed-loop operation. The CO2 laser fre-
quency stability is up to 4.6 × 10−8. The frequency stabilization control system
owns advantages of small volume, compact structure. It can be also used for other
type of lasers.

Keywords Frequency stabilization � CO2 laser � Grating � Angle adjusting

1 Introduction

Frequency-stabilized CO2 lasers are widely used in the fields of optical metrology,
laser detection, laser radar, and so on [1–4]. Optogalvanic effect, lamp-dip, satu-
rated absorption effect, fluorescence method are common active frequency stabi-
lization methods for CO2 laser with high-frequency stability [5–7]. For example, the
long-term stability and reproducibility was up to 10 kHz using fluorescence method
[7]. The laser frequency can be stabilized by controlling the temperature of the laser
tube. J. Qian et al. use this method to stabilize He–Ne laser. The frequency shift was
less than 1.4 MHz in long term [8]. These frequency stabilization methods for CO2

laser we mentioned usually need complex structure and large volume. In our pre-
vious work, a pulse build-up time method was used to stabilize pulsed CO2 laser,
with frequency stability up to 10−8 [9–13].
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In this paper, according to the laser theory and our studies for CO2 laser [9–13],
when the laser oscillating frequency is located at the centre of the gain curve the
output laser power is the largest. For the CO2 laser with frequency selected by
grating, the subtle changes of the grating angle can result in significant changes in
laser power and laser oscillating frequency. Grating angle is easily affected by
temperature, vibration and other environmental factors in the experiment.
A closed-loop stabilization circuit was designed in this paper, when the stabilization
system worked, the laser frequency could be adjusted to near the centre of the gain
curve by measuring and recording the laser power changing continuously and
controlling the grating angle.

2 Experimental Setup

2.1 Laser Structure

Frequency-selected CO2 laser by grating adopted semi-external cavity structure, as
shown in Fig. 1. The laser consists of discharge tube and laser cavity. A total
reflector and grating with a constant of 150 lines/mm constitute the laser cavity. The
first-order reflectivity of grating is 85 % which is used for oscillation feedback in
the cavity. The laser can be output from zero diffraction order of the grating. One
end of the laser tube placed a gold-coated silicon-based total reflection mirror and
the other end of the tube is placed with ZnSe window with 9–11 m broadband
antireflection film coating, which sealed the vacuum chamber. The laser working
gas was filled in the vacuum chamber. The tube is discharged by high voltage
power supply and the gas discharge length is 1200 mm. A grating is placed near the
ZnSe window. The grating is mounted on a stent which is composed of aluminum
structure and PZT (piezoelectric ceramic), as shown in Fig. 1. During the piezo-
electric ceramic stretching, the grating rotates at a slight angle to the axis O′. So the
laser frequency and laser power can be adjusted by changing high voltage on the
PZT. The grating and stent are mounted on a precision adjustable rotating plane.
The CO2 laser line can be selected by adjusting the grating angle. Laser beam

O

Reflector

Grating
CO2 laser tube PZT

Rotary plane

S

L

Metal
stent

ZnSe

O

Laser
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Fig. 1 The optical path of the laser with line selected by grating
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direction is shown in Fig. 1, the total reflector is used to change the beam direction.
Grating and reflector were fixed in rotating plane, which can be rotated around the
point O. The laser line moves to shorter or longer wavelength when the plane
rotates along the S or L directions, respectively.

2.2 Laser Stabilization System

CO2 laser frequency stabilization we designed was shown in Fig. 2. It mainly
composed of A/D (analog digital) convertor, microprocessors, D/A (digital analog)
converter and high voltage amplifier. The CO2 laser output power was measured by
laser power meter. The voltage from the laser power meter was amplified by
preamplifier. Then, the signal was collected by analog digital convertor. The
microcontroller is used to control and read the data from the ADC and analyze the
laser power shift. Then the microcontroller gives error voltage signal which is
converted into analog voltage by a DAC. The analog voltage is amplified by a HV
amplifier and fed back to the PZT fixed on the grating to control the grating angle of
the laser cavity. The laser power was stabilized to be around the maximum value,
and the laser frequency was near around the gain curve center. Meanwhile, the laser
power voltage from the detector can be recorded by a computer.

2.3 Control Algorithm

The stabilization system we designed finds the maximum values of the laser power.
According to the laser principle, the laser output power is maximum when the laser
frequency is oscillating at the center frequency of laser gain curve, so as to achieve
the purpose of laser frequency stabilization. The relationship between laser power

AmplifierComputer

DACHV 
amplifier

Detector

Microcontroller

CO2 laserPZT

ADC

Fig. 2 The diagram of the stabilization system for CO2 laser
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and frequency is shown in Fig. 3. Dm is the gain width of the laser line. Dm0 is the
free spectrum range limited by the laser cavity length (about 1500 mm).

The principle of laser control algorithm can be described by the formula 1:

unþ 1 ¼ un þ ldJn ð1Þ

wherein unþ 1 and un are n and n + 1 times control voltage. dJn is the n times laser
power change value, and μ is the step size. If the power level increases, the control
voltage changes the direction of the same. If the power value decreases, the voltage
change direction is reversed, which we named maximum method. In the experi-
ment, in order to achieve a better stabilizing, a suitable iterative cycle and iterative
step should be test.

3 Experimental Results

In the experiment, the laser line 9P (10) branch, wavelength 9.47 µm was selected
by adjusting the rotary plane angle. The PZT voltage range is 0–150 V. The
maximum stretch of the PZT is 20 µm. The laser discharge current is 10 mA, the
laser power was measured by power meter detector, which output voltage represent
the laser power value.

3.1 In Open-Loop Operation

In open loop, first, in the experiments, we measured the laser power in 30 min
without active stabilization in free running mode. As shown in Fig. 4, the laser
power value changes in the range 2.35–2.95 W, and the average power is 2.75 W.
The long-term stability of the laser power is 0.145. Because of the long laser cavity,
the laser frequency tuning range is mainly limited by the free spectral range which

Fig. 3 The diagram of laser
gain curve
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can be calculated to be about 100 MHz. So the laser frequency shift deviation from
the center frequency is about ±50 MHz. The frequency stability of the laser is
about 3.75 × 10−7.

3.2 In Closed-Loop Operation

Second, we measured the output laser power with active frequency stabilization in
30 min. The iterative cycle of the stabilization system is set to 1 s. The laser power
variations with time are recorded in 30 min as shown in Fig. 5. It can be seen that
the output power of CO2 laser was kept near the maximum power value in a long
period time. The laser power drift is about ±0.035 W. The laser frequency shift is
calculated to be ±7 MHz. The frequency stability is up to 4.6 × 10−8.

Fig. 4 The measurements of
the laser power without active
stabilization

Fig. 5 The measurements of
the laser power with active
stabilization
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4 Conclusion

In this paper, a closed-loop stabilization system for branch selected by grating CO2

laser was designed. The stabilization keeps the laser output power value to the
maximum by adjusting grating angle. In the experiment, the method can effectively
improve the output power stability of CO2 lasers. In open-loop, laser power value
change range is 2.35–2.95 W. The long-term stability of the laser power is 0.145.
The frequency stability of the laser is about 3.75 × 10−7. When the laser stabi-
lization system is closed loop, the CO2 laser power was kept near the maximum
value 2.95 W. The power shift is about ±0.035 W in a long time. The laser fre-
quency shift calculated is about ±7 MHz. The laser frequency stability is about
4.6 × 10−8. The laser frequency stabilization has the advantages of compact
structure, small volume, and low cost.
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Study on Shipborne Video Electro-optical
Tracking System Based on FPGA

Zongjie Bi, Zhaoshuo Tian, Tao Luo and Shiyou Fu

Abstract Shipborne video electro-optical tracking system can be used for ocean
target detection and recognition, marine rescue, etc. In this paper, an FPGA is
selected as the core processor to realize the target detection and servo tracking. We
propose a colour matching centroid tracking algorithm to solve the impact of
complex water surface changes. Test results show that the system works normally
and stably. In the 640 × 480 video image resolution, the tracking accuracy of the
azimuth motor is 80 pixels, and the maximum tracking angular velocity is 30°/s. The
tracking accuracy of the pitch motor is 50 pixels, and the maximum tracking angular
velocity is 10°/s. The minimum size of target recognition is 16 × 16 pixels matrix.

Keywords Shipborne � Target detection � Colour matching � Electro-optical
tracking

1 Introduction

With the rapid development of science and technology, mechanical manufacturing
technology, computer technology, electrical automation technology, integrated
circuit technology, optical technology, and other fields have made great progress.
Photoelectric video tracking technology combines image processing, automatic
control, machinery manufacturing, signal processing and other interdisciplinary
technical knowledge, have been widely used in the fields of military, security, and
civil, such as airborne electro-optical tracking and pointing system ship tracking
platform, satellite reconnaissance and observation system, and so on [1].
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At present, there are many researches on target recognition and tracking algo-
rithm, which are mainly used in the video optical tracking device in the machine
vision system, such as robot vision system in real-time tracking for moving target
[2, 3]. Gevers et al. proposed a new colour recognition model [4], which can deal
with the influence of illumination change and object geometry change on target
recognition. Ferrari et al. explored the image object recognition and image seg-
mentation [5]. Bo et al. proposed the adaptive learning recognition algorithm based
on the target RGB model [6], compared with the similar method, the experimental
verification has a good recognition effect, high robustness. Rosin et al. proposed
image segmentation and target detection based on different thresholds [7]. Wang
Baoyun et al. researched on the target detection and tracking technology of sea
surface moving target, including the establishment of the mathematical model of the
marine environment, the characteristics of the target of the ship and the tracking
algorithm [8].

In this paper, based on the application environment of complex water surface,
the colour matching algorithm is proposed, which can increase the stability of the
servo system, and achieves the ability of real-time detection and tracking using the
hardware FPGA.

2 The Working Principle

The system is mainly used in the sea or the lake surface, which is used to detect,
lock, and track the surface of the water or low altitude manoeuvering target. The
complexity of the surface changes has a greater impact on the tracking system, so it
needs higher tracking precision and better stability platform. In this paper, FPGA is
used as the core control unit of the whole system, to achieve all the functional
design, using the top-down design method to design the system. The system can be
divided into two parts, including image processing and servo control, and the
system’s working principle is as follows:

With the operation of the system, the video capture module works in FPGA, and
the colour video signal is displayed in real time on LCD, then in standby mode,
waiting for selection. The motor of the azimuth and pitch axis is controlled by the
control device, and then place the target in the centre of the screen, and then the
target information is stored in the template. After starting the automatic tracking,
the system switches to the tracking mode. After starting the auto tracking system,
the target detection module will search the current frame based on the template
information. After finding the matching target, the target will be automatically
tagged in the position of the screen, and the target coordinate value of the current
frame will be stored, and then it will be sent to the tracking module for tracking. If
the target is unlocked, the system will automatically enter into the stable mode. If
the target is re-emerging in the video screen, the system will automatically detect
the target and then turn to the tracking mode. The structure of the system is shown
in Fig. 1.
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3 Research on Video Image Processing and Tracking
System

In this part, several parts of the system will be described in detail.

3.1 Video Capture Module Design

The system uses the CCD HD camera output mode for PAL standard, through the
video decoder chip, the standard video data can be obtained, and then by cutting
conversion, 640 × 480 of the effective video data can be extract, which is stored in
SDRAM. Then convert the format of the valid data to the video encoding chip,
which will be displayed on the VGA LCD. The image processing in the later stage
only needs to be analysed and processed.

3.2 Video Image Preprocessing Design

Because in the process of transmission, transformation, and storage, the video
image data may produce interference noise, as a result, error will exist in some data,
which deviates from the essence of the image, so it is necessary to pre-process the
image. Considering that FPGA is not suitable for complex numerical operations,
this paper uses a fast median filtering algorithm suitable for FPGA. The traditional
median filter is the median value of the set of points in the neighbourhood of the
point, which needs more times, and the fast median filter reduces the number of
operations and improves the efficiency.

Servo stability controlTracking platform

CCD cameraThe target Video image processing

o

⊕
Control 
device

Monitor

FPGA

Fig. 1 System design block diagram
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3.3 Video Object Detection Module Design

According to different using conditions, the methods for objection and tracking
algorithms include background cancellation method and frame difference method,
which are suitable for a stable environment; as well as optical flow method and
template correlation matching method, which are suitable for the actively changing
background. The classical matching method based on template matching has the
average absolute difference algorithm and the sum of absolute difference metric
algorithm. The core ideas of these two algorithms are to compare the difference
between the gray value of the target template and the search area in the search
process. The sum of absolute difference metric algorithm is shown as follows:

Rðp; qÞ ¼
Xm�1

x¼0

Xn�1

y¼0

Sðpþ x; qþ yÞ �Mðx; yÞj j ðx; yÞ 2 ðm; nÞ

Rðp�; q�Þ ¼ minfRðp; qÞg
ð1Þ

When R p�; q�ð Þ is obtained, the corresponding p�; q�ð Þ is the position coordi-
nates of the target.

Template matching principle is relatively simple, only involves addition, sub-
traction, division, and it is relatively easy to achieve in the hardware, but the
amount of computation is very large, and takes up a lot of computing time.
Considering the real-time requirement of the system, the parallel processing of
FPGA is very suitable for this algorithm.

The core idea of template matching is to find the most similar gray value
information in the matrix of image pixels. Colour is the most obvious feature of the
target object, the movement of the object can be reflected in the colour. This system
is always applied a relatively simple background such as the sea and the sky, so
using the colour information as the target feature is an effective method of
identification.

Based on the principle of template matching algorithm and target colour
recognition, the system improves the search strategy of the algorithm, which is
matching target colour feature information in RGB colour model space.
Algorithm’s basic principle is that; First select an object in a frame image, then
record the more bright position of the RGB information colour of the object, stored
in the register, and then wait for the next frame of the image. Search image, find the
template similar to the point, and ultimately calculate its centre of mass, so that
complete the task of target detection. The specific process can be described as the
following seven steps:

1. Select the target. Take the tracking box as the target information selection box,
through the joystick control motor, camera focusing and other operations to
make the target colour feature information clear. That is, the colour of the box is
pure, and the target is stable in the tracking box.

524 Z. Bi et al.



2. Sample target colour feature. There are lots of ways to select the sampling
points, and the more the better, in theory. This system uses the type sampling
model, which has 9 points (a–i), as shown in Fig. 2.

3. Store the information point. The RGB values of the selected sampling points are
denoted as R, G, B. The maximum and minimum values for each component of
RGB are sorted and stored separately.

4. Make matching strategy. In order to obtain high matching efficiency, low false
recognition rate, the next sampling method for search is used. That is, in a full
frame of video image data, the fixed position of the pixels is taken as the sample
to be matched. Mark the position coordinates of the sample as S (x, y).

5. Search matching. Search the next sampling as S (x, y), and find a series of
matching points. The matching condition is satisfied with the formula 2.

rmin � rðx;yÞ � rmax

gmin � gðx;yÞ � gmax

bmin � bðx;yÞ � bmax

8<
: ð2Þ

6. Calculate target centroid position. Calculate the average value of the target
position coordinates, which is regarded as the centre of the target.

7. Mark centroid position. The integer part is taken as the target position, so that
the target’s recognition and positioning is accomplished and the red block
identification is done in this position.

3.4 Servo Tracking Module Design

Video signal images are displayed in VGA in real time. In order to achieve the
target tracking, the camera lens will be driven by the pitch motor and azimuth motor
of the servo system to follow the object motion, which makes the target object in
the centre of the screen. Image quadrant segmentation is shown in Fig. 3. Set the
image centre O as the coordinate origin O(0, 0), the image is divided into four
quadrant: quadrant I, quadrant II, quadrant III, quadrant IV. Target detection
module detects the target location in the screen in real-time, and the several cases
are shown in Fig. 3. Set the object position Tðx; yÞ, that is, the target miss distance
in the X, Y axis direction. (Miss distance reflects in the image, which is the pixel
number.) Through the real-time judgment of the relationship of the target miss
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Fig. 2 Sampling model
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distance and the threshold to control the motor operate or not; Through the judg-
ment of the target position to control the motor running direction; Through the
judgment of the miss distance to control the motor running speed.

4 Experimental Results and Analysis

In order to verify the actual working conditions of the system, a large number of
indoor and sea experiments are carried out.

4.1 Target Tracking Experiment in the Lab

The indoor experimental scene is shown in Fig. 4. The distance between the
photoelectric tracking platform to the target position is about 4 m, and the back-
ground is a single white walls, and the selection of test target is the red keg. After
the target selection, press the lock button, and the colour information of the target is
sampled and reserved. With the next frame, the search starts, and it will mark the
target with a red box.
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Fig. 3 Image quadrant
segmentation and target
location

Fig. 4 The indoor
experimental scene
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From the experiment it can be found that the target recognition rate is very high,
and relatively stable on the solid colour. The target recognition rate is related to the
colour purity degree within the target lock frame. The higher the monochromaticity
is, the higher the recognition rate will be. After repeated testing, the minimum size
of the pixels in the screen will be 16 × 16 at 640 × 480 resolution.

After the target recognition and tracking test, hand the keg back and forth
transmission. In order to obtain the complete frame of the screen video, the VGA
image acquisition equipment is used, collecting the video images to the computer
player software and record the whole process. The tracking results with a series of
graphs, which is shown in Fig. 5. From the figure, it can be seen that the tracking
frame is in the centre of the target, which is effective.

4.2 Target Experiment on the Sea

Due to the limited experimental conditions, the sea target experiment can only be
done in small boat, and no large vessels could be used as test platform. The actual
tracking condition at sea is shown in Fig. 6. The author keeps the boat close to the
shallow water shore, and selects the fishing boat as the tracking target. The distance
is about 300 m, and the test time is 8 min. The miss distance’s change with time
during the test is shown in Fig. 7, in which the red colour shows the pitch direction,
and the blue colour shows the azimuth direction. From Fig. 7, it can be seen that the
target is locked at 25 s, and then began to track. The miss distance maintained

Fig. 5 The process of the red keg tracking
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between +100 pixels and −100 pixels, showed that the target in the screen, tracking
stability. The tracking failed at 450 s, and then the stable mode and tracking mode
converse each other. At that time, the motor speed change is larger, and it turned to
stable in 10 s approximately. The boat moved almost in the horizontal direction,
and the pitch direction moved smaller. At 150 s, a mutation occurs due to the
relative change in the fluctuation target. It can be seen that the system tracking is
effective, and it can be applied in the sea.

5 Conclusion

In this paper, FPGA is the core controller, and the design for the shipborne video
electro-optical tracking system is finished. In video image processing, this paper
makes a theoretical analysis about the colour space and template matching algo-
rithm. In order to solve the problem of complex searching process and the low
efficiency in template matching algorithm, this paper improves the searching
method, that is, searching in the next sample image data, and finally designing the

Fig. 6 The tracking effect of fishing vessels
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Fig. 7 The relationship between the miss distance changes with time
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centroid tracking algorithm based on RGB colour feature matching, which is
realized in FPGA. After the completion of the system design, several indoor and sea
experiments were carried out. The experimental results show that the system has
high recognition rate, good stability, and has certain anti-interference ability, which
can overcome the influence of the small amplitude wave on the stability of the
system. It can track the targets at low speed in real-time. The minimum pixel matrix
size is 16 × 16 in the 640 × 480 resolution video. Azimuth tracking accuracy is
about 80 pixels, and pitch tracking accuracy is about 50 pixels; Azimuth direction
can be realized in n × 360° tracking, the maximum tracking angular velocity is
30°/s. Pitch direction can be realized in from −50° to 80° tracking, the maximum
tracking angular velocity of 10°/s. The CCD camera detection distance is farther
than 10 km, with a certain ability to stabilize.
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A Timing Synchronization Method
with Peak Plateau for OFDM Systems

Yanping Li

Abstract Traditional timing synchronization methods require the identification of
the peak value of the timing metric to realize the synchronization estimation. The
proposed method in this paper requires only finding the peak plateau of the time
metric and the terminal edge of the peak plateau. Consequently, the time metric of
the novel method proposed in this paper could have no sharp peak value.
A threshold to process the symbol timing metric in the proposed method must be
established, after which it is easy to find the terminal end edge of the peak plateau,
thus making the proposed method less complex.

Keywords OFDM � Timing synchronization � Peak plateau � Cyclic prefix

1 Introduction

Orthogonal frequency division multiplexing (OFDM) is a multi-carrier modulation
technology that is a bandwidth-efficient signaling scheme for digital communica-
tions that was first proposed by Chang [1]. Now, OFDM technology is regarded as
the core technology of mobile communications beyond 3G. So today people are
researching the application of OFDM technology to low-voltage power line carrier
communication. In recent years, the merger of MIMO and OFDM has become the
focus of study.

But OFDM systems are very sensitive to timing synchronization errors, even
more so than single carrier systems. So it is necessary to estimate timing syn-
chronization errors for OFDM systems.

At present, there are many research projects on symbol timing estimation in
OFDM systems [2–7]. These methods require the identification of the peak value of
the timing metric, so the curve of the timing metric must have a sharp peak.
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In contrast, the timing synchronization method proposed in this paper is based
on cyclic prefix. The timing metric of the proposed method does not have a sharp
peak; rather it has a peak plateau. It is only required to find the terminal edge of the
peak plateau. So the proposed method has low complexity and reduces the effect of
a multipath channel.

2 The Details of the Proposed Method

The principal block diagram of the timing synchronization method with peak
plateau for OFDM system is shown in Fig. 1.

There are three parts of the principal block diagram in Fig. 1. The first part is the
energy part. The energy term of the received signal is shown in (1):

R1ðkÞ ¼
XM

m¼1

rðkþðm� 1ÞðNþNcpÞÞ
�� ��2 ð1Þ

The energy term of the delay part of the received signal is shown in (2):

R2ðkÞ ¼
XM

m¼1

rðkþðm� 1ÞðNþNcpÞþNÞ�� ��2 ð2Þ

The second part is the correlation function of the received signal and the received
signal with delay N.

/ðkÞ ¼
XM

m¼1

r�ðkþðm� 1ÞðN þNcpÞÞ � rðkþðm� 1ÞðNþNcpÞþNÞ ð3Þ

Fig. 1 Principal block
diagram of timing
synchronization method with
peak plateau for OFDM
systems
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where, 1� k�NþNcp, M is the symbol number in per subcarrier.
The third part is the symbol timing estimation.
The novel symbol timing metric is presented in the difference timing synchro-

nization method based on cyclic prefix for OFDM systems. The novel timing metric
is shown in (4):

DðkÞ ¼ R1ðkÞþR2ðkÞ � /ðkÞj j � 2 ð4Þ

And a threshold is then set.

3 Set Threshold and Simulation Analysis

The symbol timing metric curves of the proposed method in an AWGN channel are
shown in Figs. 2 and 3.

From Figs. 2 and 3, we can see that the length of the peak plateau is equal to the
length of the cyclic prefix. And the edge at the end of the peak plateau is the tail of
cyclic prefix. And so the edge can be found easily. If the edge is found, the time
delay is also found.

The symbol timing metric curves of the proposed method in a multipath channel
are shown in Figs. 4 and 5. From Figs. 4 and 5, we can see that the length of the
peak plateau is shorter than the length of the peak plateau in an AWGN channel,
because there is inter symbol interference in a multipath channel, which affects the
front-end of cyclic prefix. The part which is affected by inter symbol interference is
shown in Fig. 4.

From Figs. 4 and 5, we can see that the end of the peak plateau is also the tail of
the cyclic prefix, so we can use the end edge of the peak plateau to find the time
when the OFDM symbol start.
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In order to reduce the effect of the useless values to the synchronization esti-
mation, a threshold is set.

In order to find the edge easily, a threshold is set for the timing metric of the
proposed method. The end edge of the peak plateau is found by judging the output
of the timing metric which smaller than the threshold.

When the threshold is constant, the curves of the proposed timing metric have
the conditions as shown below.

When SNR = 11 dB, the curve of the proposed timing metric is shown in Fig. 6.
The curve is a line not a peak plateau in Fig. 6, and when SNR < 11 dB, the

curve is the same as the one in Fig. 6, which cannot yield the timing estimation.
When SNR = 12 dB, the curve has a peak shown in Fig. 7, but the peak value is

not the end of the cyclic prefix.
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When SNR = 16 dB, the shape of the curve is the one we want, as shown in
Fig. 8.

From the above analysis, when the threshold is constant, the proposed method
has better symbol timing performance until SNR ≥ 16 dB. So the constant
threshold is not suitable for the proposed method.

An adaptive threshold is proposed. The timing metric curve in AWGN channel
after processing by the adaptive threshold is shown in Fig. 9.

From Fig. 9, we can see that the timing metric curve in an AWGN channel after
processing is just a peak plateau, i.e., there are no other values. The length of the
peak plateau is equal to the length of cyclic prefix. The edges of the peak plateau are
very easy to find, and are vertical. So the timing synchronization estimation can be
realized very easily. The sample after the cyclic prefix is the start of the OFDM
symbol.
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The timing metric curve in a multipath channel after processing by the threshold
is shown in Fig. 10. From Fig. 10, we can see that the timing metric curve in a
multipath channel after processing is also a peak plateau. There are no other values
too. The length of the peak plateau is less than the length of the cyclic prefix. But
the edges of the peak plateau are very easy to find, and are vertical. So the timing
synchronization estimation can be realized very easily too. The sample after the
cyclic prefix is the start of the OFDM symbol.

4 Conclusion

From the above analysis, the timing metric both in AWGN and in multipath
channels has a peak plateau, and the end of the peak plateau is the tail of cyclic
prefix. After processing by the threshold, the timing metric is just a peak plateau,
and the edges are vertical, which can be found easily.

So the difference timing synchronization method based on cyclic prefix for
OFDM systems is of low complexity and very easy to achieve.
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GRNN Model for Fault Diagnosis
of Unmanned Helicopter Rotor’s
Unbalance

Xi-hua Xie, Lei Xu, Liang Zhou and Yao Tan

Abstract In order to diagnose the unmanned helicopter rotor’s unbalance fault
accurately, a method based on particle swarm optimization algorithm and gener-
alized regression neural network (PSO-GRNN) is proposed. The average mean
square error got from cross-validation is used as the fitness function of particle
swarm, then the optimal GRNN smooth factor is attained by using particle swarm
optimization algorithm, and an optimal model for fault diagnosis is achieved finally.
It can be concluded that, based on the PSO-GRNN model, the type and the grade of
the helicopter rotor’s unbalance can be diagnosed effectively, the diagnosis accurate
rate of fault type is up to 94.29 % and the maximum error of fault grade is only
6.54 %, which is perfectly satisfied for the requirement of project.

Keywords Fault diagnosis � Unmanned helicopter � Rotor � Particle swarm
optimization (PSO) � Generalized regression neural network (GRNN)

1 Introduction

As an important part of unmanned helicopter, the rotor can provide power not only
for moving forward, but also for performing a variety of posture and motor
transformation. As a single-channel load delivery system, the rotor system’s work
environment is complex, suffering a complex aero elastic load, especially the
imbalance cycle alternating load when it moves forward, which can easily make the
key components vibrate and fatigue, what is worse, it would lead to failure causing
an accident. Therefore, the research on fault diagnosis of rotor unbalance is of great
significance.
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In the study of rotor’s fault diagnosis and recognition, many scholars have used
BP neural network to achieve the diagnostic process [1–4]. Although the estab-
lishment of BP neural network can simulate that complex nonlinear systems of
helicopter, but BP neural network training costs a long time. While GRNN has an
advantage of fast convergence, and its influencing factors are much less than BP
neural network.

Hereinafter, the GRNN network model was achieved for the rotor’s unbalance
fault diagnosis in this paper, and particle swarm algorithm was also introduced to
optimize the GRNN model parameters. The problem that GRNN’s topology is hard
to determine was solved effectively, and the advantages of strong nonlinear map-
ping ability, high fault tolerance and robustness were retained. This method is
proved to be applicative through the diagnosis of the concerned literature data.

2 The Establishment of PSO-GRNN Model

2.1 Generalized Regression Neural Network and Its
Mathematical Basis

GRNN was proposed in 1991 by Donald Specht at The Lockheed Palo Alto
Research Laboratory. As an improvement on RBF neural network, it is based on
regression mathematical statistics. The GRNN neural network can approximate the
implicit mapping relation from sample data [5]. Even with little sample data, it can
also achieve a good prediction.

The theoretical basis of the GRNN is that by calculating the nonlinear regression
of non-independent output variable Y with respect to the independent input variable
X, the y of maximum probability was achieved. The random variable Y can be
calculated by Eq. (1).

Y ¼ E y=Xð Þ ¼
R1
�1 yf x; yð ÞdyR1
�1 f x; yð Þdy ð1Þ

The GRNN model is composed of four network layers, including input layer,
pattern layer, summation, and output layer. The topological structure of GRNN
model is as shown in Fig. 1.

By applying the Parzen nonparametric estimation method, the output of the
network YðXÞ can be known as Eq. (2):

Y Xð Þ ¼
Pn

i¼1 Yi exp � X�Xið ÞT X�Xið Þ
2r2

h i

Pn
i¼1 exp � X�Xið ÞT X�Xið Þ

2r2

h i ð2Þ
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Obviously, the estimated value YðXÞ is a weighted average of all training
samples Yi, whose weighting factor corresponds to the index of the square of the
Euclidean distance between independent variable Xi and the central value X. When
smooth factor r is large, the estimated value YðXÞ is approximated by the mean of
all samples; and when r is close to 0, YðXÞ will be close to the training samples.
Only when r is moderate, can YðXÞ take the dependent variable of all the training
samples into account.

Therefore, it is necessary to carry on optimization design for smooth factor
values. The choice of smooth factor is being manually adjusted at first, and most
people have tried to use empirical values, which directly affect the accuracy and
efficiency of GRNN network. As technology advances, Cross-validation has
become a mainstream when searching a proper smooth factor, but considering that
each step in the process is constant, it is usually required to change search scale and
step to achieve optimization result, which will severely restrict the choice of smooth
factor. To reduce the smooth factor optimization time and increase the accuracy and
efficiency of GRNN network, the PSO algorithm combining the idea of
cross-validation was proposed to solve the problem of optimizing smooth factor.

2.2 The GRNN Model Optimization Based
on PSO Algorithm

Particle swarm optimization is an optimization algorithm based on swarm intelli-
gence theory, which was proposed by Dr. Eberhart and Dr. Kennedy, stemming
from the study of birds foraging behavior [6]. In the basic PSO algorithm, the
process of each optimization problem is searching particles in space; the charac-
teristic of a particle is expressed by the value of position, speed, and fitness. In
every search process, a particle constantly adjusts its position and speed to be
updated by tracking two optimal solutions. One is the optimal solution particle
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Fig. 1 Topological structure of GRNN model
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found itself, namely individual optimal solution; the other is the optimal solution
that entire populations have found at present, namely the global optimal solution.
Particle’s update process is as follows:

Vijðtþ 1Þ ¼ wVijðtÞþ c1r1 PijðtÞ � XijðtÞ
� �þ c2r2 PgjðtÞ � XijðtÞ

� � ð3Þ

Xijðtþ 1Þ ¼ XijðtÞþ aVijðtþ 1Þ ð4Þ

In that equation, Xijðtþ 1Þ and Vijðtþ 1Þ are the position and velocity of particle
in some dimension for iteration of t + 1 times; XijðtÞ and PijðtÞ, PgjðtÞ are the
position of particle as well as individual optimal solution, global optimal solution
for iteration of t times; w is inertia factor, indicating the particle’s ability to inherit
the original velocity; c1, c2 are positive constants, called acceleration factor, indi-
cating the weighted statistical accelerate items of particles’ pushing toward indi-
vidual optimum and global optimum; r1, r2 are random numbers between [0, 1]; a is
a constraint factor.

From the above description, it is needed to search optimal value for smooth
factor of GRNN network, so the optimization problem turns into a one-dimensional
particle swarm optimization problem. The algorithm flow is shown in Fig. 2.

3 The Application of PSO-GRNN Model in Fault
Diagnosis on Helicopter Rotor’s Unbalance

Considering the special structure of helicopter rotor, it is difficult to install sensors
to monitor the status of rotor directly. The relevant theoretical studies have shown
[7–9], the feature vector that reflects the state of helicopter rotor which can be
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Update the position 
and velocity of each 

particle

Recalculate the 
fitness value of each 

particle

The result 
meet the 
iteration

Gain the optimal 
smoothing parameter

Y

N

Update best personal 
position and global 

best position

Fig. 2 Flow chart of PSO
optimization
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extracted from helicopter airframe vibration signal directly, and a certain pattern
recognition method is used to diagnose its status.

To achieve the rotor unbalance fault diagnosis, the method of two types GRNN
network used to recognize fault type and fault grade is presented. First, the fault
type is diagnosed through the first kind of GRNN network, and then the fault type
diagnosis model is established. On this basis, the samples which have been clas-
sified correctly are selected. The corresponding second kind of GRNN network
models for different fault grade identification is established, so the fault grade
diagnosis model is also established. Finally the two-step diagnostic of rotor
imbalance is achieved.

3.1 PSO-GRNN Diagnosis Model of Helicopter Rotor
Unbalance Fault Type

There are various imbalance fault types of the helicopter rotor, in this paper three
common types of them (pitch imbalance, mass imbalanced, and trim tab imbalance)
are selected. Literature [10] has given a 105 group single unbalanced fault samples,
the samples were all from the rotor unbalance experiments. By measuring the
vibration signals of rotor test rig body, blind source separation technology is used to
extract feature vectors which are relative to faults. In order to diagnose effectively,
an independent component analysis method is chosen to extract a four-dimensional
vector (X1, X2, X3, and X4) which is regarded as the network training input. The
output value is discriminated according to the contour interval.

To establish experimental model, the first 35 samples for cross-training are
selected, using PSO algorithm to optimize smooth factor and calculating the mean
squared error under corresponding smooth factor each time, and then performing
iterative refinement for smooth factor with average mean square error as fitness
value, thus the optimal value of smooth factor is acquired and a PSO-GRNN fault
type diagnosis model is achieved, and then established model is used to diagnose
the fault types of remaining samples, the samples are shown in Table 1.

Table 1 Samples of learning and testing data for fault type diagnosis

No. X1 X2 X3 X4 The type of fault Corresponding values

1 0.3292 3.9293 1.9923 0.3058 Fine 0.125

2 0.4369 4.4693 1.3207 0.3006 Pitch imbalance 0.375

3 0.2156 2.8401 1.7048 0.6975 Mass imbalance 0.625

4 0.8945 2.9024 3.5288 0.9418 Trim tab imbalance 0.875

… … … … … … …

102 0.3620 4.0108 1.9963 0.3000 Fine 0.125

103 0.4284 3.6397 1.2681 0.3357 Pitch imbalance 0.375

104 0.2994 2.7439 1.8341 1.2685 Mass imbalance 0.625

105 0.7544 2.8542 2.7800 0.7340 Trim tab imbalance 0.875
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According to the literature [6] in recommended preferences, the PSO parameters
are selected as follows, the number of particle population is 2, the interval of the
particle position is [0.1, 2], speed interval is [−0.5, 0.5], the inertia factor w is a
linear decreasing value which ranges from 0.9 to 0.4, and the acceleration factor c1,
c2 are both set to 2, the maximum number of iterative times is set to 20, the
constraint factor a is 0.5. The specific iterative process is shown in Fig. 3.

After 16 generations optimization, a very good optimization effect can be
achieved, the optimization result is r ¼ 0:2654, then the value of best fitness
function is 0.0083. Using the optimization result σ = 0.2654 to establish GRNN
fault type diagnosis model, the remaining 70 groups of samples are diagnosed and
predicted, then the diagnostic accuracy of various fault types and overall accuracy
can be calculated. The fault type output is discriminated by interval divided
between [0, 1] according to uniform distribution principle. At the same time a
model with the smooth factor set to 1 by default is established, then a comparison
with the BP neural network model in literature [10] is made, the result is shown in
Table 2.

The result in Table 2 shows that the GRNN model with default setting σ = 1.0
can identify a portion of the faults effectively, particularly the mass imbalanced
fault, the recognition rate of which can reach 100 %. But for trim tab imbalance
fault, the results are all mistaken for mass imbalance; it is difficult to meet the

Fig. 3 Iterative optimization process of smoothing parameter

Table 2 Diagnosis accurate rate of fault types based on different model

Fine Pitch imbalance Mass imbalance Trim tab imbalance Total (%)

PSO-GRNN 2/2 32/33 18/19 14/16 94.29

GRNN 1/2 26/33 19/19 0/16 65.71

BP [10] 1/2 9/10 8/10 4/5 77.5
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requirement of the actual project. While the optimized PSO-GRNN fault type
diagnose model can identify the fault types described above effectively, and it can
improve the overall accuracy rate significantly, at the same time, the diagnosis
accuracy of the PSO-GRNN model has also been improved to some extent that can
be compared with the BP neural network in the literature [10].

3.2 PSO-GRNN Diagnosis Model of Helicopter Rotor
Unbalance Fault Grade

According to different fault types, respective corresponding fault models are
established. In this article, only fault grade diagnosis for the mass imbalance fault is
performed, and the corresponding PSO-GRNN diagnosis model of fault grade is
established. All samples are from the body vibration signal [10] with different
counterweight, the four-dimensional characteristic signal (Y1, Y2, Y3, Y4) is
attained after data processing. The samples are shown in Table 3.

While the PSO parameters are set according to chapter in front, the new
established GRNN model of mass imbalance fault grade is optimized. In order to
make full use of the data and prevent data from overfitting, average MSE obtained
by cross-validation methods as PSO algorithm fitness function is used to search
optimal smooth factor. As a result, the optimal smooth factor is σ = 0.5499. By
using the first 24 samples to establish GRNN diagnosis model of fault grade, and
performing predictive analysis for the 26-30 data group, the result of prediction
based on PSO-GRNN model is obtained. The contraction with actual value is
shown in Table 4.

It can be concluded from the results in Table 4, the maximum relative error of
PSO-GRNN model’s predictions is 6.54 %, and this method has a better accuracy
and can meet project requirements.

Table 3 Samples of data for
mass imbalance fault grade
diagnosis

No. Y1 Y2 Y3 Y4 Mass imbalance/g

1 0.5298 3.0906 2.2140 0.9180 19.3

2 0.3440 2.7885 1.6201 0.7407 30.7

3 0.1683 2.7861 1.5481 1.1601 39.7

… … … … … …

26 0.6182 2.9932 2.2999 0.8539 19.3

27 0.3151 3.0603 1.6116 0.5304 26.2

28 0.2470 2.6171 1.5583 0.7013 30.7

29 0.2710 2.8630 1.4713 1.0942 35.2

30 0.2059 2.7811 1.5799 0.9664 39.7
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Based on the same samples that PSO-GRNN model was established, the cor-
responding ordinary GRNN model and BP model are built, and the fault grade for
26-30 data groups based on three different models, respectively, is predicted.

Figure 4 shows the contractions of the predicted results of three different models
on latter five groups of samples, it is apparent to draw a conclusion that the
superiority of PSO-GRNN model has a lower relative error rate.

4 Conclusions

Aimed at the current situation that smooth factor of generalized regression neural
network is difficult to choose, PSO is used to optimize the smooth factor, which can
effectively reduce the impact of human factors on the predicted results.

A two-step method diagnosis model of helicopter rotor’s imbalance fault, using
data from literature for model training and testing, is proposed and established. The
result shows that the two-step PSO-GRNN model can diagnose the type and grade
of the fault effectively.

Table 4 The comparison of data and prediction based on PSO-GRNN model

No. Real data/g Predication/g Absolute error/g Relative error/%

26 19.3 20.5621 −1.2621 −6.54

27 26.2 25.8850 0.3150 1.20

28 30.7 30.9115 −0.2115 −0.69

29 35.2 35.1758 0.0242 0.07

30 39.7 38.6299 1.0701 2.70

Fig. 4 The comparison chart
of different models prediction
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The result of diagnostic and comparative analysis to literature data shows that,
PSO-GRNN diagnostic model is obviously better than BP model and ordinary
GRNN model. It is a new approach for similar fault diagnosis.
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A Double-Stage Strategy Based on DNA
Computing to Search the Optimal
Section of Active Splitting

Xiaoli Ye, Fei Tang, Jian Yang, Junru Xu, Yongle Zheng
and Qiang Zhao

Abstract Splitting section searching is a non-polynomial problem (NP problem).
However, DNA computing, a new type of computing model based on DNA
molecules with its amazing parallel computing ability, powerful storage capacity,
and the characteristics of low energy consumption can traverse through all the
feasible solutions to solve the NP problem well. For the need of active splitting
when the power grid goes instable after disturbance, this paper presents a
double-stage strategy based on DNA computing to search the optimal section of
active splitting successfully.

Keywords The optimal splitting section � Active splitting of power system �
Non-polynomial problem � DNA computing

1 Introduction

The large-scale interconnected power grid enhances the electrical contact between
the regional power grids also enlarges the risk of cascading failure. Power system
splitting control is the key measure to keep power grid operating safely and stably.
Different from the traditional passive splitting, active splitting control [1] is a kind
of online, centralized, global, and active method, containing three techniques:
when, where, and how to split. This paper only discusses the second one, namely
the global searching of optimal splitting section.

Many researches try to search optimal splitting section of power grid alike the
method based on intelligent algorithm, graph theory, the theory of slow homology,
as well as, other methods. Articles [2] and [3] transform this problem into a single
objective optimization, respectively, select simulated annealing (SA) and genetic
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algorithm (GA) to search the best section. Even if the intelligent algorithm solves
the problem, the solving process has strong randomness, thus unable to solve the
non-polynomial problem (NP problem) thoroughly.

As a calculation method based on DNA molecular, DNA computing possesses
high parallelism and low energy consuming features, making up the deadly short
board of traditional electronic computers. DNA computing was first proposed in
1994 by Adleman [4], solved the Hamilton path problem of the directed graph with
seven vertexes. Its strong practical application ability appeals the concern of many
scholars. DNA computing made significant progress in various research areas so
far: Braich successfully using DNA sticker model [5] to solve the satisfiability
problem of 20 variables in 2002; In 2006, Shapiro states the advantages of DNA
computer in daily life and its possibility of realization [6]; the closed circle DNA
algorithm [7] to solve the shortest circuit problem is proposed by Zhou Kang et al.
in 2008.

Under the power grid interconnection structure, the DNA computing can solve it
through global search. A double-stage search strategy based on DNA computing is
proposed to find the optimal splitting section successfully in this paper. The first
stage based on the DNA model searches the shortest path connecting all the
coherent generators in each subsystem. The second stage tries to find all paths
connecting the virtual nodes in different subsystems through DNA computing.

2 The Mathematical Model of Searching the Optimal
Active Splitting Section

There are two principles for building the objective function and constraint condi-
tions, namely principle of coherent generators and power balance principle within
subsystem [8].

2.1 Objective Function

At present there are two kinds of the most studied objective function for splitting,
one is the minimum unbalanced power, as shown in Eq. (1), the other is minimum
power flow impact, as shown in Eq. (2).

min Pimbalance ¼
X
i2t

PGi � PLi � DPsið Þ ð1Þ

minPimpact ¼
X
i2t

PGi � PLi � DPsij j ð2Þ
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where Pimbalance denotes the unbalanced power, Pimpact denotes the power flow
impact; t denotes the number of the subsystems; PGi;PLi;DPsi respectively denote
active power, load, loss of island i.

2.2 Constraint Conditions

2.2.1 Generator Coherent Constraint

When implementing the splitting, the coherent generators in one group must be
assigned to the same subsystem, and generators in different coherent groups are not
allowed in the same subsystem. Otherwise, the subsystem will need second split
because the subsystem is still instable. So, it is necessary to build the generator
coherent constraint, as shown in Eq. (3).

[ t
m¼1V

G
m ¼ VG

VG
m \ VG

s ¼ £ ; 8m 6¼ s
8nGi; nGj 2 VG

m ðm 2 tÞ; 9Lij;
Q
l2Lij

bl ¼ 1

nGi 2 VG
m ; nGj 2 VG

s ð8m 6¼ sÞ ; 8Lij;
Q
l2Lij

bl ¼ 0

8>>>>><
>>>>>:

ð3Þ

where VG denotes the set of all generator nodes; VG
m denotes the set of generator

nodes in group m; VG
s denotes the set of generator nodes in group s; nGi; nGj denotes

the generator node i and j, respectively.

2.2.2 Connectivity Constraints

Each subsystem must be connected and no isolated nodes survive, so the connec-
tivity constraint is needed to meet. Connectivity constraint shows that any two
nodes in each same subsystem lead at least one connecting path, as shown in
Eq. (4).

s:t: 8ni; nj 2 Vm; 9Lij;
Q
l2Lij

bl ¼ 1 ði 6¼ jÞ
8ni 2 Vm; nj 2 Vs; 8Lij;

Q
l2Lij

bl ¼ 0 ði 6¼ j;m 6¼ sÞ
8nGi 2 VG; nLj 2 ðV � VGÞ; 9Lij;

Q
l2Lij

bl ¼ 1 ði 6¼ jÞ

8>>>><
>>>>:

ð4Þ

where ni; nGi; nLj represents node i, generator node i, load node j, respectively; Lij
denotes the path connecting node i and node j and is a set of many connected lines
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denotes as l; bl shows the break status of line l, value 1 indicates in service, while 0
means out of service.

2.2.3 Power Flow Constraints

Power flow constraint contains equality and inequality constraint, as shown in
Eq. (5). The equality constraint is in the characterization of supply and demand
power balance in each subsystem after splitting with adjusting the output of gen-
erators and shedding load. Then the subsystems operate independently by achieving
this constraint. The inequality constraint keeps the value of the electrical operation
parameters in a certain stable range.

kðP;Q;V ; hÞ ¼ 0

gðP;Q;V ; hÞ� 0

(
ð5Þ

where P, Q, V and h denote active power, reactive power, voltage magnitude and
phase angle respectively.

3 DNA Computing

3.1 The Basis of DNA Computing

DNA computing is a new model established on the basis of the double helix model
of DNA molecular presented by Watson and Crick. DNA molecule [9] is composed
of the four deoxyribonucleic acids, as shown in Fig. 1. Nitrogenous base has four
kinds: adenine (A), guanine (G), cytosine (C), thymine (T). And A is paired with T,
G with C, only in this way can form effective hydrogen bond, as shown in Fig. 2. In
addition, DNA has spatial double helix structure.

DNA computing is set up to solve practical problems. The DNA computing
mainly contains double-stranded DNA computing model, DNA sticker computing
model and closed-circle DNA computing model. The three models adopt different
DNA fragment as raw material to encode and calculate, and all get well effect in
application.

Nitrogenous base 

PP

Deoxyribose

Fig. 1 Structure of DNA
molecular
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3.2 Methodology of DNA Computing

DNA computing uses the particular structure of DNA molecule to code the prob-
lem; after several biochemical reactions take place with biological enzyme in proper
environment, DNA molecule would achieve stable state and generate the possible
solution of the problem, from which optimum solution could be found with bio-
logical techniques. DNA calculation gradually forms a pattern that contains algo-
rithm design, DNA calculation and solution, stated as below:

(1) Algorithm design: determines the DNA model that describes the problem,
corresponding coding, procedure of biological experiment and algorithm
process.

(2) DNA calculation: preparation and conduct of the biological experiment. The
first stage is preparing the equipments and material for the experiment, cal-
culating the DNA coding and composing the DNA sequence; the second stage
is conducting biological experiment and checking the DNA sequence.

(3) Solution: the last step of DNA computing, which is checking the DNA
sequence and unscramble the information in the sequence.

4 The Double-Stage Strategy Based on DNA Computing
to Search the Optimal Section of Active Splitting

4.1 Process of the Double-Stage Strategy

Power system is depicted as a directed graph GðV ;E; cÞ whose edges with weight.
In the graph, V denotes the set of all nodes, including generator nodes, load nodes
and transmission nodes; The set E, collecting all edges represent transmission lines
in the power system; as the weights of edges, set c shows the value of active power
in the transmission lines, and the flow of each edge is the direction of the corre-
sponding transmission line. Figure 3 shows a IEEE-39 bus system with information
of coherent generator groups.

PP

GG

PP

TT

PP

CC

PP

AA

PP
CC

PP
AA

PP
GG

PP
TT

Fig. 2 Model of
double-stranded DNA
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First stage: search the shortest path which connects all generator nodes in each
subsystem and condense the path into a virtual generator node. After encoding all
nodes and edges, according to the group information of generators, DNA fragments
of generator nodes are selected into corresponding biological reaction tube sepa-
rately, and the raw material in each reaction tube contains all other nodes and edges.
In each tube, by series of ordered ligation and screening operation experiments, the
shortest path containing all generator nodes is traversed, show in Fig. 4, which is
condensed into a virtual generator node. Then get a polymerized graph
G0ðV 0;E0; c0Þ, as shown in Fig. 5.

Second stage: search and analyze all paths that connect the two virtual generator
nodes in corresponding subsystems, and then get optimal solution under two
objective functions. This paper only considers two group splitting, and three and
more groups is considered as several two group splitting. According to polymerized
graph G0, all the nodes and edges are encoded, through the biochemical reactions,
edge with minimum weight in each path connecting the two virtual generator nodes
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is selected and then the selected edges form a set Simpact as the optimal splitting
section with minimum power flow impact Near the former section, a optimal
solution Simbalance meets the objective function of minimum power imbalance, as
shown in Fig. 6.

4.2 Process of the Double-Stage Strategy

According to the process of the double-stage strategy based on DNA computing
optimal section of active splitting, the corresponding biochemical experiments of
DNA computing steps are described as follow.

4.2.1 The First Stage

(1) Code all the nodes in power system diagram G. All the generator nodes are
represented by 20-mer DNA sequence pðiÞqðiÞ with sticky ends, where i = 1,
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Fig. 5 The condensed graph
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2,…, n. Select two generator nodes randomly from each coherent group as the
start and end point of the shortest path in this subsystem, and activate the
hydroxyl (OH) at start point 3′ and the phosphate group at the end point 5′ to
remove their chemical activity.

(2) Code all the edges in diagram G, and the length of all edges are proportional to
corresponding active power flow with double stranded DNA sequence. In
accordance with the connection relation, q0ðiÞ and p0ðjÞ of 10-mer sticky ends
are spared at both ends of a DNA duplex; ensure all the DNA codes are
different.

(3) Conduct ligation reaction and fix them to the modified surface. Mix coherent
generator nodes with all other nodes and DNA fragments of sides that contain
complement sequence of a group in a test tube, and conduct ligation reaction.
The reactant contains the DNA code of the shortest paths that traverse all
nodes of this group. Conduct gel electrophoresis and collect the DNA frag-
ments by the chain length. Fix the DNA fragments on the modified surface
according to the order of gel electrophoresis and number them.

(4) Heat the surface of DNA fragments to unlock the duplexes, and flush out all
fill chains on the surface. Mix the DNA single chain fragments with
oligonucleotide p0ð2Þq0ð2Þ that has fluorescein. After sufficiently reacted, the
surface should be thoroughly cleaned to remove all the oligonucleotide frag-
ments that are not hybridized. For the fluorescein in p0ð2Þq0ð2Þ, select DNA
fragment with one light spot in the scope of laser confocal microscopy, and
abandon those with more than one light spot, because in one shortest path the
climax could only appear once.

(5) Repeat step 4 to all the generator nodes except for the start and end point.
Then add p0ð1Þ and q0ðnÞ to the reactant, and the paths that could form
complete duplexes DNA are paths that start with point 1 and end with point n.

(6) Measure the length of the shortest DNA molecule and analyze the connection
of the shortest path. Aggregating all shortest paths which are corresponding to
each subsystem into a virtual generator node, and a coagulation diagram
G0ðV 0;E0; c0Þ can be constructed.

4.2.2 The Second Stage

(1) Conduct DNA coding to all the nodes and edges of the coagulation diagram
G0ðV 0;E0; c0Þ with the mentioned method. Set two virtual generator nodes as
the start and end point of the search path, and activate them.

(2) Construct ligation reaction and fix on the modified surface. Then a mixture
that contains all paths that start and end with virtual generator nodes could be
obtained.

(3) Add p0ð1Þ and q0ðnÞ into the reactants in Step 2 and conduct ligation reaction,
and a complete duplexes DNA which starts with 1 and ends with n could be
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obtained. Fix the DNA fragments on the modified surface with the sequence of
gel electrophoresis, and then decode the DNA fragments.

(4) All the paths corresponding with the DNA chains could be obtained, as well as
all the paths connecting any two virtual nodes. Pick the edge with the smallest
weight in each path (minimum cij) to form the splitting section, which is the
optimum splitting section Simpact with minimum power flow impact. According
to the power flow direction of power system coagulation diagram G0, search
Simbalance with minimum power imbalance near Simpact.

5 Conclusions

In this paper, a two-stage strategy based on DNA computing is proposed, which
could solve the power system splitting with high performance. Conclusions are
stated as below:

(1) DNA calculation has been widely used in many regions to solve NP problems.
A two-stage strategy based on DNA computing proposed in this paper, sat-
isfying the constraints, solves the NP problem of power system optimal
splitting section searching successfully.

(2) The two-stage strategy could search the optimum section under the objective
function of power flow impact and minimum power unbalance. Better splitting
could be searched by balancing the objective functions.
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The Design and Realization of Motion
Controller for Truss Robot

Peng Zheng, Wusheng Chou and Huaidong Zhou

Abstract Truss robot has been widely used in the field of industry. In consider-
ation of the features of truss mechanism, and after deep analysis the characteristics
of TMS320F28335 DSP chip of TI EP4CE10E22C8 FPGA chip of Altera, the
paper presents a design and realization of motion control solution based on DSP
and FPGA. This controller can meet the real-time response and precision as the
system needs. The paper introduces the hardware structure of the control system,
and also illustrates the functions of different modules. The control algorithm of DSP
and FPGA is explained, respectively, including the flow chart and block diagram of
the software system. The fine interpolation module, PI controller, encoder acqui-
sition module which are implemented in FPGA are also introduced in the paper.
Eventually, the simulation results and the hardware platform are presented.

Keywords Motion controller � DSP � FPGA � Interpolation

1 Introduction

Truss robot is a kind of right-angle coordinate robot, which is suitable for different
kind of tasks. It has the advantage that the actuator can bear heavy load, move fast,
and precisely. Nowadays it has been widely used in the area of manufacturing
through combining with machine tools.

The motion control system of truss robot needs to have quick and precise
response to instructions so as to meet the actual demands. Presently, the motion
control systems are mainly built from the following: (1) system based on a FPGA
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only [1–3]; (2) system which include an ARM as the processor and a FPGA as the
coprocessor [4, 5]; (3) system which include a DSP as the processor and a FPGA as
the coprocessor [6, 7].

This paper presents a motion control system based on the third topology, that is
to say, a solution with a floating-point DSP and a FPGA. DSP takes charge of
executing more complex control algorithms, and FPGA is responsible for tasks that
need repetitive acquisitions and massive computations. In consideration of the
response speed and programming flexibility, the third topology is more suitable for
the motion control system comparing to the previous two topologies.

The paper is organized as follows. In the next section, we introduce the hardware
structure of the controller, and it also involves how they cooperate with each other.
In Sect. 3, the control algorithm of DSP and FPGA is presented. Section 4 intro-
duces the platform of the experiment and also presents the simulation results.
Eventually, we conclude the paper in Sect. 5.

2 System Overview

The architecture of the motion control system is shown in Fig. 1, and it also
presents how the processor and the coprocessor cooperate with each other. As the
floating-point DSP has strong capacity in real arithmetic and flexible software
programming, TMS320F28335 is adopted as the processor of the system.
Nevertheless the DSP has a serious disadvantage because of its limited amount of
integrated periphery; it cannot handle all the external signals as needed. Comparing
with DSP, FPGA can provide higher performances in repetitive and massive
computations, and it can also deal with the mass of external signals as long as the
pins of chip are enough. So, the EP4CE10E22C8 is used as the coprocessor of the
system to cooperate with DSP.

As shown in Fig. 1, the electronic system is mainly divided into the processor
module and the coprocessor module. The processor module takes charge of the
communication with the PC, which includes accepting instructions and feeding
back real-time velocity and position information of the target. Due to the data
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Fig. 1 Block diagram of the control system
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throughout between PC and DSP is not particularly high, this paper uses serial
communication mode including CAN and RS422. However, the communication
between DSP and FPGA needs large data throughout and high real-time response,
so an IDT70261 which is a 16K × 16 high-speed dual-port SRAM is adopted. It
provides two independent ports with separate control, address, and I/O pins that
permit independent, asynchronous access for reading or writing to any location in
memory. Considering the sufficient storage and processing speed, IDT70261 is
appropriate to be used to transfer data between DSP and FPGA. The coprocessor
module plays the role of the assistance of DSP, which executes repetitive and
massive computations. The FPGA accepts the interpolation data from DSP and
performs the next fine interpolation; meanwhile it outputs the control instructions to
the servo drivers by the way of analog voltage or pulse and direction. It also gathers
the signals of the incremental encoders and some other sensors to ensure the
rapidity and accuracy of the system.

3 Control Algorithm

3.1 The Control Algorithm of DSP

Figure 2 shows the control algorithm of DSP, we can see, the system is initialized
as soon as the main program is started.

Start of
main program

Init_system( )

t(k)=k*200us
NO

Destination?

Yes New instruction
 from PC?

Yes

Rough 
interpolation

NO

Communication with 
Dual-port SRAM

Termination signal
 from FPGA?

Compare with
instruction

Data acquisition

Smooth 
filtering

Feed back 
to PC

Fig. 2 Flowchart of DSP
control algorithm
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Then the program performs data acquisition periodically while waiting for ter-
mination signals from FPGA or instructions from PC. During the period of data
acquisition, DSP reads data from dual-port SRAM which is essential to execute the
control algorithm and stored by FPGA. After DSP acquires the data, the program
sends the featured data to PC after smooth filtering in order to display the real-time
status of the system to operators. Once the termination signal from FPGA or new
motion instruction from PC is detected, the program will judge whether the target is
in position set by the PC. If the target is in position, the program will return to upper
circulation. Or if not the program will perform the rough interpolation in the method
of time splitting and store the interpolation points which will be instruction for
FPGA to process the fine interpolation in dual-port SRAM.

3.2 The Control Algorithm of FPGA

The FPGA can be considered as the coprocessor of the control system. It is con-
nected to DSP through a dual-port SRAM since the data throughout between them
is fairly high. Figure 3 shows the block diagram of the design implemented in
FPGA device which is explained in the following, such as the interface with
IDT70261, encoder signals acquisition block, fine interpolation module, etc.

1. Interface with Dual-port SRAM.
The function of the interface is to accept the data of rough interpolation and the
control instructions of the fine interpolation, and also to feed back the real-time
motion status of the mechanical system. These data are mainly stored and
processed by the data buffer caches which contain a set of configuration and
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control registers with 16 bits. The other modules of FPGA device read and write
the cache in order to control different ways of operation and to send the cor-
responding information to dual-port SRAM via the interface. For instance, the
fine interpolation module reads the rough interpolation and control data, the PI
controller reads the feedback data and the analog controller or the I/O processing
module also needs the control instruction from the data buffer cache.

2. Fine interpolation module.
The primary advantages of digital differential analyzer are the high speed of
calculation and the high uniformity of the pulses. It is convenient to realize
multiaxis motion, or follow the trajectory of any functions.
In order to improve the precision of the trajectory, a method of half-preload to
the integral accumulator is adopted, and the interpolation structure with
half-preload is shown as Fig. 4. Interpolation with preload can make the over-
flow pulse more uniform, therefore, the actual motion trajectory is more close to
theoretical trajectory.

3. PI controller module.
The essence of achieving high-speed positioning in servo system is the quick
response to the control instruction. While feedforward control can directly pass
the instructions forward after processed, it can lead to the more quick response
to the instructions. Figure 5 shows the schematic diagram of three-loop control
with feedforward, which combines the classic three-loop position control with
feedforward. The target acceleration, velocity, and position are computed by the
interpolation module, and the actual status is provided to FPGA from motor
drivers. In actual use, P algorithm is used in position loop control and PI
algorithm is used in velocity loop and current loop. Finally the computed output
instructions are sent to drivers after being processed.

4. Encoder acquisition block.
The signal of incremental photoelectric encoder consists of two pulse channels
(CHA and CHB) and an index signal (CHI). The CHA and CHB pulses have
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Fig. 4 DDA interpolation
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four state in a cycle (00, 01, 11, and 10), and the position of motor can be
detected through a counter which operates when the state of CHA and CHB is
changing. The rotation direction of motor can also be examined by the changing
sequence of the state of CHA and CHB. The position value can be obtained
directly by the counter of the pulse, whereas the velocity value needs to be
calculated by an extra matched timer.

4 Simulation and Experimental Verification

Figure 6 shows a picture illustrating the view of the control electronic board
assembly, where the main modules shown in Fig. 1 are indicated with red labels.
The interfaces are connected to motor drivers, optical encoders, and PC.

The fine interpolation module is a critical control segment of the control system,
which is performed in FPGA. Just as described before, the integral accumulator is
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half-preloaded in order to improve the precision of the trajectory. The interpolation
module compiled in Quartus II and the simulation wave carried out in Modelsim are
shown in Fig. 7.

The encoder module accepts the CHA and CHB pulses of the encoder. It
acquires the position of the motor through counting the number of pulses, and the
velocity is calculated by the position counter and a matched timer. The rotation
direction is output according to the changing sequence of the CHA and CHB. The
packaged encoder module and simulation wave are shown as Fig. 8.

The function of the DAC module is to operate the output of DAC8532, which is
a dual channel, 16-bit DAC offering a flexible serial host interface. The serial
interface contains three signals, SCLK, SYNC, and DIN. SCLK is the serial input
clock which is up to 30 MHz, SYNC is the frame synchronization which starts the
conversion through accepting a falling edge and DIN is the serial data input.
Figure 9 illustrates the packaged DAC module and the simulation wave.

Fig. 9 DAC module and simulation wave in Modelsim

Fig. 8 Encoder acquisition module and simulation wave in Modelsim

Fig. 7 Interpolation module and simulation wave in Modelsim
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5 Conclusion

This paper presents a motion controller based on DSP and FPGA, and the design of
hardware platform and the corresponding software programming have been finished
preliminary. The simultaneous use of processor and coprocessor allows more
flexibility on the development of the control system. The high-performance
floating-point DSP ensures the response speed and calculation, meanwhile the
FPGA meets the demand of the expansion of interfaces and its parallel processing
method guarantees the speed as needed. In general, the controller can provide high
processing speed and precise motion control, and it can meet the demand of the
system.
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Dynamic Characteristics of Wind Turbine
Gearbox with the Chipping Fault

Xin Wang, Yuxiu Xu and Taotao Li

Abstract Studying on modulation characteristics of the transmission system to
extract side frequency signals caused by the fault has important implications for
planetary gearbox fault diagnosis. A torsion dynamics model of gearbox trans-
mission system is established by lumped mass method with simulated planetary
gear chipping fault through periodic pulse function. Using the Runge-Kutta method
solved the equations to study the dynamic fault characteristics under the planetary
chipping fault. Experimental results show: the planetary gear chipping fault can
cause a large number side frequency around planetary mesh frequency, which also
appears around first, second stage mesh frequency and its harmonic frequencies.
The results of experimental signal analysis are the same with the theoretical anal-
ysis, so we can diagnose planetary chipping fault applying spectral analysis method.

Keywords Wind turbine � Planetary gearbox � Dynamics model � Chipping fault
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1 Introduction

Since the planetary gearbox signal is faintness, its fault signal is difficult to identify
when coupling with the fixed-axis gearbox signal in the transmission system.
Together with large noise signal interference, fault diagnosis for planetary gearbox
is prone to make mistake judge. Therefore, it is necessary to study the coupled
vibration characteristics of transmission systemic and find out the side frequency
caused by planetary fault in coupling signal.

Feng et al. [1, 2] established a vibration signal model with planetary gearbox
fault and derived Fourier spectrum expressions of the vibration signal. Datong et al.
[3, 4] established a torsion dynamics model and a coupling dynamic model of
gearbox transmission system. Mohanty [5] studied the dynamic signal character-
istics of planetary chipping fault from the experimental point of view. Vicuña [6]
analyze the spectral characteristics of in-phase and out-of-phase gear mesh pro-
cesses through the vibration signal model. Most current researches are experimental
simulations for the gearbox transmission system. It is rare to study the theory for
wind turbine gearbox coupled transmission system, not to mention the research of
planetary fault characteristics. There are huge difference between fault vibration
signal characteristics of planetary gearbox and fixed-axis gearbox. Single pair gear
dynamics model [7, 8] unable to describe the mix effect of dynamic signal and
correctly extract the fault side frequency under coupling condition. Therefore, it
needs to study the spectral characteristics of planetary gearboxes vibration signal,
especially under fault conditions, so that to achieve the purpose of planetary
gearbox fault diagnosis through the fault characteristics frequency components.

2 Nonlinear Dynamics Model of Gear Systems with Fault
Parameters

The transmission system in this study is a wind turbine gearbox test rig with a
two-stage fixed-axis gearbox and a one-stage planetary gearbox. The load is
transmitted through the sun gear to the planets, which ride on a planetary carrier.
The planetary carrier, in turn, transmits torque to the output shaft. Fixed-axis gears
are all spur gears.
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2.1 Lumped Mass Model

A torsion dynamics model of gear transmission system is established by lumped
mass method with mesh parameters simulated by springs and dampers, which does
not consider transverse vibration displacements, as show in Fig. 1.

According to the established model, the elastic deformation along the meshing
line is:

dspi ¼ uc cos asp � upi � us
drpi ¼ upi � ur þ uc cos arp

d12 ¼ u1 � u2
d34 ¼ u3 � u4

8
>><
>>:

ð1Þ

where uc, ur, us, upi, u1, u2, u3, u4 describe the displacement of planetary carrier,
ring gear, sun gear, spur gear 1, 2, 3, 4. δspi, δrpi, δ12, and δ34 are the elasticity
distortion in gear mesh direction between two gears. αsp, αrp are the pressure angle.
According to Lagrange equation deduced the system vibration differential equations
as formula (2):

Fig. 1 A torsion dynamics model of gear transmission system
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ð2Þ

Fin ¼ Tin=rbc;Fs ¼ Ts=rs;F1 ¼ T1=r1;F2 ¼ T2=r2;F3 ¼ T3=r3;F4 ¼ T4=r4:

where Ii (i = c, p, s, 1, 2, 3, 4) are the rotational inertias of gears, rbi (i = c, p, s, 1, 2,
3, 4) are the radiuses of gears, kspi(t), krpi(t), k12(t), k34(t) are the meshing stiffness
coefficients of the gear mesh, ks1, k23, kuc are the torsional stiffness coefficients of
the gear mesh, Cspi, Crpi, C12, C34, Cs1, C23 are the damping coefficients of the gear
mesh, Tin, Ts, T1, T2, T3, T4 are the torsions of gears.

2.2 Time-Varying Mesh Stiffness

When the gear system has a fault, the corresponding parameters must be changed
along with the fault. When the gear exists chipping, the corresponding stiffness will
be weakened at the single tooth, and the other teeth stiffness invariable. Therefore,
periodic pulse function is used to represent a single tooth fault, which functions as

kiðtÞ ¼ 1þ e cosðxtþuÞ � adðtÞ ð3Þ

where the cycle of the periodic pulse aδ(t) is once rotation time of gear, pulse width
ratio is 1:N (N is the tooth number), amplitude a represents the faulty degree of
single tooth stiffness.
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3 Example Simulation Calculation

According to the data of wind turbine gear transmission test rig, the simulation
results are carried out, where the wind turbine gearbox transmission characteristic
frequencies are in Table 1.

The Runge-Kutta method is used to calculate the time domain and frequency
domain curves of displacement at the gear mesh point under the normal state.
Taking a = 0.4 simulate the planetary gear tooth fault, by substitution formula (3)
into formula (2) to calculate the time domain and frequency domain curves of
displacement on the gear mesh point under the fault state. The time domain and
frequency domain diagram of the planetary gear under normal and fault condition
are shown in Fig. 2.

Figure 2c shows the dominant peaks in the envelope spectrum corresponding
exactly to the expected frequencies, i.e., the first stage mesh frequency f1, the
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Fig. 2 Simulated signal and analysis result: a normal, b a chipping tooth, c normal, d a chipping
tooth

Table 1 The wind turbine
gearbox transmission
characteristic frequencies

Gear Mesh frequency Hz

First stage fixed-axis gear f1 1160

Secondnd stage fixed-axis gear f2 417.6

Planetary gearbox f3 101.5

Planetary fault frequency fr 2.8
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second stage mesh frequency f2, the third stage (planetary) mesh frequency f3. The
main frequency are f1, f2, f3. The secondary frequencies are their combinations
f1 ± f2, f2 ± f3, and f1 ± f3. While the amplitude of combinations f1 ± f2 ± f3 are
too small, the peaks are not obvious. Meanwhile, there is no doubling frequency.
The side frequency distribution of the secondary frequency f1 ± f2 is asymmetric
and irregular, which is caused by the frequency superposition of AM and FM. From
the whole view, the higher peaks are the first stage and second stage mesh fre-
quency,. thirrd stage planetary gear meshing frequency peak is minimum. This
result is the same with the actual gearbox vibration signal where the planetary
gearbox fault signal is the most difficult to identify.

From Fig. 2d can be seen as a large number of sidebands appeared around the
planetary gear mesh frequency when the chipping fault occurs, with interval of
planetary gear fault frequency fr. There are also smaller sidebands around the first
stage and second stage mesh frequency. Moreover, the chipping fault also caused
the minor changes in the amplitude of the meshing frequency and its combinations.

4 Experimental Signal Analysis

The test rig of the wind turbine gear transmission system is shown in Fig. 3, with
40 % faulty degree of the planetary gear in a single tooth.

Since the signal of experiments is often noisy, the useful information of spectra
can be drowned in the noise, and the calculation of the chaos parameters is very
sensitive to the noise. Therefore, the signal must reduce noise to enhance the
accuracy of the spectrum analysis and chaotic parameters. Because the noise
reduction by wavelet method is suitable for the nonlinear signal, the author adopts

Fig. 3 The transmission system of wind turbine and fault planetary gear. 1 Motor, 2 Torque
sensor and encoder, 3 Two-stage fixed-axis gearbox, 4 Radial load of bearing, 5 Planetary gearbox
stage 1, 6 Brake
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the wavelet method to improve the test data. Figure 4 is the time domain and
frequency domain diagram of the planetary gearbox under the normal and chipping
fault condition after noise reduction.

Figure 4d shows a large number of sidebands appeared around the planetary
gear meshing frequency when the chipping fault occurs, with interval of planetary
gear fault frequency fr. There are also abundant sidebands around the first stage and
second stage mesh frequency. Compared with the normal spectrum, the fault
spectrum appears the peak frequency of f2 ± f3, f1 ± f3, and their sidebands. The
amplitude of meshing frequency and its sidebands have increased significantly.
Those characteristics correspond with the simulation, and diagnose the planetary
gear chipping fault.

5 Conclusions

Through the establishment of the gearbox torsional dynamics model, the coupling
relationship between the gears is studied. The chipping fault of the planetary gear is
simulated, and the signal characteristics of the planetary gear fault are summarized.
Planetary gear chipping fault can cause a large number side frequency around
planetary mesh frequency, which also appears around first and second stage mesh
frequency and its harmonic frequencies. The results of the theoretical analysis are
verified by analyzing the testing signal data of the planetary chipping fault. According
to the side frequency of spectrum, the planetary chipping fault can be diagnosed.
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Demonstration for Low Cost Wireless
Smart Sensor Networks Based on ARM
for Structural Health Monitoring

Jian Xu, Wenhao Wan, Yuying Wu and Zhaoyu Sun

Abstract As a potential replacement of the traditional tethered system, wireless
smart sensor networks (WSSNs) attract a lot of interests and have many applica-
tions, especially in civil engineering for structural health monitoring (SHM).
However, many wireless sensor networks are based on some commercial wireless
communication board and other sensor boards which need to be connected on it are
expensive. Based on our previous research, this paper gives and demonstrates a
proposal to make a low cost and low power wireless smart sensor using ARM
Cortex™-M3 and some low cost and low power components. A new simple pro-
tocol is developed to realize reliable wireless communication between the gate way
node (GWN) and the leaf node (LN) and an user interface on the PC client is also
developed for displaying the measured results in real time.

Keywords Wireless smart sensor networks � Structural health monitoring � Low
cost design � Gate way node � Leaf node

1 Introduction

Due to the aging civil infrastructures, the structural health monitoring (SHM) has
attracted a lot of attention [1]. More and more researchers work on this area in order
to develop approaches for continuously monitoring the health of essential infras-
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tructures even the living facilities. The most attractive technology is using wireless
smart sensor networks (WSSN) and there are many successful implementations of
WSSN for full-scale and long-term SHM applications [2–6]. However, many
WSSNs focus on the strain detection and use the commercial wireless hardware
platform such as MEMSIC’s Mica2 or MEMSIC’s iMote2 [7–9], which leads the
high cost of WSSNs and depends on the platform owner. Furthermore, the size and
power consumption are fixed and cannot be changed according to specific appli-
cations. However, for the long-term SHM, low consumption sensor networks are
very critical. This paper pays attention on the development of low cost platform of
the WSSNs. Based on the power efficient and high performance ARM Cortex™-
M3 chip, a low cost and low power design for WSSNs is presented and demon-
strated with temperature sensor and humidity sensor.

2 Hardware Design

According to our previous research on wireless sensor networks [10], we use the
similar design process on the ARM platform due to its widely use and potential to
the future mobile applications for the WSSNs. Considering its low power con-
sumption and high performance, ARM Cortex™-M3 is chosen for this study.
Figure 1 shows the block diagram for the design. There are two parts of the
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Fig. 1 Block diagram of hardware design
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WSSNs. One is the gate way node (GWN) and the other is the leaf node (LN). Their
configurations are similar but they have different functions.

For the LNs, the sensors will monitor the parameters related to the health of
structures and then the detected signal will be transferred to the signal process unit
(SPU) through the interface. Generally, the SPU on LNs consists of amplifiers and
A/D converters which are used to amplify the detected signals and convert analog
signals to digital signals to be processed by the CPU, and then, the digital signals,
which are the data, will be sent to the wireless transceiver and are transmitted out
through the antenna. On the LNs side, all the processes are controlled by the ARM
Cortex™-M3.

On the GWN side, when the transceiver detects wireless signals from LNs (there
is a protocol to identify this signal), the data will be received and processed by the
CPU which is also ARM Cortex™-M3. Then the data will be sent to user’s
computer through SPU and the interface for postpone processing. Here, the SPUs
are responsible for the communication between the GWNs and the user computer
for the postpone processing.

In this design, the sensors part on the right side of Fig. 1, according to their
characterizations, can be directly connected to the LNs with proper design for the
SPU, or the LNs can be made general while the sensors should have their own
SPUs. Actually, both of them can be implemented to the WSSNs system by
changing the design of the interfaces.

For one WSSN, all the LNs will communicate with one GWN, and for many
WSSNs, the GWNs will also communicate with each other and there is one GWN
assigned as the top node to communicate with the terminal PC. This topology has
been shown in our previous research in Ref. [10].

3 Hardware Configuration

In order to demonstrate this design, two evaluation boards (each one contains
LM3S811—the ARM Cortex™-M3 CPU) are used to execute the data processing
and control. Sensors used for this demonstration are temperature sensor DS18B20
and the humidity sensor HIH5030. Because the evaluation boards already have the
interfaces connected to the CPU and there is no need to employ other SPUs, the
sensors can be directly connected to the boards by wires.

As the evaluation boards have no transceivers, two small transceiver driver
boards, on which there are just the transceiver chip and its necessary discrete
components such as resistors and capacitors, are employed. In this demonstration,
the transceiver chip is CC1100 due to its low cost, low power, and easy to use. And
the maximum transceiving distance can be up to 500 m. Figure 2 shows the test
field for the demonstration. Where, the left side is the GWN and the right side is the
LN. Both of them use 433 MHz to communicate.
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4 Experiment

Under the hardware configuration shown in Fig. 2, a simple wireless communi-
cation protocol and a user interface on the PC client to drive the GWN and display
the measurement results in real-time are developed. Because there are two sensors
in this demonstration, wireless measurements are executed one by one. Whenever
the LN wants to communicate with the GWN, there is an identification process to
check if the communication is valid. Figures 3 and 4 show the wireless measure-
ment results for temperature monitoring and humidity monitoring, respectively.
Where, the red line is for the temperature by degree C with right axis and the green
line is for the relative humidity (RH-%) with left axis and they are also shown
digitally and simultaneously on the top of the figures. The other parameters for the
communication between GWN and PC are shown on the right side of the figures.

In the experiment, for testing the temperature monitoring, some warm air is used
to blow to the temperature sensor. The results display in the software on PC which
is shown in Fig. 3. Where, the red line increases according to the temperature of the
air. For testing the humidity monitoring, the humidity sensor is put on the top of a
bottle of boiled water. Then on PC, the green line in the software increases which is
shown in Fig. 4. However, because the two sensors are near each other and there is
humidity for the air, when blowing the warm air to the temperature sensor, the
humidity sensor is also affected a little bit. Then the humidity fluctuates which is as
shown in Fig. 3.

ARM Cortex-M3 
(LM3S811)

Humidity Sensor
HIH5030

Temperature
Sensor

(DS18B20)

Transceiver
(CC1100)

Antenna

Connect to PC

Fig. 2 Test field for the hardware design
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Warm the temperature 
sensor  from here

Fig. 3 Wireless measurement for temperature

Boiled water besides the
humidity sensor from here

Fig. 4 Wireless measurement for humidity
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In this demonstration of the proposal, the interval between the two measure-
ments is set to 1 s to identify the reliability. Experimental results show that both the
temperature and humidity can be displayed in real-time under indoor test. In
addition, checking by browsing the original data verifies this conclusion.

5 Conclusions

Aimed on the low cost WSSNs for the SHM applications, a design based on ARM
Cortex™-M3 is proposed. To demonstrate this design, some low cost and low
power consumption components are used and a new simple protocol is created to
realize the wireless communication between the GWN and the LN and a user
interface on the PC client is also developed for displaying the measurement results
for monitoring in real time. Wireless measurements by employing the temperature
sensor and the humidity sensor are executed. All the test results demonstrate the
design for the WSSNs and it can be practically implemented for the SHM appli-
cations. Furthermore, based on the widely using ARM core in smartphones, this
design has the potential to work with smartphones via proper apps in the future.
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Risk Study on Long-Distance Oil and Gas
Pipelines Engineering

Shujiao Tong, Zongzhi Wu, Rujun Wang and Yingquan Duo

Abstract Accidents such as leakage, fire, and explosion have happened occa-
sionally in the long-distance oil and gas pipelines engineering in these years. Those
accidents have caused large casualties, wealth loss, and environment pollution. So it
is necessary to study the risk of the pipeline engineering in order to better avoid
accidents and minimize losses of the long-distance oil and gas pipelines engi-
neering. Based on the system safety theory, experts’ advices, and survey data, a
comprehensive risk analysis and assessment of oil and gas pipeline engineering was
carried out in this paper. From humans, materials, environment, and management
four aspects, 32 risk factors were identified and assessed by combining the possi-
bility with the severity of those identified risks. The risk level of the oil and gas
pipelines was divided into five degrades from low to high. The proposed method
was then applied to a natural gas pipeline engineering to identify and assess the risk
of each pipe of the selected long-distance natural gas pipeline engineering. As a
result, the earthquakes, avalanches, tunnel construction, and third party liability
were the higher risk factors, and the risk of the forth pipe was the highest and
should strengthen the risk management. Finally, some suggestions were proposed to
the safety and risk management of the oil and gas pipelines engineering. The risk
assessment method was thus proved to be a powerful tool to the risk
decision-making and management of the long-distance oil and gas pipelines.

Keywords Oil and gas pipelines � Risk identification � Risk assessment � Risk
management
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1 Introduction

With the rapid development of petrol industry and economy, China has become an
exporter of energy from an energy input country. It is well-known that energy is a
very important factor in the relationship between the national strategies. In order to
ensure energy safety and avoid accidents, China has been vigorously carried out the
strategic reserve and construction of oil and gas pipeline engineering in last decades
[1, 2]. At present, most researches are focused on the oil and gas pipelines
in-service, and less on the pipelines engineering [3–5]. Well, there are many risk
factors such as the third party damage, corrosion, and mechanical damage, geo-
logical disaster, and so on in the process of the construction of oil and gas pipelines
engineering. These risk factors are likely to lead to accidents, and even cause large
numbers of casualties, property loss, and damage to the environment. Therefore, in
order to avoid and minimize risks, prevent, and reduce construction accidents of the
oil and gas pipelines, it is necessary to study the risk of oil and gas pipelines
engineering.

Risk identification and assessment are the foundation of risk management. The
risk decision of oil and gas pipelines can be obtained through qualitative analysis
and quantitative calculation. The purpose of the risk assessment is to identify the
risk by calculating the values of those identified risk during the process of the
system. So the risk assessment result can provide the basis for the risk
decision-making and management. Methods of risk assessment mainly include
qualitative, semiquantitative, and quantitative methods [6]. At present, these
methods have been applied extensively in the risk identification and assessment of
the oil and gas pipelines. Representative qualitative assessment methods include
safety check list (SCL), analogy analysis, fault mode, effect analysis (FMEA), and
so on [7]. Typical semiquantitative methods include kent scoring, fault tree analysis
(FTA), event tree analysis (ETA), etc [8, 9]. On comparing with the above methods,
the quantitative risk assessment is the best accurate method that needs to consider
the probability of and the consequences of the risk [10].

In order to improve the risk management, a comprehensive risk analysis can be
made based on the system safety theory [11] from people, objects, environment,
and management four aspects. On accounting of the qualitative analysis of all kinds
of risk factors, the risk level of each pipe of pipeline can be quantitated from the
likelihood and severity of each risk factor to analysis and assess the risk of the
pipeline. In this paper, a natural gas pipeline engineering was studied as an
example, the risk of each pipe of the selected gas pipeline was identified and
assessed by applying the proposed method. The result of the study is helpful to the
risk decision-making and management of the long-distance oil and gas pipelines
engineering.
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2 Risk Identification of Oil and Gas Pipeline Engineering

2.1 Risk Identification Method

There are many risks in the long-distance oil and gas pipelines engineering, such as
third party damage, corrosion, overpressure, construction damage, equipment fail-
ure, pipe defects, disoperation, natural and geological disasters, etc. The risk factors
of long-distance oil and gas pipelines in America are divided into 5 categories and
37 items. The risk factors in Canada are divided into 7 categories and 30 items. The
risk factors in Europe are divided into 6 categories and 20 items [12]. But the above
classifications are mainly according to the type of risk factors, which is less con-
ducive to risk management in the long-distance oil and gas pipelines engineering
practice.

It is well-known that the long-distance oil and gas pipeline engineering is a large
and complex system, risks emerging in the construction process are various and
different in different pipes. So people must adopt a comprehensive risk identifica-
tion method to avoid missing some kind of risk. Based on the system safety theory,
the risk factors of a system can be divided into four categories such as human
factors, material factors, environmental factors, and management factors. Risk
identification of the long-distance oil and gas pipelines engineering should be
completed generally from the four factors of the system safety theory. The result of
the risk identification is the base of the risk assessment and management of the
long-distance oil and gas pipelines engineering.

2.2 Classification and Identification of Risk Factors

Based on the system safety theory and survey data, and combining the opinions of
experts, the main potential risk factors of the pipeline engineering can be identified
from the human factors, material factors, environmental factors, and management
factors. As a result, there were 32 kinds of risks identified and listed in Tables 1, 2,
3, and 4.

In summary, the risk factors of long-distance oil and gas pipelines engineering in
China can be divided into 4 categories and 31 items. There were 31 kinds of risks

Table 1 Human factors No. Types of risk Risk factors

1 Human factors Technical ability of personnel

2 Third party damage

3 Loss of key personnel

4 Disoperation and illegal command

5 Personnel injury

6 Professional skill
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identified and listed in Tables 1–4. Among them, there were 6 human factors, 10
material factors, 11 environmental factors, and 5 management factors. It is men-
tioned that the risk factors may be different in different pipelines engineering.

Table 3 Environmental factors

No. Types of risk Risk factors

1 Environmental factors Covering reduction

2 Flood, water gully

3 Soil corrosion

4 Landslide, debris flow

5 Geological subsidence area

6 Geological fault zone

7 Lightning

8 Gale, storm

9 Destruction of ecological environment

10 Land requisition

11 Political, economic environment

Table 4 Management factors

No. Types of risk Risk factors

1 Management factors Subcontractor defaults

2 Poor management

3 Defects of contract

4 Third party liability

5 QHSE management defect

Table 2 Material factors

No. Types of risk Risk factors

1 Material factors Mechanical defect

2 Motor vehicle

3 Electrical hazards

4 Earthwork piled

5 Material defects

6 Equipment failure

7 New materials or technologies

8 Corrosion

9 Tunnel construction

10 Running test of pipelines
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3 Risk Evaluation of Long-Distance Oil and Gas Pipeline
Engineering

3.1 Risk Evaluation

According to the definition, risk is defined as a product of the likelihood of risk and
the severity of the consequence caused by the risk. If the selected system includes
some kinds of risks, then the total risk of the system is the comprehensive calcu-
lation of all the likelihoods and severity of each risk. Therefore, the risk value of the
oil and gas pipeline can be calculated by the following equation:

R ¼
X11
i¼1

pi � ci ð1Þ

where, R is the value of the total risk, i is the number of the risk, pi is the possibility
of the risk and ci is the severity of the accident consequence caused by the risk. For
a long-distance oil and gas pipeline, the total risk value is equal to the sum of all the
pipes risk.

3.2 Risk Levels

In the risk analysis practice, if a risk factor will not happen that the likelihood value
of the risk fi will be assigned to 0; if the risk happens exactly, then the value will be
10. The likelihood level classification of the risk can refer to Table 5.

If there is no loss caused by some risk factor, the severity value of risk ci will be
assigned to 0; if the risk brings large losses, then ci will be assigned to 100. The
severity level classification of the risk can be referred to Table 6.

According to the total risk value calculated by the Eq. (1), risk of pipeline can be
divided into 5 levels. The risk level classification standards are listed in Table 7.

Table 5 Level standards of
the risk likelihood

P Lowest Lower Middle Higher Highest

Values 0–2 2–4 4–6 6–8 8–10

Table 6 Level standards of
risk severity

C Lowest Lower Middle Higher Highest

Values 0–20 20–40 40–60 60–80 80–100

Table 7 Risk level standards R Lowest Lower Middle Higher Highest

Cents 0–400 400–800 800–1200 1200–1600 >1600
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4 Application to a Case Study

In order to study the risk of the long-distance oil and gas pipelines engineering, a
natural gas pipeline was selected to analysis the major risk factors and calculated
the risk value. Based on the survey datum, the selected natural gas pipeline includes
10 pipes.

First of all, the selected pipeline construction engineering can be divided into 10
units. Taking the first pipe of the natural gas pipeline as an example, major risk
factors can be identified through a preliminary qualitative risk analysis according to
the above 32 identified risk. There were 11 risk factors including geological sub-
sidence area, geological fault, new materials or technologies to use, corrosion, water
gully, avalanches, tunnel construction, landslides, storm, third party liability, and
poor engineering management. Five experts were invited to evaluate the severity of
each risk factor. The weights of these experts were 0.25, 0.30, 0.20, 0.15, and 0.10.
The analysis results of the severity of risk were shown in Table 8.

Similarly, the analysis results of the likelihood of each risk of the ten pipes were
listed in Table 9.

And then the risk value factors of each pipe were identified and calculated in this
paper. The risk value of each pipe was obtained and listed in the Table 10.
According to Table 7, the risk level of each pipe can be calculated and the results
are shown in Table 10. As observed from Table 10, the forth pipe was the most
dangerous pipe and should be repaired immediately.

Table 8 Results of the severity of each risk of the first pipe

No. Risk factor Expert
1 (0.25)

Expert
2 (0.30)

Expert
3 (0.20)

Expert
4 (0.15)

Expert
5 (0.10)

Severity
score

1 Geological
subsidence area

40 50 35 60 43 45.30

2 Geological fault 60 50 55 80 56 58.60

3 New
materials/technologies

20 25 30 20 40 25.50

4 Corrosion 55 30 65 50 25 45.75

5 Water gully 40 50 27 20 38 37.20

6 Avalanche 70 65 55 40 56 59.60

7 Tunnel construction 60 50 40 40 64 50.40

8 Landslides 55 70 54 45 45 53.15

9 Storm 20 32 45 10 28 27.90

10 Third party liability 75 65 50 80 90 69.25

11 Poor engineering
management

50 70 65 50 65 60.50
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5 Conclusions and Suggestions

The following conclusions and suggestions can be inferred from the above risk
study on the pipeline engineering through a detailed analysis and assessment.

(1) There were 32 risk factors that have been identified in the oil and gas pipelines
engineering from the human factors, material factors, environment factors, and
management factors.

(2) To the case study, the risk factors such as geological subsidence area, geo-
logical fault, avalanche, tunnel construction, landslides are less likely to occur,
and they have occurred usually in the limited locations and should be avoided
and controlled by the special risk management.

Table 9 Results of the likelihood of each risk of the first pipe

No. Risk factors 1 2 3 4 5 6 7 8 9 10

1 Geological subsidence area 1 2 0 3 2 0 1 0 0 2

2 Geological fault 0 0 5 4 0 0 0 5 0 0

3 New materials or technologies 2 2 2 2 2 2 2 2 2 2

4 Corrosion 4 3 4 4 3 2 2 4 2 2

5 Water gully 5 4 6 6 5 4 3 4 2 2

6 Avalanche 1 0 0 0 0 0 0 0 0 0

7 Tunnel construction 0 0 0 0 0 0 1 0 0 0

8 Landslides 0 0 0 2 1 0 3 0 0 0

9 Storm 2 3 3 5 6 7 6 6 6 5

10 Third party liability 4 5 5 5 3 4 3 5 4 3

11 Poor engineering management 3 4 3 3 4 4 3 3 3 4

Table 10 Risk value and
risk level of the selected
pipeline

Pipe no. Risk value Risk level

1 993.90 Middle

2 1007.25 Middle

3 693.50 Lower

4 1647.55 Highest

5 995.40 Middle

6 762.50 Lower

7 862.65 Middle

8 1254.10 Higher

9 736.45 Lower

10 688.90 Lower
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(3) In accordance with pipes rating, the risk level of the forth pipe is highest, and
the first, third, and eighth pipes are the higher. These four pipes need to
improve their risk management. The risk analysis and assessment should be
carried out during the whole process of the oil and gas pipelines engineering.
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Optimization Method Based on Selection
Strategy of Initial Point and Six Sigma
Robust Design

Aimin Ji, Mengni Zhang, Pin Lv and Xu Yin

Abstract Usually,there are three problems in the traditional optimization methods:
(1) the local optima arising from choosing an inappropriate initial point; (2) low
efficiency and accuracy in solving the complex optimization problems; (3) the
robustness of optimal solution is not considered. To solve these problems, a new
optimization method, the six sigma robust optimal design based on a strategy of
initial point selection, is proposed. Firstly, latin hypercube design (LHD) is chosen
to determine the optimal initial point and nonlinear Programming by Quadratic
Lagrange (NLPQL) is used to search for the optimal solution. Then, the six sigma
robustness of the optimal solutions is analyzed. Finally, robust optimizations of
the responses which do not meet the six sigma reliability are performed and the
global optimal solutions are obtained. The optimization of the machine tool spindle
is used in this paper to validate the performance of this method. The results show
that the optimal solution obtained by using the proposed method can ensure the
high reliability, and also has a high convergence speed.

Keywords Initial point � Six sigma � Robust design � Robust optimization

1 Introduction

Complex structures such as nonconvex and discontinuous function are usually the
optimization objects of engineering practice. For nonconvex function in optimiza-
tion problems, because there are several local optimums, it is easy to get the local
optimal solution by choosing the wrong initial point when search the optimization
results. In order to solve this problem, the intelligent optimization algorithm is
widely adopted to get global optimization, such as particle swarm optimization,
genetic algorithm, and simulated annealing algorithm. Kennedy and Eberhart [1]
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balanced the searching ability of optimal solution dynamically by adjusting the
inertia weight in particle swarm optimization. Clerc [2] improved the convergence
performance of optimization algorithm by inserting shrinkage factors. Kitayama
et al. [3] put forward the particle swarm optimization method in adaptive region, and
achieved higher accuracy and efficiency. Foruie and Groenwold [4] compared par-
ticle swarm optimization with gradient and genetic algorithm. The results showed
that particle swarm optimization is better than genetic algorithm and closed to
gradient optimization. Oliveria and Petraglia [5] proposed an adaptive and fuzzy
simulated annealing algorithm to solve the system problems composed by several
nonlinear equations. Above all, these intelligent optimization methods are all global
algorithms, though these methods can avoid falling into local optimal solution, it will
lead to the excessive calculation. At same time, engineering reliability has not been
considered for current optimization method. For machine parts, it will lead to the
dimension out of constraint and it will affect the products performance, once there
are manufactured errors or abrasion in working. Thus, robust design must be
implemented on traditional optimal solution.

Robust design is an engineering design method that all the products designed by
this method can always keep the product performance stably even if structural
parameters change or the structure is aging and deterioration within its rated life [6].
From a statistical standpoint, the products quality for six sigma robust design must
completely meet the all design requirements when fluctuating within the range of 6σ
(σ is the standard deviation of Statistics), which assures the product qualification
rate up to 99.9999998 %. Essentially, reliability design is merged into robust design
based on tolerance model, which makes the average response away from the
boundary constraints, decreases the response deviation, and promotes the reliability
and robustness of the design results.

Based on the above two points, this paper puts forward an optimization method
based on strategy of initial point selection and six sigma robust design. Firstly, the
optimal initial point is determined by latin hypercube design (LHD) and the effi-
cient global optimization solution is obtained by Nonlinear Programming by
Quadratic Lagrange (NLPQL), then the reliability of every response is
verified. Finally, the six sigma robust optimization analysis is made on those do not
meet the reliability requirements, and global solutions that meet practical produc-
tion requirements are obtained. The multi-objective optimization of machine tool
spindle is taken as an engineering example for verification.

2 Strategy of the Initial Point Selection

In order to avoid the local optima arising from choosing an inappropriate initial
point, this paper presents a strategy of the initial point selection that is selecting initial
values of the design variables to optimize by using design of experiment (DOE), then
using gradient optimization (GO) to achieve efficient global optimization solution.
And LHD and NLPQL are chosen as design of experiments (DOE) and gradient
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optimization (GO), respectively, to verify the feasibility of the strategy in the theory.
Figure 1 describes the workflow of the selection of initial points.

3 Six Sigma Robust Optimization

3.1 Six Sigma Robust Analysis

The purpose of the six sigma robust analysis is to evaluate the robust level of the
optimal solution got from the selection strategy of initial point, and as the basis for
whether the need continues to make the six sigma robust analysis. This paper
firstly takes the method of two-order Taylor series expansion to obtain the average

Fig. 1 The selection of the initial points
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value and standard deviation of the performance responses when design variables
disturb randomly around the optimal solution. Then, the sigma level, reliability of
optimal solution and performance response by statistical analysis are estimated. At
last whether there is a need to continue to make six sigma robust optimal analysis is
determined.

The secondary Taylor series expansion of performance response y(x) is:

yðxÞ ¼ yþ dy
dx

Dxþ 1
2
DxT

d2y
dx2

Dx ð1Þ

The mean expression of y(x) function can be acquired by get the expected value
on both sides of Eq. (1):

ly ¼ yðlxÞþ
1
2

Xn

i¼1

d2y
dx2

r2xi ð2Þ

The standard deviation expression of y(x):

ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

@y
@xi

� �2

rxið Þ2 þ 1
2

Xn

i¼1

Xn

j¼1

@2y
@xi@xj

� �2

rxið Þ2 rxj
� �2

vuut ð3Þ

In the above formula, σxi is the standard deviation of the ith parameters, σxj is the
standard deviation of the jth parameters [7].

3.2 Six Sigma Robust Optimization

If the optimal solution acquired by the strategy of initial point selection cannot meet
the six sigma reliability standard by robust optimal analysis, then the six sigma
robust optimal designs must be conducted by setting this optimal solution as the
initial value. Therefore, six sigma robust optimization mathematical model Eq. (5)
can be transformed by deterministic optimization model Eq. (4) [8].

Minimize F Xð Þ
subject to Gj Xð Þ� 0
XLSL �X �XUSL

8
<
: ð4Þ

Minimize F ly Xð Þ; ry Xð Þ� �

subject to Gj ly Xð Þ; ry Xð Þ� �� 0
XLSL þDX�X �XUSL þDX

8
<
: ð5Þ
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In the Eqs. (4) and (5), X and Y are design variables and performance parame-
ters, respectively. F and G are the objective function and the constraint function,
respectively, in the optimization. In the robust optimization model, they are defined
as the mean value μy and standard deviation σy. ±△X is the change region of
random design variable X, and this is ±6σ in six sigma robust optimization design.
In this paper, the standard deviation is set as 1 % of mean, that is, σ = 1 % μ. XLSL

and XUSL are the lower limit and upper limit of design variables, respectively.

4 Example of the Machine Spindle Optimization

4.1 Objective Function and Constraints

The machine spindle is a hollow stepped shaft. For ease of structural analysis, it is
usually simplified as identical cross-section spindles represented by the equivalent
diameter. Fig. 2 is the spindle bending deformation. d andD are assumed as the inner
and outer diameters of the spindle respectively, l is the span, a is the length of over-
hanging end, y is the deflection, and F is the load at the overhanging end of the spindle.

For ease of comparison the optimization results with existing method results, the
spindle related data are selected from Ref. [9]: d = 45 mm, F = 15,000 N, allow-
able deflection [y] = 0.125 mm, allowable shear stress [τ] = 220 MPa, allowable
torsion angle [θ] = 0.02 rad, material density ρ = 7800 kg/m3, Elastic modulus
E = 210 GPa, Shear modulus G = 80 GPa, spindle speed n = 80 r/min, and input
power P = 7.5 KW.

The following mathematical model is been established according to the above
parameters, design variables are set as:

X ¼ x1 x2 x3½ �T¼ D l a½ �T ð6Þ

The objective of optimization minimizes the weight of spindle:

min f ðXÞ ¼ 1
4� 109

pðD2 � d2Þðlþ aÞq ð7Þ

Furthermore, the spindle optimization needs to meet the following constraints:
Deflection constraint at the overhanging end:

Fig. 2 Machine spindle
deformation
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g1ðXÞ ¼ 64 Fa2ðlþ aÞ
3000 pEðD4 � d4Þ � ½y� � 0 ð8Þ

The torsional angle constraint at the overhanging end:

g2ðXÞ ¼ 32 Tðlþ aÞ
GpðD4 � d4Þ � h½ � � 0 ð9Þ

Shear stress constraint:

g3ðXÞ ¼ 1;52;800 PD
pðD4 � d4Þn� s½ � � 0 ð10Þ

Boundary constraints:

50�D� 150; 210� l� 600; 90� a� 150 ð11Þ

4.2 Optimization Results and Robust Design Process

On iSIGHT platform, we select the collaborative optimization algorithm in the
spindle optimization model. First, the optimal solution [55.26, 271.58, 105.79] that
obtained after 20 times DOE calculation is chosen as the initial point. After 64
times gradient iterative optimization, the optimal solution [60.68, 210.00, 90.00] is
obtained. For comparison, the optimal solution based on the strategy of initial point
selection and the results from Ref. [9] are presented in Table 1. From Table 1, the
optimization results of the two methods are much closed. But the optimization
iterations based on strategy of initial point selection reduce 25 times, the opti-
mization efficiency improves by 22.94 %; it indicates that high precision and high

Table 1 Comparison of optimization results

Parameter Optimization results

Selection strategy of initial point Ref. [9]

D (mm) 60.68 60.69

l (mm) 210.00 210.00

a (mm) 90.00 90.00

Weight (kg) 3.046 3.05

Deflection at the overhanging end (mm) 0.1246 0.1246

Shear stress of the spindle (MPa) 29.25 29.26

Iterations 84 109

Note The optimization results in the table are not rounded because of comparison
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efficiency in solving multi-objective optimization problems by using the strategy of
initial point selection can be obtained.

Considering the uncertainty of design variables, the robust analysis is made
again on the above optimal solution. Figure 3 shows the six sigma robust analysis
result for the optimal solution [60.68, 210.00, 90.00] obtained by this articles
method and each constraint used as the response. According to the graph, the
response level of the spindle strength constraints and the torsion angle constraints of
spindle overhanging end both reach to 8σ level, but the response level of spindle
rigidity constraints is only 0.7035σ. It can be seen that the reliability of rigidity
constraint is only 51.824 % from Table 2. So the rigidity constraint will be easy to
fail and the optimal solution become infeasible if the design variables deviate.
Meanwhile, from Eq. (11), the optimized values of design variables x2 and x3 fall to
lower limits, the sigma level is only 0.6745σ, the reliability is just 50 %, all values
show that the optimal solution itself is also unreliable

So it is necessary to do six sigma robust optimization on the basis of robust
analysis results, optimal solution [66.234, 223.136, 95.63] is acquired by estab-
lishing six sigma robust optimization model according to Eq. (5) on the former
deterministic optimization model and searching optimization by NLPQL. Table 2

Fig. 3 Optimal solution response diagram of six sigma robust

Table 2 Result comparison about 6 sigma robust optimization strategy of initial point selection

Parameter Before 6σ robust
optimization

After 6σ robust
optimization

The difference of
results (%)

D (mm) 60.68 66.234 −9.15

l (mm) 210.00 223.136 −6.26

a (mm) 90.00 95.63 −6.26

Weight (kg) 3.046 4.6126 −51.23

Deflection at the
overhanging end (mm)

0.1246 0.0934 25.04

Shear stress of the
spindle (MPa)

29.25 19.94 31.85

Note The optimization results in the table are not rounded because of comparison
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shows comparison of results before and after the six sigma robust optimization.
Figure 4 is the analysis chart about six sigma optimization solutions.

From Table 2, after robust optimization the machine spindle’s diameter
increases 9.15 %, span and length of overhanging end both enlarge 6.26 %, quality
objective improves nearly 51.23 %, but the optimal solution of design variables and
the response level of rigidity constraint have reached to 6σ, the reliability is closed
to 100 %, the optimization solution robustness increases rapidly, the reliability of
spindle optimization design hit 100 %. In addition, the deflection of spindle
overhanging end and shear stress decrease significantly compared with the original
robust optimization design, which, respectively, drops 25.04 and 31.85 %, so as to
further improve the spindle performance.

5 Conclusions

The optimization method based on the strategy of initial point selection and six
sigma robust designs was proposed in this paper. Firstly, LHD was chosen to
determine the optimal initial point and NLPQL was used to achieve the efficient
global optimization solution. Then, the six sigma robust analysis on the optimal
solution obtained by strategy of initial point selection was analyzed. The six sigma
robust optimization was proceeded on those responses which do not meet the six
sigma reliability, and the optimal results were obtained. The optimization of
machine spindle was taken as a validation example. The results show that the
proposed method can not only increase the optimal efficiency and accuracy, but also
ensure the reliability and robustness of the optimal solution.

Acknowledgments The authors wish to acknowledge the support provided by National Natural
Science Foundation of China (Grant No. 51175146) and the Fundamental Research Funds for the
Central Universities (Grant No. 2012B14014).

Fig. 4 Response diagram of six sigma optimization solution
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Dynamic Flux and Torque Estimation
of Single-Phase Induction Motors Based
on the Vector Control Theory of Motors

Dandan Sun and Ding Wang

Abstract A method for flux and torque estimation for the single-phase induction
motors is presented in this paper. This work is based on the vector control theory of
electrical machines, and has realized an estimation of flux and torque and some
intermediate variables like direct and quadrature values. Accordance with the
algorithm, a basic experimental model is built in the Simulink of the Matlab and
tested for sinusoidal waveforms feeding the single-phase motor. Simulation
experiments show that the methods are correct and the estimation is effective to
access to internal parameter of the single-phase induction motors in order to obtain
AC drives with high performance.

Keywords Single-phase induction � Flux � Torque � Estimation

1 Introduction

The single-phase induction motors are used widely everywhere, because of its
advantages of simple structure, low noise, and low cost. It is used in most
household appliances that require motors, for example in refrigerators, washers,
driers, fans, and blowers [1]. An interesting property of this type of motor is that the
stator current alone does not create a revolving magnetic field a sinusoidal input
will produce a pulsating magnetic field along a single axis. If the machine is at
stand-still, this excitation will not provide any torque [2].

In the view of some information about the flux and torque observers, it is found
that lots of the theories proposed are about the three-phase induction motors. There
are few researches of the flux and torque estimation about single-phase induction
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motors. In this paper, a method is proposed which is about the flux and torque
estimation of single-phase induction motors.

Now, although direct torque control and vector control technology whose first
work is to estimate the flux and torque has matured, however, some problems still
exist in the flux and torque estimation. At the beginning, estimation schemes for AC
motor drives were based on parameters like: speed, voltage, current, and frequency.
How to reduce or even eliminate the impact of parameters on the flux estimates has
been the research project which was studied by the scholars from various countries
[3]. There are two basic methods of observation about flux estimate, which are the
current model and the voltage model. The current models whose observation values
are asymptotic and convergence has negative feature root, relate to the rotor time
constant which is influenced easily by the motor operating conditions, the current
model often requires real-time estimates. The voltage model exists accumulation of
errors and drift problems which is caused by pure integral part of the system, so the
result of estimate is unstable and the error is lager. After this, modified integrator
algorithms, low pass filters and feedback techniques have been used. Various
techniques have also been suggested for overcoming the above shortcomings, such
as model reference adaptive system (MRAS), Luenberger and Kalman-filter
observers, sliding mode observers, and artificial intelligence techniques [4].

These estimation schemes works good but they did not pay some attention to the
internal motor structure. It is necessary to build estimators that allow access to
internal parameters of the motor. This kind of estimators which is based on vector
control theory of electric machines has a very important position. The trends in this
field are conveying to realize feedback systems with estimated variables like flux
and torque in order to obtain AC drives with high performance.

Based on the above theory, a method is proposed which is about the flux and
torque estimation of single-phase induction motors. In this paper, the work is based
on the vector control theory of electrical machines, which is named as a flux and
torque estimator on a stationary frame with spinning rotor components. It is
intended to realize an estimation of flux and torque and some intermediate variables
like direct and quadrature values. A basic experimental model in SIMULINK is
built and tested for sinusoidal waveforms feeding the motor.

2 Flux and Torque Estimation of the Single-Phase
Induction Motors

Around the vector control theory, there are different ways to represent motor
behavior based on reference frames. One of them considers as a reference one of the
feeding phases to the motor, in this case equations involved are simple. Another is a
stationary reference of the stator, in this frame characteristic equations are quite
complicated. The last reference is a synchronous frame spinning with the rotor,
characteristic equations are as complex as second option [6, 7].
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2.1 Estimation Scheme

Combination of synchronous frame spinning with the rotor as a stationary frame
(including hr angle in calculations) and the reference frame in which one of feeding
phases is precisely the reference. Combination of two methods results in a sim-
plified way to estimate variables. Finally, this result can be named as a flux and
torque estimator on a stationary frame with spinning rotor components. Then we
can get a result that: The estimator variables are in stator and are completely on
stationary basics. The hr angle is not necessary to be included in the calculations of
direct and quadrature components of the voltage and current vectors. Flux is on the
stationary frame but the component variables of the flux are totally referred to the
synchronous rotor frame. Flux and torque components are referred to a spinning
synchronous rotor frame but flux and torque estimated are referred to a stationary
frame. The simulation model of the estimation system is shown in Fig. 1.

2.2 Characteristic Equations

Equations that describe flux and torque behavior are described as vector compo-
nents [5]. The analysis starts from the description of the stator voltage and current
space vectors.

Vs ¼ VsA xð Þþ aVsB xð Þ ð1:1Þ

Is ¼ IsA xð Þþ a IsB xð Þ ð1:2Þ

where:

a ¼ ep j=2 ð1:3Þ

Voltage and current vectors are composed by a real part and an imaginary part
described as follows:

Vsd xð Þ ¼ Re Vs xð Þð Þ ð1:4Þ

estimator

T
+

-
+ -

ψ

Fig. 1 The simulation model
of the estimation system
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Vsq xð Þ ¼ Im Vs xð Þð Þ ð1:5Þ

Vs ¼ Vsd xð Þ þ jVsq xð Þ ð1:6Þ

Isd xð Þ ¼ Re Is xð Þð Þ ð1:7Þ

Isq xð Þ ¼ Im Is xð Þð Þ ð1:8Þ

Is ¼ Isd xð Þþ jIsq xð Þ ð1:9Þ

where voltage vector of stator have real and imaginary components which are
assumed to be in a reference frame spinning with the rotor, then its direct and
quadrature components are described by next equations:

Vsd ¼ VsA xð Þþ 0:707B xð Þ ð1:10Þ

Vsq ¼ 0:707VsB xð Þ ð1:11Þ

Components of stator current vector are also referred to the synchronous spin-
ning with the rotor reference frame.

Isd ¼ IsA xð Þþ 0:707B xð Þ ð1:12Þ

Isq ¼ 0:707IsB xð Þ ð1:13Þ

In order to find flux and torque signals it is necessary to obtain its direct and
quadrature components referred to a stationary reference frame but in terms of the
synchronous spinning rotor frame variables. For this calculations must be used
stator resistance Rs as follows:

wsd xð Þ ¼ Z
Vsd xð Þ � Isd xð ÞRsð Þdx ð1:14Þ

wsq xð Þ ¼ Z
Vsq xð Þ � Isq xð ÞRs
� �

dx ð1:15Þ

Magnitude of electromagnetic flux is determined by:

w xð Þ ¼ w2
sd xð Þ þw2

sq xð Þ
� �1=2

ð1:16Þ

Torque is calculated using also intermediate variables:

T xð Þ ¼ 3P=4 wsd xð ÞIsq xð Þ � wsq xð ÞIsd xð Þ
� �

ð1:17Þ
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2.3 Simulation Model

Experimental model is composed by an array of components that performs equa-
tions described above. Final decision about reference frame selected was taken
based in the resources availability and the complexity of the characteristic
equations.

Voltages and currents of stator are sensed directly at motor input leads and are
electrically isolated in order to avoid an electrical short circuit between power stage
and estimator low power circuit. The structure of the part of estimator is showed in
the following Fig. 3.

3 Simulation Experiment and Analysis

According to the above structure of the estimator in Fig. 2, A simulation model is
built in the Simulink.

There will be presented graphics of direct and quadrature flux components,
estimated electromagnetic flux, and estimated developed toque. All mentioned
above were obtained when motor is supplied with sinusoidal waveforms. The motor
used is a single-phase 220 V, 50 Hz, 1/4 HP at rated load. Using utility power
supply whose voltage is 220 V, whose phase is p=2, whose frequency is 50 H to
feed the main winding of motor, using utility power supply whose voltage is 220 V,
whose phase is 0p, whose frequency is 50 H to feed the auxiliary winding of motor,
We can obtain next simulation results. Figure 3a shows the flux simulation standard
graphics of the auxiliary winding which is provided by the Matlab and Fig. 3b
shows the flux graphics of the auxiliary winding estimated by the estimation for-
mula. Figure 4a shows the torque simulation standard graphics which is provided

- +
-

+ + +

+

-
+ -

-

+

Fig. 2 The structure of the part of estimator
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by the Matlab and Fig. 4b shows the torque graphics estimated by the estimation
formula. Figure 5 shows the behavior of flux estimated by the estimation formula.

Comparing Fig. 3a and b, it shows that the results are correct and the flux
simulation standard graphics of the auxiliary winding which is provided by the
Matlab is the same as the flux graphics of the auxiliary winding estimated by the
estimation formula.

Comparing Fig. 4a and b, it shows that the results are correct and the torque
estimated displays the problem of lagging. The delay time is about 0.005 s. At the
same time, the value of torque estimated displays integral error, and the amplitude
of torque estimated get bigger than the amplitude of standard torque.

Figure 5 shows the behavior of flux estimated by the estimation formula. By
observing the graphics of the flux estimated, it is found that the flux estimated
shows cyclical fluctuation problem.

Fig. 3 a The flux simulation standard graphics of the auxiliary winding which is provided by the
Matlab. b The flux graphics of the auxiliary winding estimated by the estimation formula

Fig. 4 a The torque simulation standard graphics which is provided by the Matlab. b The torque
graphics estimated by the estimation formula
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4 Conclusions

A method for flux and torque estimation for the single-phase induction motors is
presented in this paper. The algorithm starts from the description of the stator
voltage and current space vectors. Voltage and current vectors are composed by a
real part and an imaginary part which are assumed to be in a reference frame
spinning with the rotor. Stator resistance Rs is used to obtain the direct and
quadrature components of flux and torque signals, which are referred to a stationary
reference frame but in terms of the synchronous spinning rotor frame variables.
Then, flux and torque are calculated using intermediate variables. Thus, experi-
mental model is composed by an array of components that equations described flux
and torque behavior, final decision about reference frame selected was taken based
in the resources availability and the complexity of the characteristic equations.

A basic experimental model in SIMULINK is built and tested for sinusoidal
waveforms feeding the single-phase induction motor. Simulation experiments show
that the results are correct and the estimator is effective to access to internal
parameter of the single-phase induction motors in order to obtain AC drives with
high performance. This application idea is trying to show that the flux estimator can
be applied to any vector control system. It requires flux as main feedback param-
eters in order to have a high performance system. But, the flux shows the delay
problem and the amplitude of torque estimated that gets bigger than the amplitude
of standard torque. It is necessary to overcome the delay problem in the later
research. If controller is done by this algorithm, the controller also must overcome
these problems.

Fig. 5 The behavior of flux
estimated by the estimation
formula
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Performance Evaluation of Ballistic
Missile Detection for the Skywave OTHR
Based on the Preliminary
and the Weighted Indexes

Shihua Liu, Defang Li and Bing Hu

Abstract Based on the ballistic missile detection characteristics of the skywave
OTHR system, a ballistic missile detection performance method for the skywave
OTHR is presented based on the preliminary index and the weighted index. The
detection performance index is divided into the preliminary index and the weighted
index. For the preliminary index, the performance quantization value is computed
by a binary function. For the weighted index, a detection performance index system
is constructed, and the performance quantization value of the index system is
calculated according to the cloud gravity center theory. Based on the performance
quantization values of the preliminary index and the weighted index, the ballistic
missile detection performance is evaluated using the cloud remark assembly.
Finally, the feasibility of this method is verified through a calculated example.

Keywords Skywave OTHR � Ballistic missile � Detection performance evalua-
tion � Cloud gravity center � Preliminary index � Weighted index

1 Introduction

The skywave radar is a complicated and huge system, but its detection performance,
which includes many factors and uncertainty, is an integrated index. It is also a
complicated task but beneficial for national defense decision-making and scientific
study to evaluate the detection performance of the skywave radar [1]. On the one
hand, the current functional ability of skywave radar may estimated objectively
according to the evaluation; on the other hand, based on the evaluation, the
development of the skywave radar may advance [2].

The appropriate detection performance evaluation model is the basis on which to
evaluate the equipment. At present, both the evaluation model [3–5] for skywave
radar combat effectiveness and the performance evaluation model [6–9] for skywave
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radar air target detection are widely studied, but the performance evaluation model
for skywave radar ballistic missile detection is rarely reported. A ballistic missile is a
special kind of object: it has the characteristics of long-distance flight, high flight
speed, low RCS and echo coherence [10, 11]. Compared with the general air target
detection, the ballistic missile detection not only has similitude, but also has its
unique theoretic basis and method. In this paper, the performance evaluation model
for skywave radar ballistic missile detection is studied based on the target charac-
teristics of the ballistic missile and the existing evaluation model.

According to the ballistic missile detection theoretic basis of the skywave radar,
the detection performance index is divided into the preliminary index and the
weighted index. The different indexes are evaluated by the different evaluation
methods, then the evaluation results are computed synthetically to finish the bal-
listic missile detection performance evaluation of the skywave radar.

2 Construction of the Ballistic Missile Detection
Performance Index System

The construction of the index system is the prerequisite for the ballistic missile
detection performance evaluation [12]. The existing index system is constructed
mainly according to the inherent ability of the skywave radar. This method may be
usedwith the other radars, but not always be adaptable to the skywave radar. Skywave
radar detection of the object is achieved by interaction with the ionosphere, that is, the
ionosphere is a part of the skywave radar. Consequently, the effect of the ionosphere
must considered to evaluate the detection performance of the skywave radar.

2.1 Selection of the Preliminary Index

The preliminary index is the necessary condition of the detection performance
evaluation, and the evaluation is continued after the preliminary index has been
satisfied. The preliminary index includes channel usability, detection coverage and
target altitude.

1. Channel usability. Sometimes, the working channel of the skywave radar is not
usable because of the ionosphere effect, which limits the propagation of the HF
electromagnetic waves. In these conditions, the skywave radar couldn’t detect the
target even if the radar’s working status is otherwise good. Furthermore, the
channel usability is determined by the natural environment: it can’t be changed to
improve the radar detection performance but must be used according to the actual
conditions. Therefore, channel usability is a selected precondition of the prelim-
inary index, i.e., the following evaluation is performed after the channel becomes
usable.
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2. Detection coverage. The detection coverage is the characterization of the radar
detection ability; it is a tridimensional space in which the target could be
detected. In this space, for normal radars, if the radar working parameters are
unchanged, then the detection coverage does not change. But for the skywave
radar, the detection coverage is restricted by the ionosphere (such as when it is
blanketed by Es layer). The detection coverage is selected to the preliminary
index for its uncertainty.

3. Target altitude. The target altitude is also a preliminary index when the detection
object is a ballistic missile. The skywave radar detection of the ballistic missile
is achieved mainly by detecting the plume. In order to detect the plume, the
ballistic missile should fly into the ionosphere, that is, the ballistic missile
should be above 60 km. Therefore, this target altitude actually means the alti-
tude at the burnout point of the ballistic missile. For the uncertainty of the flight
altitude at the ballistic missile burnout point, the target altitude is selected to the
preliminary index.

2.2 Ballistic Missile Detection Performance Index System
Based on the Weighted Index

Except for the performance index, the other indexes, which affect the ballistic
missile detection performance of the skywave radar, need to be considered.
A ballistic missile detection performance index system is constructed by a first
grade index, three second grade indexes and twelve third grade indexes. The index
system is shown as Table 1. The ballistic missile detection performance value of the
skywave radar is based on the weighted index that is obtained by weighted com-
putation of these indexes.

Table 1 Ballistic missile detection performance index system based on the weighted index

First grade index Second grade
index

Third grade index

Ballistic missile detection performance of the
skywave radar

Detection ability Time usability

Data rate

Measurement precision

Resolution

Confrontation
ability

Anti-jamming ability

Counter-reconnaissance

Anti-destruction ability

Support ability

Environment
property

Phase disturbance

Propagation path

Propagation loss

Environment noise
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3 Ballistic Missile Detection Performance Evaluation
of the Skywave Radar

The preliminary index and the weighted index are computed individually by dif-
ferent methods. According to the computed result, the ballistic missile detection
performance of the skywave radar is evaluated based on the relative remark
assembly.

3.1 Detection Performance Computation Based
on the Preliminary Index

Because the preliminary index is the necessary condition, hence, the performance
quantitative value of the preliminary index is computed by the following binary
function

EI ¼ 1 index satisfied
0 index unsatisfied

�
ð1Þ

where EI is the quantitative value of the preliminary index?

3.2 Detection Performance Computation Based
on the Weighted Index and the Cloud Theory

The cloud is a transform model that represents the uncertainty between the quali-
tative concept and its quantitative expression by a linguistic label. The digital
characteristics of the cloud include the expectation, the entropy and the excess
entropy, its integrated ambiguity and random to form a mapping between qualita-
tive and quantitative expressions [12].

1. The system status expression of the performance index
The N indexes can be abstracted by N cloud models, therefore, the system
statue, which is expressed by N performance indexes, can be expressed by an N-
dimension synthetic cloud. When the system statue is changed, the shape of the
N-dimension synthetic cloud is simultaneously changed. The gravity center T of
the N-dimension synthetic cloud can be expressed by a N-dimension vector, that
is,

T ¼ ðT1; T2; . . .; TNÞ ð2Þ
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where T1; T2; . . .; TN are the attribute values of the N performance indexes?
When the system status is changed, its gravity center is changed to

T 0 ¼ ðT 0
1; T

0
2; . . .; T

0
NÞ ð3Þ

2. Measurement of the deviation of the cloud gravity center
The cloud gravity center vector of the system under the ideal status is

T0 ¼ ðT0
1 ; T

0
2 ; . . .; T

0
NÞ ð4Þ

Then, the difference of the synthetic cloud gravity center between the ideal
status and the given status can be scaled by the weighted deviation h. Firstly, the
synthetic cloud gravity center vector under the given status is normalized to
obtain a vector TG ¼ ðTG

1 ; T
G
2 ; . . .; T

G
N Þ:, where

TG
i ¼ ðTi � T0

i Þ=T0
i ; Ti\T0

i
ðTi � T0

i Þ=Ti; Ti � T0
i

�
i ¼ 1; 2; . . .;N ð5Þ

Secondly, after the normalization, the synthetic cloud gravity center vector,
which expresses the system status, is a dimensionless value. The weighted
deviation is

h ¼
XN

i¼1

wiT
G
i ð6Þ

where wi is the weighted value of the ith index.
3. Computation of the system performance

Based on the cloud gravity center deviation, the performance quantization value
of the whole system is

ES ¼ 1� h ð7Þ

The system of the performance index system for ballistic missile detection based
on the weighted index is shown as Table 1, the system indexes are the complete
three grade indexes in the index system. Then, the performance quantization value
of the ballistic missile detection performance index system based on the weighted
index is computed by Eqs. (2)–(7).
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3.3 Ballistic Missile Detection Performance Evaluation
of the Skywave Radar Based on the Cloud Remark
Assembly

Provided that there are N preliminary indexes I1; I2; . . .; IN ; the ballistic missile
detection performance quantization value of the skywave radar based on the pre-
liminary index and the weighted index is computed by the following formula:

ET ¼ EI1 ^ EI2 ^ � � � ^ EIN ^ ES ð8Þ

where ET is the synthetic performance quantization value, EI1 ;EI2 ; . . .;EIN are the
performance quantization values of the N preliminary indexes, ES is the perfor-
mance quantization values of the weighted index, and ^ is the multiplicative
operation.

After the computation of the performance quantization value, the ballistic missile
detection performance of the skywave radar is evaluated using the cloud remark
assembly. The cloud remark assembly is shown as Table 2 [12].

4 Example and Analysis

4.1 Confirmation of the Index Weight

The index weight is computed by the AHP method. The index weight computation
result is w = (0.2216 0.0464 0.0464 0.0464
0.0877 0.0464 0.0877 0.1485 0.08770.0877 0.0464 0.0471).

4.2 Confirmation of the Weighted Index Attribute Value

The weighted index attribute value is obtained by the expert scoring and the
mathematic model. The ballistic missile detection weighted index attribute value of
the skywave radar under typical conditions is shown as Table 3 (ta value of 1 in the
ideal condition).

Table 2 Cloud remark assembly

Grade None Extreme
bad

Very
bad

Bad Comparatively
bad

Normal Comparatively
good

Good Very
good

Extreme
good

Perfect

Attribute
value

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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4.3 Computation of the Detection Performance Based
on the Weighted Index and the Cloud Gravity Center
Theory

The normalized cloud gravity center vector is computed by the weighted index
attribute value and Eq. (5); the computation result is TG = (0.15 0.50 0.50
0.50 0.20 0.50 0.20 0.15 0.25 0.30 0.40 0.30). Based on the cloud gravity center
vector TG and the expert weight w, the weighted deviation is computed and the
result is h = 0.2643. Hence, the ballistic missile detection performance value based
on the weighted index under typical conditions is ES = 0.7357.

4.4 Ballistic Missile Detection Performance Evaluation
Based on the Cloud Remark Assembly

As shown above, there are three preliminary indexes. Combined with the target and
environment characteristics, the performance value is EI1 ;EI2 ;EI3f g ¼ 1; 1; 1f g:.
The preliminary index performance value and the weighted index performance
value are substituted into Eq. (8), and the whole performance value is ET = 0.7357.
Then, comparing the whole performance value to the cloud remark assembly
(Table 2), the performance value belongs to good, which corresponds to the actual
situation.

5 Conclusion

In order to evaluate the ballistic missile detection performance of the skywave
radar, for the ballistic missile detection characteristic and the complicate electro-
magnetic environment, the ballistic missile detection performance evaluation index
is divided into the preliminary index and the weighted index. For the preliminary

Table 3 Ballistic missile detection weighted index attribute value of the skywave radar in typical
condition

Index Attribute value Index Attribute value

Time usability 0.85 Anti-destruction ability 0.80

Data rate 0.50 Support ability 0.85

Measurement precision 0.50 Phase disturbance 0.75

Resolution 0.50 Propagation path 0.70

Anti-jamming ability 0.80 Propagation loss 0.60

Counter-reconnaissance 0.50 Environment noise 0.70
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index, the performance quantization values are computed by a binary function. For
the weighted indexes, a detection performance index system is constructed, and the
performance quantization value of the index system is calculated according to the
cloud gravity center theory. Based on the performance quantization values of the
preliminary index and the weighted index, the ballistic missile detection perfor-
mance is evaluated using the cloud remark assembly. Finally, the ballistic missile
detection performance of the skywave radar under typical conditions is calculated.
The feasibility of this method is verified through the calculated result.
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Personnel Surface Electric Field Research
of Live Working on Insulation Bucket
Arm Car of 500-kV Transmission Lines

Bing-ling Zhou and Dong-ze Xu

Abstract In order to improve the reliability and security of electricity supply and
to increase the live working efficiency, a strong measure which improves the
reliability of power supply is using insulated bucket arm car as work platform in
live working of transmission line. With the purpose of assessing the security impact
in which 500-kV transmission lines exert on a person who is using an insulated
bucket arm car for live working, methods of electric field finite element calculation
and electric field measurement are adopted to research the distribution law of
person’s surface electric field in different working conditions. This article aims at
the characteristics of live line work mode of 500-kV transmission line and uses the
method of finite element calculation to study on the surface electric field distribution
law of worker who is developing live working on an insulation bucket arm vehicle.
Considering with the characteristics of insulation bucket arm vehicle and electric
transmission line operation, we systemically proposed live working safety protec-
tion method about using insulation bucket arm vehicle in 500-kV transmission line.

Keywords 500-kV transmission lines � Live working � Electric field calculation �
Security protection

1 The Finite Element Theory

The basic idea of finite element theory is that: transform a partial differential
equation of definite solution problem into a variational problem or weighted
residual equation, by using the subdivision interpolation, discrete the variational
problem into the extreme problem of multivariate function or a weighted margin
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equation directly, constitute algebraic equations, and then solving the approxima-
tion solution of boundary value problem for the system of equations.

1.1 The Energy Functional Extreme Solution
of Electrostatic Field

When existing space charge q 6¼ 0 in electrostatic field, electric field energy
functional for field D is as follows:

W uð Þ ¼
ZZ

D

1
2
eE2dxdy ¼

ZZ

D

e
2

@u
@x

� �2

þ @u
@y

� �2
" #

� qu

( )
dxdy ð1Þ

Then, the energy functional variation is as follows:

dW uð Þ ¼ @

@t
W uþ tduð Þ ¼

ZZ

D
eru � r duð Þ � qdu½ �dxdy ð2Þ

By Green’s formula:

dW uð Þ ¼ �
ZZ

D
er2uþ q
� �

dudxdyþ
I

C

e
@u
@n

du dlj j ð3Þ

In the above formula, n is the boundary line of the unit normal vector, and D and
C, respectively, for the field and its boundary.

1. The first kind of boundary processing is as follows:
Before solving algebraic equations, it is necessary to know Dirichlet boundary
conditions, and suppose that i node U is known as Ui0, then:

bðiÞ ¼ Ui0; Ki;i ¼ 1; Ki;j ¼ 0 when j 6¼ i

bj  bj � Kj;iUi0; Kj;i ¼ 0 when j 6¼ i

Combined with boundary condition, then Dirichlet boundary degrees of freedom
of nodes of the corresponding equations can be removed from the general
equations, in order to reduce the algebraic equations on the number of equations.

2. The second boundary processing is as follows:

a @u=@nþ cu ¼ q ð4Þ
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a, g, and q are known parameters, and a is the diffusion coefficient in the control
equation. The second kind of boundary condition is a special case when g = 0
for the formula (4). If g and q are zero at the same time, the finite element
discrete process will automatically consider the boundary conditions, without
special treatment.

1.2 The Discrete Solution of Variational Problem

First of all, divide the field D into e0 unit. Suppose n0 unit node corresponding
potentials are, respectively u1;u2;u3 � � �un0

; then the energy functional WðuÞ and
WCðuÞ can be an approximate expression with Wðu1;u23 � � �un0

Þ and

WCðu1;u23 � � �un0
Þ; and suppose that there are n nodes potential unknown, then:

d W þWc½ � ¼ @ W þWcð Þ
@u1

du1þ � � � þ
@ W þWcð Þ

@un
dun ¼ 0 ð5Þ

Considering the randomness of A selection dui i ¼ 1; 2; . . .; nð Þ; assuming that
except dui 6¼ 0; take the rest of the expression as zero, then:

@ W þWcð Þ
@ui

dui ¼ 0 ð6Þ

By that analogy, we can get a n × n linear algebraic equations, solving the
equations to get each node potential value and then get the approximate solution of
electric field.

1.3 The Calculation Steps of Methods of Electric Field
Finite Element

The application of finite element method for solving boundary value problems of
the electromagnetic field generally contains the following steps.

1. Subdivision: In order to build approximate function while using finite element
method, we should divide field into lots of units, in which indicating the
approximate function with the proper interpolation function.

2. Interpolation function: On account of the advantage of easy calculation and easy
to meet the convergence requirements, the different order polynomial power
function is used mostly in finite element method.
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3. The formation of the unit matrix and the right-end item: The interpolation
function has only in the value of a node that is connected with the unit, so the
finite element matrix or the right side of the integral calculation can be per-
formed in each unit and then superimposed to form the overall matrix and the
right side.

4. The overall synthesis: The unit matrix and the right-end item should be added to
the total matrix and previous right-end item. Assuming the unit number isM, the
total stiffness matrix [K] and the right-end item b satisfy the following equations.

½K� ¼
XM

e¼1
½�Ke� ð7Þ

fbg ¼
XM

e¼1
f�beg ð8Þ

�Ke½ � is the augmented stiffness matrix, and �be½ � is the extended right vector of the
eth unit.

5. Solving finite element equations and calculating the node voltage. Then, get the
remaining components in electric field.

2 The Establishment of Simulation Model

Chose the linear tower of which the serial number is 500 kV ZB to build simulation
model (Fig. 1).

Simulate the electric field distribution under the power frequency electric field
by using three-dimensional finite element method. Ignore the influence to the
electric field distribution from insulator strings. The electric potentials of the tower,
ground, and infinity are considered as zero (Fig. 2).

Use cylinder and sphere to simulate the operator. Insulation bucket arm vehicle
model-specific dimensions are shown in Table 1. Model of the operator is shown in
Fig. 3.

Chose points to calculate electric field strength based on the actual situation of
the bucket arm insulated car.
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Fig. 1 Linear tower 500 kV ZB with the type of glass

Fig. 2 Simulation model of 500 kV tower. a Front view. b Lateral view
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Table 1 Size of insulation
bucket arm vehicle

The name of parameter Parameter (m)

Length of vehicle 12.2

Width of vehicle 2.5

Height of vehicle 3.5

Maximum working height 37.5

Size of the platform 1.016 × 1.524 × 1.067

Fig. 3 Model of the operator. a Arms stretched body model. b Model of the operator. c Operator
at the middle phase. d Operator at side phase
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3 500-kV Transmission Line Live Working Personnel
Body Surface Electric Field on the Insulation Bucket
Arm Vehicle

According to the actual insulation bucket arm vehicle typical job position, and
considering factors such as the activities scope of live working person and bucket
arm vehicle, body position, the experience of bucket arm vehicle, and so on, and
combing with the typical design of 500 kV tower, the safety assessment of different
potential position has been analyzed.

In order to determine the safety path in which working bucket goes into, we
simulated and computed worker surface electric field distribution of different job
positions.

Because the structure of the body is only a little relative to the tower, it requires
particularly big computer internal memory capacity if we want to solve just one
time. So we adopted the subdomain method to establish a submodel and got an
accurate calculation result.

3.1 Body Surface Electric Field Calculation of Live
Working on 500-kV Transmission Line Bucket Arm Car

Selecting the middle and edge phase conductor of 500-kV transmission lines as
working location, respectively, calculate the working human body surface electric
field distribution. The two typical load cases’ calculation data are summarized in
Table 2 (Fig. 4).

3.2 Actual Body Surface Electric Field Measurements
of Live Working on 500-kV Transmission Line Bucket
Arm Car

On the 500-kV straight-line tower, select the edge phase and middle phase—two
typical operating position—and the insulated bucket car into live working path
interval position to measure the body surface electric field strength.

Technical measuring device is used to measure the electric field. At the specified
measuring position, head, fingers, chest, and other parts nearby electric field
strength are measured. Measure each part many times and then extract the average
values as the final results, to reduce the measuring error.

Figure 5 shows the selected position of measuring; the specific instructions of
each location are shown in Table 3.
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Table 2 Working human
body surface electric field
calculation values

Human body parts Human body location

Electric field intensity
(kV/m)

Middle
phase

Edge
phase

Head 3.839 3.575

Chest 4.839 4.803

Hand (near the conductors) 8.577 6.788

Hand (away from the
conductors)

6.705 6.056

Foot 0.051 0.015

Note The conductors are used as reverse phase sequence

Fig. 4 Working human body
surface electric field
calculation chart
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Average the measured data through several measurements, and organize the final
result to the Table 4.

Comprehensive the measured values and the simulation results of the working
human body surface electric field, the following conclusions can be drawn:

1. When the working human body on the 500-kV transmission line bucket arm car
is around or at the live working location, the maximum surface electric field
strength appears in the hand, followed by the chest and head.

2. The data show that the simulation results are higher than the measured data. For
instance, at the edge phase conductor of 500-kV transmission lines (location 3),

Fig. 5 Diagram of the actual measuring location

Table 3 The instructions of electric field measurement location on 500-kV transmission line
bucket arm car

Calculation
point

Instructions

Point 1 When bucket arm car enters the work process, 0.8 m away from the edge
phase conductor

Point 2 Around the edge phase conductor of 500-kV lines

Point 3 Around the middle phase conductor of 500-kV lines

Table 4 Measured values of
the body surface electric field
strength on 500-kV
transmission line bucket arm
car

Human body location Human body parts

Electric field intensity (kV/m)

Hand Head Chest

1 5.7 2.1 2.8

2 6.3 2.5 3.1

3 7.1 2.8 3.3
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the maximum electric field strength of simulation results is 8.577 kV/m, which
appears in the hand. The measuring device cannot accurately measure this
electric field distortion, so the electric field strength of body surface calculation
is quite strict and can be the security guard basis for judging of live working.

4 Conclusion

1. When the working human body on the 500-kV transmission line bucket arm car
is around or at the live working location, the maximum surface electric field
strength appears in the hand, followed by the chest and head.

2. When the worker perform live working on the 500-kV transmission line bucket
arm car, the surface electric field strength does not exceed the GB6568.1-2000
standard safety limits, which is 15 kV and can ensure the safe operation.
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Failure Mode Analysis on Machining
Center Based on Possibility Theory

Hongzhou Li, Fei Chen, Zhaojun Yang, Liding Wang
and Yingnan Kan

Abstract Aiming at the uncertainty of the expert judgment in the failure mode and
effect analysis of machining centers, a failure mode analysis method for the
machining centers based on the possibility theory is proposed. To express the
uncertainty of the expert judgment, the possibility distribution of the attribute of the
judgment is established and the information fusion of the possibility distribution is
implemented using the comprehensive analysis method, obtaining the possibility
distribution of the influence factor; The values are assigned to the weights using the
subjective-objective combination weighting approach which combines the variation
coefficient method and the subjective weighting method. And then the possibility
values of the RPN are calculated and ranked. A machining center is taken as the
example, and the proposed method is applied to analyze the criticality of its failure
modes, and the design for reliability promotion is presented according to the
ranking of criticality.
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1 Introduction

In order to improve the reliability of a product [1, 2], failure mode and effect
analysis (FMEA) evaluates each failure mode’s criticality rank by calculating RPN
values and then ranking them. RPN = severity (S) × occurrence (O) × detection
(D). The main deficiencies of this method are as follows: (1) experts usually use
qualitative language to present his grades when applying FMEA. However, the
method is presented in the quantitative form. So it is difficult for the experts to make
an accurate judgment; (2) in the calculation, the weights of three variables, S, O and
D, are equivalent, without considering the relative importance of S, O, D. In order
to make up for these shortcomings and deficiencies, some scholars put forward
TOPSIS method [3], which is based on the quantitative values, without reflecting
the uncertainties of expert’s grading; Some scholars [4] have better reflected the
fuzziness of grading by applying fuzzy approach, but there are shortcomings in
determining the weights. For example, the multi-objective fuzzy decision theory [5]
ignores the weight of each factor; the fuzzy data envelopment analysis method [6]
ignores the subjective information.

Aiming at the above shortcomings, the authors put forward a FMEA method,
which establishes the possibility distribution of evaluation attribute space. And the
possibility distributions of the influencing factors are obtained by implementing
information fusion using comprehensive analysis method. The reasonable weights
of the influencing factors are realized by variation coefficient method in combi-
nation with subjective weighting method, and further the possibility values of RPN
of each failure mode of machining centres are obtained. Finally, the proposed
FMEA method is applied to the machining centres as an example, and this method
is verified.

2 The Possibility Distribution Model of the Failure Mode’s
Criticality

2.1 The Possibility Theory

Possibility theory is presented on the basis of fuzzy theory by Zadeh in 1978. It is a
way to deal with uncertain information. Since the theory is particularly consistent
with the human way of thinking, it is getting more and more applications [7].

Definition 1 Suppose a mapping p : X ! 0; 1½ � satisfies _
x2X

p xð Þf g ¼ 1, then p is

called the possibility distribution function (PDF) on X.

Definition 2 Given PDF p on X, determines possibility degree
Q

: f xð Þ ! 0; 1½ �
as shown in Eq. (1)
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8A 2 f xð Þ;
Y

Að Þ ¼ _
x2A

p xð Þf g ð1Þ

Then,
Q

is possibility degree derived from p.
On the other hand, if the possibility degree

Q
is given, then

Q
can also

determines possibility distribution function p on X, as shown in Eq. (2)

8x 2 X; p xð Þ ¼
Y

xf gð Þ ð2Þ

Possibility hypothesis: if A 2 F Xð Þ, then proposition “x is A” induces a possi-
bility distribution function px which is equal to A.

2.2 Determining the Possibility Distribution Function
of Influence Factor

Suppose a domain of discourse V ¼ v1; v2; . . .; vnf g makes up a failure mode
evaluation set of machining center, where vn denotes the nth failure mode. Another
domain of discourse U ¼ u1; u2; . . .; umf g makes up an influence factor set, where
um denotes the mth influence factor when evaluating the factors influencing the
machining center’s failures. There are three influencing factors when evaluating on
failure mode in this paper, namely Severity, Occurrence, and Detection. As there is
fuzziness to some extent when experts evaluate the three influence factors, each
influence factor’s influencing degree on a failure mode of the machining centers can
be represented by a fuzzy set in the domain of discourse U. Suppose that some
propositions Pij j ¼ 1; 2; . . .; lð Þ on the influence factor construct an evaluation
attribute space Pi ¼ fPi1;Pi2; . . .;Pilg, and then each influence factor’s influencing
degree on the failure mode can be expressed as the fuzzy set Fi i ¼ 1; 2; . . .;mð Þ:

Fi ¼
Xl

j¼1

lui Pij
� �

=Pij i ¼ 1; 2; . . .;mð Þ ð3Þ

where, lui Pij
� �

denotes the relative grade of membership of proposition Pij on ui in
the fuzzy set Fi.

Suppose ui is a variable which takes values in the domain of discourse U. Based
on the possibility theory, a possibility distribution pui corresponding to Pij can be
induced by the proposition “ui is Pij”. Also a possibility designation equation
pui jð Þ ¼ lui Pij

� �
can be obtained, which represents that the possibility that the

influencing factor ui is evaluated as Pij is the relative membership degree of Pij in
the set Fi.
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Then the possibility that the gth expert states “ui as Pij” can be denoted as
pgui jð Þ ¼ lgui Pij

� �
. Thus, for the whole influence factor space, there is an influence

factor possibility distribution:

pgui ¼
Xl

j¼1

lgui Pij
� �

=Pij 8i 2 1; 2; � � � ;m½ �ð Þ ð4Þ

Each component in the equation indicate that “ui is Pij” induces the proposition
that “the possibility of “ui is Fj” is lgui Pij

� �
”

Mood operator (MO) used by experts are shown in Table 1.
In the process of evaluation, usually several experts are asked to assign a value

to each influence factor. Since the information given by each expert can be all
converted to possibility distribution via mood operators, the result obtained by
fusing the information of factor ui given by g experts is also the possibility dis-
tribution in the domain of discourse U, denoted by

Q
ui , thus

Y

ui

¼
Xl

j¼1

pui Pij
� �

=Pij ¼
Xl

j¼1

pui Pij
� �

=Pij

¼
Xg

k¼1

aklkui Pij
� �

=Pij 8i 2 1; 2; . . .;m½ �ð Þ
ð5Þ

where lui Pij
� �

represents the possibility degree that “ui takes the value Pij” after
fusing the information of evaluation given by g experts. ak is weight, ak 2 0; 1½ �,Pg

k¼1 ak ¼ 1. Since we can’t completely assess the professional level of experts, we
assign ak ¼ 1=g.

Table 1 Mood operator of severity, occurrence mood, detection

Severity mood MO Occurrence mood MO Detection mood MO

Minimum failure 0.1 Minimum failure rate 0.1 Unable to control 0.1

Very small failure 0.2 Very low failure rate 0.2 Minimum detectivity 0.2

Small failure 0.3 Low failure rate 0.3 Very low detectivity 0.3

Less small failure 0.4 Less low failure rate 0.4 Low detectivity 0.4

Medium failure 0.5 Medium failure rate 0.5 Less low detectivity 0.5

Less big failure 0.6 Less high failure rate 0.6 Medium detectivity 0.6

Big failure 0.7 High failure rate 0.7 Less high detectivity 0.7

Very big failure 0.8 Very high failure rate 0.8 High detectivity 0.8

Especially big failure 0.9 Maximum failure rate 0.9 Very high detectivity 0.9

Maximum failure 1 Complete failure 1 Maximum detectivity 1
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2.3 Possibility Distribution of Criticality

Possibility distribution of influencing factors can be obtained by Eq. (5), and in the
same way, the result by fusing every influencing factor is also the criticality’s
possibility distribution of failure mode in the domain of discourse V, which is
denoted by

Q
vi .

Y
vi
¼

Xm

j¼1

pvi uj
� �

=uj ¼
Xm

j¼1

lvi uj
� �

=uj ð6Þ

where lvi uj
� �

denotes possibility measure of “vi is uj”, the value of which is
lui Pij

� �
.

2.4 Determining the Possibility Distribution Function
of Occurrence of a Machining Center

The traditional FMEA obtains S, O, D by experts grading. Yet, this method ignores
the useful data that objectively exists when FMEA is applied to particular
machining center. In order to make full use of the objective useful data, this paper
establishes membership degree of failure mode of machining center according to its
historical operating data. The membership degree can be calculated by Eq. (7),
which is numerically equal to the possibility degree [7, 8].

ln Að Þ xið Þ ¼ the time of ``xi 2 A''ð Þ=n ð7Þ

3 Sorting the Possibility Degree of Failure Mode’s
Criticality

This paper applies the subjective-objective combination weighting method which
combines the variation coefficient method [9] and the expert weighting method to
determine weights of the possibility degree of failure mode’s criticality, the steps
are as follows:

Step 1: determining objective weights:

Suppose a matrix An�m which displays the possibility degrees of m influencing
factors of n failure modes, namely
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An�m ¼
lv1 u1ð Þ lv1 u2ð Þ . . . lv1 umð Þ
lv2 u1ð Þ lv2 u2ð Þ . . . lv2 umð Þ
. . . . . . . . . . . .

lvn u1ð Þ lvn u2ð Þ . . . lvn umð Þ

2
664

3
775

The objective weight of each index can be obtained based on variation coeffi-
cient method in Eq. (8).

w1j ¼ Qj

,
Xm

j¼1

Qj ð8Þ

where Qj is influencing factor’s variation coefficient.

Step 2: Determining subjective weight w2j by the experts assigning values.
Step 3: Subjective-objective combination weighting approach.

To apply linear weighting combination method, that is

hj ¼
Xm

j¼1

hrwrj; r ¼ 1; 2; 3; . . . ð9Þ

where hj is the jth influencing factor’s combined weight. hr is the coefficient of the
rth weighting method,

P
hr ¼ 1; hr [ 0. wrj is the weight of the jth index by the

rth weighting method.
In this paper, that is

hj ¼ h1w1j þ h2w2j ð10Þ

Suppose a matrix F1�n which is the possibility degree matrix of failure mode, f1j
is the possibility degree of the jth failure mode, then h denotes the weight vector
h ¼ ½h1; h2; . . .; hj; . . .; hm�, Bn�m denote the normalized possibility matrix An�m of
failure modes’ influencing factors.

4 Real Case Analyses

A batch of machining center is presented as the research object. This paper
determined 22 main failure modes and their frequencies are determined based on its
historical operating data, then the possibility degree of occurrence of each failure
mode is calculated by Eq. (7) and Definition 2, as shown in Table 2.

Four experts assign values to possibilities of O, S, and D for the failure mode of
machining center, according to Table 1, as shown in Table 3.
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lui pj
� �

is calculated by Eq. (5). Since historical data are introduced in calcu-
lating occurrence, its weights are: a11 ¼ 0:4; a1i ¼ 0:15 ði ¼ 2; 3; 4; 5Þ. And the
weights of the severity and detection are, a2i ¼ 0:25 a3i ¼ 0:25 ði ¼ 1; 2; 3; 4Þ. The
results are shown in Table 4.

Possibility degree matrix A22�3 can be obtained according to Table 4 and then
normalized by extremum method, obtaining normalized matrix Bn�m.

Objective weight obtained by step 1 is w1j = (0.40, 0.32, and 0.28). Subjective
weights obtained by step 2 is: w2j = (0.40, 0.3, 0.3), h1 ¼ 0:6, h2 ¼ 0:4. Thus we
can obtain the combined weight by step 3, θj = (0.40, 0.31, and 0.29). We calculate
the possibility degrees and then sort them. For comparison, we calculate and sort
using traditional method and the proposed method which does not involve historical
data, respectively, as shown in Table 5. For discussing conveniently, the proposed
method is referred to method 1, the proposed method with no historical data is
referred to method 2, and the traditional method is referred to method 3.

From Table 5, it is known that the sorting with the proposed method is different
from traditional method, and some failure modes’ orders are different obviously.
For example, for failure mode MD2, its order is 9 with traditional method; the

Table 2 Possibility degree of occurrence of failure mode

Code Failure modes Frequency Possibility degree

MD1 Moving component can’t move 4 0.3

MD2 Leakage and breakdown of liquid, gas or oil 11 1

MD3 Can’t return to zero 3 0.2

MD4 Clearance of moving component is too undersize 9 0.8

MD5 The sensing component is out of order 1 0.1

MD6 Transposition or shifting are over travel 6 0.5

MD7 Lock parts become less crowded 7 0.6

MD8 Protective sealing is bad 2 0.1

MD9 Motor can’t start up 4 0.3

MD10 Vibrating or shaking 11 1

MD11 False alarm 3 0.2

MD12 Geometric accuracy exceeds standard 4 0.3

MD13 Moving parts speed maladjustment 3 0.2

MD14 Circuit are broken circuit 3 0.2

MD15 Electron component damaged 9 0.8

MD16 Guard or shield is damaged 2 0.1

MD17 liquid, gas or oil are closed 2 0.1

MD18 Controlling of Liquid or gas are failed 4 0.3

MD19 Moving parts have no action 6 0.5

MD20 Part fall off 1 0.1

MD21 Abnormal sound 6 0.5

MD22 Mechanical parts damaged 1 0.1
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method 2 upgrades two levels of criticality compared with traditional method,
method 1 upgrades six levels of criticality compared with method 3. These indicate
that the criticality of failure mode MD2 is influences greatly on the failure modes of
this batch of machining centers. So the improving redesign of the corresponding

Table 3 Possibility degree assigned by experts

Code Expert 1 Expert 2 Expert 3 Expert 4

O S D O S D O S D O S D

MD1 0.7 0.8 0.6 0.6 0.7 0.6 0.7 0.8 0.5 0.6 0.7 0.5

MD2 0.6 0.5 0.3 0.5 0.6 0.4 0.5 0.5 0.3 0.6 0.6 0.4

MD3 0.5 0.5 0.8 0.5 0.6 0.7 0.3 0.4 0.7 0.6 0.5 0.8

MD4 0.6 0.4 0.5 0.4 0.4 0.6 0.4 0.5 0.6 0.6 0.6 0.6

MD5 0.5 0.7 0.4 0.3 0.8 0.3 0.5 0.7 0.3 0.4 0.8 0.4

MD6 0.3 0.8 0.5 0.5 0.7 0.6 0.3 0.8 0.6 0.4 0.6 0.4

MD7 0.5 0.9 0.2 0.4 0.7 0.3 0.4 0.8 0.2 0.4 0.8 0.4

MD8 0.4 0.4 0.2 0.4 0.3 0.3 0.6 0.4 0.2 0.4 0.5 0.4

MD9 0.2 0.6 0.4 0.4 0.5 0.5 0.5 0.6 0.5 0.4 0.5 0.4

MD10 0.6 0.6 0.9 0.8 0.5 0.8 0.5 0.4 0.8 0.4 0.7 0.9

MD11 0.3 0.2 0.6 0.3 0.1 0.6 0.5 0.3 0.4 0.5 0.2 0.5

MD12 0.2 0.4 0.5 0.5 0.5 0.6 0.4 0.4 0.5 0.3 0.6 0.6

MD13 0.3 0.5 0.4 0.4 0.6 0.4 0.5 0.5 0.5 0.3 0.4 0.6

MD14 0.2 0.3 0.3 0.3 0.4 0.2 0.4 0.2 0.2 0.4 0.2 0.4

MD15 0.9 0.3 0.4 0.7 0.4 0.9 0.5 0.5 0.4 0.7 0.3 0.3

MD16 0.5 0.1 0.1 0.3 0.2 0.1 0.5 0.2 0.2 0.4 0.2 0.2

MD17 0.1 0.2 0.2 0.3 0.3 0.3 0.4 0.2 0.3 0.3 0.3 0.3

MD18 0.3 0.4 0.5 0.4 0.4 0.5 0.1 0.5 0.5 0.3 0.6 0.4

MD19 0.4 0.7 0.5 0.3 0.6 0.6 0.2 0.8 0.6 0.2 0.8 0.7

MD20 0.2 0.2 0.2 0.4 0.3 0.2 0.3 0.4 0.2 0.4 0.2 0.3

MD21 0.6 0.3 0.3 0.7 0.4 0.5 0.5 0.2 0.6 0.4 0.3 0.6

MD22 0.5 0.2 0.1 0.3 0.3 0.1 0.4 0.2 0.1 0.5 0.4 0.2

Table 4 Possibility degrees of O, S, D

Code O S D Code O S D Code O S D

MD1 0.75 0.51 0.55 MD9 0.55 0.35 0.45 MD17 0.25 0.21 0.28

MD2 0.55 0.73 0.35 MD10 0.55 0.75 0.85 MD18 0.48 0.29 0.48

MD3 0.5 0.37 0.75 MD11 0.2 0.32 0.53 MD19 0.73 0.37 0.6

MD4 0.48 0.62 0.58 MD12 0.48 0.33 0.55 MD20 0.28 0.24 0.23

MD5 0.75 0.3 0.35 MD13 0.5 0.31 0.48 MD21 0.3 0.53 0.5

MD6 0.73 0.43 0.53 MD14 0.28 0.28 0.28 MD22 0.28 0.3 0.13

MD7 0.8 0.5 0.28 MD15 0.38 0.74 0.5

MD8 0.4 0.31 0.28 MD16 0.18 0.3 0.15
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parts is needed. For failure mode MD3, method 2 degrades one level compared with
method 3; method 1 degrades six levels compared with method 3. This means that
the criticality of MD3 is smaller. So there is no need to focus too much. There is the
same trend in MD15 and MD7, etc. Thus, the proposed method to sort criticality is
closer to real situation than traditional method.
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Microstructure and Tensile Properties
of Squeeze Cast AZ91D Magnesium Alloy

Xizi Xiao, Yun Chen and Juan Du

Abstract Microstructure and tensile properties of squeeze cast AZ91D alloy in
different heat treatment conditions are studied. The effect of wall thickness of
specimens on tensile properties is also discussed. The results show that the
microstructure of squeeze cast AZ91D alloy consists of primary α-Mg matrix and
β-Mg17Al12 phase which is mainly present in the matrix and grain boundaries.
Single phase α-Mg solid solution is obtained after T4 treatment, and some granular
precipitates are present in α-Mg matrix. After T6 treatment, finer β-Mg17Al12
phase precipitates within the α-Mg matrix and along the grain boundaries again.
The yield strength (YS) and ultimate tensile strength (UTS) of squeeze cast AZ91D
alloy decrease, but the elongation increases with the increase of wall thickness.
The SEM analysis of fracture surfaces shows that the squeeze cast AZ91D alloy
displays different fracture modes in different heat treatment conditions.

Keywords Squeeze casting � Magnesium alloy � Microstructure � Tensile
properties

1 Introduction

Magnesium alloy is very attractive in automobile industry, due to its low-density
and high-specific strength, stiffness, and excellent castability and machinability [1,
2]. At present, most magnesium alloy castings are produced by high-pressure die
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casting process. However, the quality of high-pressure die castings cannot be
improved by the subsequent heat treatment because of the gas porosities [3].

Squeeze casting, as an advanced forming technology with very wide application,
is a process that involves slow laminar filling and the solidification of molten metal
in a closed die under an imposed high pressure [4]. This process has the capability
of producing pore-free near net-shape castings. This allows post-process solution
and aging treatment to achieve excellent tensile properties [5]. However, limited
information on microstructure and tensile properties of squeeze cast AZ91D alloy
under different heat treatment states is available in the open literature.

This article presents the progress of an ongoing research work on squeeze cast of
AZ91D magnesium alloy. The microstructure, tensile properties, and fracture
behavior of squeeze cast AZ91D alloy under different heat treatment states are
studied. The effect of wall thickness of specimens on tensile properties is also
discussed. The aim of the present article is to provide foundation for the selection
and performance improvement of magnesium alloy.

2 Experimental Procedures

The magnesium alloy selected for this study is the conventional magnesium alloy
AZ91D, of which chemical composition is 8.99 % of Al, 0.772 % of Zn, 0.272 %
of Mn, 0.052 % of Si, 0.0025 % of Cu, 0.0010 % of Ni, 0.0036 % of Fe, and the
remaining of Mg. Tensile tests were derived from indirect squeeze cast tensile
specimens having a rectangular cross section with gage length of 50 mm and width
of 12.5 mm. The thicknesses of the various specimens were 1, 2, 3, 4, 6, and 8 mm,
respectively. All the specimens were designed according to GB/T228-2002 stan-
dards, and they were radially and symmetrically around the downsprue [6], as
shown in Fig. 1. Squeeze cast specimens are presented in Fig. 2. In order to ensure
the filling of liquid magnesium alloy, the specimens were produced at pouring
temperature of 740 °C, die temperature of 200 °C, squeeze velocity of 55 mm s−1,
applied pressure of 120 MPa, initially pressurized time of less than 3 s, and dwell
time of about 10 s.

Fig. 1 D model of specimens
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T4(410 °C × 10 h) and T6(410 °C × 10 h + 200 °C × 10 h) treatments were
applied to improve the tensile properties of several specimens of each thickness.
These specimens were prepared by the standard metallographic technique of
grinding and polishing followed by etching with oxalic acid. The microstructure of
the specimens was examined using a light microscope. Fractured surfaces of tensile
specimens were analyzed by the SEM to ascertain the nature of fracture mechanisms.

The tensile properties were performed at room temperature on an AG-IS100KN
electronic universal tensile testing machine with a computer data acquisition sys-
tem. The tensile properties, including yield strength (YS), ultimate tensile strength
(UTS), and elongation of failure, were obtained based on the average of three tests.

3 Results and Discussion

3.1 Microstructure

Figure 3 shows the microstructure of the squeeze cast AZ91D specimen with a
section thickness of 8 mm revealed by optical microscopy. Its microstructure
mainly consists of primary α-Mg matrix and β-Mg17Al12 phase which is mainly

Fig. 2 Squeeze cast
specimens

Fig. 3 Microstructure of
squeeze cast AZ91D alloy
(as-cast)
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present in the matrix and grain boundaries. Due to non-equilibrium crystallization
of magnesium alloy liquid during squeezing cast, discontinuous divorced eutectic
microstructure (α-Mg + β-Mg17Al12), which precipitates along the grain bound-
ary, increases the brittleness of AZ91D alloy.

The solution treatment (T4) of AZ91D magnesium alloy includes the solution of
β-Mg17Al12 phase and the redistribution and homogenization of alloy elements
[7]. This is clearly illustrated in Fig. 4, showing single phase α-Mg solid solution.
After T4 treatment, grain boundary and coarse β-Mg17Al12 phase almost dissolve.
Moreover, some granular precipitates, which are probably β-Mg17Al12 phase
owing to Al precipitated from supersaturated α-Mg matrix or undissolved inter-
metallic Al6Mn phase, are present in α-Mg matrix.

Figure 5a shows the microstructure of squeeze cast AZ91D specimen after 10 h
solution heat treatment and then aging for 10 h. There is great difference between
T6 temper treatment and as-cast structure. Coarse β-Mg17Al12 phase in as-cast
structure becomes finer after T6 treatment. The β-Mg17Al12 phase morphology is

Fig. 4 Microstructure of squeeze cast AZ91D alloy (T4)

Fig. 5 Microstructure of squeeze cast AZ91D alloy (T6). a Optical micrograph. b SEM
micrograph
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more clearly revealed in Fig. 5b by the SEM micrograph. Figure 5b shows the
precipitation ways of β-Mg17Al12 phase including continuous and discontinuous
precipitation. More granular β-Mg17Al12 phase presents evenly in α-Mg matrix by
continuous precipitation way. Fine lamellar, granular, and short-bar shape
β-Mg17Al12 phase presents in grain boundary by discontinuous precipitation way.
A significant improvement on tensile properties of the squeeze cast AZ91D alloy is
mainly attributed to the fine lamellar β-Mg17Al12 phase, which prevents disloca-
tion motion.

3.2 Tensile Behavior

Squeeze cast AZ91D alloy specimens with section thickness of 1 and 2 mm are
hardly gained due to poor liquidity. Therefore, only tensile properties of specimens
with section thickness of 3, 4, 6, and 8 mm were examined.

Figures 6, 7, and 8 illustrate the correlation between the tensile properties of
squeeze cast AZ91D alloy under different heat treatment and wall thicknesses. This
clearly demonstrates that the YS and the UTS decrease, but the elongation increases
with the increase of wall thickness. The finer microstructure may be obtained due to
the fast solidification rate of alloy liquid in a thin-wall specimen. According to the
Hall–Petch equation, the strength of specimen reduces with grain size increasing
[8]. The porosity of specimen is reduced as the wall thickness is increased due to
the improvement of solidification conditions. Low porosity of specimen enhances
the elongation.

The tensile properties of specimen with wall thickness of 8 mm under different
heat treatment conditions are further discussed. The UTS and elongation of squeeze
cast AZ91D alloy in T4 state are higher about 33 MPa and by 79.5 %, respectively,
compared to as-cast state. The great improvement can be attributed to the dissolution

Fig. 6 YS versus tensile
specimen thickness for
squeeze cast AZ91D alloy
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of brittle β-Mg17Al12 phase which rends the metal matrix. After T6 heat treatment,
the YS is about 44.2 % higher than in T4 state. It is mainly because fine lamellar,
granular, and short-bar shape β-Mg17Al12 phase presents in grain boundary and
matrix.

3.3 Fracture Behavior

Figure 9 shows a typical fracture surface of the squeeze cast AZ91D specimens in
as-cast conditions. Fracture surfaces are relatively smooth. A few tearing ridges and
shallow dimples are observed on these fracture surfaces. Few tearing ridges are not
enough to form cleavage rivers. Therefore, squeeze cast AZ91D magnesium alloy
shows low room temperature ductility.

Fig. 7 UTS versus tensile
specimen thickness for
squeeze cast AZ91D alloy

Fig. 8 Elongation versus
tensile specimen thickness

642 X. Xiao et al.



The tensile fracture surface of the squeeze cast AZ91D specimens after T4
treatment, as shown in Fig. 10, is obviously different with specimens in as-cast
conditions. Fracture surface is covered by river markings and cleavage facets which
are connected by tearing ridges. Some deep dimples are observed around tearing
ridges. These features are the indication of the absorption of more energy and the
larger plastic deformation prior to fracture of material [9]. Thus, squeeze cast
AZ91D alloy after T4 treatment exhibits quasi-cleavage fracture modes. This also
accounts for significant improvement in the elongation of squeeze cast AZ91D
alloy after T4 treatment over as-cast one.

Figure 11 shows the fracture surface of the squeeze cast AZ91D specimens after
T6 treatment.

After aging treatments for 10 h, fracture surface of specimen is also relatively
smooth and characterized by fine river markings and a few shallow dimples.
Squeeze cast AZ91D alloy in T6 conditions exhibits intergranular fracture modes.

Fig. 9 SEM fractograph of
squeeze cast AZ91D alloy
(as-cast)

Fig. 10 SEM fractograph of
squeeze cast AZ91D alloy
(T4)
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4 Conclusions

The present study concludes that the tensile properties of squeeze cast AZ91D vary
significantly with section thickness and heat treatment states. The microstructure of
squeeze cast AZ91D alloy consists of primary α-Mg matrix and β-Mg17Al12 phase
which is mainly present in the matrix and grain boundaries. Single phase α-Mg
solid solution is obtained after T4 treatment, and some granular precipitates are
present in α-Mg matrix. After T6 treatment, β-Mg17Al12 phase precipitates within
the α-Mg matrix and along the grain boundaries again. The YS and the UTS
decrease, but the elongation increases with the increase of wall thickness. The
tensile properties of squeeze cast AZ91D alloy have been improved significantly
after heat treatment. The SEM analysis of fracture surfaces shows that the squeeze
cast AZ91D alloy displays the characteristics of ductile fracture in as-cast condi-
tions, quasi-cleavage fracture modes in T4 conditions, and intergranular fracture
modes in T6 conditions.
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Research and Design of Merging Unit
of Electronic Transducer

Zheng Qiao, Bujuan Li, Yikang Zu and Yanqin Sun

Abstract Merging unit (MU) which is the core of digital substation is an important
component of the interface between electronic transducer and protective device. In
this paper, MU of traction substation is studied and designed according to
IEC60044-8 and IEC61850-9-2, and the overall realization scheme of traction
substation MU is given, which is characterized by using field programmable gate
array (FPGA) as the hardware core of MU and divided into data acquisition
module, data processing module and data transmission module, and the desired
functionality of each module were described in detail and specific analysis.

Keywords Electronic transformer � Merging unit � IEC61850 � FPGA

1 Introduction

Electronic transformers have more advantages than electromagnetic transducer,
such as small size, large dynamic ranges, without ferroresonance, good insulation.
So it will be widely adopted in digital substation. But one of the key technical
issues in digital substation implementation is how to interface between the elec-
tronic transformer and substation equipment. The Electronic transformer and sub-
station equipment are connected by the merging unit (MU) researched in this paper
is the device. Its main function is to receive samples which were export by elec-
tronic transformer synchronously, to validate and merge samples, and the digital
combined sample value is then passed to substation spacer. To a certain extent, the
digitization and sharing of process layer data are realized by application of MU. It
has a great significance to simplify the secondary equipment and improve the
accuracy and reliability of the system. So it will have a great significance to
research on MU of electronic transformers.
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2 Needs Analysis and Hardware Design of MU

In this paper, the configuration of MU of 110-kV transformer substation is analyzed
as an example, the high-pressure side is 110 kV, the low-pressure side of the feeder
is 27.5 kV, AT power supply is used in the system, and V/X wiring is used in
traction transformers. In the high-pressure side of 110-kV transformer, 9 signals,
each protection and measuring current and voltage of A, B, C three phase need to be
sample by MU. Commonly used electronic transformer includes two coils, it can
gather protection and measuring current and voltage of A, B, C three phase at the
same time and send them as a frame to MU. Thus, the MU needs to receive 6-way
data from the high-pressure side of the transformer. Some GIS electronic trans-
former integrated three coils, and they can gather protection and measuring current
and voltage of A, B, C three phase at the same time and send them as a frame to
MU; thus, the MU needs to receive 3-way data from the high-pressure side of the
transformer only.

In 27.5 kV feeder side and low side, 6-way data, measuring current, protection
current and voltage of T line, F line need to be collected. Wherein the current signal
can be obtained by the transformers of spacer layer, the voltage signal can be
obtained by the bus merging unit, so MU need to receive two signals from the bus
merging unit while conventional electromagnetic transformers or low-output elec-
tronic transformer is generally used for the low side (27.5 kV) considering the
economy. If conventional electromagnetic transformer is used, protection and
measuring current of each phase totally 4-way data need to be sample, respectively.
If small-signal output electronic transformer is used, coils of each phase of pro-
tection current and measuring current are integrated in one transformer, the group of
protection current, measuring current are sent out as a frame, then only 2-way data
need to be sample.

The greatest demand should be considered in the design of MU. For the 220 kV
side, 6-channel optical interface should be provided at least and receives 6-pressure
side of the road from Gao electronic transformer’s data. For 27.5 kV low-pressure
side and feeder side, we should be able to provide two fiber optic interfaces for
receiving voltage data from the bus merging unit, four cable interfaces, or two fiber
optic interfaces for receiving the current data of low-pressure side.

The implementation of MU mainly uses FPGA and DSP, FPGA and ARM, and
FPGA chip alone currently. Full use of field programmable gate array (FPGA)
hardware, the use of rich I/O ports and user-customizable features for specific
purposes, can take advantage of convenient development, fast, and efficient parallel
processing of FPGA. Based on the analysis of configurations of traction substation,
combined with communication features of MU, the implementation of FPGA chip
alone is selected in this paper. The overall hardware implementation of MU is
shown in Fig. 1.

Analog signals from conventional transformers and small-signal output by
electronic transformer are connected to the MU through the AD converter after the
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signal conditioning and filter circuit. The output signal FT3 data are connected to
the MU through optical access which is from electronic transformers and the digital
output from other MUs. The MU is also responsible for receiving the second pulse
signal from the outside, and the data which is processed synchronously is sent to
protection, monitoring, and control and fault recording and other devices in the
spacer layer via Ethernet.

Considering the design demand and cost of MU, chip resources, processing
speed, XC5LX220T of XUinx company is selected as the main processor in this
paper, making full use of more I/O ports, high-speed of parallel processing, and
high precision. Chip AD7656 is selected to sample AD signals.

Data issued by the traditional transformers are processed by conditioning circuit
and then changed into digital signals via A/D chip, packaged and sent to the
secondary protection and control equipment.

Three CONVST control lines of AD7656 are connected together to sample
6-channel signal at the same time. The voltage and current data sampled are sent to
the protection, monitoring and control, fault recorder, and other equipment in spacer
layer via Ethernet by XC5LX220T. DM9000 which can achieve framing data in
Ethernet format, address recognition, validation and sending functions is used to be
the Ethernet controller.

IEC61850
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Fig. 1 Hardware implementation of MU
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3 Software Design of MU

In this paper, FPGA is used as the core of the hardware implementation; this
implementation is divided into three modules, data acquisition, data processing, and
data transmission, according to functional requirements. The block diagram of
overall software design of MU is shown in Fig. 2.

3.1 Data Acquisition Module

The MU designed in this paper can receive three input data: digital signals in FT3
format from electronic transformer and other MUs; small signal from electronic
transformer; and analog signal from conventional transformers.

Data acquisition module, which is interface between the MU and the trans-
former, is responsible for collecting the data sent by the transformer. It consists of
two parts: data receiving and analyzing module and AD sampling control module.

3.1.1 Receiving and Analyzing Module

Data receiving and analyzing module is responsible for receiving FT3 signal from
electronic transformers and other MUs, decoding the received data, verifying, and
analyzing FT3 signal.

As shown in Fig. 3, receiving and analyzing process of data can be divided into
Manchester-encoded data received by MU are decoded by decoding module,

Second pulse
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Fig. 2 The block diagram of software design of MU
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restored to original NRZ code, and then identifying the frame synchronization code,
analyzing the signal, data cyclic redundancy check, and checking validity of the
input data.

3.1.2 AD Sampling Control Module

AD sampling control module is responsible for controlling the AD chip to sample
conventional analog signal from CT/PT and small signal from electronic
transformer.

AD sampling module can be divided into three small modules: the second
conversion, analog filtering, and AD sampling. Second conversion module is used
to reduce 100 V, 5 A signal from the transformer to small voltage and low current;
analog filter can avoid the impact of high harmonics when sampling; AD sampling
module can be realized by AD7656. AD sampling control module in FPGA is
mainly responsible for issuing control signals from AD7656 and controlling the AD
converter for sampling.

3.2 Data Processing Module

Data processing module is divided into the following three sub-modules.

1. Integration module.

Integration algorithm is used to get original transformer data from electronic
current transformer based on Rogowski coil and electronic voltage transformer
based on RC voltage divider.

2. The resampling filter module.

The higher sampling rate is usually taken when sampling to ensure accuracy,
reduce the power of quantization noise in effective band, improve signal-to-noise
ratio for electronic transformer, 200 point/cycle, l0 kHz is used usually. However,
such high sampling rate is not used in the existing protection device generally.
Frequency of digital output of merged unit is switched to 80 fr uniformly in this

Secondary
converter

Manchester
decoding
module

Data frame
analysis
module 

Cyclic
redundancy

check module 

Sync
module 

Fig. 3 Data acquisition module
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paper. The data sampling rate of 200 points/cycle is reduced to 80 points/cycle by
resampling.

3. Synchronization module.

Brightest electrical quantities collected by MU need to be processed syn-
chronously, the brightest sample data are imputed to the same sampling time and
then be sent to the secondary protection and control equipment as one frame, we
only consider the synchronization of various quarters in the same interval in this
paper.

3.3 Data Transmission Module

Data transmission module is the interface between the MU and the secondary
protection and control devices. It is responsible for framing the data which are
processed by MU synchronously and sending it to protection monitoring and
control, fault recording, and other equipment in standard format.

The IEC61850-9-1 and IEC61850-9-2 are both using Ethernet access, data
encapsulation in frame format accordance to ISO/IEC8802.3 agreement, data
transmission via TCP/IP protocol. Wherein the number of channels can be con-
figured of the IEC61850-9-1 standard, packet transmission delay is determined and
need the external clock to synchronize, but it is still point-to-point communication.

The number of channels can be flexibly configured of the IEC61850-9-2 stan-
dard, has network communication, and need the external clock to synchronize, but
it has more complex to implement because of the packet transmission delay is
uncertain and high degree dependence on the switch. Currently standard 9-2LE of
9-2 is generally used in engineering projects. Data transmission uses 9-2LE of
IEC61850-9-2 in this paper. Packets of samples of IEC61850-9-2 LE is transmitted
based on the Ethernet frame structure of ISO/IEC 8802-3 in the link layer.

4 Conclusion

The overall hardware and software implementations of MU of traction substation
are given in this paper, combined with the analysis and design of actual needs of
110-kV traction substation. A feasible implementation of MU for digital traction
substation is given in line with the requirements of communication standard of
substation automation based on IEC61850, the data collecting, data processing, data
transmitting modules designed in this paper can complete their respective functions
better.
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Overall Iteration Design of a New Concept
Wing Disk Solar-Powered Aircraft

Hong Da and Zhu Jihong

Abstract A new layout using wing disk solar aircraft concept with several wings
around the disk fuselage is proposed in the research. The wings and fuselage can
both provide lift during the overall rotation and forward flying. Propellers at the
outer end of the wings are used to overcome the resisting moment, cyclical changes
in the power forces, and deflection angle of ailerons to overcome the drag and roll
torque in forward flight, which can also control the position and attitude.
Aerodynamic analysis is developed based on rotor blade element theory and CFD
method. The energy absorption and consumption and weight estimate of each
subsystem are taken into account, and an optimization is laid out to meet the
cruising flight requirement by iterative design.

Keywords Wing disk solar-powered aircraft � Aerodynamic analysis � Energy
balance � Overall design

1 Introduction

Solar-powered aircraft takes solar radiation as the source of energy, compared with
the conventional aircraft, and due to the special form of energy, the endurance is not
affected by the fuel limit and has broad application prospects in military and
civilian. Conventional solar-powered aircrafts generally have high aspect ratio
wing, slender streamlined low-resistance body, or no body wing. Flying at night
requires storage battery, but the size, weight, and location of the battery bring great
burden to the overall design. At present, solar-powered aircrafts are generally made
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of carbon fiber composite materials with frame structure to reduce the weight, so the
high aspect ratio wings are flexible, which affects the distribution of aerodynamic
load, and has an impact on the flight performance, even leads to security problems
[1]. The “HELIOS” solar-powered aircraft took flight in 2003 and serious oscil-
lation appeared and crashed in the atmospheric turbulence cases. The cause is the
nonlinear stability and control problem of flexible high aspect ratio wing, and the
coupling phenomenon appeared in some special dynamics [2]. Therefore, a new
layout to improve the structure and aerodynamic efficiency and reduce the size is an
important direction of the development of solar-powered aircraft.

Disk or flying saucer layout has compact structure and high stiffness, so the
overall layout is a significance reference for the design of solar aircraft. The article
proposes a wing disk solar-powered aircraft with 8 moderate aspect ratio wings
arranged around the disk fuselage. The wings and fuselage can both provide lift
during the overall rotation and forward flying. Propeller at the outer end of the
wings are used to overcome the resisting moment, the forces given by propellers
increase to make the lift greater, and the aircraft rise, on the contrary, the aircraft
will drop. The drag during forward flight is offset by the difference of the propellers,
which change periodically. The aircraft will face roll moment during forward flying,
and there are ailerons on the wings, which can deflect differentially and periodi-
cally, and offset the roll moment, which can also control the attitude. A posture of
lookup is chosen as the cruise flight mode, which can reduce the rotor downwash
velocity and make full use of the lift provided by the disk fuselage. The avail-
able flight time hopes to cover from vernal equinox to autumnal equinox, and the
flight area 0°N–40°N, while the flight high at 18 km, cruising speed at 15 m/s
(Fig. 1).

The 8 wings are fixed at the outer edge of the fuselage. The main load-bearing
wing and fuselage of the aircraft structure are made of carbon fiber composite
materials and with frame structure form. The upper surface of the aircraft is covered
with solar cell, which can provide power to the power system. There are avionics
system, task system, energy management module and storage battery in the disk
fuselage. During the day, the aircraft obtain solar radiation energy to satisfy the
energy demand of flight and task, and use the excess energy to charge the storage
battery, at night, the storage battery release energy to maintain the operation of the
whole system.

Drag decrease

Drag
increase

Flight DirectionRudder
deflection

down

Rudder
deflection up

Fig. 1 The layout, structure, and flight mechanism of the aircraft
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Overall design is developed for the configuration, and aerodynamic analysis is
based on rotor blade element theory and CFD method. The energy absorption and
consumption and weight estimate of each subsystem are taken into account, and an
optimization is laid out to meet the cruising flight requirement by iterative design.

2 Overall Design

2.1 General Iterative Method

Set the initial size and flight status, get the lift, drag and torque, estimate the weight
by means of aerodynamic analysis, then estimate the weight, and calculate the
energy consumption requirement, finally test the weight balance and energy bal-
ance. Adjust the vehicle dimensions and flight state parameters to meet the design
demand [3, 4] (Fig. 2).
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Fig. 2 The idea of overall design
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2.2 Aerodynamics Analysis Based on Rotor Blade Element
Theory

Assume wings of the aircraft have medium aspect ratio and good stiffness, and
ignore the small deformation of wings in flight. Use simple straight wing with
S1223 airfoil, which has good characteristics at low Reynolds number [5]. Set the
temperature and viscosity coefficient value at the height of 18 km, and use Profili
software to compute the lift and drag of airfoil, which increases linearly with the
change of Reynolds number. Chose Re to be 478,000 and 327,700, calculate the
corresponding airfoil characteristic, and use interpolation to obtain different
Reynolds airfoil aerodynamic coefficients. The results are in good agreement with
the wind tunnel test and numerical calculation (Fig. 3).

Set rotation angle of the aircraft is w 2 0; 2pð Þ, wing root angle is h0, rotate
speed is n, the angular velocity is X ¼ 2pn, and the climb speed in the direction
perpendicular to the plane of the disk is Vc. The velocity of blade element dx is

Wi xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vc þ vin xð Þð Þ2 þ XxþV0ið Þ2

q
ð1:1Þ

where vin is the downwash velocity, V0i is the flow increment due to forward flying,
and the air force of blade element is

dLi ¼ qW2
i Clic � dx=2

dDi ¼ qW2
i Cdic � dx=2

ð1:2Þ

so the blade element contributes air force lift dUi, drag dQi, and rotary torque dMi

to the whole aircraft

Fig. 3 The airfoil aerodynamic coefficients
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dUi ¼ dLi cosu0 � dDi sinu0

dQi ¼ dLi sinu0 þ dDi þ dfið Þ cosu0

dMi ¼ dQi � x
ð1:3Þ

where u0 is the flow angle of blade element dx and dfi ¼ 0:072Re�1=5
i qW2

i c � dx=2
is the turbulent boundary layer friction. The angle of attack of the whole aircraft is
aD, and the blade element aerodynamic contribution in vertical direction is

dYi ¼ dUi cos aD � dQi sin aD ð1:4Þ

So the whole lift and rotary moment can be determined by integral, and add the
lift by the disk L0. vin can be calculated by combining the blade element method and
momentum method, and iteration algorithm is as follows:

4qpxV 0vin ¼
X8

i¼1

1
2
qbcW2

i a h0 � Vc þ vin
XxþV0i

� �
þCl0

� �

V 0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2 cos2 aD þ V sin aD � vinð Þ2

q ð1:5Þ

2.3 Aerodynamics Analysis Based on CFD Method

The aircraft geometry is based on CATIA, using the ANSYS software ICEM
module, establishing the flow field. Use hexahedral/tetrahedral hybrid unstructured
mesh, the surface of aircraft is treated with further encryption, and use the
smoothing treatment to improve the mesh quality. The aircraft surface is provided
with fixed wall boundary condition. Set a constant speed condition at the flow
boundary, and the flow velocity magnitude and direction refer to the forward speed
15 m/s and angle of attack 2°. Air parameters chose the value at the height of
18 km. Use a revolving coordinate system to simulate the revolving flow field, and
the rotate velocity is 2 rad/s. The calculation problem is simplified to a viscous
incompressible flow problem, select the single equation Spalart–Allmaras turbu-
lence model, and use low Reynolds number correction [6] (Fig. 4).

There are two typical flow states: In state 1, there is a wing in the flow direction,
and in state 2, the angle bisector of two wings is in the flow direction. CFD method
and blade element theory provide similar aerodynamic results, the lift, drag, rotary
torque are compared in Table 1.
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2.4 Energy Balance Calculation

Based on the analysis of development of solar cell, GaAs thin film is most suitable
as solar cell of the wing-type aircraft. The output power of solar cell has a direct
relationship with light intensity and angle, affected by season, time, weather, and
many other factors. Solar energy in unit area is available for

Psolar ¼ Siosgðsin k sin e� cos k cos e cosð2pj=23:935ÞÞ ð1:6Þ

where Sio is the solar radiation intensity, j is the time (in hours), g is the solar energy
conversion efficiency, set to 0.33 according to the properties of GaAs films, s is the
solar radiation attenuation factor in atmosphere, set to 0.7, and k is the latitude, and
e is the inclination angle of rotation axis of the earth. The energy power output in
different latitudes and time is shown in Fig. 5, where the straight lines show the
average power available for the day [7].

The energy consumption of solar-powered aircraft must meet the minimum
limits, which is 40° north latitude at autumnal equinox, that is, Psolar = 73 W/m2.
Set disk radius R, number of wings is b, with length l, chord length is c, then area
of solar cells is S. Energy available value can be expressed as Pmax ¼ PsolarS ¼
Psolar pR2 þ bclð Þ.

Referring to the power consumption of helicopter, the energy consumption of
wing disk aircraft includes the flight Pflight, task system Ptask, and avionics system
Pequ. According to the aerodynamic calculation, considering the propulsion

Table 1 Aerodynamic calculation results

State Aerodynamic Blade element theory CFD rotor part Deviation

State 1 Lift (N) 21,066.46 19,995.66 −0.05

Drag (N) 4193.98 3436.75 −0.22

Rotary torque (Nm) −56,342.37 −73,884.06 0.24

State 2 Lift (N) 21,112.50 19,607.39 −0.08

Drag (N) 4111.80 3654.94 −0.12

Rotary torque (Nm) −57,090.55 −73,569.43 0.22

Fig. 4 The results of surface pressure and flow velocity (the flow is in X direction, and the
rotation is in Y direction)
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efficiency gprop ¼ 65%, set D0 as the drag by disk body, which is determined by
CFD calculation, and the energy consumption can be given as

Pneed ¼ Pflight þPtask þPequ¼
Pb

i¼1 dDi �WT
i þD0 � V

gprop
þ Ptask þ Pequ ð1:7Þ

2.5 Weight Estimate

The weight of the aircraft is m, according to the relationship between structural
weight and the projection area of existing solar-powered aircrafts, give structure
weight density of unit area of the fuselage and wings of wing disk aircraft, the
reference also includes the weight of avionic, propulsion system, and takes storage
battery technology development into account [8]. Weight of subsystems is shown in
Table 2.

2.6 The Design Result

According to the design idea, carry out the overall design by adjusting aircraft
parameters, and meet the weight and energy balance (Table 3).
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Fig. 5 Solar radiation power changes in different latitudes and time (vernal equinox, summer
solstice, and autumnal equinox)

Table 2 Weight estimate System Weight

Fuselage structural weight density 2 kg/m2

Wing structural weight density 2.3 kg/m2

Solar cell weight density 0.25 kg/m2

Power management system 40 kg

Avionics 40 kg

Storage battery 600 Wh/kg

Cable 40 kg

A single propulsion system 10 kg

Task load 50 kg
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The overall design can also be used for flight performance analysis. In order to
avoid reverse flow region of rotor, the forward flight velocity should meet the
following demand (Table 4)

XRþV0i¼ 2pnRþ v � cos �6p=4ð Þ � u � sin �6p=4ð Þ� 0 ð1:8Þ

In cruise flight, lift is equal to the gravity, that is 24,803.8 N, and the power
demand is 45,544 W, and in the scope of design conditions, solar cells can provide
power of at least 45,714 W; the design can achieve to meet the demand of cruising
flight.

3 Conclusions

This article puts forward a conceptual proposal with a new layout: wing disk
solar-powered aircraft and proposed overall design. The blade element theory and
CFD methods give similar results of aerodynamic performance. Take energy and
weight balance estimate into account, lay out an optimization to meet the
requirement, and give out basic flight performance.
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Research on an Automation Network
for CSP Product Line

Tongbin Li, Bin Wang, Ning Zheng and Xin Kang

Abstract There are two developing technologies for automation networks
designed by SMS Demag and applied to CSP in iron and steel plants, and currently
a remote I/O topology for automation network via Internet can solve many of the
problems of CSP’s installation, debugging and maintenance on site. This informs us
that hierarchical control theory of large scale systems is no longer adapted to the
development of network technology. Therefore, the CSP automation network of
caster and mill, system management, time synchronization, reflective memory, field
bus, remote access, VPN gateway, single port, and security features are analyzed in
this paper. Either by adding HMI and remote access to the traditional hierarchical
control theory of large scale systems or treating it as an independent part without
the traditional hierarchical control theory, this problem is solved in our work. We
conclude that HMI and remote access in automation networks have independent
and integrated functions and cannot be divided into L0-to-L4 for the metallurgical
automation system.

Keywords CSP � Automation network � HMI � Field bus � Remote access

1 Introduction

CSP (Compact Strip Production [1]) production line for thin slab continuous casting
and rolling is a new short flow process technology for the production of hot-rolled
plate roll successfully developed in 1989 in the U.S. It is the most important of the
revolutionary technologies in the world’s iron and steel industry, also constituting
the model for information technology and automation integrated applications so far.
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China has established more than twenty CSP production lines by SMS Demag,
Siemens/VAI, Danieli and other, with a current production capacity exceeding
18,000,000 tons per year.

In recent years, the research into CSP focused mainly on the problems of quality
control and the development of new varieties. However, little research has been
done on the automation and industrial control network in the CSP system. After
many years’ efforts, Baosteel has achieved an automation network for CSP engi-
neering and technical achievements by introducing and absorbing an advanced CSP
product line into the market abroad. This paper takes the CSP product line intro-
duced by Baosteel as a case study to discuss the automation network.

1.1 Overview of CSP Automation Network

CSP made in SMS-DEMAG of Germany for Baosteel is the mainstream of the
continuous casting and rolling production line in the world at present; the line
model is shown as Fig. 1:

More than four iron and steel plants in China [2] owned SMS Demag because of
its state-of-art [3, 4]. The automation network of CSP typically used in Baosteel and
other plants have four different types when compared with a traditional network
[5, 6]:

(a) Plant wide automation network;
(b) Reflective memory used as high speed process I/O bus of the level 1 (also

known as L1, and so on L0, L2, L3, L4, all of them called L0-to-L4) process
control systems as well as high speed interface of the Common HMI server;

(c) High speed PDA network used by the Process Data Acquisition system for
diagnosis and analysis;

(d) Field bus used by the level 1 process control system for remote I/O access as
well as interface with the drive systems.

Fig. 1 CPS continuous casting and rolling production line
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1.2 Fibre Optic Network for Caster

The network configuration is based on two separate hyper redundant rings,
implemented on the basis of double core fibre optics and managed industrial
ETHERNET rail-switches. This kind of network ensures fully redundant commu-
nication. In case the ring is interrupted, the communication runs with full func-
tionality. The intelligent switches are permanently monitoring the communication
backbones and, in case of a failure, the communication will be switched over to the
redundant core as shown in Fig. 2.

The top of the figure is the corresponding system diagram for continue casting of
parts. Especially the green lines connected between EDAS and Basic Automaton
Systems are redundant for the system’s reliability, and the bottom of the figure is
continuous casting of parts such as the CSP cast platform, tunnel furnace, hydraulic
device, pulpit caster and so on, as depicted in Fig. 1.

The configuration is based on two communication rings, namely, process and
data bus. In this way, data and process variables are separated and, at the same time,
the communication speed on each of the rings is increased:

Fig. 2 Automation configuration of the thin slab continuous casting project in Baosteel
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(a) Process ring bus: Fibre Optical Ring Bus (Industrial Ethernet) for communi-
cation between PLC units and interface to Level 2;

(b) Data ring bus: Fibre Optical Ring Bus (Ethernet) for HMI clients (operator
work stations for Level 1 and Level 2) and interface to Level 2;

(c) Network components: two core fibre optical segments (backbones) and
managed industrial switches supporting the functionality of redundant rings,
with each switch;

(d) 2 × 2 fibre optical interfaces (BFOC) and up to four electrical ports (RJ45),
rail-mounted in a cabinet.

Remark The Level 2 hardware is connected to a Layer 3 managed GIGABIT
switch. Its technical data rate is 10/100BASE-TX or 100BASE-FX Multimode F/O.
And the protocol is industrial ETHERNET TCP/IP, TCP/IP socket.

1.3 Fibre Optic Network for the Mill

An automation network is provided for the automation system of the hot strip mill
(except the Level 2) to connect the subsequent systems, automation systems and
peripheral devices as shown in Fig. 3.

The data exchange between these systems is carried out via a fibre optical link.
For cable length shorter than 50 m, shielded twisted pair cables (CAT5/ULTRA5)
are used. This fibre optic network based on the Ethernet technology is offered in
order to connect the automation systems within the network. The data transfer rate

Fig. 3 Automation configuration of the thin slab caster rolling project in Baosteel
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on the backbone is 1000 Mbits/s. The transfer rate within the sub-segments up to
the Client PCs is 100 Mbits/s.

In the relevant computer rooms located within the production area, a necessary
Ethernet switch module is installed for the connection of the computer systems to
the fibre optical network. Each switch module is linked to a HUB for connection to
peripheral devices or is linked directly to the dedicated PCs. The configuration was
determined during the design stage.

Standard Ethernet protocol TCP/IP or UDP is used for data communication.
The final LAN configuration and the necessary cable lengths can only be fixed

during the engineering field ‘Detail Specification’, regarding the topology of the
automation network in Figs. 2 and 3.

2 System Management

2.1 Systems and Network Management

Most branded hardware vendors deliver their hardware with basic management
software. With this software, the system administrator is able to monitor the
hardware connected to the plant network. The management software consists of two
parts: the management console to display the current status of hardware and
components (storage, network interface, system board, etc.) and agent software that
will collect the information on the node and send this information to the man-
agement console. The software supports SNMP and most of them support a Web
interface. In normal operations, the customer has to work with several management
applications. For example, in the case where HP PC hardware and CISCO com-
ponents are used for the plant wide network, HP components will be monitored
with the HP Insight Manager and the CISCO components with the CISCO Cluster
Management Suite.

The management console is designed for the specific delivered hardware.

2.2 Administrator Management of CSP Servers

There is a server administrator tool designed to completely manage the server for
CSP. It is a management software tool which belongs to the hardware vendor.
A server administrator, without going to the continuous casting central console, can
manage any individual server within the Plant network from virtually anywhere and
anytime. The software tools have functions such as determining how much space is
left on the server disks and whether to adopt the latest firmware, drivers, BIOS and
drop drivers, operating system and the version. It also can diagnose whether the
server made a modification and determine what’s been installed most recently in the
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server slots without shutting down. Of course, the tools can also monitor the health
of a system, access asset and inventory information, analyze logs, update firmware
and BIOS and diagnose problems. In addition, the software also supports the CSP
system administrator via access using an Internet Explorer browser or Command
Line Interface.

As a result, the engineers in a CSP site need not go to central console when they
are notified that a server needs attention. Instead, they can use their Web browser to
select the server and log in using their domain or Operating System password to
perform the following actions:

(a) Review automation network status about CSP product line;
(b) Configure BIOS settings for the real-time local area network;
(c) Configure server actions for a casting and rolling event;
(d) Review server inventory and product information;
(e) Review server configuration, including RAID;
(f) Review hardware, alert, POST, and Server Administrator logs for CSP;
(g) Run online diagnostics better to isolate problems, and not to cut-off the CSP

product line;
(h) Update BIOS or system firmware as the CSP requires.

3 Time Synchronisation, Reflective Memory and Field Bus

3.1 Time Synchronisation

Within the Windows Microsoft operating system, a time synchronisation protocol,
the Simple Network Time Protocol (SNTP), is implemented. The SNTP is used for
time synchronization of the PC servers and clients’ applications within the plant
network.

The time service works in a hierarchical structure. The PC servers and clients
receive time from a domain controller (level 3). In the case that there are more than
one domain controllers defined within the plant network, there will be defined a
time master.

This master can receive the exact time from a user’s external time source via
NTP Protocol, which enables time accuracy within milliseconds or microseconds.
Otherwise, the actual time of the master will be used for time synchronization.

For time synchronization of level 1 TCS applications, a time server tool will be
installed into a PC client, which transmits a time stamp telegram to the TCS master.
Within the TCS applications, this time stamp will be used by a special PROBAS
time synchronisation service.
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3.2 Reflective Memory

The Level 1 TCS automation systems as well as the HMI server are connected via a
reflective memory network. The reflective memory concept provides a very fast and
efficient way of sharing data across distributed computer systems. It is a high-speed,
easy-to-use, daisy-chain fibre-optic network with a cycle time in the range of 1.5–
2 µs (transfer rate is approx. 13.4 Mb/s.).

Data are transferred by writing to the on-board global RAM. The data is auto-
matically sent to the location in memory on all reflective memory boards on the
network. Each participant has a local RAM which provides fast read access to
stored data.

The basic automation system illustrated in Figs. 2 and 3 have the topology of the
reflective memory network.

3.3 Field Bus

For the decentralized peripheral modules, a Profibus L2-DP is used. Via this data
bus, the drives, the inputs/outputs of the switchgear and the decentralized peripheral
modules in the field are connected to the control system.

The evaluation of the inputs/outputs in the field is performed with the decen-
tralized modules ET 200. The ET 200 connection modules are latched onto a
top-hat rail and can be pre-wired and checked without peripheral modules. Valves
with a rated current of <2A can be directly activated with optical isolated outputs by
the corresponding output modules of the ET 200.

The decentralized peripheral modules in the field are installed in local panels or
terminal boxes. At these peripheral stations, the field devices and the local control
elements are connected.

For cable length longer than 100 m, fibre optic cable will be used, and Fig. 2
gives the topology of the remote I/O network.

4 Remote Access

Further, a remote access from SELLER’s office to the on-site system is required as a
precondition for an optimal commissioning by using a VPN gateway. This remote
access is also required for the warranty period after the acceptance of the system as
shown in Fig. 4.
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4.1 Remote Access Portal

The remote support portal is used for remote access by SMS Demag personnel
during cold- and, hot-commissioning and the warranty period after FAT. This has
been agreed between Baosteel and SMS Demag for after sales services, and is
always at call.

4.2 Support Portal Client/Server as Application

The SMS Demag Support Portal is based on the sym-media SP/1 support com-
munication platform. To be able to access the Support Portal, the SMS Demag
Support Portal client and server on site must be installed. The server is managing
the user access and logging all activities.

The client program is the actual user interface of the SP/1 system. It is via this
interface that the various functions are operated:

(a) The ability to access a customer’s installation is subject to prior authorisation
by SMS Demag on the SP/1 central system and having the suitable application
software.

(b) Access is never direct but always via the central gateway at SMS Demag.
(c) Before a member of the SMS Demag staff may access the installation of a

customer, this member of staff must be authorised in the customer’s system.

Fig. 4 Internet/VPN access between SMS Demag and Baosteel
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(d) The network access at the customer (firewall) can be configured such that no
others accesses from the SMS Demag central system (IP) are admitted via a
single port only.

(e) Security gaps that open up with the use of standard browsers and technologies
such as Java-Script or Active X are avoided by single-port technology.

When the connection is set up, the structure of the installation is transmitted to
the client once the client and server authentication and the user identification via
name and password have taken place. This enables the technician to attend to a
great variety of plant configurations from a single client installation.

4.3 Security Features

The client is completely developed in Java just like the entire system. The Java
programming language features intelligent memory management.

Java excludes security gaps of the type which, for instance, occur in the case of
direct memory access of the system. This rules out attacks such as those caused by
provoking buffer overflows and hence overwriting program codes in the memory as
early as in the language architecture. Gaps of this kind in other languages used to be
and are still being exploited for illegal access to systems. The client-server com-
munication is SSL coded.

4.4 Single-Port Technology

The entire communication (text conference, document conference, file transfer,
Win-HMI of TCS, telnet, etc.) is carried out by using a single port, i.e., commu-
nication is directed via this port only. It is therefore sufficient to open not more than
one port for all functions in the firewall.

5 Conclusion

Overall conclusion and suggestion: CSP automation network designed by SMS
Demag has been used in Baosteel for a few years. More and more plants gradually
adopt its use all of the word, and especially now in China. The operating CSP site
of Baosteel and other plants can be supervisory and controlled by SMS Demag
from Europe. SMS Demag has the remote capability, not limited by plants via the
Internet, to analyze, debug, and maintain CSP for a more scientific and thoughtful
after-sales service. This new method from development of CSP automation network
and Internet results in the author’s new thinking that the traditional L0-to-L4
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hierarchical control theory of large scale systems [7, 8] for the metallurgical
industry automation control system must undergo some changes. HMI for
automation and the Internet for remote access can’t be contained completely in the
L0-to-L4 hierarchical control theory.

Today, the CSP automation network becomes more and more important in every
level of L0-to-L4. It leads to the tendency that mixes L0-to-L4 together or all of
HMI, and remote access is considered to be an important level (for example, it is
stratified in the Figs. 2 and 3) in the automation network. If HMI and remote access
are joined in the traditional hierarchical control theory of large scale systems for the
metallurgical industry automation control system that divided automation network
level into L0-to-L4 or not, this is a new important study especially in our metal-
lurgical industry as it becomes more robust today [9, 10].

In conclusion, the author’s opinion is that the traditional hierarchical control
theory of large scale systems [8] for the metallurgical industry automation control
system, which divides automation network level into L0-to-L4, is no longer adapted
to the development of network technology. HMI and remote access in automation
network have an independent and integrated functions in comparison to the
L0-to-L4 and cannot divide the automation network level into L0-to-L4.
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An Improved BBO Algorithm
and Its Application in PID Optimization
of CFB Bed Temperature System

Hong Xue and Han Pu

Abstract In order to improve the performance of biogeography optimization
(BBO) algorithm in PID controller parameter optimization of thermal systems and
have superior convergence characteristics, the article gives an improved BBO
algorithm. The improved BBO algorithm introduces the introducing convergence
mechanism of particle swarm optimization on the basis of original migration
strategy, so that the whole migration process has a certain direction. Also, the article
uses phase-out strategy to remove poor parameters which are obtained after the
migration and mutation processes. Thus, on the one hand, directional migration and
elimination mechanism can ensure its fast convergence properties. On the other
hand, mutational mechanisms can ensure the global characteristics of wide-area
searching and avoid falling into local extrema. Using it in the PID optimization of
CFB bed temperature system, the simulation results show that the improved BBO
algorithm has a better performance than the standard BBO algorithm on conver-
gence speed and precision. It is feasible and effective for PID controller parameter
optimization in thermal system.

Keywords Improved BBO algorithm � PID parameter optimization � CFB bed
temperature � Simulation research

1 Introduction

Biogeography-based optimization (BBO) is a new evolutionary algorithm based on
the theory of biogeography, and it has been applied in optimization problems [1].
The algorithm has good convergence and stability, and many scholars have done
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extensive research on this algorithm, greatly contributed to its application in
engineering areas: The document [2] has combined differential mutation algorithm
with biogeography algorithm and applied it to solving the economic load dispatch
problem, and the effect is better than solving by basic BBO algorithm. The docu-
ment [3] has combined the differential evolution with biogeography algorithm and
used it to solve the problem of optimal power flow, and the effect proves that the
hybrid algorithm is effective. The document [4] has combined the opposition-based
learning (OBL) with BBO algorithm successfully and solved the problem of image
segmentation. The document [5] uses logistic chaotic map to improve the original
mutation mechanism, presents an improved BBO algorithm, and applies it to the
design of the radar orthogonal waveforms. The document [6] combines the simu-
lated annealing algorithm with BBO algorithm, proposes SA-BBO algorithm, and
applies it to identify problems of early steam pressure in turbine optimal operation.

This article applies BBO algorithm to PID controller parameter optimization in
bed temperature of circulating fluidized bed (CFB) and proposes an improved BBO
optimization algorithm. This algorithm introduces convergence mechanism of the
particle swarm algorithm to the migration strategy of BBO algorithm so that the
whole migration process has a certain direction. Also, the article introduces elim-
ination mechanism. The elimination mechanism compares the original parameters
and the parameters obtained after iteration. The better of them is keep to the next
iteration and the other is eliminated. So it can ensure that the group is not lost the
excellent characteristics after the migration and mutation. On the one hand,
directional migration and elimination mechanism ensure the algorithm rapid con-
vergence properties, and on the other hand, mutational mechanisms ensure its wide
global search feature and avoid falling into local optima in the optimization process.
The simulation results show that this method achieved better control effects and the
improved BBO algorithm has greater improvement in convergence and conver-
gence rate than basic BBO algorithm.

2 Principle of Improved BBO Algorithm

BBO algorithm is a global optimized algorithm based on groups [7]. In BBO
algorithm, each group has a number of feature vectors, described as a suitable index
vector (SIV). SIV is corresponded to optimization solutions; habitat suitability
index (HSI) is the measure of vector SIV, evaluating the group, corresponding to
optimized value of objective function. The evolutionary process mainly consists of
population migration and population mutation.

The immigration rate k and emigration rate l can influence the population
migration degree [8]. k and l of the population are the function of species
K. According to the distribution of biogeography species, it can get different
mobility model functions. In the migration operations, BBO algorithm selects the
group Hi which needed to move in based on k and selects the group Hj which
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needed to move out based on l. Then, a randomly selected variable from the SIV of
Hj replaces the corresponding variable of Hi. Finally, the suitability of the entire
population is evaluated by calculating the HIS.

BBO algorithm uses mutation to simulate conditions that suitability of groups
changes due to emergencies. According to the probability Pk under that the quantity
of group i is k, the BBO algorithm mutates variable of group i. Pk is satisfied the
following expression:

P
0
k ¼

�ðkk þ ukÞPk þ ukþ 1Pkþ 1; k ¼ 0
�ðkk þ ukÞPk þ kk�1Pk�1 þ ukþ 1Pkþ 1; 1� k� n� 1
�ðkk þ ukÞPk þ kk�1Pk�1; k ¼ n

8
<
: ð1Þ

According to the basic principles of biogeography [11], the mutation rate is
inversely proportional to the probability of species. The variation mi was as follows:

mi ¼ mmax
1� Pk

Pmax
ð2Þ

where mmax is the defined maximum variation rate of groups; Pmax is the maximum
probability of all species. This mutation function allows low HSI group to a greater
probability of a mutation, which makes the group to further improve.

In mutation operation, according to mi to choose the group Hi need to modify,
and then randomly generates a characteristic variable value to replace the corre-
sponding characteristic variables in Hi, and then calculate the new HSI values.

3 Principle of Improved BBO Algorithm

The article applies the BBO algorithm to PID controller parameter optimization of
CFB bed temperature. The parameters of PID controller are as BBO algorithm’s
feature vector. The migration strategy only replaced one parameter of the PID
controller. It is difficult to guarantee PID parameters reasonably match each other.
That will lead to the defects of slow convergence and poor convergence accuracy.
Response to the problem, this paper introduces convergence mechanism of the
particle swarm algorithm to the migration strategy of BBO algorithm. The
improved migration strategy principle is that according to k, we confirm the needed
to be changed group Hi, and according to l, we confirm the needed to be
moved-out group Hj. Finally combined with the current best fitness group Hmax in
the iterative process, we can get the new group Hi as formula (3) shows:

Hi mð Þ ¼ Hi mð Þþ c1rand 1ð Þ Hj mð Þ � Hi mð Þ� �

þ c2rand 1ð Þ Hmax mð Þ � Hi mð Þð Þ ð3Þ

in which m = 1, 2…D. D is the number of SIV.
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Migration and mutation strategies of BBO algorithm cannot guarantee that the
PID parameters after iteration have better control effects than the PID parameters of
previous iteration. To ensure each of the iterations makes PID parameters evolving
toward the direction of optimal solution, the article introduces elimination mecha-
nism to the BBO algorithm. The elimination mechanism is that we compare HSI of
the SIV1 after migration, the SIV2 after mutation, and the SIV3 of the previous
iteration. Then, we chose a SIV which has the best HSI as the group SIV in the SIV1,
SIV2, and SIV3. Thus, it can ensure that the group is not lost the excellent charac-
teristics after the migration and mutation and it can improve the convergence rate.

The article applies the improved algorithm BBO to the PID controller parameter
optimization of CFB bed temperature and uses sum of error square IEAT index as
HSI value to evaluate the merits of optimization. The IEAT index is as follows:

J ¼
Z t

0

e2 tð Þdt ð4Þ

When the value is smaller, the HSI is higher and the performance of optimization
is better. The whole process of improved BBO algorithm is shown in Fig. 1:

initialiZe the improved BBO  parameters

Calculate the appropriate values of migration and 

mutated, reorder

Reach the number of iterations ?

Obtain PID parameters. End

Calculate HSI and sort from high to low for 
group

 According the mobility function to 

determine the immigration emigration rate

Determining immigration, emigration groups 
and do the mIgration based on formula (5)

Calculate the probability of species and

determine the mutation rate

Operation of mutation

Operation of elimination mechanism

Fig. 1 The progress of
improved BBO algorithm

678 H. Xue and H. Pu



4 PID Parameter Optimization of CFB Bed Temperature

CFB boiler bed temperature directly affects the furnace desulfurization and deni-
tration. This article applies improved BBO algorithm to PID controller parameter
optimization of CFB boiler temperature control system. This paper adopts a 310 t/h
CFB boiler which is given in the literature [3]. When the fuel F = 210 t/h, keeping
the primary air, the secondary air, power load, and heating load unchanged, the bed
temperature transfer function model is obtained under step disturbance of fuel. The
formula is shown as below:

GðsÞ ¼ 3:43

148sþ 1ð Þ3 ð5Þ

This article initializes parameters according to the setting parameter principle of
BBO algorithm. Article [2] has been proved that cosine function model has better
performance in selecting the mobility function, so this paper selects cosine function
as the mobility cosine function model. Also as for the formula (3), the values of c1
and c2 are based on the setting principles of particle swarm algorithm parameters.
Finally, the improved BBO algorithm’s main parameters are as follows:

In order to prove the effectiveness of the improved BBO algorithm, as a com-
parison, the article presents a general BBO algorithm to optimize PID controller
parameters for the transfer function (5). The general BBO algorithm parameters is
set according to Table 1 The experiment curve of error square sum under iteration
times is shown in Fig. 2:

As is shown Fig. 2, in the optimization, compared to BBO algorithm, the
improved BBO algorithm has faster convergence rate and the optimization results
are better than traditional BBO algorithms. In addition, it can be seen from the data
in Table 2 that the optimization results of BBO algorithm is unstable and fluctuate
greatly in the 6 consecutive optimization simulation results. But in the improved
BBO algorithm, the optimization results are always about 7 and the fluctuation is
small. Directional convergence characteristic ensures the rapidity and stability of
the convergence results and makes it possible to obtain satisfactory optimization
results in shorter iteration cycle.

In addition, in order to verify the control effect of PID parameters obtained by
optimization, the paper optimizes PID parameters again and controls the system

Table 1 Parameters for
improved BBO

G n I E mmax c1 c2
100 30 1 1 0.05 0.8 0.6

In which, G is the number of iterations
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shown in the formula (5). The controller parameters obtained by BBO and
improved BBO algorithm are shown as follows:

BBO: K sð Þ ¼ 0:7212þ 0:002
1
s
þ 24:75s ð6Þ

Improved BBO: K sð Þ ¼ 0:3766þ 0:0009
1
s
þ 24:98s ð7Þ

This article adopts MATLAB to do the simulation. The simulation time is
2500 s. The simulation result is shown in Fig. 3.

As is shown in Fig. 3 under control action of PID controller which is opti-
mized by improved BBO algorithm, the system has a smaller overshoot and can set
to a given value fast, showing a good dynamic performance and steady

Table 2 The final minimum
sum of error square

Num BBO Improved BBO

1 9.1 6.7

2 11.0 7.0

3 8.6 6.1

4 20.4 7.1

5 8.7 7.0

6 13.4 7.5
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performance. In addition, from the controller output, the output amplitude and
frequency of oscillation are smaller than the BBO algorithm. The control effect is
satisfactory.

5 Conclusion

This paper presents an improved optimization BBO algorithm and successfully
applies it to the PID controller parameter optimization of CFB temperature system.
Improved BBO algorithm introduces convergence mechanism of particle swarm
optimization to the original migration strategy so that the whole migration process
has a certain direction and the use of elimination strategy eliminates the parameter
which is worse after the migration. Compared with the original BBO algorithm,
simulation results show that the improved BBO algorithm has greater improvement
in convergence speed and the results are more stable in convergence. Also, the
simulation results show that the optimized PID control parameters achieved satis-
factory results.
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Study on Joint Vibration Attenuation
of the Satellite Attitude Control Actuator
Using a Vibration Isolator and Vibration
Absorbers

Peng Tian and Rui Zhong

Abstract The vibration isolator is the major solution to suppress the disturbance
caused by high-frequency vibration of the satellite, but it is difficult to resolve the
conflicts between the attenuation in the resonance region and the high-frequency
attenuation in design. This paper studies the vibration attenuation of attitude control
actuators. Control moment gyroscopes, chosen as the attitude control actuators, are
installed on a vibration attenuation platform consisted of a vibration isolator and
vibration absorbers. The motion of equations of the whole satellite including the
vibration attenuation platform is established. Then, the dynamic characteristics of
the vibration isolator are analyzed, and the optimization of vibration absorbers is
conducted. Finally, a system of parameters design method of the vibration atten-
uation platform is proposed, which satisfies the requirement of vibration attenuation
and guarantees the stability of the attitude control system.

Keywords Vibration isolator � Vibration absorber � Vibration control � Attitude
control actuator

1 Introduction

Currently, flywheel and control moment gyroscopes (CMGs) are commonly used as
satellite attitude control actuators. Because of the factors such as the static and
dynamic imbalance of the rotor, the rotors of CMGs and flywheel can create
high-frequency vibration, which can interfere satellite attitude control, and cause
great decrease of the performance index of the precise optical sensing device.
Therefore, the performance of the high-precision satellite needs to be improved by
vibration attenuation technology [1–3].
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In 2010, solar dynamic detector launched by the USA conducted a large number
of micro-vibration analyses. The flywheel vibrations caused significant influence to
the scientific instruments. As for this kind of high-resolution spacecraft, it is nec-
essary to take measures as flywheel vibration isolation [4]. Zhang Yao and others
proposed the isolation platform of CMGs, where they considered the disturbance
resource including the static and dynamic imbalance of the rotor, the disjoint of
rotor shaft and framework axis, and the non-vertical dynamic model, and analyzed
the dynamic characteristics of the vibration isolation platform [5, 6]; Ji-hoon Leea
proposed that passive vibration isolator and dynamic vibration absorber could be
applied to the precise equipment with repeated movement or waggle. Experiments
show that the dynamic vibration absorber could reduce the peak of the vibration
amplitude to about 60 % [7].

Although studies on joint vibration attenuation using vibration isolators and
vibration absorbers are found in some fields [8], the analysis is limited, especially in
the area vibration attenuation of satellite actuator. In view of this situation, this
paper establishes a dynamic model of the whole spacecraft, including a vibration
attenuation platform consisted of a vibration isolator, and supplemented by several
vibration absorbers. The paper conducts a theoretical research on the system
dynamics and accomplishes parameter optimization of the platform.

2 The Principle of Vibration Isolator and Absorber

2.1 The Principle of Vibration Isolator

Figure 1 shows the model of the vibration isolator, where F is disturbing force; FT

is the force passed to the installed base; K is the coefficient of spring stiffness; C is
the damping coefficient; M is the device mass; and x is displacement. Suppose the
base is determined, then the system dynamic equation can be described as:

M€xþC _xþKx ¼ F
C _xþKx ¼ FT

�
ð1Þ

So the force transfer function is as follows:

GðsÞ ¼ FT sð Þ
F sð Þ ¼ CsþKð Þ

Ms2 þCsþK
ð2Þ

Substituting s ¼ jx into the function, the transfer rate of the vibration isolation
system can be described as:

T ¼ FT

F

����
���� ¼ G jxð Þj j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4n2a2

1� a2ð Þ2 þ 4n2a2

s
ð3Þ
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where Xn ¼
ffiffiffiffiffiffiffiffiffiffiffi
K=M

p
represents the inherent frequency, n ¼ C=2MXn represents the

damping ratio, and a ¼ x=Xn represents the frequency ratio.
With the transfer rate representing the vibration attenuation effect, MATLAB is

used to draw the frequency response of the transfer rate, which is shown in Fig. 2.
According to Fig. 2, there exists conflicts between the attenuation in the reso-

nance region and that in the high-frequency region when the vibration isolator
parameters change. With K determined, the greater the damping, the smaller the
resonance peak, but lower the high-frequency attenuation. Using the active vibra-
tion isolator or the vibration absorber supplemented to restrain the resonance peak
can both solve the conflict. As active vibration isolation consumes more energy and
less stable, this paper combines vibration isolator and vibration absorbers, using
vibration absorbers to improve the attenuation in resonance peak and vibration
isolator to improve high-frequency attenuation.

2.2 The Principle of Vibration Absorber

This paper establishes a dynamic model of multiple vibration absorbers, and the
dynamic equation is Eq. 4. Now, taking the example of a vibration isolator and
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Fig. 1 Model of isolator
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three vibration absorbers, Fig. 3 shows the illustration model and Eq. 5 shows the
dynamic equation of the system.

M€xþC _xþKx ¼ U ð4Þ

As shown in the equation, M is the mass matrix, C is the damping coefficient
matrix, K is the stiffness coefficient matrix, and U is the external force vector.

M 0 0 0

0 m1 0 0

0 0 m1 0

0 0 0 m1

2
6664

3
7775

€x1
€x2
€x3
€x4

2
6664

3
7775þ

c1 þ c2 þ c3 þC �c1 �c2 �c3
�c1 c1 0 0

�c2 0 c2 0

�c3 0 0 c3

2
6664

3
7775

_x1
_x2
_x3
_x4

2
6664

3
7775

þ

k1 þ k2 þ k3 þK �k1 �k2 �k3
�k1 k1 0 0

�k2 0 k2 0

�k3 0 0 k3

2
6664

3
7775

x1
x2
x2
x2

2
6664

3
7775 ¼

F

0

0

0

2
6664

3
7775

ð5Þ

Transferring the force of installed base:

FT ¼ Kx1 þC _x1 ð6Þ

Let x ¼ ½x1 x2 x3 x4�T ;X ¼ x _x½ �T . Define the disturbance of the main system
as input and the force transfer to the installed base as output, thus

_X ¼ AXþBu
Y ¼ CyXþDu

�
ð7Þ

where Y ¼ FT , Cy ¼ K 0 0 0 C 0 0 0½ �,
u ¼ F; D ¼ 0; A ¼ 04 E4

�M�1K �M�1C

� �
; B ¼ 0 0 0 0 1=M 0 0 0½ �T

M

CK

F T

m1

k1 c1

m2

k2 c2

m3

k3 c3

x2 x3 x4

x1

F

Fig. 3 Model of the
vibration isolator with three
vibration absorbers
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The force transfer function is as follows:

GðsÞ ¼ CyðsE� AÞ�1BþD ð8Þ

This system’s transfer rate is as follows:

T ¼ FT=Fj j ¼ GðsÞj j ¼ GðjxÞj j ð9Þ

Define the object function Tmax as maximum of GðjxÞ with given nh and fh
(h ¼ 1; 2; 3), so that

Tmax ¼ max G jxð Þj jjn1¼n01; n2¼n02; n3¼n03; f1¼f 01; f2¼f 02; f3¼f 03

where

fh ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
kh=mh

p
=

ffiffiffiffiffiffiffiffiffiffiffi
K=M

p
; nh ¼ 2ch=

ffiffiffiffiffiffiffiffiffiffi
khmh

p

fh and nh represent the damping ratio and the determined frequency ratio of the
vibration absorber, respectively.

The target is to search the value for nh and fh, which minimize Tmax

ming ¼ minTmax

subject to n00 � nh � n000; f 00 � fh � f 000
ð10Þ

n00; n000; f 00; f 000 represent the upper and lower bounds of nh, fh, respectively; then,
ch and kh can be obtained by nh, fh, respectively. This paper uses the optimization
tool box in the MATLAB software to solve the optimal problem described in
Eq. (10).

3 Dynamic Modeling

The satellite is equipped with satellite attitude control actuators (four CMGs) and a
platform of vibration attenuation. The coordinate system can be defined as follows:
inertial coordinate system f eðoexeyezeÞ; top platform coordinate system in the
platform of vibration attenuation f uðouxuyuzuÞ, mass center being ou; frame coor-
dinate system f ci ~cgi; ~csi; ~cti

� �
, from which unit vectors ~cgi; ~csi represent the direc-

tion of the gimbal angular velocity and the rotor angular velocity in the top platform
coordinate system of the number i gyro, respectively, and the two are perpendicular,
~cti ¼~cgi �~csi; bottom platform coordinate system of vibration attenuation
f dðodxdydzdÞ, mass center being od ; and satellite body coordinate system
f sðobxbybzbÞ, mass center being os. Define Aab as the transformation matrix from
b coordinate system to a coordinate system.
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3.1 The Strut Kinematic Modeling of Vibration Isolator

The top and bottom strut coordinates system of the strut i are f rpiðorpi xrpi yrpi zrpiÞ
and f rqiðorqi xrqi yrqi zrqiÞ; orpi and orqi are the connection points between the top or
bottom strut and the platform, respectively.

The equations of motion of the top and bottom strut are Eqs. (11) and (12):

rpi ¼ tþAeupi; vpi ¼ _tþAeux
�
p pi; api ¼ €tþAeu _x

�
p pi þAeux

�
p x

�
p pi ð11Þ

rqi ¼ dþAedqi; vqi ¼ _dþAedx
�
q qi; aqi ¼ €dþAed _x

�
q qi þAedx

�
q x

�
q qi ð12Þ

where t and d represent the vector from oe to ou or od , respectively; pi and qi
represent the vector from ou or od to the connection point of top and bottom
platform, respectively; and xp and xq represent the angular velocity of the top
platform and bottom platform relative to the inertial system, respectively. ðÞ�
represents the skew symmetric matrix for vector cross.

The strut vector, the strut length, the axial unit vector along the strut, the vector
of the strut velocity, and the acceleration vector can be described as follows:

Ri ¼ rpi � rqi ; li ¼ Rik k; rui ¼ Ri=li; vRi ¼ vpi � vqi ; aRi ¼ api � aqi ð13Þ

The top strut and the top platform are connected by spherical hinge, while the
bottom strut and the bottom platform are connected by universal hinge. As shown in

Eq. (14), y*i is the unit vector of the moving axis of the hinge and k
*

i is the unit
vector of the determined axis of the hinge:

h
*

i¼y*i � k
*

i; yi ¼ k�i rui
� �	

k�i rui


 

 ð14Þ

The angular velocity of the strut is as follows:

xli ¼ xi þxrirui ð15Þ

where xi ¼ r�uivRi

	
li; xri ¼ � xT

i hi
� �	

rTuihi
� �

The angular acceleration of the strut eli can be acquired by the derivation to
Eq. (15).

The velocity and the acceleration of the strut, respectively, are as follows:

_li ¼ rTuivRi ;
€li ¼ rTuiaRi � rTui½x�

li x
�
li Ri� ¼ rTuiaRi þ lix

T
lixli � lix

2
ri ð16Þ

The acceleration in the mass centers of the top and bottom struts is as follows:

aui ¼ aqi þ e�li rrpi þx�
li x

�
li rrpi þ€lirui þ 2_lix�

li rui; adi ¼ aqi þ e�li rrqi þx�
li x

�
li rrqi

ð17Þ

where rrpi and rrqi represent the vector from orpi and orqi to the mass centers place.
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3.2 The Strut Dynamic Modeling of Vibration Isolator

The translational and rotational dynamic equations of the whole strut are as follows:

mriaui þmsiadi ¼ Fri þFsi ð18Þ

ðIri þ IsiÞeli þx�
li ðIri þ IsiÞxli ¼ R�

i Fri þMuihui � criðxli � AeuxpÞ � cuiðxli

� AedxqÞ
� ðmrirrpi þmsirrqiÞ�aqiðIri þ IsiÞeli þx�

li ðIri þ IsiÞ
ð19Þ

where mri and msi represent the top and bottom mass; Iri and Isi represent the top
and bottom strut inertia in the inertial system; Fri is the force of the spherical hinge
on the top strut; Fsi is the force of the universal hinge on the bottom strut; Muihui is
the torque of the universal hinge on the bottom strut; cri and cui are the damping
coefficient of the spherical hinge and universal hinge, respectively.

Multiplying function (19) by r�ui, then the function of Fri can be obtained as
follows:

Fri ¼ ðrTuiFriÞrui � fr�uiðIri þ IsiÞeli þ r�ui½x�
li ðIri þ IsiÞxli� þ csir�uiðxli � xpÞ

þ cuir�uiðxli � xqÞþ r�ui½ðmrirrpi þmsirrqiÞ�aqi � r�uiMuihui�g
	
li

ð20Þ

rTuiFri ¼ muirTuiaui þ kiðli � l0iÞþ ci_li ð21Þ

where ki is the stiffness coefficient of the strut, ci is the damping coefficient of the
strut, and l0i is the nominal length of the strut; then, Mui can be acquired by
multiplying rTui by Eq. (19)

The force Fsi is as follows:

Fsi ¼ muiaui þmdiadi � Fri ð22Þ

3.3 The Dynamic Modeling of Vibration Absorber

Define the coordinate system of the vibration absorber as f tkðotkxtkytkztkÞ, mass
center being otk. In the coordinate system of the top platform, the translational and
rotational dynamic equations of the vibration absorbers are as follows:

mkAue€rtk þCktAueD_tþKktAueDtk ¼ 0
AutkðIk _xtk þx�

tkIkxtkÞ ¼ �KkrDhtk � CkrðAutkxtk � xpÞ
�

ð23Þ
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where mk and Ik represent the mass and inertia of the number k vibration absorber;
rtk is the vector of the vibration absorber in f e; Dtk, equals to rtk � t� Aeutk , is the
displacement of the vibration absorber relative to the top platform; tk is the position
of connection point of the vibration absorber and the top platform in f u; Dhtk is the
Euler angles of f tk relative to f u; Ckt, Kkt, Ckr, and Kkr are translational damping
matrix, translational stiffness matrix, rotational damping matrix, and rotational
stiffness matrix of the vibration absorbers, respectively.

So the force and torque of the vibration absorbers are as follows:

Ftk ¼ CktAueð_rtk � _t� Aeux
�
p tkÞþKktAueðrtk � t� AeutkÞ ð24Þ

Ttk ¼ KkrDhtk þCkrðAutkxtk � xpÞþ t�k Ftk ð25Þ

3.4 The Dynamic Modeling of the Whole Satellite

Using Newton–Euler method, the translational and rotational dynamic equations of
the top platform system are as follows:

ðmp þ
P4

j¼1
mjÞ _vp þ

P4

j¼1
mjx

�
p ðvp þx�

p rgujÞþ
P4

j¼1
mj _x

�
p rguj þx�

p mpvp ¼ �Aue
P6

i¼1
Fri þ

PN

k¼1
Ftk þFe

Iu _xp þx�
p ðIuxp þ hcÞ ¼ �P6

i¼1
p�i AueFri þ

P6

i¼1
f pi þTc þTe þ

PN

k¼1
Ttk

8
>>><
>>>:

ð26Þ

were mp is the mass of the top platform; mj is the mass of each CMG; vp is the
velocity of the top platform; rguj represents the radius vector from ou to the number
j og; Iu is the inertia matrix of the top platform system and CMGs; hc is the angular
momentum of CMGs relative to satellite; f pi is the damping torque of the spherical
hinge connected by the top platform; Tc is the torque generated by CMGs; and Fe

and Te are generated by the static and dynamic imbalance of the rotors.
The dynamic equation of the bottom platform system is as follows:

msð _vs þx�
s vsÞ ¼ �Ase

P6

i¼1
Fsi þFext

Is _xs þx�
s Isxs ¼ �P6

i¼1
ðAsdqi þ rdsÞ�ðAseFsiÞþ

P6

i¼1
f qi þText � Ase

P6

i¼1
Muihi

8
>><
>>:

ð27Þ

where ms and Is are the mass and inertia matrix of the bottom platform system;
Fext and Text are the disturbing force and torque of the external environment;
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f qi ¼ cuiðAbexli � xbÞ is the damping torque of universal hinge connected by the
bottom platform; rds represents the vector form os to od; and xb ¼ xq � vp is the
velocity of the satellite.

Equations (26) and (27) are the dynamic equations of the whole satellite. The top
platform system includes the top platform, CMGs, and vibration absorbers; the
bottom platform system includes the bottom platform and satellite body.

4 The Joint Vibration Attenuation Design

In this paper, the vibration attenuation is designed to improve high-frequency
attenuation by vibration isolator while resolving the attenuation in the resonance
region by the vibration absorber. The parameters of vibration absorbers are
designed after the parameters of vibration isolator; finally, the stability of the
attitude control system of the parameters is verified.

4.1 The Derivation and Parameter Design of the Transfer
Function of Vibration Isolator

When calculating the inherent characteristics of the vibration isolation platform and
the actuators, suppose the base is determined, platform configuration remains the
same, Euler angles and Euler angular velocities are small, and the mass and inertia
of the strut can be ignored.

According to the derivation of the force transfer function from Eq. (9), the
disturbing transfer function of vibration isolator can be obtained. This transfer
function is 6� 6 matrix, the vibration isolator is equal to Stewart platform, and its
main parameters are as follows:

Iu ¼
9 0 0

0 9 0

0 0 16

2
64

3
75kg �m2; p ¼

0:5 �0:25 �0:25 0:5 �0:25 �0:25

0 0:25
ffiffiffi
3

p �0:25
ffiffiffi
3

p
0 �0:25

ffiffiffi
3

p
0:25

ffiffiffi
3

p

0 0 0 0 0 0

2
64

3
75m;

q ¼
0:25 �0:5 0:25 0:25 �0:5 0:25

0:25
ffiffiffi
3

p
0 �0:25

ffiffiffi
3

p �0:25
ffiffiffi
3

p
0 0:25

ffiffiffi
3

p

0 0 0 0 0 0

2
64

3
75m; mu ¼ mp þ

X
mj ¼ 90 kg

The transfer functions of each channel are described in Eq. (28): x-axis trans-
lation, y-axis translation, z-axis translation, x-axis rotation, y-axis rotation, and z-
axis rotation, respectively.
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cs3 þðkþ 0:021c2Þs2 þ 0:042kcsþ 0:021k2

45s4 þ 2:26cs3 þð2:26kþ 0:021c2Þs2 þ 0:042kcsþ 0:021k2

cs3 þðkþ 0:021c2Þs2 þ 0:042kcsþ 0:021k2

45s4 þ 2:26cs3 þð2:26kþ 0:021c2Þs2 þ 0:042kcsþ 0:021k2

csþ k
45s2 þ csþ k

cs3 þðkþ 0:033c2Þs2 þ 0:066kcsþ 0:033k2

72s4 þ 3:6cs3 þð3:6kþ 0:033c2Þs2 þ 0:066kcsþ 0:033k2

cs3 þðkþ 0:033c2Þs2 þ 0:066kcsþ 0:033k2

72s4 þ 3:6cs3 þð3:6kþ 0:033c2Þs2 þ 0:066kcsþ 0:033k2

csþ k
21:33s2 þ csþ k

ð28Þ

Because of the symmetry of the vibration isolator, the transfer function of x-axis
translation and rotation is the same as that of y-axis translation and rotation, while z-
axis is independently decoupled.

The parameter design of vibration isolator mainly is the design of stiffness K and
damping C. To guarantee the fast response character of the system, the bandwidth of
control system is approximately 1 Hz, and the system is fully stable when the
frequency of vibration isolator is 7.5 times of the bandwidth control system, get
Xn ¼ 7:5 HZ; the vibration isolator frequency of z-axis translation is less than that of
z-axis rotation, get M = 45 kg. Xn ¼

ffiffiffiffiffiffiffiffiffiffiffi
K=M

p
, then get K = 87000 N/m. The mag-

nification multiples of the resonance area are described as n ¼ 1= 2n
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

p� �
,

where n should be between 3 and 6, then get C = 600 N/(m/s), and the design
parameters of the vibration isolator are finished.

Suppose the amplitude of the input force (torque) of the platform is 1, the
frequency of it is 80 Hz and the output force (torque) of the platform is the transfer
rate of the channel. Figure 4 shows x(y) direction output force, x(y) direction output
torque, z direction output force, and z direction output torque.

As shown in Fig. 4, the vibration isolation performance of z-axis rotation is
poor, and the frequency response of torque transfer function of z-axis can be
described as shown in Fig. 5. As shown in the Fig. 5, when the frequency is 80 Hz,
the amplitude is −24.6 dB and transfer rate is 10�24:6=20 ¼ 0:0589, which indicates
that time domain analysis is in line with frequency domain analysis.

4.2 The Parameters Design of Vibration Absorbers

Take the direction of z-axis rotation as an example to conduct the parameters design
of the vibration absorbers, and the parameters design of the other channels is alike.
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Optimize the parameters of the vibration absorbers using the method in function 10,
and the optimized parameters such as l ¼ 0:1 can be described as follows:

f 01 ¼ 0:95; n01 ¼ 0:173; f 02 ¼ 0:73; n02 ¼ 0:163; f 03 ¼ 0:59; n03 ¼ 0:1244

Figure 6 shows the frequency response of the added three vibration absorbers
after the parameters are optimized. In the original resonant frequency, 9.66 Hz, the
amplitude decreases to 5.2 from 8.04 dB. Although the newly generated peak is
5.71 dB, it is smaller than the original one 8.04 dB, which shows that it is effective
to the attenuation in resonance region.

To get greater high-frequency attenuation, the damping coefficient of the
vibration isolator has been reduced and the vibration absorbers has been used to
restrain the enlargement of the attenuation in resonance region caused by the
damping reduction of the vibration isolator. Change C to 400 N/(m/s), and optimize
the parameters of the vibration absorbers; then, the frequency response can be

Fig. 4 The output force (torque) of the each direction
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described as shown in Fig. 7. The amplitude shown in Fig. 7 is smaller than that
shown in Fig. 5, which indicates that the attenuation in resonance region complies
with the design requirement. When the attenuation in 80 Hz decreases to −27.7 dB
from original −24.6 dB, the desired effect has been achieved by the improvement of
high-frequency attenuation.

4.3 The Stability Analysis of Attitude Control System

Simplify the attitude control system, neglect the vibration attenuation platform- and
satellite-coupled characteristics, and take PID controller commonly used in
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engineering as the attitude controller. Take z-axial rotation (the yaw channel) as an
example to analyze the stability of the attitude control system.

In circumstances that attitude stabilization controls, suppose that the Euler angles
and the Euler angular velocities are small, and neglect the coupled terms, then the
transfer function of the satellite dynamic and kinematic can be written as (29):

hðsÞ ¼ 1=Izs2 ð29Þ

PID controller is as follows:

PIDðsÞ ¼ K 0 sþ sp
� �

sþ sq
� �

s
ð30Þ

where sp ¼ 0:08, sq ¼ 0:0005, and Iz ¼ 800 kg �m2.
When C = 400, the transfer function of the z-axial rotation of the three vibration

absorbers with parameters optimized is as follows:

GzðsÞ ¼ 129s7 þ 3:4� 104s6 þ 2:31� 106s5 þ 2:51� 108s4 þ 8:26� 109s3 þ 5:29� 1011s2 þ 7:68� 1012sþ 3:22� 1014

6:88s8 þ 456s7 þ 9:12� 104s6 þ 3:89� 106s5 þ 3:84� 108s4 þ 9:96� 109s3 þ 6:17� 1011s2 þ 7:68� 1012sþ 3:22� 1014

The transfer function of the open-loop system below the yaw channel is as
follows:

GðsÞ ¼ PIDðsÞGzðsÞhðsÞ ð31Þ

The root locus is shown in Fig. 8. According to Fig. 8, the system changed into
conditional stability, so the stable condition of the system is 0:295\K 0\26300.
Suppose K 0 ¼ 6000, then kp = 483, ki = 0.24, kd = 6000 can be obtained.
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Fig. 8 The root locus of the yaw channel
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5 The Simulation Analysis

Using the satellite dynamic model established in this paper simulated the attitude
stability task of the attitude control, and this paper analyzes the influence of dis-
turbance caused by the static and dynamic imbalance on the accuracy and stability
of whole satellite attitude. Conduct the attitude stability control setting that all the
initial Euler angles are 1.5° (Figs. 9, 10, and 11).

Thus, the satellite attitude stability (angular velocity of attitude) can be improved
from 6� 10�6 to 3:8� 10�7 rad/s with vibration isolator, while the satellite atti-
tude stability improves to 1:6� 10�7 rad/s with vibration attenuation platform
consisted of a vibration isolator and vibration absorbers.
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6 Conclusions

This paper studies the vibration attenuation of attitude control actuator on satellites.
The paper proposes a method of joint vibration attenuation using vibration isolator
and absorbers. First the principle of vibration isolation and absorption is analyzed,
and then, the dynamic equations of whole satellite are established. Analysis of the
system transfer function suggests that greater high-frequency attenuation can be
achieved by decreasing the damping of the vibration isolator, while the enlargement
of the attenuation in resonance region can be suppressed by vibration absorbers.
Therefore, optimization of the parameters of vibration absorbers is conducted.
Simulation results validate that the satellite attitude stability can improve by an
order of magnitude after adopting the vibration isolator, while the attitude stable
amplitude can further be cut off by 60 % while adopting joint vibration attenuation
platform.
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Weight Calculation of Oil and Gas
Pipelines Risk Factors Based
on Improved AHP

Tianyu Wang, Deyu Xu, Rujun Wang and Shujiao Tong

Abstract Oil and gas pipelines have many risk factors, such as third party damage,
corrosion, design, and maloperation, which possess many specific risk factors, the
least buried depth, ground operations, ground equipment, public education, line
status, patrol frequency, and many others. How to determine the weight of each
factor accurately is a widespread concern. In this study, the improved three-scale
AHP method is introduced to determine risk index weight of pipelines. This method
has the advantages of being concise and practical, as well as having a small
workload, strong pertinence, and easy-to-compare factor significance, all of which
make it more accurate and objective to determine the indexes weights and to
conform better to the actual situation. The method proceeds in three steps: first,
using improved AHP to determine weight of the two-level index; then, similarly,
determining the weight of the three-level index successively; and finally, calcu-
lating the weight values of all risk factors.

Keywords Pipelines � Risk factors � Weight � Three-scale AHP

1 Introduction

Pipeline transportation has many advantages, such as safety, high efficiency, reli-
ability, strong continuity, large capacity, low cost advantages, and so on, and is the
most economic and reasonable way to transport oil and gas. However, with the
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increasing pipeline service life of pipelines, pipeline accidents happen frequently
[1–3]. According to incomplete statistics, since 1995, there have been more than
1000 accidents of all kinds involving oil and gas pipelines, which strongly threatens
the safe and reliable operation of pipeline systems [3–7]. Therefore, it’s a serious
threat to national economic development as well as people’s lives and property
safety.

There are many risk factors for oil and gas pipelines accidents, including from
large ones such as third party damage, corrosion, design, and maloperation, which
itself contains many specific risk factors as well [1–3]. However, among pipeline
risk factors, the influences of these factors on pipelines risk can be primary or
secondary, so how to determine the weight of each factor has been of widespread
concern, and the method plays an important role in formulating targeted safety
protection measures for the pipeline’s company.

Currently, the commonly used methods for determining the weights of pipeline
risk factors are: the AHP, the expert evaluation method, and others. While these
methods have played an important role in engineering practice, however, these
methods are either too subjective, or too complex, and, in practical application, they
also have certain limitations. For example, the traditional AHP method, which has
nine scales and is the most commonly used method in actual application. It is a
system analysis method which combines qualitative analysis and quantitative cal-
culation, which is specially suitable for index weight determination of multi-level
and multi-structuring, and which can make the complicated problem hierarchical,
qualitative, and quantified [7–9]. However, for the nine-scale method, there are
many evaluation indexes which makes the scale workload too great and easily
produces antipathy and poor decisions even among experts. Meanwhile, the con-
cept of scale is fuzzy, and, when actually applied, its defects include significant
subjectivity, confused participants, so that it is difficult to reach accurate judgments
as well.

To solve the above problems, the improved three- scale AHP method is intro-
duced to determine the risk index weight of pipelines, which has the advantages of
being concise and practical, having a small workload, strong pertinence, and easily
compares the significance of factors. All this makes it more a more accurate and
objective way to determine the indexes weights as it also conforms better to the
actual situation.

2 Improved AHP Method to Determine Indexes’ Weights

To apply the improved three-scale method to determine indexes’ weights, follow
the specific steps as described next.

700 T. Wang et al.



2.1 Construct Judgment Matrix A

According to the scale theory, three-scale comparative judgment matrix is con-
structed as follows, which is named

A ¼
a11 a12 � � � a1n
a21 a22 � � � a2n
..
. ..

. ..
. ..

.

an1 an2 � � � ann

2
6664

3
7775 ð1Þ

and

aij ¼
1; which represents i is more important than j
0; which represents i is equally important than j
�1; which represents i is less important than j

8
<
: ð2Þ

2.2 Construct the Optimal Transfer Matrix D of Matrix A

The optimal transfer matrix D can be expressed as

D ¼
d11 d12 � � � d1n
d21 d22 � � � d2n
..
. ..

. ..
. ..

.

dn1 dn2 � � � dnn

2
6664

3
7775 ð3Þ

and dij ¼
Pn

k¼1 ðaik þ akjÞ;, transform the optimal transfer matrix D into judgment
matrix E.

E ¼
e11 e12 � � � e1n
e21 e22 � � � e2n
..
. ..

. ..
. ..

.

en1 en2 � � � enn

2
6664

3
7775 ð4Þ

and eik ¼ expðdikÞ, the transformed matrix E has good consistency.
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2.3 Calculate the Indexes’ Weights

The product root method was applied to solve the index weight, namely

wi ¼
Qn

k¼1 eik
� �1=n

Pn
k¼1

Qn
k¼1 eik

� �1=n ð5Þ

3 Determine Weights of Pipeline Risk Factors

3.1 Pipeline Risk Evaluation Index System

While there are many risk factors underlying oil and gas pipeline accidents, gen-
erally speaking, they can be attributed to the third party damage, corrosion, design,
and maloperation, which itself contains many specific risk factors as well, such as
the least buried depth of pipeline, ground operations, public education, outer
coating of the pipeline, soil corrosivity [1–6], and others. See Fig. 1 for a com-
parative diagram that systematizes the importance degree of each index to establish
three-level index system of oil and gas pipelines.

3.2 Determine Weights of Pipeline Risk Factors

1. Two-level index judgment matrix and weight calculation

The references [1–6] contain supporting material on the pipeline risk assessment
guideline, KENT scoring method, and relevant research findings on pipelines at
home and abroad. Having asked expert for advice and considering the contribution
rate of buried pipeline risk factors U1, U2, U3, U4, one can determine the judgment
matrix A, the optimal transfer matrix R, and consistency matrix D as follows.

the third party damage U1 corrosion U2 design U3 maloperation U4

U11: least buried depth 

U12: ground operations 

U13: ground equipment

U14: public education

U15: Line status

U16: Patrol frequency

U21: medium corrosivity

U22:inner protective measures

U23: cathodic protection

U24: pipeline outside coating

U25: Soil erosion

U26: Operating life

U31: Steel pipe safety factor

U32: System safety factors

U33: fatigue factor

U34: Pressure test condition

U35: Water hammer possibility

U36: Landslide treatment

U41: design wrong operation

U42: construction wrong operation

U43: running wrong operation

U44: maintaining wrong operation

Pipelines risk factors A

Fig. 1 Index system of the evaluation for pipeline risks
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A ¼

0 1 1 1

�1 0 1 1

�1 �1 0 �1

�1 �1 1 0

2
6664

3
7775;

R ¼

0 0:5 1:5 1

�0:5 0 1 0:5

�1:5 �1 0 �0:5

�1 �0:5 0:5 0

2
6664

3
7775

D ¼

1 1:65 4:48 2:72

0:61 1 2:72 1:65

0:22 0:37 1 0:61

0:37 0:61 1:65 1

2
6664

3
7775

According to formula (5), the two-level index weight values of pipelines risk
factors are such, w ¼ ð0:455; 0:276; 0:102; 0:167Þ
2. Weight calculation for third party damage

Similarly, comparing the contribution rate of each index and ascertaining the
comparison matrix to determine each index weight of the third party damage,
AU1 ;RU1 ;DU1 are as follows.

AU1 ¼

0 0 1 �1 1 1

0 0 1 �1 1 1

�1 �1 0 �1 1 �1

1 1 1 0 1 1

�1 �1 �1 �1 �1 0

�1 �1 1 �1 1 0

2
666666664

3
777777775

;

RU1 ¼

0 0 5
6 � 1

2
7
6

1
2

0 0 5
6 � 1

2
7
6

1
2

� 5
6 � 5

6 0 � 4
3

1
3 � 1

3
1
2

1
2

4
3 0 5

3 1

� 7
6 � 7

6 � 1
3 � 5

3 0 � 2
3

� 1
2 � 1

2
1
3 �1 2

3 0

2
6666666664

3
7777777775

DU1 ¼

1:00 1:00 2:30 0:61 3:21 1:65

1:00 1:00 2:30 0:61 3:21 1:65

0:43 0:43 1:00 0:26 1:40 0:72

0:65 0:65 3:79 1:00 5:29 2:72

0:31 0:31 0:72 0:19 1:00 0:51

0:61 0:61 1:40 0:37 1:95 1:00

2
666666664

3
777777775
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According to formula (5), the two-level index weight values of third party
damage are such, WU1 ¼ ð0:200; 0:200; 0:087; 0:330; 0:062; 0:121Þ
3. Weight calculation of corrosion

Similarly, comparing the contribution rate of each index, and ascertaining the
comparison matrix to determine each index weight of corrosion, AU2 ;RU2 ;DU2 are
as follows.

AU2 ¼

0 0 �1 �1 1 1

0 0 �1 �1 1 1

1 1 0 �1 1 1

1 1 1 0 1 1

�1 �1 �1 �1 0 1

�1 �1 �1 �1 �1 0

2
666666664

3
777777775

;

RU2 ¼

0 0 � 1
2 � 5

6
1
2

5
6

0 0 � 1
2 � 5

6
1
2

5
6

1
2

1
2 0 � 1

3 1 4
3

5
6

5
6

1
3 0 4

3
5
3

� 1
2 � 1

2 �1 � 4
3 0 1

3

� 5
6 � 5

6 � 4
3 � 5

3 � 1
3 0

2
6666666664

3
7777777775

DU2 ¼

1:00 1:00 0:61 0:43 1:65 2:30

1:00 1:00 0:61 0:43 1:65 2:30

1:65 1:65 1:00 0:72 2:72 3:79

2:30 2:30 1:40 1:00 3:79 5:29

0:61 0:61 0:37 0:26 1:00 1:40

0:43 0:43 0:26 0:19 1:72 1:00

2
666666664

3
777777775

According to formula (5), the two-level index weight values of corrosion are
such, WU2 ¼ ð0:143; 0:143; 0:236; 0:329; 0:087; 0:062Þ
4. Three-level index judgment matrix and weight calculation for design

Similarly, comparing contribution rate of each index and ascertaining the
comparison matrix to determine each index weight of design, AU3 ;RU3 ;DU3 are as
follows.
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AU3 ¼

0 1 1 0 1 1

�1 0 1 �1 1 1

�1 �1 0 �1 1 1

0 1 1 0 1 1

�1 �1 �1 �1 0 1

�1 �1 �1 �1 �1 0

2
666666664

3
777777775

;

RU3 ¼

0 1
2

5
6 0 7

6
3
2

� 1
2 0 1

3 � 1
2

2
3 1

� 5
6 � 1

3 0 � 5
6

1
3

2
3

0 1
2

5
6 0 7

6
3
2

� 7
6 � 2

3 � 1
3 � 7

6 0 1
3

� 3
2 �1 � 2

3 � 3
2 � 1

3 0

2
6666666664

3
7777777775

DU3 ¼

1:00 1:65 2:30 1:00 3:21 4:48

0:61 1:00 1:40 0:61 1:95 2:72

0:43 0:72 1:00 0:43 1:40 1:95

1:00 1:65 2:30 1:00 3:21 4:48

0:31 0:51 0:72 0:31 1:00 1:40

0:22 0:37 0:51 0:22 0:72 1:00

2
666666664

3
777777775

According to formula (5), the two-level index weight values of design are such,
WU3 ¼ ð0:280; 0:170; 0:122; 0:280; 0:087; 0:062Þ
5. Three-level index judgment matrix and weight calculation for maloperation

Similarly, comparing contribution rate of each index and ascertaining the
comparison matrix to determine each index weight of maloperation, AU4 ;RU4 ;DU4

are as follows.

AU4 ¼

0 1 �1 1

�1 0 �1 1

1 1 0 1

�1 �1 �1 0

2
6664

3
7775;

RU4 ¼

0 0:5 �0:5 1

�0:5 0 �1 0:5

0:5 1 0 1:5

�1 �0:5 �1:5 0

2
6664

3
7775

DU4 ¼

1:00 1:65 0:61 2:72

0:61 1:00 0:37 1:65

1:65 2:72 1:00 4:48

0:37 0:61 0:22 1:00

2
6664

3
7775
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According to formula (5), the two-level index weight values of maloperation are
such, WU4 ¼ ð0:276; 0:167; 0:455; 0:102Þ
4. Weight values of pipeline risk factors

According to the above calculation, the weight values of each three-level index
can be obtained and the results enumerated in Table 1.

From Table 1, we can see that, of all risk factors of pipelines, public education is
the most important factor, and the least buried depth, ground operations, pipeline
outside coating are the second most important factors. Also, maloperation, cathodic
protection, patrol frequency, poor operating design, ground equipment, medium
corrosivity, inner protective measures, steel pipe safety factor, pressure test con-
dition, line status and poor construction procedure play an important role succes-
sively, in decreasing importance, while other factors have even less effect.

The results can be used for formulating targeted protective measures and for
strengthening risk management as well, which has major significance.

4 Conclusions

1. The improved three-scale AHP method has the advantages of a clear concept,
simple scale, small workload, and avoidance of the shortcomings of the
nine-scale method, which generates vagueness, and confusion, and is also
strongly subjective in application. The improved AHP is used to determine
weight indexes for oil and gas pipelines, with results that are more accurate and
objective.

2. The results of the improved AHP method can provide the theoretical foundation
for formulating targeted protective measures and strengthening risk management
as well, which has major significance.

Table 1 Weight values of pipeline risk factors

Two-level
index

U1 U2

Three-level
index

U11 U12 U13 U14 U15 U16 U21 U22 U23 U24 U25 U26

Weight 0.091 0.091 0.040 0.150 0.028 0.055 0.039 0.039 0.065 0.091 0.024 0.017

Two-level index U3 U4

Three-level index U31 U32 U33 U34 U35 U36 U41 U42 U43 U44

Weight 0.028 0.017 0.012 0.028 0.009 0.006 0.046 0.028 0.076 0.017
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Optimization for the Structure of Front
Transmission Gearbox

Zhenqi Yu

Abstract By applying finite element method and static analysis, the front trans-
mission gearbox model of a tracked vehicle is simplified and the boundary con-
ditions treatment and finite element mesh generation techniques were used to ensure
the correctness of the analysis. Then, based on the analysis and computation, the
displacement and stress distribution of the gearbox are calculated. Then, dynamic
modal analysis is conducted for the gearbox to obtain the natural frequencies of
various orders and the corresponding vibration modes in constraint mode, which
provided basis for subsequent structure optimization. According to the results of
finite element computation, the strength and the stiffness of each part of the gearbox
are analyzed and the weak link is obtained. After extending the design space, the
structure is redesigned through topology optimization to improve the strength and
stiffness.

Keywords Finite element method � Gearbox case � Free modal analysis �
Topology optimization

1 Introduction

Front transmission gearbox, as an important component of transmission system,
bears large load, deforms significantly, and produces great stress in the gear
transmission. Owing to the complex stress and shape of the gearbox, cracks are
likely to occur in the whole gearbox and local regions due to insufficient static
compressive strength [1]. In the paper, the front transmission gearbox of a tracked
vehicle was studied using large finite element software ABAQUS. To reduce the
weight and improve the stiffness and strength of the gearbox, topology optimization
design was performed for the original gearbox structure by adopting structural
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optimization technique. The method provides feasible approach for the optimization
design of complex structural parts with multiple loads, thus presenting great the-
oretical and practical significance.

Great progress with remarkable achievements has been made in China and other
countries concerning the statics and dynamic analysis of gearbox. By using
NASTRAN software, Lianjin et al. [2] calculated the natural frequency of two-stage
cylindrical gear reducer. Takatsu et al. [3] analyzed the transfer function of
single-speed gearbox through structural synthesis method and obtained the dynamic
characteristics of gearbox. For single-speed gearbox, Zeguang et al. [4] performed
modal analysis for the gear system using finite element method and acquired the
vibration modes of various orders of the whole gearbox. Chengyun and Tengjiao
[5] established a finite element-based static–dynamic computation model for the
gearbox of reducer with center transmission.

As structural optimization has been widely applied in engineering field, the
optimization design of gearbox structure has also been studied. By employing an
impact rammer case as the research object, Wei et al. [6] analyzed the status of
design of gearbox structure in China and put forth an optimization design method
for impact rammer case. By utilizing the optimization design module and the
parametric programming language APDL of Ansys, Zhao Lijuan and Liu Hongmei
designed the optimal structure of the box body [7]. Yang [8] reduced the weight of
the comprehensive transmission gearbox of tracked vehicle by using HyperWorks
software.

2 Basis Principle of Topology Optimization

On the basis of OptiStruct, interpolation model with variable density is used.
Thereby, the design variable is the relative material distribution of discrete element.
The objective function and constraint conditions are associated with the type of
optimization. So, various objective functions and constraint conditions can be
selected according to different optimization objectives.

In the precondition that the strength and stiffness of the structure are not
changed, lightest structure is sought by using the topology optimization model. The
design variable is still the relative density of the elements.

The objective function in the following formula is the minimum weight, while
the constraint conditions are stress constraint and displacement constraint, or other
constraints such as the frequency of the structure.

design variable x ¼ ðx1; . . .; xnÞT

objective function minW ¼ Pn

e¼1
xeve

constraint conditions

8
>><
>>:

ð1Þ

710 Z. Yu



After building the mathematical model of the structure, the model needs to be
solved through optimization algorithms. There are three optimize methods in
OptiStruct, namely optimality criteria method, duality method, and feasible direc-
tion method.

3 Construction of Finite Element Model

3.1 Mesh Convergence and Actual Mesh Generation

The computation accuracy of finite element software is closely related to the mesh
generation: the higher, the accuracy of mesh generation. However, the more the
meshes, the higher the requirement of computation for hardware is, and the longer
the computation takes. As nonlinear computation takes long time for contact model,
the approach for selecting suitable mesh accuracy is significant for ensuring com-
putation accuracy and saving computation resource. So, mesh convergence analysis
needs to be conducted for the model.

In the research, the mesh amount was changed through single-factor experiments
and optimal element size is obtained for mesh generation by comparing the results
acquired with different mesh amounts. So, secondary tetrahedral element (C3D10)
was applied with constant load and boundary conditions. The size of driver element
was set to be 30, 24, 20, and 14 mm, respectively.

The comparison of data in Table 1 indicates that favorable accuracy of simu-
lation computation can be obtained when the element size is 20 mm. Considering
computation accuracy and efficiency at the same time, the elements of the whole
model are set to 20 mm.

3.2 Mesh Generation Loading of Boundary Conditions

Through mesh convergence analysis, tetrahedral four-node quadratic elements
(C3D10) of 20 mm were applied for mesh generation of the front transmission
gearbox model, as illustrated in Fig. 1. There are total 384,509 of the elements.

Table 1 Calculation results
of mesh convergence

Element size/mm Mises/Mpa

30 26.3545

24 26.3544

20 25.3543

14 25.3543
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3.3 Loading of Boundary Conditions

Cast iron was used as the material of the gearbox case in the simulation experi-
ments. The basic parameters are given in Table 2.

The joint surfaces of different parts in the finite element model of combination
solid are difficult to be processed. Based on previous experience, binding con-
straints are utilized to simulate the contact state of two joining parts.

The bearing location of displacement boundary condition is demonstrated in
Fig. 2. Multi-constrain is exerted on the bottom of the gearbox.

To exert load boundary condition to the bearing hole, two uniformly distributed
loads in axial and tangential directions are acted in the area within 120° of radial

Fig. 1 Mesh generation and
finite element model for the
new front transmission case

Table 2 Parameters of
material characteristics

E/GPa ρ (kg/m3) μ

120 7 × 103 0.30

Multi-constrainMulti-constrain

Fig. 2 Displacement
boundary condition of the
new model of front
transmission gearbox
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direction and an impulsive cosine load of 120° in radial direction. The impulsive
cosine load is calculated using

qxh ¼ Q
4RL

cos
3
2
h

� �
ð2Þ

where Q is the radial resultant force and R is the axis radius.

4 Postprocessing and Results Analysis

Finite element model was built and then the material characteristics are input. After
loading boundary conditions, finite element computation is performed for the
gearbox. The cloud pictures of equivalent von Mises stress and displacement of the
whole gearbox and different parts of the gearbox were obtained, as shown in Fig. 3.

Table 3 shows the location and value of the maximum equivalent Mises stress of
the front transmission gearbox model. The maximum equivalent Mises stress
(588 Mpa) is found on the bottom of the gearbox. The maximum equivalent Mises
stresses of different parts of the model are within the yield strength of the material,
while there is also probability of fatigue failure for some parts.

Fig. 3 Cloud pictures of equivalent von Mises stress and displacement of the whole front
transmission gearbox

Table 3 Locations and values of maximum equivalent Mises stresses of different parts of the
gearbox model

Part Value of maximum equivalent
Mises stress/Mpa

Location of maximum equivalent
Mises stress

Whole front
transmission system

588 Same location bottom of the
gearbox

End cover 76.71 Bottom edge of the end cover

Counter shaft 406.4 Edge of the contact position of
counter shaft and gearbox
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4.1 Results of Free Modal Analysis of the Gearbox

Practice has proved that by analyzing the modal of gearbox, the structural stiffness
and natural mode of vibration can be learned in the initial design, corresponding
design defects can be avoided, and the design can be modified and optimized in
time. In the research, the natural frequencies and corresponding vibration modes of
the first 15 orders of the gearbox were calculated. Among which, there were 6
orders of rigid modals and 14 orders of non-rigid ones. The first 6 orders were not
considered as their natural frequencies of the rigid modals are zero, and the natural
frequencies of the 14 orders of non-rigid modals are listed in Table 4.

5 Topology Optimization and Comparison of the Gearbox
Structure

The end covers in the left and the right of the transmission gearbox and the front
end cover are commonly 10–15 mm in thickness and the gearbox shows simple
structure. So topology optimization is conducted for the upper and lower cases
according to the following scheme:

1. Design variable. Multiple locations including the stiffeners of the upper and
lower cases, the external edges of the bearing seats in the left and the right ends
of the case, the boss in the connecting position of the hydraulic motor, etc., are
adopted as the optimization design space in the scheme. The topology density of
the elements in the design space is utilized as the design variable.

2. Constraint conditions. According to the results of static finite element analysis,
the displacements of several points with large displacement in the analysis are
applied as the constraints. In addition, the upper limits of the maximum dis-
placements of these points are considered as the constraint conditions of
scheme 1, as illustrated in Table 5.

Table 4 7–20 orders of free
modals and their natural
frequencies (Hz)

Order Natural frequency/Hz

7 401.645

8 417.8415

9 457.225

10 513.3018

11 588.9016

12 613.7741

13 637.8201

14 644.2532

15 681.417
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3. Objective function. The research is to reduce the weight of the structure in the
precondition of maintaining the original strength and stiffness of the gearbox.
So, mass minimization is set as the objective function.

4. Optimization result. Final optimization result is obtained through four times of
iteration.

5. Comparison analysis. Constraint modal analysis is conducted for the optimized
gearbox model with same constraint conditions of the original finite element
model. The left end cover and deputy case are fixed to restraint 6 degrees of
freedom. The natural frequencies obtained in the modal analysis of the optimized
gearbox model and the original one are compared in Table 6, and the comparison
of maximum equivalent Mises stresses acquired in the stiffness analysis of the
optimized gearbox model and the original one is shown in Table 7.

Table 5 Constraint conditions

Constraint Node id Upper limit of displacement/mm

Disp1 628722 0.525

Disp2 640254 0.510

Disp3 640351 0.480

Table 6 Optimization results

Order Natural frequency/Hz

Original design Optimal design

7 401.645 479.645

8 417.8415 426.855

9 457.225 465.28

10 513.3018 536.7380

11 588.9016 595.6934

12 613.7741 621.534

13 637.8201 648.9031

14 644.2532 654.532

15 681.417 685.331

Table 7 maximum equivalent Mises stresses

Part Value of maximum
equivalent Mises
stress/Mpa

Location of maximum equivalent Mises
stress

Original Optimal

Whole front
transmission system

588 581 Bottom of the gearbox

End cover 76.71 75.65 Bottom edge of the end cover

Counter shaft 406.4 405.3 Edge of the contact position of counter
shaft and gearbox
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6 Conclusion

By using finite element software, a three-dimensional finite element model was
constructed for the gearbox to analyze the load and the structural characteristics and
perform equivalent processing. Cloud pictures of equivalent displacement and
equivalent von Mises stress are obtained through finite element computation, so as
to acquire the distribution and value of displacement and stress and find the weak
links of the original design. The method provides basis for the modification of the
structure of transmission gearbox of tracked vehicle. According to the optimization
results, the gearbox is reconstructed and thereby the topological structure of the new
gearbox was obtained. Afterward, static and free modal analysis was carried out for
the new gearbox model. The comparison showed that the weights of the original
and optimized gearbox were 385.1 and 373.3 kg; the later was 11.8 kg less than the
former. The comprehensive stress of the optimized gearbox reduced by 6–10 MPa
while the strength increased significantly comparing with those of the original one.
Moreover, the stress distribution of the optimized gearbox, which was consistent
with the actual loading situation, differed slightly with that of the original one.
Furthermore, the natural frequencies of each order of the free modal of the opti-
mized gearbox and the original one were basically the same, which indicated that
the change of topological structure of the gearbox in the optimization did not
influence the dynamic characteristics of the gearbox in low orders of free modal.
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Study on the Hydrostatic Slide Film
Temperature Field and Bearing Capacity
of Precision Grinding Machine

ChuanShe Guo and Yi Cui

Abstract In order to improve the machining precision of precision surface
grinding machine, the static performance and thermal performance of the machine
hydrostatic guide are analyzed, and the static characteristics and temperature dis-
tribution of the oil pad under an inlet oil pressure of 2.8–3.4 MPa and an oil film
thickness of 38–44 μm were researched. The simulation results show that the initial
temperature of the oil chamber area is 20 °C, and the temperature gradually
decreases from the inlet. When the oil film thickness is 40 μm, the inlet oil pressure
increases from 2.8 to 3.4 MPa; accordingly, the each pair of oil film bearing
capacities increases from 7510 to 8240 N. The research results can provide the
basis for the optimization design of guide.

Keywords Precision grinding machine � Hydrostatic slide � Temperature field �
Bearing capacity

1 Introduction

For the material that has the characteristics of high hardness and brittle, precision
machine tool is the best way to achieve smooth surface [1–3]. Guide as one of the
key components of precision machine tool, its precision has a large influence on the
accuracy of machine tool. The hydrostatic slide has many good performances, such
as small friction coefficient, long service life, good precision retention, and not
crawling at a low speed, and it is widely applied to precision machine tool.

The oil film temperature of hydrostatic slide has an influence on the precision of
the slide. It will make the guide heat and produce thermal deformation which is
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extremely unfavorable to the machining precision of precision machine tool. So the
oil film temperature should be reasonably controlled. The oil film thickness and
inlet oil pressure of the liquid hydrostatic guide are the important parameters that
affect the oil film temperature and static characteristic; thereby, it can affect the
guide accuracy and reduce the machine tool performance. Many scientists have
carried out research in this area. Harigaya used the unsteady state thermal hydro-
dynamic lubrication theory to analyze the influence of the lubricating oil viscosity
on the oil film thickness and oil film thickness on the diesel engine piston ring [4].
Xia studied the effect of oil film thickness on the temperature field to hydrostatic
thrust bearing of aspheric precision machine tool as the object [5]. Jiang Yun
thought that oil film of hydrostatic guide heating is the main heat source when
compared with the heating of motor, and he calculated the effect of oil film heat on
guide precision [6]. Jeon and Kim analyzed the hydrostatic slide between oil films
and obtained the overall structural deformation and oil film properties in change of
hydrostatic slide [7]. Eiji Shamoto created a new model and proposed a new
algorithm to improve the precision of motion errors of hydrostatic guide, and the
relationship between the film reaction and the rail contour error is discussed through
finite element analysis method, which is represented by transfer function [8].

From the above introduction, the current research on oil film is mainly about
hydrostatic thrust bearings and small stroke guide. But there are only a few
investigations in large stroke and linear guide oil film temperature field. The
hydrostatic slide oil film of high-precision surface grinding machine is taken as the
research object in this paper, combining the finite element numerical simulation
with experiment; the influence of oil film thickness on the temperature field and the
static characteristic is studied.

2 Hydrostatic Slide Introduction

2.1 Closed Hydrostatic Slide System

Oil film stiffness and load capacity are the two most important performances of
hydrostatic guides, mainly related to the oil film thickness of guide. The opposed oil
pad is used in this study. Closed hydrostatic slide system is shown in Fig. 1, which
consisted of opposed oil chamber, throttle, hydraulic pump, relief valve, crude filter,
fine filter, and oil tank.

The hydrostatic guide restrictors of precision machine tool are capillary
restrictor. The hydrostatic guide has 16 oil chambers, 6 pairs of horizontal oil
chamber, and 2 pairs of side oil chamber, in which side oil chambers is served as a
guide.

Oil pad is composed of seal oil, oil chamber, and oil inlet holes, as it is shown in
Fig. 2.
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2.2 Static Characteristic

Guide performance has important influence on machining accuracy of
high-precision machine; it is necessary to ensure guide has good dynamic and static
characteristics. The static performance includes rail stiffness and bearing capacity.

1. Effective bearing area of oil pad:
Effective bearing area of an oil chamber is the oil chamber with pressure Pr evenly
acts on this area, and it produces a total thrust that is equal to actual total thrust P,
which is generated by the oil chamber and its surrounding sealing surface.
The oil pad of actual pressure distribution and imaginary equivalent stress
distribution is shown in Figs. 3 and 4, respectively.
The effective bearing area of the oil chamber (dashed line range in Fig. 4) is as
follows:

Ae ¼ P
pr

¼ 1
6
½5AðB� bÞ � 4aðB� bÞ� � ðA� aÞðB� bÞ ð1Þ

where A, B, a, and b are shown in Fig. 2; P is the total thrust of an oil chamber
and its surrounding sealing surface; pr is the oil chamber pressure.

2. Bearing capacity is an external load that oil film can withstand under a certain
film thickness. The oil pad and the surface of the supports must be separated by
oil film. The carrying capacity of each pair of oil chambers is as follows:

Fig. 1 Closed hydrostatic
guide system diagram

Fig. 2 Oil pad schematic
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W ¼ p1Ae1 � p2Ae2 ¼ lq
h31�B1

Ae1 � lq
h32�B2

Ae2 ð2Þ

where �Bi ¼ 1
6

Ai þ ai
Bi�bi

� Bi þ bi
Ai�ai

� �
i ¼ 1; 2; h ¼ h1 þ h2:

where q is the oil pad flow; �Bi is the lower and upper oil pad flow coefficient; pi
is the lower and upper oil pad oil chamber pressure; h1 and h2 are the lower and
upper oil pad oil film thickness, respectively; h is the oil film total thickness of
each pair of oil pads; and l is the dynamic viscosity.

3 Numerical Simulation

3.1 Establishment of Finite Element Model and Boundary
Condition Setting

Because oil pad geometric shape is simple, its model can be built directly on the
pretreatment of CFX. The three-dimensional model of oil pad on different film

Fig. 3 Actual pressure
distribution

Fig. 4 Imaginary equivalent
stress distribution
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thicknesses (19–22 μm) is established, and finite element meshing is performed, as
shown in Fig. 5. The size of oil film is extremely small, and the hexahedral mesh is
selected to improve the accuracy of calculation. In addition, considering the size of
oil pad is much larger than that of the oil film thickness, the oil chamber and oil
slick are separated to improve the accuracy of calculations while reduce the amount
of calculation, and meshing is performed separately. The setting of oil film mesh
size is smaller than that of the oil chamber.

The inlet pressure is arranged between 2.8 and 3.4 MPa, the initial temperature
is set to 20 °C, and lubricating oil VG46 is applied; at the same time, due to the
hydraulic oil return back to the tank, the outlet pressure is 0 Pa. Bearing surface is
set to a fixed surface, and the condition between the fixed wall and the fluid is
no-slip boundary; other surfaces are the default boundary condition. The conver-
gence tolerance level is set to 10−5. The model is solved after setting the boundary
conditions, and the results after iteration calculation are convergent.

3.2 Temperature Field Distribution

By calculating, the contours and distribution of hydrostatic guide internal fluid
temperature field under different film thickness are obtained. When the oil film
thickness is 19 μm, temperature distribution as it is shown in Fig. 6.

As shown in Fig. 6, the initial temperature of the oil lumen area is 20 °C, and the
temperature gradually decreases from the inlet. The highest temperature is 26.2 or
24.7°C with a lubricant film thickness of 19 μm or 22 μm, respectively, and the
smaller the oil film thickness is, the higher the temperature is. Figure 7 shows the
relationship between the different film thickness and film temperature. It can be
seen that the lower the temperature of oil film, the greater the film thickness.

Fig. 5 Finite element model of oil pad
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3.3 Static Characteristics of Guide Rails

By using the finite element model of the oil film, the oil film pressure is simulated.
The pressure distribution on the film surface can be obtained when the inlet oil
pressure is 3.2 MPa and the film thickness is 19 μm, as shown in Fig. 8. As shown
in the figure, the pressure reduces within oil chamber to the surrounding area, and
the maximum pressure is about 1.9 MPa. The bearing capacity F of underside oil
film is obtained as 17,210 N by integrating the pressure on the entire area.

The relationship between the inlet oil pressure and oil film bearing capacity is
studied in the paper. The relation curve about the bearing capacity and thickness of
oil film at a different oil inlet pressure is shown in Fig. 9. It can be seen from the
picture that at the same inlet oil pressure, the smaller the oil film thickness is, the
greater the oil film bearing capacity is. Also, under the same oil film thickness, the
higher the inlet oil pressure is, the larger the bearing capacity is. When the input
pressure is 2.8 MPa, oil film thickness is 38, 41, and 44 μm corresponding to the
F as 8050, 7340, and 6690 N. When the pressure increases to 3 MPa, the
F increased to 6.8, 5.6, and 5.4% correspondingly. When the pressure increases to
3.4 MPa, F increased to 10.5, 8.9, and 7.8 %, respectively.

Fig. 6 Oil film temperature field contours

Fig. 7 Relationship of
thickness and temperature of
oil film
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4 Summary

By using the ANSYS CFX software, the simulation models of hydrostatic slide oil
pad under different thickness are established, and then, the temperature fields and
pressure fields can be obtained. The simulation results show the respective highest
temperature is 26.2 or 24.7°C with a lubricant film thickness of 19 or 22 μm, and
the higher the oil film is, the thinner the temperature is. At the same inlet oil
pressure, the smaller the oil film thickness is, the greater the oil film bearing
capacity is. Under the same oil film thickness, the higher the inlet oil pressure is, the
larger the bearing capacity is. When the oil film thickness is 40 μm, the inlet oil
pressure is increased from 2.8 to 3.4 MPa and the oil bearing capacity increased
from 7510 to 8240 N accordingly. The research results can provide the basis for the
optimization design of guide.

Fig. 8 Film surface pressure distribution

Fig. 9 The relationship
between film thickness and
bearing capacity under
different pressures
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Study on Fuzzy Classifier Based
on Genetic Algorithm Optimization

Qian Gao and Nai-bao He

Abstract Most of the fuzzy classifiers are created by fuzzy rules based on tran-
scendent knowledge or expert’s knowledge. In mountains of the existing data, it is
difficult to obtain transcendent knowledge and then more difficult to obtain fuzzy
rules. To solve this problem, a new way for creating fuzzy classifier based on GA
for a classification problem of quantitative attribute is proposed in this paper, which
consists of a set of fuzzy rules generated according to the attribute of the classified
objects, then choosing the optimal fuzzy rules subset forming the classifier by the
genetic algorithm to reduce the number of rules and improve the classification
accuracy. The result of data simulation was applied to the iris with better effects.

Keywords Fuzzy classifier � Genetic algorithm � Optimization � Pattern
classification

1 Introduction

The use of fuzzy systems for pattern classification is an alternative to other tradi-
tional recognition techniques. A fuzzy classifier is capable of accounting uncer-
tainties and as such has the potential of performing well for classification
applications. The genetic algorithm has many successful applications in the data
mining, but the most typical one is the classifier which is proposed by Holland
based on the bucket algorithm [1–5]. In the understanding accuracy and speediness,
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the classifier performs very well. Many people put forward the hybrid classifier by
combining the genetic algorithm and the other machine-learning techniques after
Holland. Usually in the classification problem, the genetic algorithm is used to
extract and choose the important attribute and give up the secondary and extra
attribute. For classification problems, the size of the attribute collection belonging
to the classified objects will affect the secondary and extra attribute. For classifi-
cation problems, because the size of the attribute collection belonging to the
classified objects will affect the accuracy and the processing time of the classifi-
cation, it will also affect the size of required sample set in constructing classifier [6–
10]. Choosing the important attribute can improve the quality of the classification
results. Avoiding the other secondary attributes may cause some unnecessary
negative effects. But it is nearly impossible to construct the completely accurate
classifier, where an important reason is that it is always unavoidable to contain the
uncertainty and fuzziness in the data of the objects to be classified and the training
sample data constructing the classifier are usually insufficient. In order to deal with
this kind of the problem better, introducing fuzzy set theory in the classifier is
naturally thought of, and that can achieve easier knowledge expression and better
comprehension.

In this paper, a fuzzy classifier design using GAs is proposed that enables the
extraction and optimization of all the necessary fuzzy classifier parameters from the
training set. On the one hand, the combination of fuzzy set theory and genetic
algorithm can be defined the new individual encoding way and the new genetic
operators, and it can control the parameters of the evolutionary process; on the other
hand, it can learn and adjust the parameters of the fuzzy set to improve the structure
of the fuzzy rules and to improve the capability of the control systems. The
Madanny-type fuzzy rule is decomposed into a set of fuzzy rules sets. In the each
rule, the antecedent constituted only by a attribute and the consequent constituted
by the belonging class, assigning some effectiveness factors for the rule according
to the training sample data at the same time; then optimizing the rule sets consti-
tuted by fuzzy rules above with the genetic algorithm, to get a favorable classifier
having less rules, involving less attributes and having better comprehensibility.

The rest of this paper is organized as follows. In Sect. 1, we briefly review basic
concepts of fuzzy system structure. In Sect. 2, we present a method of knowledge
acquisition. In Sect. 3, we propose optimizing the fuzzy rule set with the genetic
algorithm. The conclusions are discussed in Sect. 4.

2 Fuzzy System Structure

Fuzzy set theory originally proposed by Zadeh provides a general way to cast
knowledge about a process in the form of linguistic IF–THEN rules. Fuzzy logic is
composed of fuzzy sets and fuzzy rules. For the classification problem of numerical
attributes, first performing the normalization process to each attribute and defining 7
fuzzy rule subsets in the interval [0, 1] correspond to the language value positive
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big (PB), positive middle (PM), positive small (PS), zero (O), negative small (NS),
negative middle (NM), and negative big (NB). The each fuzzy subset is described
with the triangular membership functions in Figs. 1 and 2. To be able to deal with
the predefined class represented by a symbol, the class will be represented with the
corresponding integer value. The membership function of e and ec is given as
follows:

In this work, a type of fuzzy model known as Mamdani model is used. In this
model, both fuzzy premise part and consequence part are represented in linguistic
terms. A typical fuzzy rule used under this scheme has the following structure:

IF x1 isA1 AND x2 isA2. . .AND xn is An THEN y isBj

where the input variable xi and output variable y have fuzzy sets Ai and Bj,
respectively.

If a fuzzy system has M rules, then the output ŷw is the sum of weighted rule
consequences.

Fig. 1 The membership function of the parameter e
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ŷ ¼
PM

i¼1
riaiyi

PM

i¼1
riai

ð1Þ

where ri is the weight of rule i, ai is the firing strength of input pattern x on the
premise of rule i, yi is the contribution of rule i, and M is the number of rules.

3 Knowledge Acquisition Method

The training sample is xm ¼ ðxm1 ; xm2 ; . . .; xmmÞ and the class is ym 2 1; 2; . . .;Wf g.
The structure of fuzzy rules is as follows:

RuleRk
ij : if xi isXij then class ¼ W with influence-w

ij ¼ uw
ij

Fig. 2 The membership function of the parameter ec
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where w = 1, 2, …, W; W is the number of the predefined classes; j = 1, 2, …, 7,
which have affected the definition of uw

ij as the following.

uw
ij ¼

PM

m¼1
lxijðxmi Þym

PM

m¼1
ym

¼ 1
M

XM

m¼1

lxijðxmi Þ ð2Þ

where n represents the class determined by the attribute i and the language value
j and there is the ym = n, where M is the number of the records belonging to the
class n in the training sample data set.

Above all, a data set with n attributes and w predefined classes can generate an
initial rule set consisting of seven rules after the process above.

The class of a new object (x1, x2, …, xn) is classified according to the following
steps:

1. Examining each rule of the fuzzy rule sets generating from the section above,
calculating the membership degree of the samples to be classified to its ante-
cedent fuzzy subsets, and merging the impact factors of the fuzzy rule corre-
sponding to the same class with the following formula:

-w
i ¼

PM

m¼1
lxijðxiÞuw

ij

P7

j¼1
lxijðxiÞ

ð3Þ

To each class, -w
i can be achieved by merging the above formula with the

following formula:

-w ¼ min -w
i ji ¼ 1; 2; . . .; n

� � ð4Þ

2. Making -w taking the peaked w, that is the class the sample belonging to
3. Genetic operators.

Due to integer-encoding and use of the representation schemes discussed earlier,
these operators are different from their counterparts used in general binary-encoded
fuzzy approaches.

A genetic algorithm is a well-known method to optimize an objective function
with linear or nonlinear constraints. It is a stochastic global search technique, in
which the derivative evaluation of the error function is not required. There are four
GA operators which is mutation, crossover, reproduction, and survival of the fittest.
Due to integer-encoding and use of the representation schemes discussed earlier,
these operators are different from their counterparts used in general binary-encoded
fuzzy approaches.
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The parameter setting of the genetic algorithm

where Q(t) is the population, N is the population size, and t is the times.

4 Optimizing the Fuzzy Rule Set with the Genetic
Algorithm

Genetic fuzzy system involves learning and tuning process. It is difficult to dis-
tinguish between the two.

GA can be employed to generate fuzzy rules and adjust membership functions of
fuzzy sets. There are many attributes describing the objects in the actual problems,
and it is not appropriate to use the all the rules of the initial rule set achieved from
above to a new object to be classified. The reasons are as follows:

1. Too many attributes inevitably causing larger initial fuzzy rule set, and that will
add the unnecessary processing time in the classification.

2. If some attributes are secondary, then they will have lower impact factors and
may cause the negative impacts to the classification.
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So it is necessary to optimize the initial fuzzy rule set achieved above and choose
the optimal or suboptimal fuzzy rule set. Using the genetic algorithm to choose the
fuzzy rule set with higher classification accuracy and smaller fuzzy rule set is very
important.

5 Conclusion

In this work, a classifier consisting of the fuzzy rules and optimizing the initial
fuzzy rule set with the genetic algorithm to get the streamlined fuzzy rule set has
proposed. The genetic rule-base learning from predefined rule base and adaptive
evolutionary algorithm with simplistic binary coding scheme managed to exploit
the potential of optimization with ease of understanding that facilitated the rules
optimization for semi-expert judgment automation in software project management.
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Research on Automatic Identification
of Color and Classification Applied
to Electric Online Monitoring

Yi Zhang, Feng Zhang, Bin-quan Zhu and Lv Tang

Abstract Rapid development of unattended substation requires that computer
image recognition technology should be applied to power system more imminently.
This paper analyzes the advantages of applying fuzzy pattern recognition technique
to electric online monitoring image color identification and classification, and
proposes a new method. Firstly, the algorithm acquires all kinds of identification
color center based on sample learning sets given by experts; then, it introduces
fuzzy c-means (FCM) clustering method and connected graph traversal technique.
Based on the identification of color membership of pixel’s corresponding color
pattern and color’s no-mutation rules, this paper comprehensively analyzes the
whole image to form each color pattern and obtain the color identification results of
each area. This method is prevalently instructional to similar color automatic
identification.

Keywords Electric power � Online monitoring � Color � Fuzzy mode identifica-
tion � Connected graph traversal

1 Introduction

With the expansion of grid size and increase of work efficiency, unattended sub-
station, as an advanced substation management mode, is applied more widely [1, 2].
Based on traditional remote sensing, remote communication, remote control, and
remote regulating, remote viewing is utilized in unattended substation to monitor
inside place, main equipment, operation status, and important parameters. Remote
viewing is directly visual and easy to handle. However, monitoring with manpower
for straight 24 h is very unscientific; in particular, unattended substations use
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centralized monitor technology that several monitors have to supervise ten or even
more than one hundred substations [3]. In this operation mode, it cannot satisfy
modern grid development if remote viewing system only adapts and transfers sub-
stations’ image signal. If remote viewing system can utilize computer image iden-
tification technology to fully adapt color, texture, shape, and change of images and
online intelligence compare by criterion of experts knowledge base, according to
actual work environment of substations. Hence, it can dynamically capture abnormal
operation conditions of substations, send warning signals, and help monitors with
accident treatment. This not only saves human sources but also lays the foundation
of finding out abnormal conditions of substations. In recent years, online monitor
system based on image processing has been applied successfully in many areas [4].
Compared with other businesses, it is a little lagging because the research on image
analysis and abnormal discriminant method of substations with complicated back-
ground is not systematic or mature enough. Automatic color identification is a very
important application of image processing in power system [5]. This paper proposes
an innovative clustering method which realizes color identification and classification
of monitor image based on connected graph traversal. Meanwhile, considering that
substation image fuzzy treatment because of distortion and noise in industrial
environment matches fuzzy theory spirit, therefore, fuzzy c-means (FCM) clustering
method is introduced to increase applicability and robustness. Examples illustrate
that this method is not only flexible in treatment but also accurate in identification.

2 Overall Framework System

Substation real-time monitor system based on automatic image identification
increases automatic monitor level. This design adds image analysis and identifi-
cation functions to background monitor computer based on present video monitor
system, while present industrial CCD camera, monitor system, and communication
mode do not need to be changed. The overall structure of power equipment online
monitor system based on automatic image identification is shown in Fig. 1.

Substation 
Equipment

Substation 
Equipment

CCD
Acquisition

CCD
Acquisition

Multi-
Channel 

Data 
Acquisition 

Card

Monitor 
Computer

Master 
Computer

Network

D
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Monitor

Mouse/Keyboard

Printer

Alarm

Operators 
User 

Interface

Fig. 1 The overall structure of the substation remote video monitor and analysis system
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As acquisition device of image online monitor, industrial CCD image sensors are
installed in appropriate places near power device in substations. They transform
substations’ operation conditions to optical signals and input to monitor computers
as static images after digital cameras treatment. When monitor computers find
abnormal condition changes occur in substations, the system realizes constant
image acquisitions by calling instructions. Then, it sends alert and uploads the
abnormal images to the master computer by communication network and reminds
monitors to view and analyze the images. The system core is monitor computer
which is in charge of the whole process of image acquisition, pretreatment, auto-
matic identification, intelligent analysis, and transform. To save resources, only
when substations operate abnormally, monitor computers send images to master
computers, otherwise do not.

3 System Disposal Process

The concrete process of computer automatic image identification and treatment is as
follows: remove interruptions and increase image quality with substation image
pretreatment. Based on substation operation image feature algorithm, compare and
identify characteristics to estimate the operation conditions of power device.
Computers and database exchange data information constantly in image identifi-
cation. Compare benchmark image in database and historical images to conform
present image changes and estimate operation conditions of substations. If sub-
stations are normally operating, monitor computers switch channels at regular time
to monitor, identify, and analyze substations and store normal images in database. If
substations are abnormally operating, monitor computers identify hidden troubles
and send warning signals. Meanwhile, monitor computers switch display channels
to abnormal device images automatically and constantly sample abnormal images.
The abnormal images will be stored in database to be viewed and analyzed by
professionals, and the concrete process is shown in Fig. 2.

From Fig. 2, the core of image processing is identifying all image characteristics
and comparing themwith expert database to estimate substation operation conditions.
The main characteristics of images include color, shape, and texture. Undoubtedly,
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Fig. 2 The flow diagram of the substation remote video monitor and analysis system
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color is very important in automatic identification and processing. In substation online
monitoring, devices’ phase, type, and class of workers (by identifying the color of
safety helmet) are distinguished by color. Based on the online monitor characteristics
of power images, this paper proposes an automatic color identification and classifi-
cation algorithm, the starting point ofwhich is that substation typical colors haveRGB
color center and range, respectively, and these color centers can be obtained by expert
classification and statistics. In real-time monitoring, to realize color mode identifi-
cation and automatic classification, making color class center as constraint and
making single pixel as operation unit, every typical color class center’smembership of
this pixel color mode is calculated. Traditional classification utilizes “biggest mem-
bership,” that is, classify pixel points to biggest membership color, without consid-
ering this point’s membership to other color class, which cannot fully take advantage
of clustering results. This paper improves it by introducing FCM clustering method
and taking advantage of connected graph traversal algorithm to design multilayer for
fuzzy processing, according to image color no-mutation and mutual connection. It
classifies substation monitor image color mode and meanwhile obtains color distri-
bution which utilizes fuzzy membership’s rich information and increases algorithm’s
noise resistance and robustness.

4 The Learning of Typical Device Color Class Center

With several examples of substation images from hardware acquisition device, pick
all the device color class learning set of typical area under experts’ guidance. The
class center is calculated by statistics. Average the sum of R, G, and B component
values’ corresponding R, G, and B component values of learning set, and Eq. 1 is
obtained [6–8].

meanðRÞ ¼
PN

i¼1
Ri

N
; meanðGÞ ¼

PN

i¼1
Gi

N
; meanðBÞ ¼

PN

i¼1
Bi

N
: ð1Þ

The standard deviation is as follows:

stdðRÞ ¼
XN

i¼1

½Ri �meanðRÞ�2; stdðGÞ ¼
XN

i¼1

½Gi �meanðGÞ�2;

stdðBÞ ¼
XN

i¼1

½Bi �meanðBÞ�2
ð2Þ

where N is the number of color class learning sample set and mean(R), mean(G),
and mean(B) are class center R, G, and B component values. Several typical device
color class centers are obtained, such as close-to-red mutual inductor, gray trans-
former, yellow (A phase), green (B phase), red (C phase), white safety helmet
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(leaders), blue safety helmet (managers), yellow helmet (builders), and red safety
helmet (outsiders). The next step of these color class centers will be used to instruct
monitor images’ color identification.

5 Calculation of Pixel Membership

To obtain the corresponding typical color class center’s membership of any monitor
image pixel, FCM clustering is utilized for the base of pixel color classification and
full image color pattern.

Fuzzy c-means (FCM) clustering method adopts clustering criterion function as
error quadratic sum function. Set

X ¼ x1; x2; . . . xk; . . . xnf g is a limited sample set, and FCM mini-
mizes clustering criterion function (Eq. 3).

Jm ¼
XC

i¼1

XN

j¼1

uji
� �m

xj � wi

�� ��2 ð3Þ

W ¼ w1; w2; . . . wi; . . . wcf g means there are C clustering center sets,
�k k is Euclidean Distance, m is fuzzy index (1 ≤ m < ∞), and membership matrix

U ¼ uji
� �

satisfies.
Traditional FCM is completed by iterative optimization to objective function Jm;

take a derivative of wj and uji by Jm, make it 0, and substitute into
PC

i¼1
uji ¼ 1.

uji ¼
1

xj�wik k2

� � 1
m�1

PC

i¼1

1
xj�wik k2

� � 1
m�1

ð4Þ

wi ¼

PN

j¼1
ðujiÞmxj

PN

j¼1
ðujiÞm

: ð5Þ

Hence, the specific steps are as follows:

1. Given category number is C, parameter m, allowable error Emax, t = 1;
2. Calculate WðtÞ ¼ w1; w2; . . . wi; . . . wcf g by Eq. 5;
3. Calculate new membership matrix Uðtþ 1Þ ¼ uji

� �
;

4. Calculate error D ¼ max Uðtþ 1Þ � UðtÞk k;
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If Δ > Emax, return to step 2 or go to the end.
According to the characteristics of substation image identification, all kinds of

color class centers are obtained based on sample learning set from experts in
advance. When optimizing FCM objective function, all the fuzzy classification
results can be acquired better by introducing fixed class center. Because when class
center is fixed, Eq. 4 is the optimal solution of objective function Jm. Therefore, the
fixed FCM algorithm of class center can be simplified as follows:

1. According to the characteristics of learning sample set, calculate class centers by
Eq. 1;

2. Calculate membership matrix by Eq. 4 to get membership;
3. Remove fuzziness from membership matrix and get classification results.

Fixed FCM algorithm of class center does not need iteration, and the optimal
solution can be obtained directly in constraint. In traditional FCM algorithm, class
center is obtained by iteration step by step and the attribute needs to be explained
more to meet people’s habits. While in this paper, the FCM algorithm learns
experts’ sample set to obtain clear manpower classification and the results do not
have to be explained anymore. Because when device experts classify typical image
colors, they have the impressions of typical device colors. Identification process is
comparing all the typical colors of monitor images and picking a best-match one.
This process matches fixed FCM algorithm of class center so it is better than the
traditional one.

6 Pixel Classification and Analysis of Monitor Image

After previous FCM classification, the result is unknown monitor image about all
typical color class membership matrix U = {uji} which includes every pixel point’s
membership of monitor image. To make sure every pixel point classification and
every area classification of whole image, fuzzy treatment is necessary. The common
way is determining object’s classification by maximum membership. This way is
simple and convenient but cannot fully take advantage of FCM results for more
optimal classification.

To solve this problem, according to fuzzy math idea, this paper proposes that
define a pixel as fuzzy point, if its maximum membership value is not 20 % bigger
than the second maximum one. Experiments indicate that the noise in images is
usually a fuzzy point, and the result might be wrong if the classified by the com-
bination of point operation (classification only depends on FCM result) and max-
imum membership. The method in this paper significantly removes noise effect and
increases the accuracy of noise classification results by introducing neighborhood
calculation.

In the acquisition process of unit pixel classification, neighborhood attribute and
the characteristic of image color will not mutate and the pixel points belong to same
color class will connect as an area with same color.
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To make connected graph traversal correct, the pixel points have three statuses in
calculation: (1) process completion—this point has clear color mode classification;
(2) processing—this point has been traversed, but no clear classification; and (3) to
be processed—this point has not been traversed, and classification still unknown.

The algorithm defines a present color process stack which divides and isolates
the same color area. The first element in stack is the clear non-fuzzy point of color
class.

Based on these three pixel statuses, stack processing function and connected
graph traversal remove fuzziness treatment by neighborhood operation, and whole
device image information calculation method is designed as below:

Step 1: The original status of pixel point is unprocessed. Make the upper left
corner pixel point the first to be processed which determines whether it is
an unprocessed non-fuzzy point. If it is, set this point status unprocessed
and the color mode belong to its maximum membership class. Press the
present process class and jump to step 2, otherwise continue to search
unprocessed non-fuzzy points from up to down and left to right. If no
non-fuzzy points are found when scan is over, then scan from the begin-
ning again. Classify the unclassified fuzzy points by step 3 until all pixel
points are classified and whole image color information is obtained.

Step 2: If stack is empty, the areas belong to present color class have all been
traversed and then return to the last scan position of step 1 to go on
searching non-fuzzy points, otherwise pull out of stack. If this point is
fuzzy, jump to step 3, otherwise determine whether this non-fuzzy point
belongs to present class. If it does, set this point status process completed.
This point belongs to its membership’s maximum class. Starting from this
point, scan unprocessed pixel point (marked as unprocessed) in around
3 × 3 area from up to down and left to right. Press those points in stack
and continue step 2.

Step 3: When the present point is fuzzy, determine whether there are unprocessed
points around its 3 × 3 area. If there is, set the present point unprocessed
and press it and other unprocessed points around in stack again to execute
step 2. Otherwise combine its neighborhood color class certain pixels
(pixels still in processing are not considered) to decide the category.
Specific judgment collects all pixel color class information (this point is
counted with its biggest membership color class) in 3 × 3 area around
from the beginning of this point. The color class has the most pixels is this
fuzzy point’s category. If two classes have the same numbers of pixels,
then this fuzzy point’s biggest membership class will be its category. Set
this pixel unprocessed and go to step 2.

Step 4: Count the number of pixels in all color classes in all areas and define the
color class with the most pixels as the typical color class for further
analysis and judgment.
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From the algorithm above, it is found that introducing fuzzy point neighborhood
judgment and connected graph traversal classifies pixel color mode class of monitor
images better and meanwhile obtain all color class area information rapidly.

To test the effectiveness of this method, we send 317 typical monitor images of
test substation in the program based on C++. The comparison between results of
expert’s judgment and computer automatic recognition is shown in Table 1, which
indicates this method has better recognition to online monitor image automatic
classification of substations.

7 Conclusions

Applying computer image process and intelligent identification technologies to
online monitor image identification and analysis is a new method to remote monitor
substation operation status. This paper innovatively proposes a color automatic
identification and classification method applied to power online monitoring by the
research on the characteristics of power online monitor image color identification.
This method introduces fuzzy pixel neighborhood judgment and connected graph
traversal based on calculating monitor image pixels’ membership to every typical
color with improved FCM algorithm. Single pixel’s class and the whole image area
color information can be obtained more accurately and rapidly with this method
which is prevalently instructional to similar color automatic identification. The
research will concentrate on solving the problems of low quality of image, missed
or false report due to camera focus inaccuracy. With the development of computer
and monitor technology, improvement of image processing, and identification
algorithm, image processing and identification technologies will be researched and
applied further in power online monitoring which will influence future power
monitor and control technology profoundly.
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Design of Control System for an Intelligent
Closestool

Shuyun Zhu, Yan Chen, Hanhan Wang and Fangjuan Xie

Abstract In order to relieve the burden of nursing care for the patients or the
elderly, a control system for intelligent closestool is designed for a wheelchair-bed.
The hardware and software of the control system are implemented on atmega128.
This developed control system has been applied in a class of closestool products. It
has functions of autoup and down, auto flip, auto-induction for urine and stool,
cleaning and drying, antifouling and ozone deodorization, silencing, and LCD
display indication of the clearing process displayed and with voice prompt. Also,
the temperature and water and wind pressure can be adjusted. The system is
intelligent, humane, easy-to-use, and healthy and hygienic in use.

Keywords Intelligent closestool � Atmega128 � PWM control � Step-motor

1 Introduction

Intelligent closestools are used for medical care and elderly care. The function is
unitary. Parallel with the high-tech development of microcomputer digital pro-
cessing systems, nanomaterials, and lasers, etc., intelligent closestools, featuring not
only intelligence, consistent with humane conditions, but also health, comfort, and
environmental protection, are appearing on the market. In addition, this device t has
functions such as of cover heating dry, warm water wash, warm wind, antifouling
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deodorization, sterilization and so on. It conforms to the development trend for
toilets to meet future human conditions.

Although there will be a large market space, at present, mainly imported
products have appeared on the market. They are expensive and rarely offer
mobility. The closestool designed in this paper is primarily connected to the nursing
bed. It delivers a great convenience to patients and especially to the elderly.

2 Functions of the Closestool Control System

The closestool designed in this paper can provide a comprehensive nursing care to
manage processing of the patient’s stools and urine in bed. The design includes
functions such as auto-up and -down cover, auto flip, auto cleaning, warm water
washing, warm air drying, anti-fouling deodorization, and, during washing, the
water pressure and temperature can be adjusted, as well as the water temperature,
air temperature, overheating protection, voice prompt, etc [1–6].

3 System Working Process

The system can detect the patient’s defecation by sensor. The closestool can
immediately shatter and extract feces and urine stored in sludge storage box; then,
valves of various kinds are opened in turn, to clean private parts, hips, and the
closestool interior; finally, the nozzle also functions to dry the hips and private
parts, using warm air drying in real-time. Spanning induction, suction, cleaning,
and drying, the whole process has been realized through automatic intelligence, so
that the user can keep dry and clean. Thus, the related nursing problems are solved
easily. In addition, the intelligent closestool also has the functions of double
deodorization and sound attenuation, which maintains a therapeutic environment in
bed.

4 Overall Design for the Control System

The Atmega128 is used in the system as the core control chip. This employs an
eight series single chip microcomputer produced by the ATMEL company. It is a
product of the highest configuration of single-chip microcomputer. It realizes
control of the peripheral equipment, such as solenoid valves, the motor, heating
device, liquid crystal display and the voice prompt [2, 3], by cooperating with the
corresponding peripheral driving circuit and gathering all kinds of sensor signals in
real-time through the input signal of sensor, buttons, etc. The control system’s
overall design block diagram is shown in Fig. 1.

744 S. Zhu et al.



5 The Main Module Design for the Control System

5.1 Master Control Module

Considering the requirements of the actual functionality and performance,
Atmega128 is be used as the control chip, which is a high-performance, low-power
CMOS 8-bit microcontroller based on the AVR enhanced RISC architecture,
non-volatile program and data memories. Also, it is rich in peripherals, e.g., two
8-bit PWM channels, six PWM channels with programmable resolution from 1 to
16 bits, 8-channel, 10-bit ADC, 53 programmable I/O lines, etc. Consequently, it
can fully accomplish control for multiple input and multiple output systems.

5.2 Sensor and Detection Module

There are many sensors used in the system. According to the signal types, they can
be classified into four categories: high-low level electrical signals, square wave
signals, digital signals and analog signals. There are six high-low electrical level
signals: the sensors for water tank high and low liquid levels, a leak sensor, the
sensor assembly, a dirt sensor, and the closestool liquid level sensor.

There are three square wave outputs, namely, the high and low liquid level
sensor of the water tank and the urine sensor. Also, there is one digital signal
output, for water temperature in water tank, and 1 there is one analog signal for the
air-pressure sensor in air box.

Fig. 1 Structure of the control system
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The high-low level electrical output sensor (high and low liquid level sensor of
the water tank, etc.) employs an isolation liquid level sensor for all functions. They
are non-contact, have high-low electrical levels of output and can directly connect
with MCU. The peripheral circuit is simple. In addition, dirt detection is done with
an infrared sensor.

Square wave detection is used by the square wave signal sensor (the urine
sensor, et al.). It has good electrical conductivity in these locations. One can use
only anti-corrosive materials as electrodes, which can directly detect on and off
conditions. To prevent false detection, square wave excitation and detection can be
used.

The water-temperature sensor for the water supply tank uses the 18B20, which is
an integrated digital output sensor.

The air-pressure sensor for the air box uses a common negative-pressure sensor,
which accesses the PF0 (ADC0) of the Atmega128.

5.3 The Control of the Water Pump, Air Pump and Seven
Outputs in the Electromagnetic Valve Module

A brushless DC motor with 24 V/120 W is used for water pump, uses CMOS tube
drive mode, on both ends and a 0.1 μF capacitance, which can prevent the water
pump from suddenly stopping to work on the CMOS high voltage pulse. The input
of the pump connects to the PB5 port of the single-chip microcomputer, which
forms the PWM wave to control the pump. The pulse width is adjusted.

An AC motor with 220 V is used for the air pump, employing an optical coupler
and a bidirectional thyristor drive. The supporting pressure of the bidirectional
thyristor should be greater than 600 V. The input of the pump connects with the
PB6 port of the single-chip microcomputer, which forms the PWM wave to control
the pump. The pulse width can be adjusted.

There are seven outputs of electromagnetic valves for the system, including three
water valves and four air valves. According to different quantities of water, elec-
tromagnetic valves with different power were used. So, there are two driving cir-
cuits: a high-power CMOS tube drive mode and low-power triode drive mode,
which connects in turn to the MCU pin PA1–PA7.

6 Control System Software Design

In order to make the system’s software feature portability, maintainability, and
extendibility, the programs are written with the C language. Based on the modular
design method, the programs include primarily the main program, a stool flushing
subroutine, a urine washing subroutine, etc. This system can realize the two functions
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of being either automatic or manual. In order to simplify the length of this paper, only
the automatic process is introduced only. Information on the other, manual process
can be consulted. According to the functional classification, the automatic washing
process can be divided into two parts: stools cleaning and urine cleaning.

6.1 Main Program Design

The function of the main program is to complete the initialization work of SCM,
and to realize the control function of the system by calling up the subroutine.
Automatic button will be detected when pressed. If pressed, the machine goes into
the automatic cleaning process. The software flow diagram is shown in Fig. 2,
including the processing of stools and urine, cleaning, and drying, and then it
returns to the ready state to continue detecting.

Fig. 2 Diagram of the main program for automatic mode
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6.2 Subroutine Design for Stool Cleaning

The stool flushing process is divided into several stages: induction defecate, stool
cleaning for the first time and a second time, (with a one-minute pause in between),
cleaning the anus, the private parts and buttocks for the first time, and then, a
second time, cleaning the urinals, drying the private parts and buttocks, and drying
the back.

6.3 Subroutine Design for Urine Cleaning

The urine cleaning process entails: pouring of salt water, strong suction, cleaning
the anus, private parts and buttocks, cleaning the closestool, drying the private parts
and buttocks, and dry the back. The whole process is similar to stool cleaning.

7 Experimental Results

SPI is be used to communicate with atmega128 and the ISD1730 voice prompt.
An operation scheme, which is stable and reliable, was developed after many

experiments. The key design of the control system is embodied in the following
schematic aspects: (1) strict logic sequence for the control system; (2) multi-channel
sensor signal acquisition and processing; and (3) complex design for power man-
agement system.

In the design of hardware system, the large-current driver modules are separated
from the control board. For example, since the water pumps and air-pump drive
circuit is complex, the current of the drive circuit for water heating, air heating
current and electromagnetic valve, etc., is too high. So, it requires a reasonable
allocation of power management and a reasonable design that is convenient for
commissioning; The sensor signals requires sharp classification and processing
circuit also must be clear, especially in regard to the stool and urine detection, as
well as the liquid level and leak-detection signal sampling, in order to provide
timely warning.

In software design, reasonable allocation for the MCU resources and requests
strictly for the control-system logic sequential when programming are mandatory.
Especially for control of the water valve and air valves, one must pay attention to
“open the valve, and then drive pump; first close pump, then close the valve”,
otherwise it’s easy to cause serious pipeline failures.
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8 Conclusion

The functions of the intelligent toilet designed in this paper are reasonable and have
been already basically realized. Some individual functions will be improved and the
entire system also needs to be improved. Due to the necessary parallel advances in
social acceptance and public information along with networked and intelligent
implementation, these devices will enter market gradually, including for use in
hospitals, nursing homes, and people homes: Undoubtedly, they are a great help to
people with disabilities and to bed-ridden patients to achieve a better life.
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Research on Damage Assessment
of Corroded Oil and Gas Pipelines
Based on Fracture Mechanics

Rujun Wang and Shujiao Tong

Abstract Generally, oil and gas pipeline is made of carbon steel, alloy steel and
other metal materials. The biggest threat to the integrity of the oil and gas pipeline is
the presence of corrosion. Corrosion will happened when the metal pipeline is
affected by chemical or electrochemical attack, or microbial reaction with its
environment. With the increasing of the service time, the corrosion of the oil and
gas pipelines has become more and more serious. The wall thickness of the cor-
roded pipeline will be lessened and that may lead the decrease of the strength of the
pressurized pipeline. Thus, a leak may be happened at the corrosion area if the
actual operation pressure of the pipeline is larger than the maximum safe pressure.
So it is significant to study and assess the damage condition of the corroded oil and
gas pipelines. Based on the theoretical foundations of fracture mechanics, the
mathematical model for the failure pressure of corroded oil and gas pipelines was
built in this paper firstly. And then, the corrosion damage level of the pipeline was
divided into 3 grades according to the ability of the corroded pipeline. Furthermore,
20 corroded pipes were selected to study the damage assessment. The maximum
safety operating pressure and damage level of each corroded pipe were carried out
by applying the proposed mathematical model in the paper. As a result, the com-
putational data were closed to the experimental data. The corrosion damage level
and repair plan of the twenty pipes were discussed, and there were three pipes need
to repair immediately. The results show that the proposed method can well assess
the corrosion degree of the oil and gas pipelines with defects and can provide a
scientific basis for the safe operation and emergency management of the oil and gas
pipelines enterprise.
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Keywords Damage assessment � Failure pressure � Oil and gas pipelines �
Corrosion

1 Introduction

Pipeline has become one of the most safe and effective way for the transportation of
oil and gas. Generally, oil and gas pipeline is made of carbon steel, alloy steel and
other metal materials. With the increasing of the service time, the corrosion of the
oil and gas pipelines has become more and more seriously for the surrounding
environment and the materials conveyed in them. The oil and gas pipeline will be
corroded and become more and more thinning, that will reduce the bearing capacity
of the oil and gas pipeline. The corroded pipeline may be prone to leak or rupture if
its corrosion defect expands to a certain extent. Once leaked, the oil and gas may be
spilled out and caused the accidents causing heavy casualties and property damage
such as fire, explosion and pollution unfortunately [1]. According to statistics, many
oil and gas pipeline accidents were happened since 2000 in China [2]. Therefore, it
is significant for the oil and gas pipeline enterprise to detect the corrosion of the
pipeline, predict the residual strength and assess the damage level of the servicing
pipelines. Enterprise can make the correct risk strategy for the pipeline enterprise.
The research on the corroded pipeline is important for the safety operation and
emergency management of oil and gas pipeline enterprise.

At present, many researches have been done to predict the failure pressure of the
corroded pipelines. B31G, DNV RP-F101, PCORRC, and finite element method
are widely used in the assessment of the residual strength of corroded pipeline [3–
6]. Because the failure mechanism of corroded pipeline is the burst failure, the
failure pressure analysis is the basis of the assessment of the residual strength of the
pipeline with defects. So based on the theoretical foundations of fracture mechanics,
the mathematical model for the failure pressure of the corroded oil and gas pipelines
was built in this paper firstly. And then, 20 corroded pipes were selected as a case
study to calculate the maximum safety operating pressure and assess the damage
level by applying the proposed mathematical model. Furthermore, the corrosion
degree and repair plan of the selected gas pipes were discussed too. The results
show that the proposed method can well evaluate the corrosion degree of the defect
oil and gas pipeline and can provide the scientific basis for the safe operation and
emergency management of the oil and gas pipeline enterprise.
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2 Method of Failure Pressure for Corroded Pipelines
Based on Fracture Mechanics

Pipeline corrosion defects will be influenced by many uncertain factors, including
defect size, pressure, corrosion rate of growth, yield stress and geometry dimen-
sions. A corrosion defect of the pipeline is shown in Fig. 1. Here, t is the wall
thickness of the pipeline, d is the depth of the corrosion defect and L is the length of
the corrosion region, projected onto the longitudinal axis of the pipeline.

Usually, the pipeline will be under hoop stress. The presence of the defect will
interrupt the normal hoop stress trajectories at the defect and affect the stress
trajectories in neighbouring regions. Hence, there is both stress redistribution and
stress concentration around the defect. This may due to the failure of the oil and gas
pipelines. Based on fracture mechanics, the hoop stress of the corroded pipeline can
be predicted by the following equation [7, 8].

SF ¼ Sflow
1� A=A0

1� ðA=A0Þ=M
� �

ð1Þ

where Sflow is the flow stress of a material, MPa; A is the projection area of the
defect, m2; A0 is the wall area at the defect, m

2; M is the Folias coefficient; and D is
the diameter of the pipeline.

The parameter A is a key parameter to determine the hoop stress. From the
parabolic area, rectangular area to the effective area, some methods have been
proposed by researchers. In addition, the flow stress Sflow is related to the yield
stress of the materials made for the pipelines. It is related to the mechanical
characteristics and operating conditions of the different materials. There are at least
three relationships for its description in the existing literature.

For the common carbon steel, the Sflow can be expressed as follows [9]:

Sflow ¼ 1:1� SMYS ð2Þ

where SMYS is the minimum yield stress of the pipe material.
For the common carbon steel and low-alloy steels whose minimum yield

strength is less than 483 Mpa, the Sflow can be expressed as follows [10]:

Sflow ¼ SMYSþ 68:95 ð3Þ

Fig. 1 A corrosion defect of
the pipeline
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For the common carbon steel and low-alloy steels whose minimum yield
strength is less than 551 Mpa, the Sflow can be expressed as follows:

Sflow ¼ ðSYTþ SUTÞ=2 ð4Þ

where SYT is the yield stress of materials under specified temperature and SUT is
the ultimate tensile stress of the materials under specified temperature.

For pressurized pipeline, if the wall thickness of the pipeline is smaller than the
pipe diameter, and the density of the fluid is low relative to the fluid pressure, then
the failure pressure of the corroded pipeline can be given as follows:

PF ¼ SF � 2tD ð5Þ

Hence, (5) can be transformed into (6):

PF ¼ 2t
D
� Sflow � 1� 0:85ðd=tÞ

1� 0:85ðd=tÞ=M
� �

ð6Þ

The failure pressure of the corroded pipeline is the maximum safe operating
pressure of the oil and gas pipeline. In order to ensure the safety of the corroded oil
and gas pipelines, it is necessary to control the pipeline operating pressure less than
the failure pressure of the pipelines.

3 Damage Assessment Criteria for Corroded Pipeline

According to the ability of the corroded pipeline, the corrosion damage level of the
pipeline is divided into 3 grades, as shown in Table 1.

When the maximum safe working pressure (failure pressure) is greater than
MAOP, the corrosion damage level of the pipelines is 3; when the ratio of the
maximum safe working pressure and MAOP is larger than the pipeline design

Table 1 List of the damage assessment criteria for corroded pipeline

Corrosion
damage level

Repair plan Assessment conclusion

1 Repair
immediately

The corrosion of the pipeline is very serious and should
be repaired immediately

2 Repair within a
limited term

The corrosion of the pipeline is serious; the repair plan
should be formulated or reduced the operating pressure
to the safe operation pressure

3 Monitor The corrosion of the pipeline is not serious; the pipeline
can be used normally. But the pipeline should be
monitored
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coefficient and smaller than 1, the damage level is 2; when the ratio of the maxi-
mum safe working pressure and MAOP is not larger than the pipeline design
coefficient, the damage level of the corroded pipeline is 1.

4 Prediction of Failure Pressure for Selected Corroded
Pipelines

4.1 Parameters of the Selected Corroded Pipelines

In order to study the failure pressure of different steel oil and gas pipelines, twenty
typical pipes with defects are selected to assess the damage degree. The main
parameters of the selected pipeline are shown in Table 2.

4.2 Prediction of the Failure Pressure

According to the above formula and data in Table 2, the failure pressure of each
pipe was forecasted and analysed. The failure pressure and the test results are
shown in Fig. 2.

As shown in Fig. 2, the computational data were close to the experimental data.
The results show that the proposed method can well evaluate the corrosion degree
of the defect oil and gas pipeline and can provide the scientific basis for the safe
operation and emergency management of the oil and gas pipeline enterprise.

4.3 Damage Assessment of the Corroded Pipelines

By comparing the maximum safe working pressure (failure pressure) with the
maximum allowable working pressure, we can make sure of the damage level of the
corroded oil and gas pipelines. The pipeline design coefficient was taken as 0.8.
And then, the damage degree of corroded pipelines can be obtained according to the
damage criteria (see Table 1). The results were shown in Table 3.

As shown in Table 3, there are three pipes with the corrosion damage level 1
needs to be repaired immediately, there is one pipe with the corrosion damage level
2 needs to be repaired in a limited terms, and other sixteen pipes with corrosion
damage level 3 should be monitored to make sure of the safety of the pipeline. The
result of the damage assessment of the corroded pipeline is helpful to the mainte-
nance and management of the oil and gas pipeline.
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Fig. 2 Comparison of computational values with experimental values

Table 3 Assessment result of the selected corroded pipes

No. Corrosion damage level Corrosion degree Repair plan

1 3 Not serious Monitor

2 3 Not serious Monitor

3 3 Not serious Monitor

4 3 Not serious Monitor

5 3 Not serious Monitor

6 3 Not serious Monitor

7 3 Not serious Monitor

8 3 Not serious Monitor

9 3 Not serious Monitor

10 3 Not serious Monitor

11 1 Very serious Repair immediately

12 1 Very serious Repair immediately

13 1 Very serious Repair immediately

14 3 Not serious Monitor

15 2 Serious Repair within a limited term

16 1 Not serious Monitor

17 3 Not serious Monitor

18 3 Not serious Monitor

19 3 Not serious Monitor

20 3 Not serious Monitor
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5 Conclusions

1. A mathematical model has been built to predict the failure pressure of the
corroded oil and gas pipelines based on the theoretical foundations of fracture
mechanics. It is verified that the proposed method can well evaluate the cor-
rosion degree of the defect oil and gas pipeline and can provide the scientific
basis for the safe operation and emergency management of the oil and gas
pipeline enterprise.

2. The corrosion damage level of the No. 11, No. 12 and No. 13 pipes is the first
level; they need to be repaired immediately; the fifteen pipes need to be repaired
in the limited terms, and the corrosion damage level of other pipelines are all 3,
they can be monitored to make sure of the safety.

3. In order to ensure the safety, the operating pressure must be controlled less than
the failure pressure if the corroded oil and gas pipelines are not repaired.
Detection and maintenance of the corrosion defects should be carried out reg-
ularly, and the failure pressure of pipeline corrosion should be predicted
according to the investigation of the corrosion defect.
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The Research on Capacity Rise
Phenomenon of the Cable Line Under
AC Voltage Withstand Test

Geqing Qi, Wenfeng Song, Dan Yuan, Zhuang Qi, Jianing Guo,
Wei Zhang and Lulu Wang

Abstract Capacity rise phenomenon is comparatively prevalent, which induces
abroad attention. But under the tests with alternating voltage, especially to the long
cable line tests, there has not enough recognition. The capacity rise phenomenon is
dismissal, under the tests with alternating voltage to the short line. But to the long
line, the condition is serious. Capacity rise reaches the times of impressed voltage in
the extreme situation, which is unacceptable. The paper analyzes the equivalent
circuit of distribution parameters, to draw the analog simulation conclusion of the
correlative parts voltage response, in connection with ‘long’ and ‘short’ cable under
different frequencies and sheath grounding modes. There are some suggestions at
last.

Keywords Cable line � Distribution parameters � Alternating voltage test �
Capacity rise

1 Introduction

In the commissioning test of high-voltage electric equipment, to aim at testing leave
factory, transportation, field installation, etc., field AC voltage withstand test on
trials is one of the most immediate and effective methods. To make AC voltage
withstand test on capacity trials is at large. Such as doing induced over voltage
withstand tests on transformers and electromagnetic voltage transformers. Also
impressing AC voltage withstand test on current transformers, GIS (contain HGIS,
PASS, GIL), high-voltage power cable, etc. Generally, impressed voltage withstand
tests ignore the influence of capacity rise. Due to the function of distribution
parameters, the phenomenon of capacity rise is valued between the long cable and
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GIL transmission electricity line. If we continue to use the accustomed thought
mode, there will be a problem. Even the hell and gone effect will be man-made.
This paper is in connection with ‘long’ and ‘short’ cable under AC voltage with-
stand test, drawing the analog simulation of the capacity rise. The conclusion has
been made.

2 Capacity Rise Phenomenon in the Power Grid

In the high-voltage power grid, capacity rise phenomenon is common. Capacity rise
is known as capacity effect. Also called a phenomenon, which the voltage drop UL
drives up the capacitive reactance voltage drop UC under the capacity current in the
loop. The loop in which the inductance and capacitance are in series is under the
power supply electromotive force, and the capacitive reactance is greater than the
inductive reactance [1, 2]. In the high-voltage test, test transformer makes AC
voltage withstand test on large capacitive trials. Because of the test transformer
leakage reactance [3], they will bring obvious capacity rise phenomenon to the test
trials. The high-pressure side will have capacity rise, when the electromagnetic
voltage transformer has the induced overvoltage withstand test. The long
high-voltage line with no load can be regarded as a chain loop, which has infinite
inductance–capacitance in series. Capacity effect makes the voltage of the line
higher than the power supply. The voltage is greater, when the point of line is close
to the terminal. If the inductive reactance and capacitive reactance are similar, there
will be a resonance. The voltage of the inductive reactance and capacitive reactance
will rapidly rise [4–8], which is applied well in the series resonance withstand
voltage test.

For the long lossless high-voltage electric transmission line with no load, the
equivalent circuit of distribution parameters is as shown in Fig. 1. In Fig. 1, L0 and
C0 are the inductance and capacitance of the per unit length of the line.

As shown in Fig. 1, we can list the voltage and current matrix expression of x,
which is the distance between the point and the line terminal:

_Ux
_Ix

� �
¼ cos ax j Zc sin ax

j sin ax
Zc

cos ax

� �
_U2
_I2

� �
ð1Þ

Fig. 1 The equivalent circuit
of long-distance electric
transmission line
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If the length of the line is _I, the voltage of the line head end is _U1 and the current
of the line head end is _I1. The expression is as follows:

_U1
_I1

� �
¼ cos al j Zc sin al

j sin alZc
cos al

� �
_U2
_I2

� �
ð2Þ

Due to the open circuit of line terminal with no load, the current _I2 ¼ 0. By the
Eq. (2), the expression of the line head end and terminal voltage is as follows:

_U1 ¼ _U2 cos al ð3Þ

or

_U2

_U1
¼ 1

cos al
¼ e12 ð4Þ

In the Eqs. (1) and (4), ZC ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
L0=C0

p
, a ¼ x

ffiffiffiffiffiffiffiffiffiffi
L0C0

p
, and e12 is the transfer

coefficient of the line terminal. Under normal conditions, al is farness less than 900,
e12 is a little bigger than 1, namely, the rise of capacity is less. But when the line is
long, the situation is worse, and it will be treated seriously.

When the accomplished high-voltage cross-linked polyethylene cable is made
AC voltage withstand test on, the instance is the same as the power supply which
charges for line with no load. When the cable is rather long, the capacity rise
phenomenon of the cable terminal is obvious, the value relates to the length, the
thickness of insulation and the section, etc. (namely, relating to the distribution
parameters). Underside, to make the analog simulation of the ‘short’ cable (the
length is less than 10 km) and the ‘long’ cable (the length is greater than 80 km) on
the AC voltage withstand test. To realize the change of the capacity rise between
the different lengths cable with no load under the alternating voltage.

2.1 The Simulation of Cable Capacity Rise

Using the EWB software to make the analog simulation of the cable capacity rise,
the following condition is assumed: Short, long cable core and outer sheath will be
considered by the distribution parameters. The outgoing lines of any part of cable
outer sheath (if every phase cable is made up of many sections) just join together.
The pressured voltage value of head end cable is constant, and the frequency is
alterable.
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2.2 The Analog Simulation of Short Cable

The equivalent circuit Under 110 kV voltage grade, take the cable whose cross
section is 800 mm2 and the length is 10 km, for example. The distribution
parameters are discount parameters of field measurement (for convenience, unit
parameter chooses 2 km) [9], the voltage application of analog power supply is
1 kV (rms), and the equivalent circuit is shown in Fig. 2.

The voltage of the short cable core terminal follows the frequency variation Use
the three conditions which are cable metal sheath head end grounding, two-terminal
grounding, and terminal grounding. The situation of short cable core terminal is
shown in Fig. 3 by the frequency variation.

In Fig. 3, within 10–400 Hz, the voltage of the cable core terminal is consistent
under the three conditions. The capacity rise is 1 % below fewer than 200 Hz; the
capacity rise is 5 % below fewer than 400 Hz. Over 500 Hz, the voltage of the cable
core terminal is different. With the frequency increase, the capacity rise increases
sharply. When the frequency is 1000 Hz, the capacity rise reaches 48.3 %.

The influence of the supply frequency on the short cable core head end and terminal
phases The simulation result shows that the short cable core head end and terminal

Fig. 2 The analog simulation circuit of short cable

Fig. 3 The situation of short cable core terminal by the frequency variation
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voltage phases are consistent under the different sheath grounding modes within
10–1000 Hz. When the frequency is 50 Hz, Fig. 4 shows the cable core head end
voltage phase oscillograph under the two modes of sheath groundings, and Fig. 5
shows the cable core terminal voltage phase oscillograph under the two modes of
sheath groundings. (The A passageway is head end voltage, and the B passageway
is terminal voltage.)

Figures 4 and 5 show that the voltage phases are consistent, when the frequency
is 50 Hz under the cable sheath terminal or two-terminal grounding.

The influence of the supply frequency on sheath voltage distribution The simula-
tion supply frequencies are 50, 100, 150, 200, and 250 Hz. The voltage distribution
conditions of cable metal sheath are shown in Figs. 6 and 7 under the head end
grounding and two-terminal grounding.

Fig. 4 The voltage phase comparison of the ground lead core head end and terminal by the sheath
terminal grounding

Fig. 5 The voltage phase comparison of the head end and terminal under the sheath two-terminal
grounding
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In Figs. 6 and 7, ‘1’ refers to the head end of the sheath, and ‘6’ refers to the
terminal of sheath. From the figure, the sheath voltage distribution features are
different under the two groundings. When one end of the sheath is grounding, the
terminal voltage of the sheath rises. When two ends of the sheath are grounded, the
highest voltage value appears in the middle part of the cable, and the value
decreases by degrees to zero at the end of the cable. The figure also shows that the
sheath voltage distribution increase follows the frequency variation increase (in the
given frequency limits).

2.3 The Analog Simulation of Long Cable

The equivalent circuit Under 110 kV voltage grade, take the cable whose cross
section is 800 mm2 and the length is 10 km, for example. The power supply is
idem; the simulation circuit is shown in Fig. 8.

The measuring position

Fig. 6 The voltage distribution condition of cable metal sheath head end grounding following the
frequency variation

The measuring position

Fig. 7 The voltage distribution condition of cable metal sheath two-terminal grounding following
the frequency variation
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The voltage of the long cable core terminal follows the frequency variation Use the
three conditions which are cable metal sheath head end grounding, two-terminal
grounding, and terminal grounding. The situation of short cable core terminal is
shown in Fig. 9 by the frequency variation, and the simulation supply frequency
limit is within 10–1000 Hz.

From Fig. 9, within 10–1000 Hz, the cable core terminal voltage features are
complicated under the different grounding modes. When the cable metal sheath
head end is grounding, there are three core terminal voltage extreme points within
170, 500, and 810 Hz. The voltage effective value of the maximum extreme point is
4.96 kV, which is 4.96 times of the applied voltage value. When the cable metal
sheath terminal is grounding, there are two effective values within 186 and 686 Hz.
The voltage effective value of the maximum extreme point is 8.16 kV, which is
8.16 times of the applied voltage value. When the cable metal sheath head end and
terminal are grounded, there are two extreme points within 240 and 830 Hz. The
voltage effective value of the maximum extreme point is 16.71 kV, which is 16.71
times of the applied voltage value.

The voltage distribution of long cable core within the identical frequency The
simulation result indicates that the voltage distribution conditions of the different

Fig. 8 The distribution parameter simulation circuit of long cable

Fig. 9 The voltage distribution condition of the long cable core terminal following the frequency
variation
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sheath groundings following the frequency variation are generally identical, but
there are diversities within the given frequency (resonant frequency). Taking two
terminals of the sheath grounding for example, the frequencies are 50, 100, 150,
200, 240, and 250 Hz. The voltage distribution of the cable core is shown in
Fig. 10.

In Fig. 10, ‘1’ refers to the core head end, and ‘9’ refers to the core terminal by
abscissa. In the selected frequency limits, the core voltage distribution is in direct
proportion to the frequency. But within resonant frequency which is 240 Hz, the
voltage is highest, and the maximum value is 16.7 times of the head end voltage
value.

The influence of the supply frequency on long cable core head end and terminal
voltage phase The simulation result shows that the change of long cable core head
end and terminal voltage phase are ample within 10–1000 Hz. When the frequency
is less than 100 Hz, the cable core head end and terminal voltage phase are basi-
cally consistent; the sheath grounding modes have little influence on the voltage
phase. Following the increase of the frequency, the complex changes appear in the
voltage phase, and the sheath grounding modes have influence on the voltage
phase. In Figs. 11 and 12, at 186 Hz, the voltage phase changes of the sheath head
end and terminal are shown under different grounding modes. (A passageway and B
passageway are the same as above.)

From Figs. 11 and 12, when the cable sheath terminal is grounding, the phase
difference of the core head end and terminal voltage phase is 71.50. When the
sheath two terminals are grounded, the phase difference of the core head end and
terminal voltage phase is 8.40. By this token, the sheath grounding mode has
important influence on the phase difference.

The measuring position

Fig. 10 The voltage distribution of the cable core along the axis direction within different
frequencies
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The diversification of the sheath voltage distribution by the supply frequency
changes. The simulation supply frequencies are 50, 100, 150, 200, and 250 Hz. The
voltage distribution conditions of cable sheath are shown in Figs. 13 and 14 under
the head end grounding and two-terminal grounding.

As Figs. 13 and 14 show, the sheath voltage regularities of distribution are
similar to those of the short cables under the two grounding modes. The voltage
amplitude has the quite rise. The maximum voltage value of the middle part of the
sheath is 5.183 kV by the two-terminal grounding. The maximum voltage value of
the head end part of the sheath is 6.616 kV by the terminal grounding.

Fig. 11 The voltage phase comparison of the ground lead core head end and terminal by the
sheath terminal grounding within 186 Hz

Fig. 12 The voltage phase comparison of the ground lead core head end and terminal by the
sheath two-terminal grounding within 186 Hz
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2.4 The Correlation Analysis

The simulation result above indicates that the cable head end has pressured the
certain voltage, the voltage diversifications of the cable cores which are short or
long and sheath are different by the changing of the frequency.

2.5 The Voltage Diversification Analysis of Cable Core

In the voltage amplitude diversification of the cable core terminal, the short cable
core terminal voltage value is monotonously increasing within 10–1000 Hz. The

The measuring position

Fig. 13 The voltage distribution of the cable core along the axis direction within different
frequencies by the cable sheath two-terminal grounding

The measuring position

Fig. 14 The voltage distribution of the cable core along the axis direction within different
frequencies by the cable sheath terminal grounding
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voltage wave shape is smooth within 10–200 Hz. But the shape rises at 200 Hz.
The amplitude reaches the maximum at 1000 Hz. The sheath grounding modes
have little influence on the cable core terminal voltage. In frequency limits of
regulation allowed (20–300 Hz) [10–13], the most capacity rise makes up 2.2 % of
capacity rise at 300 Hz. The curve of the long cable changes abundantly within 10–
1000 Hz. During the 10–100 Hz, the curve is smooth. The curve fluctuates
severely, and when the frequency is greater than 150 Hz, the sheath grounding
modes begin to affect the cable core terminal voltage. Beginning with little influ-
ence (10–100 Hz) rises to the prominent influence (greater than 150 Hz). In fre-
quency limits of regulation allowed, the maximum capacity rises are 396, 538, and
1571 % by the sheath head end grounding, terminal grounding, and two-terminal
grounding. If the same capacity rises appear in the test, it is unacceptable.

In the voltage distribution of the long cable core, the distribution is consistent
under the different sheath grounding modes. The voltage of the head end is low; the
voltage of the terminal is high. The voltage amplitude has increased following the
frequency changing, especially in the certain frequency, and the amplitude rises
obviously. In addition, the capacity rise of the short cable core terminal is little in
the frequency limits of regulation allowed, so no simulation is there.

In the aspect of the voltage phase of the short cable core head end and terminal,
the voltage phase is consistent under the different sheath groundings. There is no
relation to the frequency. When the supply power frequency is less than 100 Hz, the
head end and terminal voltage phase of the short cable core have no change by the
different sheath grounding modes and the affect of frequency is a little. When the
power supply frequency is greater than 150 Hz, the head end and terminal voltage
phase of the short cable core change much under the different sheath grounding
modes. And there are relations to the phase. The phase difference of the core head
end and terminal reaches 71.50 at 186 Hz by two-terminal grounding.

2.6 The Voltage Distribution Analysis Along Cable
Sheathing

When one end of the cable sheathing is grounded, the long and short cables have
similar voltage distribution. The voltage magnitude increases as frequency increa-
ses. Under given frequency, the maximum sheath terminal voltage of the short cable
is 23.36 V (250 Hz) and 6616 V (200 Hz) of the long cable; when both terminals
of the cable sheathing are grounded, the voltage distribution is also similar: 4.47 V
(250 Hz) of the short cable and 5183 V (240 Hz) of the long cable under given
frequency.
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2.7 Discussion

In view of the analysis above, the voltage response of the cores, terminal, and
sheath is different when placing the same voltage to the head of the long and short
cables. The voltage response is more distinguished on the long cable.

Certain generalizations can be derived from the simulation data. In the short
cable circumstances, the frequency change between 10 and 150 Hz has little
influence on the core terminal voltage and can be ruled out. When two terminals are
grounded, the cable midpoint has the maximum sheathing voltage and the fre-
quency influence can be approximately ruled out, too. But if only one terminal of
the sheath is grounded, a small voltage can be expected on the other terminal. In
this situation, make sure both terminals are grounded.

The long cable situation is different. Though the frequency (under 100 Hz)
influence is little, the capacity rise is 25 % at 100 Hz and the maximum voltages are
365.6 V when one sheathing end is grounded and 71.4 when both terminals are
grounded. The maximum voltages are unacceptable when converted to the test
voltage condition. It is worth noting that frequency change between 10 and 50 Hz
has limited influence on the core terminal voltage, and the capacity rise is 5 %
(longer cable needs to be recalculated) at 50 Hz. This is practically acceptable, the
midpoint voltage can reach 16.1 V when both terminals are grounded, and the
voltage of ungrounded terminal can reach 72.9 V and nearly 1 kV (converted to test
voltage) when one terminal is grounded. So for the sake of the insulation sheath
safety, special measures need to be taken to lower the partial voltage when con-
ducting AC voltage withstand test [14–16].

Given all that, the choice of the test frequency is critical, especially for the long
cable. By satisfying the rule requirements, about 50 Hz or little less than 50 Hz is
better for the AC voltage withstand test and also can prevent man-made damage of
the insulation.
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Lyapunov-Based Control Strategy
for Grid-Connected Inverter
with Improved Transient Response

Jinhao Wang, Chaoying Yang and Yulong Wu

Abstract Repetitive control is commonly known as good steady-state tracking but
slow transient response. This paper presents a hybrid control scheme with
Lyapunov energy function embedded in conventional repetitive control for the
purpose of fast transient response with system disturbance. Convergence of control
is guaranteed by Lyapunov energy function. The proposed method is applied for
single phase grid-connected inverters, which are commonly used in distributed
generation interfacing to utility. Under load disturbance, the proposed method is
compared with PI + Repetitive control scheme by computer simulation via
MATLAB/Simulink. It is shown that the proposed hybrid control strategy has an
improved dynamic response and good capacity of steady-state tracking.

Keywords Lyapunov functions � Repetitive control � Steady-state tracking �
Transient response � Grid-connected inverters

1 Introduction

With the increasingly serious environmental pollution, renewable energy and stored
energy have been applied more and more widely. This energy source is generally
connected to the power grid via interfacing DC/AC inverter. When the distributed
energy source is less than tens of KW, single phase inverter is commonly used and
plays an important role in grid stability based on its performance. The stability of
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control strategy, dynamic response, and steady-state tracking ability are critical to
maintain good state of the power grid, which consists of several types of inverters
[1–3].

Traditional single phase inverter control contains proportional-integral
(PI) control, proportional resonant (PR) control, repetitive control, and hysteresis
control [4–12]. As a classical control method, PI control is simple and has fast
dynamic response, but due to lack of ability of suppressing sub-harmonic, it will
produce higher steady-state tracking error. Different harmonics need different
controllers and the control structure is also complex. As a typical nonlinear control
method, hysteresis control is simple with good stability, but due to the uncertainty
of switching frequency, it will produce a lot higher order harmonic for the system.
Repetitive control only needs one controller to suppress each sub-harmonic, it is
widely used because the structure of this system is very simple, but the greatest
disadvantage of repetitive control is that the delay time of dynamic control is long
while dynamic response is slow. Many domestic and overseas scholars are trying to
improve the repetitive control: Literature [5, 6] raised the method of combining
H-infinity with repetitive control which improved the current tracking ability of
internal model; unfortunately, it still could not improve the transient response rate
of the system. Literature [7, 8] combined repetitive control with PT control and
obtained a good dynamic performance, but PT control weakened repetitive con-
trol’s ability of suppressing each sub-harmonic; due to the coupling relationship
between the two controls, several disturbances of power grid will aggravate the
current distorting of inverter. Literature [9, 10] added the repetitive control to the
state feedback in the state of pole placement, which effectively suppresses the late
cycle of instruction signal within closed-loop control system; however, the control
variable of the state feedback in the state of pole placement is complex and has
higher demands on the feedback parameter accuracy.

Lyapunov method is often applied to the linear and nonlinear control to judge
the stability of the control under the condition of disturbance. In the inverter
grid-connected system, this method has been applied to the stability analysis of
inverter controller [11, 12]. Among these applications, Lyapunov function for the
nonlinear system is complex and cannot be effectively simplified; furthermore, the
controlling conditions are not easy to realize, so it is hard to apply in engineering. In
[11, 12], although Lyapunov improved the dynamic response rate of the system, it
still cannot suppress the harmonic distortion of the system.

This paper examines the control strategy of single phase grid-connected inverter,
and Lyapunov energy function is constructed to maintain system stability and
improve the dynamic response of system. The proposed strategy in this paper can
effectively improve anti-disturbance ability of the single phase grid-connected
inverter and at the same time reduce the steady-state tracking error of the inverter.
At the end of this paper, experiment results are provided to demonstrate the cor-
rectness and validity of the above control policy.
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2 System Structure and Control Strategy

Figure 1 shows the structural diagram of single phase grid-connected inverter,
including PV plant array, L-shaped inverter filter, load, and control system. The
control system generates reference current of the inverter by collecting the grid
voltage vs and load current il. It is a simplified structure of single phase inverter, vc
is the output voltage of the inverter, imagine vc ¼ vdc � u, and u is the control
signal of the input inverter. Figure 2 is the simple form of Fig. 1.

In Fig. 2, according to the KVL equation

L
dic
dt

þRic þ vc ¼ vs ð1Þ

The reference current i�coutput by the inverter is the tracking reference of ic, so
the dynamic tracking error is given below

e ¼ i�c � ic: ð2Þ

3 Hybrid Control of Lyapunov and Repetitive Strategy

3.1 Lyapunov Stability Theory

Imagine the system state equation is Ẋ = f(X, t), if the scalar function Ṽ of con-
tinuous first derivatives exists and satisfies the following conditions [13]

dcV

1S 2S

3S 4S
ci

cL cR

si

sL sR

li
sv

X

PCC

PWM

cv

Fig. 1 Single phase
grid-connected inverter
structure diagram

cL cR

cv
svci

Fig. 2 Simplified single
phase grid-connected inverter
structure diagram
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f ð0; tÞ ¼ 0ðt� t0Þ
VðX; tÞ[ 0
~VðX; tÞ\0

8
<
: ð3Þ

The equilibrium state which is at the origin is asymptotic stability. With x → ∞
and V(X, t) → ∞, the global linear and nonlinear system is asymptotic stability.

According to the tracking error of inverter current, based on Eq. (2), the
Lyapunov energy function is constructed as follows:

V ¼ 1
2
e2 ð4Þ

In Eq. (4), V > 0
The derivative of time is given as:

dV
dt

¼ e
de
dt

¼ e
dV
dt

di�c
dt

� dic
dt

� �
ð5Þ

Take Eq. (1) into Eq. (5)

dV
dt

¼ e
de
dt

¼ e
di�c
dt

� vs � uVdc � Ric
L

� �
ð6Þ

In order to make dV/dt < 0

ae ¼ di�c
dt

� vs � uVdc � Ric
L

ð7Þ

Take Eq. (7) into Eq. (6)

u ¼ L
Vdc

� ae� di�c
dt

� R
L
ic

� �
þ vs

Vdc
ð8Þ

where u is the control signal of the input inverter. If the given power grid is
disturbed, then the control signal u can be expressed as follows:

u ¼ L
Vdc

� ae� di�c
dt

� R
L
ic

� �
þ d ð9Þ

where d can be described as the disturbance received by the entire control system.
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3.2 Repetitive Control

Repetitive control is a kind of internal model control, and it can better suppress each
sub-harmonic, when periodical signal exists in the internal model; it can be tracked
with zero steady-state error by the closed-loop system. The traditional repetitive
control is shown in Fig. 3.

For the inverter system, internal model transfer function is given below.

GðsÞ ¼ e�sT

1� Qe�sT ð10Þ

To combine the Lyapunov function and the repetitive control and ensure the
overall stability of the system, this paper adds Lyapunov equivalent transfer
function Gc(s) modules into traditional repetitive control, and this design adopted
repetitive controller as shown in Fig. 4.

Gp(s) is the transfer function of inverter under the mode of repetitive control,
Gc(s) is the equivalent transfer function of Lyapunov, Q(s)e−sT and Gf(s) are the
improved repetitive controller parameters, Ig(s) is the output current of inverter, and
d is the disturbance received by the power grid.

Excluding the repetitive control and Lyapunov, the tracking error of the inverter
is given as:

E0ðsÞ ¼ u� d
1þGcðsÞGpðsÞ ð11Þ

When adding the repetitive control into inverter model, the tracking error of the
system is given as follows:

Q(s)e-sT

r s

Fig. 3 Traditional repetitive control block diagram

Q(s)e-sT

Gc(s)

Gf(s)

Gp(s)
u

d
(s)refI

Fig. 4 Improved repetitive control block diagram
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EðsÞ ¼ E0ðsÞ � 1� QðsÞe�sT

1� ½1� GfðsÞHðsÞ�QðsÞe�sT
ð12Þ

where

HðsÞ ¼ GpðsÞ=ð1þGcðsÞGpðsÞÞ ð13Þ

In order to keep the balance of the system

½1� GfðsÞHðsÞ�\1 ð14Þ

Equation (14) constructed one of the conditions of system’s stable running
condition.

3.3 The Selection of Stable Parameters

Figure 5 shows the overall system block diagram, where uLyapunov ¼ L
Vdc

�
ae� di�c

dt � R
Lic

� �
is the voltage controlled by Lyapunov. The following part analyzes

the selection of stable parameters of the overall system block diagram.
It is often been ignored that the uncertainty of parameters selection, the steady

state drawn by Lyapunov energy function, is only the stable condition under ideal
condition. In this paper, Lyapunov control section simultaneously satisfies
Eqs. (14) and (19); because of the uncertainty during the process of parameters
selection, this paper only considers the uncertainty existed in the process of filter
parameter selection. This paper takes R� and L� for the estimation value of the filter
parameter, and then one can get

*

1( )c
Lyapunov c

dc

diL R
u x i

V dt L
α= × − −

Q(s)e-sT

Gc(s)

Gf(s)

Gp(s)
u

d
(s)refI

Fig. 5 Improved repetitive control block diagram
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u2 ¼ L�

Vdc
� ae� di�c

dt
� R�

L�
ic

� �
þ vs

Vdc
ð15Þ

Add Eq. (14) into Eq. (10)

dV
dt

¼ e
di�c
dt

1� L�

L

� �
þ aeL� � vs � R�ic þRic

L

� �
ð16Þ

According to the Lyapunov stability theorem

dV
dt

¼ e
de
dt

¼ ae2\0 ð17Þ

Simplify the Eq. (15)

L�

L
� ae2

����
����[ e

di�c
dt

L�

L
� 1

� �
� R

L
ic � L�

L
� R�

L
ic þ d

�� �����
���� ð18Þ

In the process of the inverter parameter selection, the influence of inductance
error on control system is greater than the influence of filter resistance error on the
system, so Eq. (18) can be presented as:

a[

di�c
dt

L�
L � 1

	 
� R�R�
L ic þ d

���
���
max

L�
L � e
�� ��

min

ð19Þ

According to Eqs. (14) and (19), uLyapunov automatically adjusts its size to
guarantee the two stability condition hold true, which not only ensure the dynamic
response rate of the system, but also improve its steady-state tracking ability.

4 Simulation and Experiment Results

In order to validate the proposed control strategy, a simulation model was estab-
lished on the basis of Fig. 1. In the process of improving repetitive control, Q
(s) equals 0.96, and circuit parameters are shown in Table 1.

In Eq. (18), α is 3 × 105. The proposed hybrid control strategy is compared with
PI and repetitive control to validate its effectiveness.

Figures 6 and 7 show PCC simulation current waveform under sudden load
change. It can be observed that when the load shifts from R1 to R2, the control
current of “Lyapunov control and repetitive control” is basically returned in
smoothed state under the sudden load change; the current controlled by “PI and
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Table 1 System Parameters Parameter name Parameter value

DC side voltage Vdc/V 400

Power grid side voltage effective value vs/V 220

Grid frequency f/Hz 50

Filter inductance Ls/mH 6

Filter resistance R/Ω 0.3

Switching frequency f/kHz 10

Sampling frequency fs/kHz 10

Load R1/Ω 10

Load R2/Ω 20

PI + repetitive control

Lyapunov + repetitive control

PC
C

(i
/ A

)

t/s

Fig. 6 PCC current transient
when load shifts from R1 to
R2

PC
C

(i
/ A

)

t/s

PI + repetitive control

Lyapunov + repetitive control
Fig. 7 PCC current transient
when load shifts from R2 to
R1
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repetitive control” only restores stability after the forth cycle. Figure 7 shows the
current that used the method of this paper restores stability after the second cycle.
The current of “PI and repetitive control” restores stability after the third cycle.
From Figs. 6 and 7, in the process of dynamic adjustment, the overshoot of PCC
current waveform under “Lyapunov + repetitive control” is obviously smaller than
“PI + repetitive control.” Moreover, waveform distortion of latter is obviously
bigger than former. It can be concluded that the dynamic response has been
improved a lot.

By comparing “Lyapunov + repetitive control” and “PI + repetitive control,”
one can draw Fig. 8, and the stable state error of the “Lyapunov + repetitive
control” is much smaller than other methods and improve the stable precision of the
control. Under the method of this paper, the stable tracking ability of the system and
anti-disturbance are better, and it can benefit to stable operation of the system.

5 Conclusions

As a large number of renewable energy and new energy-storing device adopts
single phase grid-connected inverter, its good performance is crucial to maintain the
safe run of the system. This paper raised the compound control strategy that
combine Lyapunov and repetitive control and guarantee the stability of control
system through making variable function of the two sides of the inverter negative
all the time. Lyapunov method can make up for the disadvantage of suppressing the
late cycle of instruction signal within closed-loop control system and the slow
dynamic response, and it can fully guarantee the dynamic performance of the
control system. To simplify the repetitive controller design, reducing the
steady-state tracking error of the inverter output current is benefit to the stable
operation of the system. Compared with the traditional “PI + repetitive control,” the
method raised in this paper verifies the correctness and effectiveness of this control
strategy.
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The Simulation of STATCOM
for Distribution Systems Using
a Mathematical Model Approach

Wei Xie and Jian-Min Duan

Abstract In this paper, the necessity and merits of STATCOM, as a reactive power
compensator, are firstly analyzed. Secondly, the principle of STATCOM is intro-
duced. And combining with the mathematical model of STATCOM, the direct
current control method is introduced. At last, the model of STATCOM is built.
Then through the figure contrast, the feasibility and effectiveness of this method is
verified.

Keywords STATCOM �Mathematical model � Direct current control � PWM � PI
regulator � Decoupling control

1 Introduction

STATCOM is an important part of modern flexible AC transmission systems
(FACTS), and it is mainly based on GTO, IGBT, and the DC capacitor [1].
Comparing the other conventional non-reactive compensation devices, it has the
following advantages:

• Using of digital control technology, high reliability, low maintenance costs; at
same time, achieving optimal reactive power flow and voltage control through
the dispatch center is the constructing component of the digital power system;

• Stationary operation, security and stability, no large rotating equipment, no
mechanical noise, which greatly improve the life of the device;

• The storage capacitor of DC side of the STATCOM, not only regulates the
reactive power system, but also be a part of the active power control system,
which is beneficial to the grid;
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• Compensating the instantaneous system voltage, even if the system voltage is
reduced, it can still maintain the maximum reactive current [2]; reactive current
generated from the STATCOM is basically not influenced by the system
voltage;

• Terminal voltage of the STATCOM is not sensitive to the external system.
When the external system capacity and the capacity of the compensation device
capacity change, SVC will become unstable and STATCOM can still output the
stable voltage.

Because of these advantages, STATCOM, as a novel device of dynamic reactive
power, has become a modern reactive power compensation direction of develop-
ment [3].

2 The Construction of the Mathematical Model
of STATCOM

Figure 1 is a schematic wiring diagram of STATCOM, and the approach of input–
output model can be used to build the model. Before modeling, there are some
assumptions: All losses in the STATCOM and resistive devices, including the
resistance of switching devices (such as IGBT and diode), are represented by
equivalent resistance-R [4]. Leakage inductance of the transformer and the circuit
inductance are represented by equivalent inductance-L, only considering the fun-
damental component of the output voltage and the non-periodic component and
ignoring the other harmonic components [5].

Fig. 1 STATCOM circuit diagram
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Control variables: Switching function Sk

Sk ¼ 1 on
0 off

�

Control object: DC voltage Udc, output current ifa, ifb, ifc;
Disturbance variable: Usa, Usb, Usc;

By controlling the switches, Udc remains constant, while the STATCOM output
current can track the instruction of current immediately, according to Kirchhoff’s
voltage and current law; the following equations can be written as [6]:

C
dUc

dt
¼ Saifa þ Sbifb þ Scifc

L difadt ¼ Usa � Ufa¼Usa � SaUdc � UN0

L difbdt ¼ Usb � Ufb¼Usb � SbUdc � UN0

L difcdt ¼ Usc � Ufc¼Usc � ScUdc � UN0

8
>>>><
>>>>:

ð1Þ

Using the abc-dq coordinate system and its inverse transform to transform
Eqs. (1).

C
dUc

dt
¼ Sa; Sb; Sc½ �

ifa
ifb
ifc

2
64

3
75 ¼ Sd; Sq½ � cosðxtÞ; cosðxt � 2p=3Þ; cosðxtþ 2p=3Þ

� sinðxtÞ;� sinðxt � 2p=3Þ;� sinðxtþ 2p=3Þ

� �

cosðxtÞ;� sinðxtÞ
cosðxt � 2p=3Þ;� sinðxt � 2p=3Þ
cosðxtþ 2p=3Þ;� sinðxtþ 2p=3Þ

2
64

3
75

ifd
ifq

� �

¼ Sd; Sq½ �
3
2 ; 0

0; 3
2

" #
ifd
ifq

� �
¼ 3

2
ðSdifd þ SqifqÞ

ð2Þ
ifa
ifb
ifc

2
64

3
75 ¼

ifd cosðxtÞ � ifq sinðxtÞ
ifd cosðxt � 2

3 pÞ � ifq sinðxt � 2
3 pÞ

ifd cosðxtþ 2
3 pÞ � ifq sinðxtþ 2

3 pÞ

2
64

3
75

L difadt

L difbdt

L difcdt

2
66664

3
77775
¼ L

difd
dt cosðxtÞ � ifdx sinðxtÞ � difq

dt sinðxtÞ � ifqx cosðxtÞ
difd
dt cosðxt � 2

3 pÞ � ifdx sinðxt � 2
3 pÞ � difq

dt sinðxt � 2
3 pÞ � ifqx cosðxt � 2

3 pÞ
difd
dt cosðxtþ 2

3 pÞ � ifdx sinðxtþ 2
3 pÞ � difq

dt sinðxtþ 2
3 pÞ � ifqx cosðxtþ 2

3 pÞ

2
66664

3
77775

¼ LTdq-abc

difd
dt
difq
dt

2
4

3
5� xLTdq-abc

ifq
�ifd

� �
¼

Usa; Sa; 1

Usb; Sb; 1

Usc; Sc; 1

2
64

3
75

1

�Udc

�UN0

2
64

3
75

ð3Þ
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L

difd
dt
difq
dt

2
4

3
5 ¼ xL

ifq
�ifd

� �
þ T�1

dq-abc

Usa; Sa; 1

Usb; Sb; 1

Usc; Sc; 1

2
64

3
75

1

�Udc

�UN0

2
64

3
75

¼ xL
ifq
�ifd

� �
þ TT

dq-abc

Usa; Sa; 1

Usb; Sb; 1

Usc; Sc; 1

2
64

3
75

1

�Udc

�UN0

2
64

3
75

¼ xL
ifq
�ifd

� �
þ Usd; Sd; 0

Usq; Sq; 0

� � 1

�Udc

�UN0

2
64

3
75

ð4Þ

In summary,

L difddt ¼ Usd � SdUdc þxLifq

L difqdt ¼ Usq � SqUdc � xLifd

8
<
:

C
dUc

dt
¼ 3

2
ðSdifd þ SqifqÞ

ð5Þ

3 STATCOM Control

STATCOM control methods can be distributed into indirect current control or
direct current control. The indirect control method, by the contrast of the direct
control method, is simpler. However, the response speed of it is slower. Moreover,
the control accuracy of it is not satisfactory. Direct control is a PWM control
strategy which uses the appropriate track and controlling the instantaneous reactive
current of STATCOM, and obtains the PWM pulse signal to drive IGBT [7]. This
method has fast transient response and steady performance. The principle of the
control is shown in Fig. 2.

In this method, since the introduction of dq0 coordinate system, the command
current and the feedback current of STATCOM Id, Iq are DC signals in steady state,

Fig. 2 PWM control method for direct current
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so the steady state without error can be achieved by PI regulator [8]. In this mode,
the characteristics of STATCOM are more like a controlled current source. In this
simulation, the capacity of the STATCOM is 15 MVAr, voltage rating is 10 kV,
the frequency of switches are 15 kH, Rms line current is 866 A, DC capacitor
voltage is 17,000 V, the capacity of capacitor is 3505 μF, and the value of
inductance is 1.37 mH. The load: R = 1.55 Ω, L = 20 mH: C = 0.5 mF. According
to the mathematical model, a control block diagram is shown in Fig. 3:

4 Analysis of Simulation Results

As shown in Figs. 4 and 5, the simulation model is structured in PSIM and sim-
ulates the model in different types of loads. In this design, the power system is
connected inductive load and capacitive load at t = 0 s and t = 0.2 s, respectively,
to verify the performance of the STATCOM.

Fig. 3 Decoupling control circuit model diagram

Fig. 4 The phase relationship of voltage and current before and after STATCOM
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5 Conclusions

This chapter describes the mathematical model of STATCOM. By using the PSIM
software to create a direct current control model, from the analysis above, we can
see the good compensation effects. STATCOM can effectively maintain the system
voltage and reactive power compensation with good performance.

Acknowledgments The research work was supported by general program of science and tech-
nology development project of Beijing Municipal Education Commission under grant
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The Design of Linear Three-Dimensional
Calibration

Dequan Guo, Xinrui Zhang, Hui Ju, Hong Liu and Jin Chen

Abstract This paper introduces the concept of calibration techniques and a kind of
commonly used calibration method for three-dimensional (3D) target feature points.
In the experiment, firstly, to improve the accuracy of the information corner, we
selected optimizing and preprocessing method appropriately, and SUSAN algo-
rithm is used to extract corner information. As a reference or approximation, linear
model is utilized to get the linear model parameters, and then, different points are
selected in the iteration method for more accuracy. The experimental results
demonstrate this designed method can obtain the camera calibration parameters
accurately.

Keywords Three-dimensional calibration � Corner detection � Calibration
parameters � Linear
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1 Introduction

An important problem in machine vision is the vision system calibration [1–4].
Three-dimensional image information is collected by computer vision system, to
establish characteristic relationship between objects in real 3D environment, such as
size, color, position, shape, and the relationships among the geometry information,
and these are used to identify the objects. The points in space objects, on the surface
of the reflected light intensity which is through the brightness of the points from
image, and the relationship between the geometric model of the camera position can
be used to determine the location of points in the image and the geometric rela-
tionship of the corresponding points on surfaces, the geometric model used in the
parameter, these are called the camera parameters. The relationship between the
parameters is generally expressed by matrix form, which can be obtained through
the experiment and calculation, and the process of experiment and calculation is
camera calibration [2, 3]. In process of creating the relationship among the field
sites, from the camera image pixel locations, the general method is employed for
the known feature points of image coordinate and world coordinate model to cal-
culate the camera parameters. The internal parameters refer to the scene in the
Cartesian space points and image points, and the relationship between the objects
and images is related to the image center, lens distortion, focal length, and so on.
The external parameters are the scenery outside the coordinate system in the camera
coordinate system [4].

For the camera calibration, the domestic and foreign scholars have proposed
many methods, and some of these methods have been widely used in different
environments. A three-dimensional target is placed at the front of the specified
camera in the traditional camera calibration method, there are series of predictable
target points, which are used as feature points, and these points are utilized to
establish equation from the image coordinates and three-dimensional space coor-
dinates. Solving the equation of inside and outside, the camera parameters can be
obtained. In the Faugeras camera calibration method, four parameter model is
adopted, and the known N points are used to solve 2N orthogonal matrix
equation [4].

2 Camera Model

For the purpose of obtaining the position of P in the image, it can be used the model
in the ideal environment. This method is simple and efficient, which can be used to
express the projection P0 from the point P; when the ligature from the center of light
O to point P is associated with the image plane, this relationship is called per-
spective projection, or center projection; then, we can obtain the following:
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x ¼ f
Xc

Zc
y ¼ f

Yc
Zc

ð1Þ

The point P in the space is corresponded to the coordinate ðx; yÞ from the image
and with the coordinate ðXc; Yc; ZcÞ in the camera system. The relationship is in
matrix format and it can be changed to homogeneous coordinate:

Zc
x
y
1

2
4

3
5 ¼

f
0
0

0 0 0
f 0 0
0 1 0

2
4

3
5

Xc

Yc
Zc
1

2
664

3
775 ð2Þ

It can be easy to obtain Eq. (3), and we can know that ax ¼ f =dx; ay ¼ f =dy, ax
is scale factor on u axis, ay is scale factor on v axis, M1 is camera inner parameter
matrix, M2 is the outside parameter matrix, and M is a projection matrix with
3 × 4. Through the matrix relationship, the world coordinates of P can be deter-
mined and the relationship between the points P0 in the camera imaging and the
pixel coordinates can obtained.

3 Camera Calibration

3.1 Calibration Based on 3D Targets

Put the target in the front of the camera, as shown in Fig. 1, and select each corner
from the target, and these are described as their feature points [2, 3].

Zc

u

v

1

2
64

3
75 ¼

1
dx 0 u0

0 1
dy v0

0 0 1

2
64

3
75

f

0

0

0 0 0

f 0 0

0 1 0

2
64

3
75

R t

0T 1

� �
Xw

Yw
Zw
1

2
6664

3
7775

¼
f
dx 0 u0 0

0 f
dy v0 0

0 0 1 0

2
664

3
775

R t

0T 1

� �
Xw

Yw
Zw
1

2
6664

3
7775 ¼ M1M2

Xw

Yw
Zw
1

2
6664

3
7775

¼ M

Xw

Yw
Zw
1

2
6664

3
7775 ¼

m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

2
64

3
75

Xw

Yw
Zw
1

2
6664

3
7775 ¼ M1M2Xw ¼ MXw

ð3Þ

The more the accuracy in measurement, the more the precision in calculating
angular point position. Accurate measurements of its position relative to the world
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coordinate system can be made and then use these relationships from the feature
point on the target image coordinate and world coordinate, and it is easy to
determine the internal and external parameters of camera.

3.2 Model Calibration

The linear model of camera can be expressed as follows:

si
ui
vi
1

2
4

3
5 ¼

m11

m21

m31

m12 m13 m14

m22 m23 m24

m32 m33 m34

2
4

3
5

Xwi

Ywi
Zwi
1

2
664

3
775 ð4Þ

In the equation, ðXwi; Ywi; Zwi; 1Þ, the point I is the world coordinate in 3D target,
ðui; vi; 1Þ is the corresponding image coordinate [2, 3], and this can be changed to
three equations:

si ui ¼ m11Xwi þm12Ywi þm13Zwi þm14

si vi ¼ m21Xwi þm22Ywi þm23Zwi þm24

vi ¼ m31Xwi þm32Ywi þm33Zwi þm34

8
<
: ð5Þ

To eliminate the si in Eq. (5), we can obtain Eq. (6):

m11Xwi þm12Ywi þm13Zwi þm14 � uim31 � uiYwim32 � uiZwim33 ¼ uim34

m21Xwi þm22Ywi þm23Zwi þm24 � vim31 � viYwim32 � viZwim33 ¼ vim34

�
ð6Þ

If N points are selected, there are 2N linear Eq. (7):

m11Xwi þm12Ywi þm13Zwi þm14 � uim31 � uiYwim32 � uiZwim33 ¼ uim34

m21Xwi þm22Ywi þm23Zwi þm24 � vim31 � viYwim32 � viZwim33 ¼ vim34

. . .
m11Xwn þm12Ywn þm13Zwn þm14 � unm31 � unYwnm32 � unZwnm33 ¼ unm34

m21Xwn þm22Ywn þm23Zwn þm24 � vnm31 � vnYwnm32 � vnZwnm33 ¼ vnm34

8
>>>><
>>>>:

ð7Þ

Y

X

Z

O

Fig. 1 3D target (calibration
reference)
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and Eq. (7) can be simplified as:

KM ¼ U ð8Þ

There, K, M, and U, respectively, define the parameters and matrix in Eq. (7),
and then, we calculate the solution of the linear equations by least square, as
follows:

M ¼ ðKTKÞ�1KTU ð9Þ

From the above Eq. (9), m34 cannot affect the relationship between ðXw; Yw; ZwÞ
and ðu; vÞ; for convenient operation, it can be assumed m34 ¼ 1, and then, the
unknown quantity is reduced to 11. Six known points are obtained, these 12 linear
equations as Eq. (6) can be solved, and at last, the linear equations of the con-
ventional method can solve the matrix M.

If the selected points are located in one plane, ðXw; Yw; ZwÞ is linear correlation,
and then, the rank of KTK will be less than 11; it will not be able to obtain certain
solutions of M. And this situation requires that points are located in different plane,
and the number is not less than 6 points, due to errors in the process of extracting
angular point inevitably; in order to improve the accuracy, there are more fixed
points.

Based on camera parameter matrix M, it can further solve Eq. (3), intrinsic
matrix parameters, and external parameter matrix of camera. Through the matrix, it
can be determined the space point coordinates and its corresponding image point
coordinate. In the matrix of the camera, the relationships between external
parameters are listed as the following:

m34

mT
1 m14

mT
2 m24

mT
3 1

2
4

3
5 ¼

ax 0 u0 0
0 ay v0 0
0 0 1 0

2
4

3
5

rT1 tx
rT2 ty
rT3 tz
0T 1

2
664

3
775 ð10Þ

m34

mT
1 m14

mT
2 m24

mT
3 1

2
4

3
5 ¼

axrT1 þ u0rT3 axtx þ u0tz
ayrT2 þ v0rT3 ayty þ v0tz

rT3 tz

2
4

3
5 ð11Þ

Among them, mT
i ði ¼ 1; 2; 3Þ is expressed as the first three elements of row

vector in the matrix, mi4ði ¼ 1; 2; 3Þ depicts matrix element of the first line of the
fourth column, rTi ði ¼ 1; 2; 3Þ depicts the first line of the rotation matrix, respec-
tively, and tx, ty, and tz are, respectively, the three components of translation vector
t [2, 3].

It can be obtained from Eq. (11); according to the equal relationship, compare
both sides of Eq. (11) corresponding elements, and because the third row of the
matrix is the unit orthogonal r3j j ¼ 1, and thereby m34 ¼ 1= m3j j, this numerical
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value is not necessary from the front assumption; it can be obtained by calculation.
The available internal and external parameters are listed as the following:

Parameter 1:

r3 ¼ m34m3

u0 ¼ ðaxrT1 þ u0rT3 Þr3 ¼ m2
34m

T
1m3

v0 ¼ ðaxrT1 þ u0rT3 Þr3 ¼ m2
34m

T
2m3

ax ¼ m2
34 m1 � m3j j

ay ¼ m2
34 m2 � m3j j

8
>>>><
>>>>:

ð12Þ

Parameter 2 :

r1 ¼ m34
ax

ðm1 � u0m3Þ
r2 ¼ m34

ay
ðm2 � v0m3Þ

tz ¼ m34

ty ¼ m34
ay

ðm24 � v0Þ
tx ¼ m34

ax
ðm14 � u0Þ

8
>>>><
>>>>:

ð13Þ

In Eq. (12), x is the vector product operators; usually the first five variables are
calculated firstly, and then, obtained variables are used to solve the behind
variables.

4 SUSAN Corner Detection

Minimum nuclear value similar area algorithm (SUSAN) [5] is a common typical
corner detection algorithm. This algorithm is based on the change of the gray level
to the defined point (corner). Figure 2 shows a black rectangle on a white back-
ground of the image, with a template center in the positions of the five graphics. In
this algorithm, firstly define the value of a nuclear similar USAN. USAN area is
constituted by the defined round area (the center called the “nuclear,” and its size is
determined by the template boundary) with size of 3 * 3, 5 * 5 or 7 × 7, the gray
values of each pixel area are compared with the regional center pixel gray value,
pixels and the center pixel gray value around looking for the same (or similar) of all
pixels, in order to gain such an area (or template), the “cross-shaped” symbols for
template center position, these relations are shown in Fig. 2a. Use this template to
traverse the whole image, and the position relations are shown in Fig. 2b–e.

From USAN, the center of mass and the size of the second-order differential
good 2nd image feature detection and edge information; it is shown in Fig. 2; when
half part of the template is identical with USAN, the points are located at the
margins; when testing the pixel points for possible angle, minimum USAN area,
and combining the maximum inhibition method, it is easy to obtain the final prayer
corners.
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5 Experiment Results

Camera calibration:
Figure 4 shows the result of the corner extraction from Fig. 3, in the prepro-

cessing, to get more clear images and reduce redundant points and lines, and dilate
processing is used to achieve better result. In view of the image characteristics, to
build a tilt to the lower right of the template, the method of plus and subtract is used
to remove line between pixels, and then, the required feature points are more
obvious.

(a)

(b)

(c)

(d)

(e)

Fig. 2 Round templates are in the different place in the image

Fig. 3 a Left image. b Right image

Fig. 4 a Left preprocess image. b Right preprocess image
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In Fig. 5, there are last two points in the top-left on the plane XOY , and there are
some work to compensate for the lack of points. The unit is mm in world coor-
dinates, and the unit is pixel in image pixel coordinates. According to the cali-
bration method, all the selected points on the target are 66 and 50. It can obtain the
left and right camera parameter for M matrix, respectively. To improve the accu-
racy of the above two values and have the data normalized (the next digit by the
processing of rounding), then:

The left the camera parameters, M matrix is
[-0.2609   -0.0058 1.5598 147.3060

0.6146 -1.3761 0.4955 384.1811
0.0030 -0.0001    0.0024 263.1118]

0u = 200.9742,
0v =211.1091, 

xα = 363.9121, 
yα =359.7801 

xt  = -38.7434, yt  = 126.2439, zt  = 263.1180

1r  = [-0.6213 -0.0016 0.7836]

2r  = [-0.0239 -0.9995 0.0188]

3r  = [0.7832 0.0096 0.6210]

Z

y

x
O

Fig. 5 Calibration coordinate

The right parameter, M matrix is:   
[-0.4183 -0.0855 1.6569 308.8876
0.3289 -1.3673 0.5143 376.2924
0.0019    -0.0003    0.0027  308.4201] 

0u = 346.6006,
0v = 222.4963,

xα = 397.8617,
yα = 404.6844

xt  = 29.2764, yt  = 117.2057 , zt  = 308.4201

1r  = [-0.8201  0.0050 0.5720]

2r  = [-0.0627 -0.9964 -0.0575] 

3r  = [0.5696  -0.0830 0.8176]
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There are some deviations in calibration parameters: (1) The accuracy of the
calibration is not high; (2) the process of extraction control points may cause a
certain error, because the pixels in the processing of obtaining may have some
deviation to the real value. The second row is obvious instance in the right eye
diagram, and there is missing a point, which can be roughly estimated by up and
down points. To reduce the error, we can choose more points to validate matrix.
The next step is to imitate planar reference calibration method to improve it.

6 Summary

This paper analyzes the common calibration methods and has done the calibration
experiment with general linear calibration model. Through 3D targets to establish a
three-dimensional coordinate system, it extracts the corner in the calibration graph
information, according to the linear model, to calculate the calibration parameters
and then determines the internal and external parameters of the camera.

There are some works to improve it, and Newton–Raphson (NP) algorithm or
Levenberg–Marquardt (LM) optimization algorithm will help to optimize and then
calculate the solution of nonlinear model. By choosing linear model, the calibration
error is difficult to avoid, because select all points to solve the equations, and then
select the removed edges of the intermediate point calculation, an average of two
parts; therefore, the error data are reduced less. To further improve the effect, we
will combine nonlinear model method to explore it.
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Design and Development of LED Dimming
System Based on Wireless Remote
and Bluetooth Control Technologies

Yiwang Wang, Bo Zhang, Sikui Wu, Xiang Cang and Xiaoxiao Li

Abstract LED illumination has good dimming characteristics, aiming at the
application requirements of intelligent lighting and other application fields, and a
novel LED lighting dimming control system based on wireless remote and
Bluetooth control technologies was designed. The system can simultaneously
achieve control by remote or Bluetooth wireless terminal devices (such as smart-
phone), and the system also has open- and closed-loop control optional modes to
meet different needs. The system composition was described and presented in
detail, and the system hardware and software design principles were given. Finally,
the experimental results show that the system can achieve good dimming control
functions, with good usability.

Keywords LED illumination � Wireless remote control � Intelligent dimming �
Bluetooth technology
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1 Introduction

With the development of LED technologies and improvement efficiency of LED
luminous efficiency. The LED luminous with high efficiency, long life, energy
saving, and environmental pollution has become a new generation of
energy-efficient lighting, widely used in lighting and other fields [1–3]. Due to LED
operating characteristics, LED is a current-type device, which has relatively high
requirements of the magnitude and stability of operating current.

Thus, one of the key technologies of LED lighting is that the power supply or the
drive circuit is adaptable to the LED’s characteristics [4]. Currently, LED’s drive
power supply has constant voltage and two types of constant current, among of
them the constant current drive is a common way. The constant current drive can
eliminate temperature and process variations and other factors caused the current or
voltage variations, and then guarantee a constant LED brightness [5]. Brightness
adjustment and LED lighting control are achieved by adjusting the constant current
value of drive power supply.

The LED lighting has good control characteristics, which can develop LED
lighting products with different dimming performance. With the rapid development
of the short-range wireless communication technologies, using the wireless control
can achieve the LED intelligent remote dimming control. But a single-wireless
remote control means which need to configure a special remote control device.
Bluetooth technology is a low-power, low-cost, and high-speed bidirectional wire-
less communication, which use decentralized network architecture and fast fre-
quency hopping and short packet technology [6]. Meanwhile, with the popularity and
development of smartphones, Bluetooth technology is also increasing rapidly [7].

In this paper, combining both advantages of wireless remote control and
Bluetooth technologies, LED intelligent dimming illumination system based on
wireless remote and Bluetooth technologies was designed. The system can provide
different control dimming modes depending on the users’ needs. The designed
system has advantages of flexible and convenient. The system components, hard-
ware development, and software design were introduced, and the system was
validated.

2 System Structure and Operation Principle

2.1 System Structure

The designed system structure shown in Fig. 1 includes driver power supply,
remote controller, and smartphone Bluetooth control devices. The intelligent LED
system can receive control commands from the remote controller and also receive
control commands from the smartphone Bluetooth control devices.
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2.2 Operation Principle

LED illumination is a semiconductor electroluminescent device with unidirectional
conductivity, and its equivalent model is shown in Fig. 2 [8–10].

When using constant current driver, through regulating the value of LED drive
current Iled can change the brightness of LED lighting. Designed dimming system
control diagram is shown in Fig. 3. In order to improve the control precision,
increase the current/light intensity feedback as closed-loop control. But in the case
of general dimming less precision, which can be directly used open-loop control
method. The remote control instructions through control system are converted into a
duty cycle control signal of LED drive current and then regulated the output current
to achieve dimming control.

LED
illumination

Power supply
Remote

Controller
Smart
phone

Intelligent
Dimming

Fig. 1 System structure

Control
instructions

Drive power 
supply

LED

Feedback value 
(selectable)

Fig. 3 Lighting control
system block diagram

VD V R

LED equivalent circuit

Intelligent drive 
controller system

Iled

Fig. 2 LED illumination
equivalent circuit
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3 System Design and Implementation

3.1 System Hardware Design

The system uses a high-performance MCU as the main control chip architecture;
system hardware includes MCU module, wireless remote communication module,
Bluetooth communication module, LED constant current driver module, and other
circuit modules. The hardware system block diagram is shown in Fig. 4.

MCU module selected STC15W408AS [11], which is a high-performance MCU
chip, containing UART, SPI, and PWM functions, and the MCU can meet the
design requirements. Wireless remote control receiver module circuit used
SYN480R module, and the SYN480R module is mainly used in wireless RF remote
fields, with higher sensitivity; and it can be applied to LED dimming remote control
needs, and its output port is connected with the MCU. The Bluetooth wireless
communication module used the SPI port connected with the MCU. The wireless
communication connected circuits as shown in Fig. 5.

LED constant current driver power supply used a constant current driver control
chip and PWM dimming circuit [12, 13]. Through the MCU microcontroller output,
PWM control signals adjust its current value, enabling LED dimming control. In
this design, the systems have a three-way dimming control output signals. The
control circuit diagram is shown in Fig. 6.

For more high-precision control application fields, the design also provides
closed-loop illumination control. Through digital optical sensor lighting TSL2561T
collect information, then complete the online real-time closed-loop control functions.

Bluetooth
control module

LED drive 
control module

Other circuits
modules

Wireless remote 
control module

MCU
module

LED
Illumination

Fig. 4 The hardware system block diagram

SYN480R
module

STC15W408AS
MCU SPI

Bluetooth
module

Fig. 5 Wireless remote communication circuit connection diagram
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The selected high-precision digital light sensor as capture illumination devices is
collected by the MCU AD channel. Information is collected through the MCU AD
channel.

4 System Software Design

System software includes two parts: remote control software and dimming control
software, and the remote control software is divided into wireless remote software
and Bluetooth control terminal software. The MCU receives dimming control
software instruction through the wireless remote control or Bluetooth control ter-
minal software, according to the instruction, and achieves the appropriate dimming
control. Remote commands include command buttons, and dimming and switching
commands, which is controlled by a preset protocol and control protocol that
includes a start code, function code, instructions, check code, and other
components.

Bluetooth intelligent terminal control software, using wireless control APP
software, is based on Android system. The software includes two parts a com-
munication process and dimming control. Through smartphone software, LED
lighting dimming control can be achieved. The entire system software is shown in
Fig. 7.

MCU PWM
The constant current 

driver control chip circuit
 LED lighting bulbs

Fig. 6 LED dimming circuit diagram

LED wireless 
dimming control 

software

Remote control 
software

LED dimming 
control software

Wireless remote 
control software

Smart terminal 
software

Smart terminal 
software

Smart terminal 
software

Fig. 7 System software composition structure diagram
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5 System Testing and Verification

The experimental tests on designed prototype control system were carried out. The
test load is LED lighting bulbs. Using the remote control and Bluetooth, different
dimming modes were tested, and some of the test experimental waveforms are
shown in Fig. 8, the waveforms results compared with the control instructions, and
analysis results of the designed control system can be accurately controlled in
accordance with the remote control dimming commands, and achieve the desired
control effect and indicators.

6 Conclusions

In this paper, a novel LED intelligent dimming illumination system based on
wireless remote and Bluetooth technologies was designed, and the system com-
bined with wireless remote control and Bluetooth two technologies has good ver-
satility and flexibility advantages. Simultaneously, the system has two optional
modes, open- and closed-loop control, to meet different application needs.
Hardware and software systems were developed and implemented, and verified by
experimental prototype test system. The designed system will provide a new way
for LED dimming control technology and has theoretical and practical values.

Fig. 8 Experimental test waveforms. a 70 % dimming. b 28 % dimming. c 83 % dimming.
d 50 % dimming
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Open PID-Type Iterative Learning
Control for Linear Time-Invariant System

Xuelian Zhou and Qiang He

Abstract Open PID-type Iterative learning control (ILC) is an effective and simple
approach for the control of linear time-invariant system which performs the same
task repetitively. In this paper, the open PID-type ILC is studied for linear
time-invariant (LTI) systems, which uses the proportional, derivative and integral
parameter of the tracking error to update the input variables iteratively. The paper
analyzes the convergence of the open PID-type. According to the PID parameters,
its convergence condition is got. By selecting appropriate gains parameters of the
open PID-type ILC system, the output of the open PID-type iterative learning
control system converges to desired output monotonically. The absolute error
between the desired output and the actual output converges to zero faster. The
simulation results show that the open PID-type ILC system in the paper is stable,
effective and has high performance.

Keywords Iterative learning control (ILC) � Open PID-type ILC � Convergence �
Simulation

1 Introduction

It is well known that iterative learning control (ILC) has been able to determine a
control input iteratively. The output of control system can track the desired tra-
jectory over a fixed time interval very well [1]. The ILC algorithm has been offered
by Arimoto in 1984 [2]. ILC is a new control algorithm, which is mainly applied in
the repetitive motion control. It can realize completely tracking task over a fixed
time interval. The applications of ILC have been widely utilized in many fields,
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such as system identification [3], robotic assembly [4], electromechanical systems
[5], motion control system [6], and industrial processes [7]. In the design phase of
controller, the requirement of knowledge about control system can be minimized,
i.e., one of the attractive features of ILC.

Despite the continual advanced control theory, PID controller is still widely
applied in many industry fields [8]. This is due to its effectiveness, simple structure,
and robustness. Consequently, the design of iterative learning control schemes
usually utilizes PID strategy.

2 Principle of Iterative Learning Control

The principle of ILC is demonstrated in Fig. 1. All signals illustrated are assumed
to be defined on a finite interval. The subscript j denotes the number of operation
cycle. The principle of the scheme is as follows: An input ujðtÞ is used to the system
during the jth trial. Then, it generates the output yjðtÞ. The error between the desired
trajectory and the actual trajectory expresses as Eq. 1. The ILC algorithm calculates
a modified control input ujþ 1ðtÞ which will be stored in memory units until the next
trial, at which time the new control input is used to the control system. The new
control input should be designed to generate a smaller error than the previous
control input [9]. The control task of ILC is to find an appropriate control input
sequences which will cause the output trajectory to track the desired trajectory very
well as the iteration j increases.

ejðtÞ ¼ ydðtÞ � yjðtÞ ð1Þ

A linear time-invariant system expresses as Eq. 2

_xðtÞ ¼ AxðtÞþBuðtÞ
yðtÞ ¼ CxðtÞ ð2Þ

Mememory System

DerivativeΓ

( )ju t ( )jy t ( )jy t

( )je t

1( )ju t+

- +

+
+

Fig. 1 Open D-type ILC scheme
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where t 2 ½0; T � and y(t), x(t) and u(t) are output, state, and control variables,
respectively. Output y(t) is able to measure.

In 1984, the ILC learning control algorithms expressed as Eq. 3 by Arimoto,
which is called open D-type ILC algorithm. Its principle is demonstrated in Fig. 2.

ujþ 1ðtÞ ¼ ujðtÞþCD _ejðtÞ ð3Þ

The desired output of the linear time-invariant system is described as Eq. 4:

xdðtÞ ¼ eAtxdð0Þþ
Z t

0

eAðt�xÞBudðxÞdx

ydðtÞ ¼ CxdðtÞ
ð4Þ

where xdðtÞ, udðxÞ, and xdð0Þ are desired state variables, desired control input
sequences, and desired initial state, respectively.

According to Eq. 3, Dujþ 1ðtÞ can be expressed as Eq. 5

Dujþ 1ðtÞ ¼ DujðtÞ � CD _ejðtÞ ¼ DujðtÞ � CDC
d
dt

Z t

0

eAðt�xÞBDujðxÞdx ð5Þ

Simplifying Eqs. 5 and 6 can be obtained as

Dujþ 1ðtÞ ¼ ðI � CDCBÞDujðtÞ �
Z t

0

CDCAeAðt�xÞBDujðxÞdx ð6Þ

Mememory System

integrator

Derivative

IΓ

DΓ

( )ju t ( )jy t ( )jy t

( )je t

1( )ju t+

PΓ

- +

+
+

+

+
+

Fig. 2 Open PID-type ILC scheme
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where DujðtÞ ¼ udðtÞ � ujðtÞ
The norm of Eq. 6 is got described as Eq. 7:

jjDujþ 1ðtÞjj � jjI � CDCBkkDujðtÞjj þ
Z t

0

jjCDCAeAðt�xÞBkkDujðxÞjjdx ð7Þ

In Eq. 7, jj � jj is the matrix norm [10].
Multiplied by e�kt, Eq. 8 is expressed as follows:

e�ktjjDujþ 1ðtÞjj � jjI � CDCBkke�ktkkDujðtÞjj þ b1

Z t

0

e�kðt�xÞe�ktjjDujðxÞjjdx

ð8Þ

where b1 ¼ sup
t2½0;tf �

jjI � CDCAeAtBjj
The definition of k norm is described as Eq. 9:

jjDujþ 1ðtÞjjk �ðjjI � CDCBjj þ b1
1� e�kt

k
ÞjjDujðtÞjjk ð9Þ

If jjI � CDCBjj þ b1 1�e�kt

k \1, the k norm of DujðtÞ will converges to 0. When k is
large enough, jjI � CDCBjj\1, and the k norm of DujðtÞ will converges to 0.

The error between output and desired output is described as Eq. 10.

ejðtÞ ¼
ZT

0

CeAðt�xÞBDujðxÞdx ð10Þ

The k norm of ekðtÞ is described as Eq. 11:

jjejðtÞjjk � jjCkkBjj 1� eðjjAjj�kÞtf

k� jjAjj jjDujjjk ð11Þ

where k[ jjAjj
According to Eqs. 10, 11 and 12 can be expressed:

lim
j!1

sup
t2½0;T �

jjejðtÞjj ¼ 0 ð12Þ

If jjI � CBCDjj\1, then the error converges to zero. In other words, lim
j!1

ejðtÞ ¼ 0.

The open PID-type ILC algorithm is expressed as Eq. 13. Its scheme is shown in
Fig. 3.
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ujþ 1ðtÞ ¼ ujðtÞþCPejðtÞþCD _ejðtÞþCI

Z t

0

ejðxÞdx ð13Þ

CP, CD, and CI are real constant coefficients, which are called as proportional,
derivative, and integration learning coefficients, respectively.

Convergence conditions are expressed as Eq. 14:

jjI � CBCPjj\1
jjI � CBCDjj\1
jjI � CBCI jj\1

9
=
; ð14Þ

where I is a unit matrix.

3 Simulation Experiment

The closed-loop transfer function of typical second-order control system of refer-
ence model is given as follows:

UðsÞ ¼ x2
n

s2 þ 2nxn þx2
n

ð15Þ

The time-domain specifications of second-order control system are given as
follows:

Fig. 3 Tracking performance
of the open PID-type ILC
system outputs at different
iteration numbers
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• Overshoot rp is no less than 7 %.
• Settling time ts is no less than 1.5 s.
• Stable error is no greater than 0.02.

The damping ratio is determined by Eq. 16.

n ¼ lnð1=rpÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þðlnð1=rpÞÞ2

q ¼ 0:646 ð16Þ

The value of settling time ts is 1.2. The undamped natural frequency is determined
by Eq. 17.

xn ¼ 4:4=nts ¼ 5:675 ð17Þ

The damped oscillatory frequency is determined by Eq. 18:

xd ¼ xn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
¼ 4:33 ð18Þ

The desired output is described as Eq. 19:

ydðtÞ ¼ 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

p e�nxntð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
cosðxdtÞþ n sinðxdtÞÞ ð19Þ

The linear time-invariant system model is described as Eq. 20:

A ¼ 0 1
�1 �2

� �
; B ¼ 0

1

� �
;C ¼ 0 1½ � ð20Þ

According to Eq. 14, CP ¼ 2:8;CI ¼ 5:7;CD ¼ 0:77 are the gains parameters
selected in the open PID-type ILC system.

Figure 3 shows the desired output yd(t) (solid curve) and the actual output
yj(t) (other curves) for k = 1, 2, 3, 4, and 5. As Fig. 3 indicates, by increasing the
iteration number, the output of open PID-type iterative learning control system can
converge to the desired output faster. Figure 4 demonstrates that the average
absolute error between the desired output and the actual output changes as iteration
j increases. It can be seen that with the increase of the iteration times, the average
absolute value of errors of the output trajectory is quickly converging to 0. It
indicates that the convergence in the open PID-type iterative learning control
system is monotonic. Figure 5 shows output of open PID-type iterative learning
control system tracks the desired output very well at 8th iteration number. These
models are simulated by using MATLAB R2012b.
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4 Conclusions

The paper analyzes the convergence of the open PID-type. According to the PID
parameters, its convergence condition is obtained. The gain parameters in open
PID-type ILC system are very important, which would affect notably the tracking
performance and convergence of ILC system. By selecting appropriate gain
parameters of the open PID-type ILC, the output of this system tracks the desired
output very well after 8th iteration number. It causes the monotonic convergence.
The speed of monotonic convergence is very fast. The absolute error between the
desired output and the actual output converges uniformly to zero. The simulation
results illustrate that the open PID-type iterative learning control system in this
paper is effective and stable and has high performance.

Fig. 4 The average absolute
values of the tracking error
versus the number of iteration

Fig. 5 The trajectory
tracking curve of the 8th
iteration
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Development of an Integrative Pointing
Gimbal Mechanism for Space Application

Bo Pan, Shuyang Zhang, Lin Li, Fanxin Sun and Yongqiang He

Abstract This paper summarizes the development of an integrative pointing
gimbal mechanism (IPGM) for space application, such as the directional antenna,
the space manipulator, the mobile camera, and other pointing mechanisms.
Different from the traditional gimbal mechanisms, the two drive units of this
pointing gimbal mechanism are integrated into a compact package, so the mass, the
inertia, and the volume can be much smaller. And without the connecting part
between the two axes, the stiffness of this IPGM is bigger under the same output
ability, which offers better dynamic performance and control law. The key part of
the IPGM is also analyzed by numerical calculation, so as to ensure the reliable
running of the shafting under the space environments. To assess its capabilities, the
qualification environment testing including the thermal cycling testing and the
sinusoidal vibration were carried out. The testing results show that the performance
of the IPGM is almost the same between the former and the end of each testing.

Keywords Space mechanism � Pointing gimbal mechanism � Integrative �
Temperature

1 Introduction

The pointing gimbal mechanism is one of the most important mechanisms for space
application. It is always seen in the directional antenna [1], the space manipulator,
the mobile camera, and other pointing mechanisms. Because the mass and the outer
envelope of spacecraft are limited on most occasions, lightweight and compact size
is always one of the most important themes for space mechanism design [2]. In
order to reduce the mass and the volume, a lightweight and compact pointing
gimbal mechanism will be introduced.
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2 Design Description

The housing of the axis B is directly mounted in the output shaft of axis A, as
shown in Fig. 1. The inner races of bearings are mounted in the “U” housing
structure in the drive unit of axis A, through some connecting part. And the outer
races of bearings are directly mounted in the “large” output shaft of axis A. Seen
from the static coordinates, the inner races of bearings are static and the outer races
of bearings are running, when the axis A of the IPGM is working. As a result, the
two drive units are integrated into a compact package. The mass, the inertia, and the
volume can be much smaller than the traditional ones (Fig. 1b). And without
additional connecting part between the two axes, the stiffness of this IPGM is bigger
under the same output ability, which offers better dynamic performance and control
law. Figure 1a shows several rotational positions of the IPGM. The axis A can
rotate from −110 to +110 °C, and the axis B can rotate from −360 to +360 °C. So
the pointing space can reach more than a ball surface. In each drive unit, the motor,
the gear reducer, and the angle sensor are totally the same.

The ultrasonic motor has many advantages, for example, high torque with low
speed, compactness in size, absence of electromagnetic interference, a fast response
characteristic, and a large holding torque at switch-off power [3]. Recently, many
prototypes of the ultrasonic motor have been developed successfully, and some
have already been used in space. Figure 2 shows a type-40 ultrasonic motor, which
is used in the IPGM. The combination of low mass, small volume, and high drive
ratio makes harmonic gear one of the most important moving parts in space
mechanisms since its coming out [4]. In the IPGM, a type-50 short-cup harmonic
gear is applied, with the gear ratio 160:1, as shown in Fig. 3. This type of harmonic
gear can offer the same output capability with less mass and volume compared with
the traditional one. Lubrication is a critical aspect for proper, effective performance.
The harmonic drive gears in the IPGM were lubricated with PFPE grease [5]. The
inner and outer races of bearings were lubricated with MoS2 film, and bearing cages
were made of PTFE-based self-lubricating polymers.

Axis A

Axis B

(a) (b)

Fig. 1 Comparison between the IPGM and other traditional gimbal mechanism. a IPGM. b The
traditional gimbal mechanism
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To achieve high precision of position control in the IPGM, the angle position of
output rotor is needed. Optical encoder and resolver are widely used in shaft angle
measure. Although optical encoder has high performance with the same mass, its
reliability and its survival capabilities in extreme environment are not as good as
resolver. Thus, a single-channel resolver is used for angle sensor, as shown in
Fig. 4. Its precision is better than ±0.1°. For high-precision application, a resolver
with higher precision could be selected, such as a double-channel resolver.

Fig. 2 The ultrasonic motor
in the IPGM

Fig. 3 The harmonic gear in
the IPGM

Fig. 4 The single-channel
resolver in the IPGM
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Figure 5 depicts the prototype of the IPGM and shows its mass as 1979 g.
Because the primal objective is to design a prototype, the structure of the IPGM is
not fully optimized. In the latter application, the structure can be optimized again,
and the mass, the inertia, and the volume will be much smaller. Table 1 shows the
performance parameters of the IPGM prototype. And with the optimization of
system design, some of the parameters could be better.

3 Critical Part Analysis

In order to give a good performance in space temperature environment, the key
point of the compact configuration of IPGM is the shafting design, especially the
shafting design of axis A. Figure 6 shows the shafting design of axis A that is
different from the general design. The output shaft and the outer race of bearing are
fitted, and the shell and the inner race of bearing are fitted.

As usual, the output shaft and the shell are made of aluminum alloy (LY12) or
titanium alloy (TC4). The SiCp/Al [6], as a new composite material, has the similar
density to aluminum alloy (LY12) and has the similar elastic modulus and the
coefficient of linear expansion to titanium alloy (TC4). With regard to the variation
of bearing clearance with the temperature cycling, the mechanical analysis of the
shaft and the shell with the different combination of the three materials (Table 2)
was conducted below, to select the best material combination and the optimum
range of the diametrical dimension.

Fig. 5 The prototype of the
IPGM

Table 1 Performance
parameters of the IPGM

Specification IPGM data

Rated output torque ≥8 Nm

Maximum output torque ≥14 Nm

Angle measure accuracy 0.1°

Rotate speed 0–2.25°/s

Weight <2 kg

Life span 8 years
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With the temperature cycling (such as from −60 to 80 °C), the magnitude of
interference between the inner race of bearing and the shell is changing which leads
to the variational deformation of inner race of bearing. The deformation Ds of inner
race was derived as follows [7, 8]:

Ds ¼
2ðIi þDIiTÞ di

ds

� �

di
ds

� �2
�1

� �
f

di
dsð Þ2 þ 1
di
dsð Þ2�1

þ lb

� �
þ Eb

Es
½1� ls�g

ð1Þ

where Ii is the original magnitude of interference and DIiT is the changing mag-
nitude of interference with the temperature cycling.

Similarly, the deformation Dh of outer race was derived as follows [7, 8]:

Dh ¼
2ðIo þDIoTÞ dh

do

� �

dh
do

� �2
�1

� �
f

dh
doð Þ2 þ 1
dh
doð Þ2�1

� lb

� �
þ Eb

Es

Dh
dh

� �2

þ 1

Dh
dh

� �2

�1

þ lh

2
64

3
75g

ð2Þ

where Io is the original magnitude of interference and DIoT is the changing mag-
nitude of interference with the temperature cycling.

The actual radial clearance of bearing is defined as follows:

Fig. 6 The schematic
shafting design of axis A

Table 2 The combinations
of three materials

Combination Shell Shaft

1 TC4 LY12

2 TC4 TC4

3 LY12 TC4

4 LY12 LY12

5 SiCp/Al TC4

6 TC4 SiCp/Al

7 SiCp/Al SiCp/Al
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DPd ¼ DT � Ds � Dh ð3Þ

where DT is the variational radial clearance of bearing with the temperature cycling.
The actual radial clearance of bearing is defined as follows:

Ua ¼ Ur � Ug þDPd ð4Þ

where Ur is the original clearance of bearing and Ur � Ug is the clearance of
bearing after the preload.

Based on Hertz contact theory and Palmgren simplified calculation, the relation
between the actual radial clearance of bearing and the contact load between balls
and races of bearing can be written as follows:

Ua ¼ e
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRqÞQ23

p
ð5Þ

where Q is the contact load between balls and races of bearing.
With the temperature cycling, the thermal deformation of inner and outer races

of bearing, the thermal deformation of bearing balls, and the magnitude of inter-
ference due to thermal deformation would lead to the change of bearing clearance.
When the bearing clearance is minus, the contact force will appear between ball and
race of bearing. This will introduce the extra thermal load beside the working load.
Figure 7 shows the influence from temperature on the bearing clearance, consid-
ering of the variational magnitude of the interference in the shafting. Figure 8
shows the variational contact load between ball and race of bearing with the tem-
perature cycling. The radial clearance of bearing was considered to be 0 μm after
the preload.

Fig. 7 The clearance of bearing
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In Combination 1, the radial clearance of bearing decreases with the temperature
reducing (from −60 to 0 °C), which will lead to the increasing of the contact load
between ball and race of bearing (the load could be 1 kN level). And such a load
would lead to the increase of the friction moment in bearing, and the wear in the
bearing would also increase. As a result, the Combination 1 is not a good choice
because of the bad performance at low temperature.

In Combination 3 and Combination 4, the radial clearance of bearing between
the shell and the inner race of bearing would arrive at 50 μm at the most. It is
unacceptable for high-precision shafting which will induce a large radial run-out of
the shafting.

In Combination 2 and Combination 7, both of the shell and the shaft are made of
the same material. They have the similar performance at low and high temperature.
The radial clearance of bearing and the contact load between balls and races are all
acceptable. Combination 7 makes a balance between the performance at low and
high temperature, and Combination 2 performs worse at low temperature.

Combination 5 and Combination 6 have different characteristics. Combination 5
has the better performance at low temperature, while Combination 6 has better
performance at high temperature.

Considering the material cost, machining cost, weight, and so on, the
Combination 7 is the best choice. Moreover, the machining and assembling
dimension preference can also be concluded. Table 3 shows the result of
preferences.

Fig. 8 The contact load between ball and race of bearing
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4 Qualification Testing

The qualification environments included variations in temperature and sinusoidal
vibration to assess its capabilities in environments of space and launch.

4.1 Thermal Cycling

The qualification thermal environment was −30 to +50 °C in normal air condition
in a controlled thermal cycling test box, as shown in Fig. 9. The IPGM was
working well between and after the thermal cycling testing.

4.2 Sinusoidal Vibration

The qualification units were exposed to a maximum 12 g sinusoidal vibration with
a sweep rate of 4 octaves/min from 5 to 100 Hz in the vertical orthogonal axis and a
maximum 4 g sinusoidal vibration with a sweep rate of 4 octaves/min from 5 to
100 Hz in the other orthogonal axes, as shown in Fig. 10.

The low-level sine vibration curves of the IPGM are almost the same, before and
after the full-level sinusoidal vibration testing, as shown in Fig. 11. The frequencies

Table 3 The control of dimension

Item to control Control range

1 The fit value between the outer race of bearing
and the output shaft

Assure the magnitude of interference
from 3 to 5 μm

2 The fit value between the inner race of bearing
and the shell

Assure the magnitude of interference
from 1 to 2 μm

Fig. 9 Thermal cycling
testing for the IPGM

824 B. Pan et al.



of the curve peak in each direction are 665.27 Hz(X), 1132.4 Hz(Y), and
464.52 Hz(Z). And the IPGM was working well after each sinusoidal vibration
testing.

5 Conclusion and Prospect

To meet the requirement of lightweight and compact size for space application, an
integrative pointing gimbal mechanism prototype is developed. Though the drive
unit of the second stage is integrated in the output shaft of the drive unit in the first
stage, the mass, the rotational inertia, and the volume are effectively reduced. And
the thermomechanic analysis of the “U” structure and the application of some
special metal matrix composites ensures the steady running of the IPGM going
through the environments of launch and space. Some primary qualification testing
is completed to assess its capabilities. The testing results are satisfactory.

Fig. 10 Sine vibration
testing for IPGM

Fig. 11 Comparison between the low-level vibration curves of the IPGM before and after the
full-level sinusoidal vibration testing of all three axes. a x direction. b y direction. c z direction
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The improved IPGM will be developed by the third quarter of 2015 and will
complete its qualification and life testing by the end of 2015. This qualification
testing will include high-level sine vibration and thermal vacuum environment from
−60 to +80 °C.
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Multiuser Scheduling on Dual-Hop Relay
Networks and Effect of Feedback Delay

Jiyao Wei and Xianyi Rui

Abstract In cooperative communication, the evaluation of the system performance
and its degree of fairness mainly depend on the choice scheduling made on channel.
However, in real system, feedback delay between channel estimation time and the
real transmit information time cannot be ignored. And the delay effects on both the
performance of the cooperative communication system and the scheduling of
information transmission. In this paper, we focus on studying multiuser scheduling
on dual-hop relay networks and the effect of feedback delay. Simulation advocates
the performance of a multiuser relay network equipped with a single
amplify-and-forward (AF) relay over Rayleigh fading environments. The results
show that the channel capacity and the degree of fairness effected by feedback delay
decrease obviously.

Keywords Multiuser scheduling � Feedback delay � Channel capacity � Degree of
fairness

1 Introduction

In point-to-multipoint multiuser cooperative communication, for example, the case
of a cellular system, the base station can select the mobile user with the strongest
channel in a time/frequency bin to schedule data transmission. This strategy, which
has come to be known as opportunistic scheduling, and the opportunistic
scheduling make impact on the dual-hop relay networks [1–3]. Among the pro-
posed cooperative strategies [4], amplify and forward (AF) attracts considerable
attention due to its ease of implementation and low power consumption. The author
in [5–7] studied the multiple relays scheduling for amplify-and-forward cooperative
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networks. In real environment, feedback delay cannot be ignored. In [6, 7], the
performance of outdated channel state information of amplify-and-forward
(AF) cooperative communication was investigated. Above literature only consid-
ers the impact of the opportunistic schedule or feedback delay on performance of
system. This paper studies scheduling algorithm as well as feedback delay. Besides,
the effect that feedback delay has on scheduling performance will also be discussed.

2 System Model

One example of this is point-to-multipoint dual-hop links where a source
(S) communicates with L scattered destinations Dk; k 2 1; 2; 3; . . .; L via a single
relay (R), as shown in Fig. 1. Assuming that each node is configured, single
antenna and all nodes operate in half-duplex mode, and there is no direct link
between S and Dk.

The whole process can be divided into three parts: the first data transmission,
user’s selection, and the second data transmission. Considering the constraints of
half-duplex mode, data transmission is divided into two time slots. During the first
time slot, S transits information to R. During the second time slot, by amplify and
forward (AF), R retransmits information to Dk.

In the first slot, the received signal at the relay can be written as follows:

ysr nð Þ ¼ ffiffiffiffiffi
PS

p
hsr nð Þxs nð Þþ nsr nð Þ ð1Þ

where PS is the transmit power at S, hsr denotes the channel gain of S–R, xs nð Þ is
the nth transmission symbol of source node, and nsrðnÞ is corresponding additive
white noise whose average is 0 and variance is 1.

In the second slot, the relay employs AF to simply amplify the received signal
from the source and retransmits a scaled copy of the signal to the destination. b,
amplification coefficient of AF, can be written as follows

Fig. 1 Illustrative system model for point-to-multipoint dual-hop links
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b ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

q ð2Þ

so xrðnÞ, the data retransmitted by relay node can be written as follows:

xrðnÞ ¼ bysrðnÞ

¼
ffiffiffiffiffi
Ps

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

q hsrxsðnÞþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

q nsrðnÞ ð3Þ

The signal destination node Dk receives is as follows:

yrdk ðnÞ ¼
ffiffiffiffiffi
Pr

p
hrdk xrðnÞþ nrdkðnÞ

¼
ffiffiffiffiffiffiffiffiffi
PsPr

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

q hsrhrdk xsðnÞþ
ffiffiffiffiffi
Pr

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

q hrdknsrðnÞþ nrdkðnÞ

¼
ffiffiffiffiffiffiffiffiffi
PsPr

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

q hsrhrdk xsðnÞþ ~nrdk ðnÞ

ð4Þ

In this formula, ~nrdkðnÞ ¼
ffiffiffiffi
Pr

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps hsrj j2 þ r2sr

p hrdknsrðnÞþ nrdk ðnÞ, Pr is the relay

retransmit power.
In this paper, the state information of cooperative transmission is outdated; thus,

it effects the gain of links between nodes. According to Jake’s fading correlation
model, the channel with a feedback delay can be modeled as follows:

~hsrðnÞ ¼ qsrhsr þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2sr

q
xsr ð5Þ

~hrdk ðnÞ ¼ qrdk hrdk þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2rdk

q
xrdk ð6Þ

In the formula, ~hsrðnÞ and ~hrdk ðnÞ representatively denote outdated channel
coefficients of the S–R and R–Dk . qsr is the correlation coefficient between the real
channel and the estimation channel in the first time slot, while qrdk denotes the
correlation coefficient between the real channel and the estimation channel in the
second one. According to Ref. [4], q ¼ J0ð2psfDÞ, J0ð:Þ stands for the zeroth Bessel
function of the first kind and fD represents the maximum Doppler frequency on the
S–R link. In simulation, we assume that q ¼ qsr ¼ qrdk , hsr;xsr; hrdk , and xrdk

denote a circularly symmetric complex Gaussian random variable.
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Relatively, the instantaneous SNRs of the first and the second time slot can be
representatively denoted as follows:

~csr ¼ ~hrdk
�� ��2Ps

N0
ð7Þ

~crdk ¼ ~hrdk
�� ��2Pr

N0
ð8Þ

where N0 represents noisy power spectral density.

3 Scheduling Algorithm

As the resource of system is limited, when multiusers are using the limited resource,
scheduling balances the system performance and the degree of fairness. This paper
studies the following scheduling algorithms.

3.1 Round Robin (RR)

RR is a distributed algorithm, as it does not require external signaling. Each node
periodically changes its role slot by slot. In Ref. [5], scheduling priority of every
user is equal and probability is the same. Each user is scheduled periodically; thus,
round robin (RR) seeks the highest level of fairness. This algorithm ignores users’
channel performance and makes sure every user get the same resource; thus, there is
no “starvation.” But in real multiuser communication service, RR is not ideal which
leads to the low throughput of users.

3.2 Absolute SNR-Based Scheduling

Absolute SNR-based scheduling ignores the fairness of users; the scheduler selects
and sequences the users according to their channel transient performance. Then,
scheduler distributes resource to the best user. k stands for the user that is sched-
uled. The algorithm can be written as follows:

k ¼ argmaxðcrdk Þ ð9Þ

crdk represents k’s SNR. The chosen of the user that has good channel performance
makes sure that the system performance is maximized, and the utilization ratio of

830 J. Wei and X. Rui



resource is highest. But this also makes the users that have bad channel perfor-
mance get little or no resource, which leads to the “starvation” of the users.

3.3 Normalized SNR-Based Scheduling

Proportional fair (PF) is the compromise of round robin (RR) and greedy
scheduling algorithm (MAX). RR ensures the fairness of users, while MAX focuses
on the maximum of system performance. PF reconciles both fairness and system
performance which eliminates the starvation and avoids the lowest system perfor-
mance. Assume that the scheduled user is k, so the PF can be written as follows:

k ¼ argmax
RkðtÞ
RkðtÞ

ð10Þ

RkðtÞ stands for k’s speed at t time, and RkðtÞ represents k’s average speed during
t. When system schedules, some good-performing user, RkðtÞ, will gradually
increase and the priority decreases. If some user’s channel quality is bad and gets
little resource for long, then its average speed will decrease and priority will
increase. And then the user will get the opportunity to be scheduled.

According to Shannon theory, C ¼ B log2ð1þ cÞ, where C is rate of transmis-
sion, B is bandwidth, and c is SNR. Assuming that bandwidths are the same, so that
the bigger the SNR is, the faster the transmission rate is. In what follows, we refer
to the proportional fair one based on SNR as the “normalized SNR-based
scheduling” [8].

k ¼ argmax
ckðtÞ
ckðtÞ

ð11Þ

4 Fairness Index

Fairness index is standard used to measure whether the resource distribution
between users is equal or not. This paper adapts max–min index, that is

Imin�max ¼
min xj

� �

max xif g ð12Þ

xi, xj representatively stands for the total resources distributed to user i and user j, i,
j 2 {1, 2, 3, …, L}.
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5 Simulation Result

This section will simulate round robin (RR), absolute SNR-based scheduling
(MAX), and normalized SNR-based scheduling (PF) in both ideal channel and
delay channel, respectively. We observe the impact that delay channel effects on
scheduling algorithm according to channel capacity and fairness index. The sim-
ulation is as the following: Each channel between any two random nodes is a flat
Rayleigh channel. And every channel is independent. Assuming that the transmitted
powers of source (S) and relay (R) are equal, that is, PS ¼ Pr. Ignoring the direct
link, source signal is BPSK and is based on AF. The signal of sent N = 10,000.

Figure 2 clearly shows that MAX guarantees the best system performance. PF is
better than RR in channel capacity (Fig. 3).

“MAX, PF, and RR” represent the simulation in ideal channel. “LateMAX,
LatePF, and LateRR” represent the simulation in feedback delay. Because of the

Fig. 3 Comparison of capacity for 3 scheduling algorithms in ideal channel and feedback delay.
User number is 100, ρ = 0.6

Fig. 2 Comparison of capacity for 3 scheduling algorithms in ideal channel
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impact of the feedback delay, system performance in all the scheduling algorithms
becomes bad (Fig. 4).

When there are 150 users, the fairness index of RR is below 1. It is because that
the user number is not divided by N with no remainder. As the user number grows
larger, the impact that weight effects have on the fairness of system is stronger,
which leads to the decrease of the fairness index of the MAX and PF.

Figure 5 clearly shows that the impact that feedback delay effects have on
fairness makes the fairness index of MAX and PF decrease. RR is not affected by
feedback delay because it is an absolute fair algorithm and ignores the system
performance.

Fig. 4 Simulation of the fairness in 3 scheduling algorithms in ideal channel. User number:
50–250

Fig. 5 Comparison of fairness for 3 scheduling algorithms in ideal channel and feedback delay.
User number: 200
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6 Conclusion

This paper studies round robin (RR), absolute SNR-based scheduling (MAX), and
normalized SNR-based scheduling (PF) in ideal channel and feedback delay. By
comparing channel capacity and fairness, we can conclude that PF is the com-
promise of RR and MAX. It not only ensures fairness, but also improves the system
performance. Simulations in different channels demonstrate that feedback delay
impacts on scheduling performance and fairness and make them worse.
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Research on System Modeling
and Starting Strategy of Inverter
for Medium-Frequency Induction Heating

Sen-lin Cheng, Hu Xu, Chuan Wang and Qiang-zhi He

Abstract Aiming at the puzzle of being low in starting success rate and poor in
starting performance of the current source medium-frequency induction heating
power supply, the paper presented a novel starting control strategy based on energy
pre-charge starting system. In the paper, it made the anatomy and study compre-
hensively on a variety of energy pre-charge starting methods, constructed the
system model of energy pre-charge starting control, and put forward to the starting
strategy based on the load capacitor pre-charged. The results of the starting control
strategy simulation demonstrated that the constructed system model and the pre-
sented starting strategy are reasonable and feasible. The research results provide a
novel reference method for solving the starting control of medium-frequency
induction heating power supply.

Keywords Induction heating � Current source inverter � Control model � Energy
pre-charge starting � Starting strategy

1 Introduction

The SCR current source induction heating power supply (SCR-CS-IHPS) is widely
used induction heating equipment in forging industry. The starting of current source
inverter has always been a major puzzle in the induction heating field [1–4]. Since the
SCR inverter belongs to the load commutated inverter, it becomes more complicated
to start in SCR-CS-IHPS. Engineering experience shows that the most effective
starting method of SCR-CS-IHPS is the energy pre-charge starting. The function of
pre-charged energy is that it identifies the load resonant frequency conveniently
based on the zero-input response of the load circuit and provides the commutation
voltage for the SCR converter. But in the starting process, because the energy feeding
speed cannot catch up the energy decaying speed in the inverter, it will result in
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starting failure of SCR inverter because of the commutation failure. Many scholars
have studied on this puzzle, and there are multiple starting methods proposed, such as
the frequency sweeping starting [5], DC inductance pre-magnetized starting [5],
load-magnetized starting [5], double-auxiliary-bridge starting [6], and load capacitor
pre-charged starting [5]. Among them, the load capacitor pre-charged starting owns
the maximum pre-charged energy. When it works in unloaded or light load, all the 5
kinds of methods above can complete the starting normally, but when the inductor is
full of cold material, it would result in starting failure because of the extremely fast
decay speed in energy pre-charged. Obviously, if the pre-charged energy is more
enough, then the starting ability will be stronger. Based on the identification of load
circuit parameter, the paper builds the control system model of starting process [7–9]
and presents a load capacitor pre-charged starting strategy with a stronger starting
performance. The simulation experiment shows that even if it is the most complicated
starting situations, it is still has good starting performance.

2 Pre-charge Starting Analysis

As shown in Fig. 1, the implementation of inverter commutation depends on the
load voltage uH; thus, there must be pre-charged energy on load circuit before
starting. In Fig. 1, the energy storage devices Ld, L, C can store energy in advance,
which can guarantee the inverter to start with enough initial energy.

Assuming the load magnetization pre-charge current for inductor branch is IL0,
which is equal to the current on Ld, and IL0 can be converted to the voltage Um on
the capacitor shown in formula (1).

Um ¼ QRIL0 ð1Þ

In formula (1), Q is the quality factor, and Q =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L=R2C

p
. When capacitor

pre-charged starting, the voltage on compensation capacitor C is Uc0, which is
related to the load status, and it can be close to the limit value. Suppose the energy
is converted as magnetic energy, then it will need to meet formula (2).

Uc0 �Q2RIL0 ð2Þ

L R

C

Ld

T1 T2

T3 T4
uH

+

_

Ud

Id

iL

Fig. 1 Energy pre-charge
storage circuit
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According formula (1) and (2), it can get formula (3).

Uc0=Um �Q ð3Þ

In formula (3), Q is not less than 1. It shows the energy pre-charged result that
the capacitor pre-charge method can get more initial energy than load magnetization
pre-charge method, which means the capacitor pre-charge has a longer decay
process under the same load situations. It also can be seen from its zero-input
response in Fig. 2 when the parameter of the circuit is, respectively, R = 0.4 Ω,
L = 0.5 mH, C = 500 μF, IL0 = 100 A and Uc0 = 250 V from formula (2). In
Fig. 2, the curve 1 is the response by capacitor pre-charge method and curve 2 is the
response by load magnetization pre-charge method. In addition, the resonant fre-
quency of load circuit is x0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=LC � R2=L2

p
.

Based on the changing of load circuit, it is as shown in Fig. 3 to the load circuit
of auxiliary bridge starting presented with a series capacitor.

ZbðjxbÞ ¼ 1� LðCþC1Þx2
b þ jxbRðCþC1Þ

�RCC1x2
b þ jxbC1ð1� LCx2

bÞ
ð4Þ

The circuit impedance of the load is shown as formula (4) under the frequency
ωb

L2CðCþC1Þx4
b � ½LðCþC1ÞþR2CðCþC1Þþ LC�x2

b þ 1 ¼ 0 ð5Þ

Substituting R = 0.4 Ω, L = 0.5 mH, C1 = C = 500 μF into the formula (5), the
equation does not exist real solution. It means that when auxiliary bridge exists, the
load circuit belongs to forced oscillation, it has a sharp impact to devices when
commutation. At the same time, when the auxiliary bridge is out work, the load
circuit recovers its resonant performance, but the resonant frequency is different
greatly with switching frequency of inverter, and thus, the starting effect is
imperfect.
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(t)/VFig. 2 Zero-input response
of capacitor and load
magnetization pre-charge
methods

L RC
C1

Fig. 3 Load circuit of
auxiliary bridge starting
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3 Double Closed-Loop Control System of Voltage
and Current

Because it contains the multiple starting situations, the successful starting should
satisfy the condition that the system response speed must meet the real-time control
requirement, and the system response must meet the control accuracy requirement.
In engineering, the most starting control depends on auxiliary circuits and is the
control of limited current and voltage in open-loop. Although it has a strict starting
sequence, it is hard to ensure the control accuracy and stability. In addition, the load
current is used as the feedback variable in existing closed-loop control, but it is
more suitable for the temperature and power control in steady state. Because of the
particularity of starting process, the both must be satisfied in requirement of the
energy supply speed and the voltage amplitude on the load. Thus, the system
structure is designed as the double closed-loop control system of voltage and
current in the paper, the inner is current feedback, and the outer is load voltage
feedback. The control system structure is shown in Fig. 4.

4 Starting Process Modeling

The equivalent load circuit with input current is shown in Fig. 5.
It can get the formulas (6) and (7) according to Kirchhoff’s current and voltage

law.

iH ¼ CduC=dtþ iL ð6Þ

L

R

C
iH

+

_
uC

iL

Ig

Fig. 5 The equivalent load
circuit with input current
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Voltage feedback
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Filter

Load disturbance

++

_ _

UHR

UHf UDf
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Inverter

Fig. 4 Double closed-loop control system structure
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uC ¼ iLRþ LdiL=dt ð7Þ

Then, the transfer function of load shows as formula (8).

GOðsÞ ¼ LsþR
LCs2 þRCsþ 1

ð8Þ

The transfer function of rectifier is shown as formula (9).

GRðsÞ ¼ KR=ðTRsþ 1Þ ð9Þ

In Fig. 1, the filter consists of inductor Ld, and its transfer function shows as
formula (10).

GFLðsÞ ¼ Lds ð10Þ

In Fig. 5, the load input signal iH is the output of inverter, and the primary
harmonic is taken, which shows as formula (11).

iHðtÞ ¼ 4Ig sinðxstÞ
�
p ð11Þ

Its Laplace transformation form is shown as formula (12).

IHðsÞ ¼ 4Igxs

pðs2 þx2
s Þ

ð12Þ

where Ig is the amplitude of the input current iH and ωs is the switching frequency
of inverter.

The Laplace transformation form of inverter input Id1 shows as formula (13), Id1
is the output of the filter, and its amplitude is Ig.

Id1ðsÞ ¼ Ig=s ð13Þ

Thus, the transfer function of the inverter is shown as formula (14).

GinvðsÞ ¼ IHðsÞ
Id1ðsÞ ¼

4xss
pðs2 þx2

s Þ
ð14Þ

For convenience of verification, the power grid and load disturbance are ignored,
the controller only adopts the proportional control, and all the outer and inner
feedback of loop circuit are taken as the unit feedback.

HFCðsÞ ¼ HFV ðsÞ ¼ 1 ð15Þ

Assuming that after filtering, the maximum amplitude of load voltage, the
control voltage of rectifier angle and the DC current is, respectively, UHM, UαM and
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Id1M. Then, the parameter kPV and kPα of the controller, respectively, shows as the
following. And the system structure diagram of transfer function is shown as Fig. 6.

kPV ¼ Id1M=UHM ð16Þ

kPa ¼ UaM=Id1M ð17Þ

5 Research on Starting Control Strategy

The analysis of starting process includes the load characteristic identification, the
system energy pre-charge, and the starting control. Load characteristic identification
is to obtain the load resonant frequency, and the equivalent parameter of load
inductor depends on a cycle of charge and discharge to the load circuit. The system
energy pre-charge means that the magnetization pre-charge to the inductor Ld and
the load capacitor energy pre-charge, which makes their initial energy to reach the
required level. The starting control is to connect the load to inverter, and it can fast
and accurately control the output of rectifier after the starting condition met. The
control model is shown as Fig. 6.

• Load characteristic identification

The load characteristic is determined by the load parameters. The identification
of the load characteristics depends on its zero-input response. In the parallel res-
onant circuit, capacitance of C is the known, and the inductance of the inductor can
be estimated by the expression (18).

L ¼ Nlrl0npr
2 ð18Þ

In the equation, n = N/l, l, r, μ0 and μr is, respectively, the turn number of coil in
unit length, coil length, bar radius, permeability of vacuum and the differential
permeability of iron bar.

The resonant frequency can be obtained by detecting the period T of the response
of zero input, and the equivalent resistance R of inductor can be estimated as
formula (19).

kPV kP

HFV(s)

HFC(s)

sLd

_ _

UHR

UHf UDf

UHEH EHV EHC IH
Ginv(s)

2

Ls R

LCs RCs 1

+
+ +

R

R

k

T s 1+
Id1

Fig. 6 Control system structure diagram of transfer function
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R ¼ L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=LC � ð2p=TÞ2

q
ð19Þ

• System energy pre-charge

The pre-charged voltage of C is limited to its rated voltage, which is charged by
another auxiliary capacitor, and the initial current on inductor Ld must meet the
inequality (20).

Id0 �U0=R1 ð20Þ

where U0 is the threshold voltage of inverter commutation, R1 is the impedance of
load, and also R1 = L/RC.

The magnetizing pre-charge path of Ld is shown as Fig. 7, and the initial current
can control to be increased to Id0 gradually.

• Starting control

When connecting the load to inverter, SCR T1 and T4 are turned off because of
its inverse voltage, which realizes the conducting from 4-bridge-arm on convert to
only T2 and T3 working. At the first commutation process, it only needs a turn off
time of SCR tq to be able completing the process (do not have to be wait until the
natural zero-crossing to commutate). Usually, tq is in the microsecond level, but the
natural zero-crossing time is in millisecond level. The less the time of the first
commutation is, the greater the opportunity of starting successfully is when working
on a hard situation to start. The first commutation process is shown as Fig. 8.

L R

C

+ _

+

_

Ud

T1 T2

T3 T4
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Id
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L R
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T1 T2

T3 T4

Ld

Id

(a) (b)

Fig. 8 The first commutation process. a, b Ud is the rectifier output voltage, Ld is the filter
inductor, Id is the current on Ld , R, L and C respectively is equivalent resistor, equivalent inductor
and the load compensating capacitor. T1–T4 are all SCR. I and II are two current loop

+

_

Ud

T1 T2

T3 T4

Ld
Fig. 7 Magnetizing
pre-charge path of Ld
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After completing the energy pre-charge, the initial energy of load circuit reaches
the maximum. Then, it is connected the load to inverter and gets ready for the first
commutation, and the process is shown as Fig. 8a. The capacitor C discharges
through the loop I and II, SCR T1 and T4 turn off, and the path of Id becomes the
cathode of Ud → Ld → T2 → RLC → T3 → the negative of Ud. Therefore, the
completing the first commutation only needs a turn off time of SCR, which shows
in Fig. 8b. The following control is based on the load voltage oscillation so as to
control inverter-state switching, its principle is similar to the above, and there is no
longer to repeat.

6 Experiment Result and Its Analysis

When the parameters are selected for R = 0.4 Ω, L = 0.5 mH, C = 500 μF,
Uc0 = 500 V, it made the simulation with the help of MATLAB/Simulink toolbox,
and the Fig. 9 is the step response of control system shown as in Fig. 6. The
comparison result of the simulation starting between the presented starting strategy
and the general pre-charge strategy is shown as in Fig. 10.

From Fig. 9, the correctness of the model is verified by step response of the
control system constructed by authors. The starting response of two different
strategies is shown in Fig. 10. Under the same initial starting and load conditions,
the response curve 1 and response curve 2 in Fig. 10 is, respectively, the response
curve by presented starting strategy and general pre-charge strategy, the time of the
first zero-crossing in curve 1 is shorter than in curve 2, and which means that it has
indeed improved the system starting quality.
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7 Conclusions

Based on the load capacitor pre-charge model, the paper presented a starting control
strategy that can effectively improve the starting performance of SCR-CS-IHPS.
Load capacitor pre-charge starting is a classical and actual method, and by means of
deep analysis and comparative research, the experiment shows that the presented
starting strategy is much shorter in first zero-crossing time based on the load
capacitor pre-charge model. The research result provides a new thinking for start
and control of the current source inverter.
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Optimal Configuration of Bypass Diodes
for a High-Concentration Photovoltaic
System

Ting-Chung Yu, Yao Ti Hung, Yih-Bin Lin, Chih-Hao Chen
and Yan-Cheng Liou

Abstract The high-concentration photovoltaic (HCPV) system uses high-
magnification condenser lens to focus sunlight on the surfaces of group III–V
photovoltaic (PV) cells. The PV cells can convert sunlight to electricity effectively.
However, since the HCPV system includes PV cells and concentrating equipment,
its components are more than those of general photovoltaic systems and are more
prone to high cost and malfunctions. Bypass diodes are installed in the HCPV
modules to prevent power consumption when they are shaded or damaged. The
main purpose of this paper is to investigate the influence of bypass diodes on the
HCPV modules and look for an optimal bypass diode configuration. In this
research, the authors cooperated with Arima EcoEnergy Technologies Corp. whose
HCPV products were used as references for modeling the simulation system.
MATLAB/Simulink was used as the modeling tool to establish a HCPV simulation
system using the built-in PV cell model. Simulations were implemented under
different shaded conditions and investigated the effects of power generations under
different bypass diode configurations. According to the simulation results, the
configuration of 1 bypass diode per 2 PV cells is the best in general and random
shaded conditions; however, the configuration of 1 bypass diode per 3 and 6 PV
cells are better for some special conditions. The simulation results in this paper can
be provided to HCPV companies as references, while designing products in the
future, and should be helpful for improving performance and cost of the products.
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1 Introduction

The HCPV system has become a new focus of attention of the global photovoltaic
(PV) industry. It has the advantages of high conversion efficiency, low average cost
of electricity (LCOE), and others. Its great value and development potential has
attracted the attention of PV industry and research institutes in USA, Europe, Japan,
and China who devote their efforts to related research. It has become a rising star in
PV industry.

Partial shading on PV modules can cause large reverse voltages and reduce the
generated output power. Bypass diodes are frequently used to minimize the effects
of shading on PV module power generation. In theory, it is better to connect each
PV cell of a PV module in parallel with a bypass diode. PV modules can generate
more output power than those without bypass diodes. However, the power dissi-
pated by all the bypass diodes can be comparable with the power produced by PV
modules in lower power conditions such as low-irradiance climate. This can be
happened especially in the case of HCPV modules, whose amount of PV cells is
much more than those of general PV modules. Therefore, how to get a balance
point between shaded effects of PV modules and power dissipation by bypass
diodes has become an important issue.

In recent years, many literatures concerning PV modules, bypass diodes, and
shaded effects have been published [1–6]. In the study of [1], Ding et al. used
Simscape solar cell to be the simulation element in the MATLAB platform to show
the I–V and P–V characteristics of PV cells. The related parameters of PV cells
such as open-circuit voltage, short-circuit current, irradiance can easily be set in the
Simscape solar cell model. Diaz-Dorado et al. examined the performance of a
photovoltaic array in [2] with an overlapped bypass diodes configuration. They
found a different way to balance the PV power generation and power dissipation by
all the diodes. In the research of [4], Barreiro et al. proposed a testing of various
module types with and without bypass diodes. The results of the experimentation
showed that the performance efficiency and functionality of bypass diodes is highly
dependent on the orientation of the PV modules. Vemuru et al. [5] used a
non-overlapping bypass diode configuration in a randomly shaded solar module and
compared with modules devoid of bypass diodes to find the impact of using bypass
diodes on the PV cell performance under shading. This paper investigates the
influence of bypass diodes in HCPV modules under different shaded conditions.
The optimal configuration of bypass diodes in PV modules is discussed and sug-
gested in later sections.

This paper is organized as follows. Section 2 introduces the structure of the
HCPV cell, module, and bypass diode. Modeling of the HCPV cell and module
with bypass diodes are described in Sect. 3. Section 4 shows the simulation results
with different bypass diode configurations under a fully shaded condition, while
Sect. 5 is the conclusion of this paper.
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2 Structures of HCPV Cell, Module, and Bypass Diode

2.1 HCPV Cell and Module

The basic structure of a HCPV cell is shown in Fig. 1. It uses a Fresnel lens device
[7] to collect and concentrate incident sunlight to the surface of the group III–V PV
cell. A HCPV module consists of many HCPV cells mutually connected with
circuits in series or in parallel. The HCPV module used as an example in this paper
is composed of totally 144 GaAs PV cells in series. Each solar tracker consists of
8-HCPV modules in parallel. Two trackers are connected in series to the inverter of
the HCPV system (Fig. 2). Owing to the design of condenser for the HCPV cell,

Fig. 2 Electrical connection diagram of a HCPV system

Fig. 1 Basic structure of a
HCPV cell
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incident sunlight is gathered in a small range. It not only greatly reduces the use of
HCPV cell area, but also substantial increases energy density of the light-receiving
area.

2.2 HCPV Cell and Module

Most of the PV modules are composed of PV cells in series. When one or more PV
cells malfunctioned or are shaded for some reasons, it results in significantly
reduced current, even no current or large voltage drop under a totally shaded
condition. This would cause a lot of power losses. However, if the PV cell is
connected with a bypass diode in parallel, the current of series circuit can go
through the bypass diode under malfunctioned or shaded conditions. Therefore, the
whole PV module will not cause serious consequences due to one malfunctioned or
shaded PV cell. Working schematic diagram of bypass diodes is shown in Fig. 3.

For example, a 3-MW HCPV system needs about one million bypass diodes due
to the common configuration of 1 bypass diode per 1 PV cell. In the circuit, each
bypass diode is an electronic component which must be packaged and protected.
There are totally two million electronic components needed to be packaged and
protected in a 3-MW HCPV system. Therefore, if the configuration of one bypass
diode per several PV cells is chosen, in addition to reducing costs and power
dissipation of bypass diodes, the risk of packaging failure for bypass diodes is also
reduced.

Currently the design of crystalline PV modules [8, 9] commonly chooses the
configuration of one bypass diode per several PV cells (Fig. 4). The result of this
design provides reference and feasibility for developing the configuration of bypass
diodes used in HCPV modules. The design of sharing bypass diodes can effectively

Fig. 3 Working schematic of
bypass diodes
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reduce the amount of bypass diodes used. Therefore, finding a way or trend to
reduce the number of bypass diodes and get an optimal configuration of bypass
diodes is the main topic of this paper.

3 Modeling of HCPV Module with Bypass Diodes

The research topic of this paper focuses on the generation behavior of HCPV
modules. Before establishing the model of HCPV module, a single GaAs PV cell
model has to be determined first. A physical PV cell model included in
MATLAB/Simscape toolbox is chosen as the GaAs PV cell model in this paper.
Although the built-in physical PV cell model is standardized, it is more intuitive
when building connections between PV cells and other components to set up the
HCPV system. Table 1 is the electrical specification sheet for the GaAs PV cell
used in this paper.

Figure 5 shows the configuration diagram of a HCPV module used in this paper.
Each HCPV module includes 6 series connected receivers. Each receiver is com-
posed of 24 HCPV cells in series. Therefore, there are 144 GaAs PV cells in one
HCPV module. A HCPV module simulation system established by
MATLAB/Simulink is shown in Fig. 6. Figure 7 shows an internal component
wiring in each receiver. It is easy to modify the wiring of bypass diodes in order to
change the configuration of bypass diodes.

Fig. 4 Configuration of
sharing bypass diodes

Table 1 The electrical specification sheet for the GaAs PV cell

Items Value Items Value

Series resistance (W) 0.18671 Fill factor F.F. (%) 86.54

Short-circuit current ISC (mA) 2137.4 Maximum working current Imp (mA) 2102.7

Open-circuit voltage VOC (V) 3.185 Maximum working voltage Vmp (V) 2.802

Maximum power Pmax (mW) 5891.2
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4 Analyses of Simulation Results

In order to get close to the actual operation of HCPV modules, five different shaded
modes [Fig. 8(1–5)] are chosen in this paper. It includes row shading, column
shading, and random shading. The irradiance used in the simulations is set to be
1000 W/m2 under normal circumstances and set to be 0 W/m2 under shaded con-
ditions. Next, different configurations of one bypass diode per several PV cells are

Fig. 5 Configuration diagram of a HCPV module

Fig. 6 A HCPV module simulation system by MATLAB/Simulink
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Fig. 7 Internal component wiring in each HCPV receiver

(1) (2) (3)

(4) (5)

Fig. 8 Five different shaded modes of a HCPV module
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used in the established HCPV module simulation system in order to find an optimal
configuration after analyzing the simulation results.

Since the HCPV module consists of 6 receivers, each receiver contains
24-HCPV cells in series. Therefore, eight different configurations of one bypass
diode per 1 cell, 2 cells, 3 cells, 4 cells, 6 cells, 8 cells, 12 cells, and 24 cells are
chosen to use in the simulation system. Table 2 is the electrical specification sheet
for the bypass diode used in this paper.

In order to highlight the effects of the configurations of bypass diodes on HCPV
power generation, the sunlight irradiance of all the shaded areas is set to be 0 W/m2

in the following simulations. The simulation results of the P–V curves of the HCPV
module with 8 different bypass diode configurations under 5 different shaded modes
are shown in Figs. 9, 10, 11, 12, and 13. The values of maximum power of the
HCPV module for each bypass diode configuration under different shaded modes
are listed in Table 3.

Table 2 The electrical specification sheet for the bypass diode

Items Value Items Value

Average rectified output current 2.0 A Continuous reverse voltage 40 V

Maximum forward voltage 0.5 V Operating temperature range −55 to 125 °C

Forward surge current 50 A Storage temperature range −65 to 175 °C

Repetitive peak reverse voltage 40 V

Fig. 9 P–V curves of the HCPV module in shaded mode 1
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Fig. 10 P–V curves of the HCPV module in shaded mode 2

Fig. 11 P–V curves of the HCPV module in shaded mode 3
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Fig. 12 P–V curves of the HCPV module in shaded mode 4

Fig. 13 P–V curves of the HCPV module in shaded mode 5
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5 Conclusion

The main purpose of this paper is to explore the optimal configuration of bypass
diodes for a HCPV system. It is expected to effectively reduce the costs of HCPV
modules and minimize the effects on power generation. According to simulation
results from previous section, the configuration of 1 diode per 2 HCPV cells
possesses a better output power than the others under shaded modes 1 and 2. By
contrast, under shaded modes 3 and 4, the configurations of 1 diode per 3 and 6
cells have better results due to one side deviation of the shaded area. Under shaded
mode 5, since the shaded condition is more uncertain and severe, it can be observed
from simulation results that the configuration of 1 diode per 2 cells has the best
result with only 5 % power loss and the configuration of 1 diode per 3 cells had
10 % power loss. The less the bypass diodes used, the more the power losses
dissipated. The HCPV module is useless when the configuration of 1 diode per 24
cells is used under the random shaded condition.

Based on the above results, the configuration of 1 diode per 2 cells is a more
conservative approach. It not only can save half of the bypass diode costs, but also
has better output power than the others under general shaded (mode 1 and 2) and
random shaded (mode 5) conditions. However, the configurations of 1 diode per 3
and 6 cells should have better results in exceptional circumstances of shade (mode 3
and 4). The simulation results shown in this paper can provide HCPV product
manufacturers for future reference in terms of design and performance
improvements.
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Optimal Design and Analysis of a 3.3-MW
Wind Turbine Gear Train

Jianxin Zhang and Zhange Zhang

Abstract In this paper, we design a type of 3.3-MW wind gear train based on
genetic algorithm and finite element analysis method. We first construct the basic
wind gear train by using two standards NWG structure and a pair of parallel shaft
gears, respectively, as the low-, middle-, and high-speed stages. Then, genetic
algorithm is applied to achieve optimal parameter for the basic wind gear train.
Finally, ANSYS as finite element analysis tool is employed to verify the optimized
gear train. We compare the deformation and stress of the every stage original and
optimized gear chain under maximum operating conditions. The analysis results
show that optimized parameters can well meet the requirements of 3.3-MW wind
turbine.

Keywords Wind turbine gear train � Structure design � Optimal design � Finite
element analysis

1 Introduction

The wind turbine generator set is one of the most important mechanical systems
which can transform the wind power into electric energy. The performance of wind
turbine generator set is directly determined by the performance characteristics of
driven train. The wind turbine-driven train is generally composed by impeller, the
gearbox, and generator. The gearbox is an important subsystem of wind
turbine-driven train, and it locates between the impeller and the generator. The main
purpose of gearbox is to transfer power from the low-speed impeller to the
high-speed generator, and it can convert large torque into low torque. To achieve
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the transformation requirement, a large ratio between impeller and generator need
considered for the design of driven train. To get the high transmission ratio, the
megawatt-class wind turbine gear trains are commonly configured with multistages
[1]. The specific structures of the wind turbine gear trains are given in Table 1.
Generally, planetary gear train outperforms the parallel gear train under the similar
operation condition, and it also has the advantages of high drive efficiency, small
size, light weight, larger transfer ratio, steady, strong shock, vibration resistance,
and so on.

Wind turbine gearbox connects to the impeller directly, and it works at the
situation of various loads, which makes the gears be easily damaged. The main
types of gear failures include insufficient flexural strength, tooth surface gluing,
tooth surface pitting and broken [2]. Meantime, the wind turbine gearbox is
installed at tens of meters high or even more than one hundred meters high from the
ground in a narrow space of the turbine tower, which makes it be difficultly
maintained and repaired. Furthermore, the gear train system faults account for
almost 60 % total faults of the gearbox [3]. Those situations require gear train with
high reliability of 20 years of service life. As one of the most expensive compo-
nents of the wind turbine system, the failures ratio exceeds the expectation. In order
to meet the requirements of use and reduce the weight, the structure of gear train
should be moderate.

Table 1 Common megawatt-class wind turbine gear train

One planetary gear stage;
two spur wheel stages

Two planetary gear stages; one
spur wheel stage

Planetary gear-stage
fixed planet

Planetary gear-stage fixed
ring wheel

Planetary coupled
gearbox

Differential gearbox Hydraulic torque
limiting

Hydrostatic differential
gearbox
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2 A 3.3-MW Wind Turbine Gear Train Design

2.1 Structural Form of the 3.3-MW Wind Gear Train

The wind turbine gear chain consists with three stages, and, respectively, is low-,
middle-, and high-speed stages. The low-speed stage adopts a standard NWG
structure composed by four planetary gears and a sun gear with modulus being
14 mm. The number of gear teethes are 29, 37, and 103, respectively. The
middle-speed stage adopts a standard NWG structure which composed with three
planetary gears and a sun gear. The modulus is 11 mm. The number of gear teethes
is 20, 37, and 94, respectively. The high-speed stage uses a pair of parallel shaft
gears, and the modulus are 13 mm. The number of gear teethes are 25 and 88. The
detailed structure of the designed gear train is given in Fig. 1.

2.2 Optimization Design of the Drive Train

The traditional design has a complex process, and it requires a lot of parameter
selection and verification checking which makes a lot time-consuming and labo-
rious. Furthermore, the selected parameters are not the best.

Therefore, we use a smart method that the optimization of parameters adopts the
genetic algorithm [4]. The algorithm is based on the computer to select parameters
and check performance in a smart way, where, the optimization goal is the minimal
volume of the gear train. There are eight mutually uncorrelated parameters of the
gear train used as the optimization parameters which include modulus, teeth, tooth
width, and there are twelve constraint conditions which include the design
requirements, performance requirements, installation requirements [5].

New gear train parameters are obtained by optimization calculation. The new
modulus of the first stage is 14 mm and the number of gear teethes are 28, 36 and
100, respectively. The new modulus of the middle stage is 12 mm and the number
of gear teethes are 18, 33, and 84, respectively. The new modulus of the high-speed
stage is 17 mm, and the number of gear teethes are 17 and 60. The volume of the
original gear train is larger than the volume of the optimal. So there is some
redundancy in the original designing by comparing the original gear parameters and
the optimal parameters.

Fig. 1 Structural form of a
3.3-MW wind gear train
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3 Finite Element Analysis

Finite element analysis technique is a kind of effective way to verify the design
results. To verify the feasibility of the optimized wind power gear train, we compare
the stress and strain performance of the optimized gears and original gears with
ANSYS in the same situation. The models of gears are built by PRO/E with
parametric design method [6], then importing the model into ANSYS for analysis.
The specific analysis process is give as follows:

Step 1: Solid Modeling.

The accurate model of gears can be built by PRO/E, which is the important software
to establish 3-D models in the parametric method. However, these models cannot be
directly used to the finite element analysis tool. The chamfer, fillet, and little details
must be removed [7] because they always made the meshing perish or complex. On
the other side, the complex meshes have a negative impact on the calculation
efficiency.

Step 2: Finite Element Modeling and Meshing.

Import the established model into ANSYS, and then set the material properties,
element types, and so on. Solid bricks 8 nodes 185 adopt as the cell type, and the
material properties are the same to actual. To reduce the computational complexity
and ensure the authenticity, linear density adopts 5 and the meshing can get the
smart size.

Step 3: Static Analysis.

In this process, the constraints and loads are imposed on the finite element model.
To ensure all analysis consistency, all gears’ inner surface is imposed with full
restraint and their two sides have the axial constraints. The forces determined by the
input power and the structure of the gearbox are loaded tangential to the addendum
circle [8]. The setting ensures that analysis condition are hard than the actual. If the
gears can work in such extreme circumstances, the gears can work well in the other
conditions.

Step 4: Results Analysis.

We select pinion gears of each stage for stress analysis as they are easier to destroy
than the others. On the other hand, they have a brief computing process. We get
some results including stress and deformation diagram for original and optimal
gears. By comparing the deformation and stress size of the optimal gears and the
original gears under the same loads, we can see clearly whether the optimal results
meet the requirements.

The deformation results of original and optimized (optimal) gears are given in
Fig. 2. There are six diagrams in Fig. 2. Figure 2a, b is the deformation of original
and optimized low-speed-stage sun gear, respectively. Figure 2c, d are the defor-
mation of original and optimized intermediate-speed-stage sun gear, respectively.
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Figure 2e, f are the deformation of original and optimized high-speed-stage pinion
gear, respectively. There are not only one pairs of teeth keep in touch with each
other in actual conditions. We chose one extreme condition that the force loads at
one tooth so that all of the deformations for the gears are similar. The deformation is
changed larger from root to roof in the radial direction and is reduced from two
sides to the middle in the axial direction. The largest shift parts are on the tip of the
both sides.

Fig. 2 The deformation of original and optimized gears. a Deformation of original low-stage sun
gear. b Deformation of optimal low-stage sun gear. c, d Deformation of original mid-stage sun
gear. e, f Deformation of original high-stage sun gear
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The stress analysis results of original and optimized gears are given in Fig. 3.
There are also six diagrams in Fig. 3, where (a) and (b) are the stress of original and
optimized low-speed-stage sun gear, respectively; (c) and (d) are the stress of
original and optimized intermediate-speed-stage sun gear, respectively; and (e) and
(f) are the stress of original and optimized high-speed-stage pinion gear, respec-
tively. The stress of the gears are similar in the graphs, the stress is changed larger

Fig. 3 The stress of original and optimized gears. a Stress of original low-stage sun gear. b Stress
of optimal low-stage sun gear. c, d Stress of original mid-stage sun gear. e, f Stress of original
high-stage sun gear
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from middle to roof and boot in the radial direction and reduced from two sides to
the middle in the axial direction. The largest stress is on the tip of the both sides.

The main stress and deformation of the every stages pinion gears are shown in
the following Table 2. There are two kinds of deformations in Table 2. The largest
deformation is the effect of local force and they are easy to destroy, so the largest
deformation of the gear must be less than the maximum allowable value. The
maximum deformation of each optimized gear is smaller than that of the original
except the middle stage, but its value is less than the allowable. The middle part of
the gear is the main area of work, so the middle deformation is used as a basis, and
they all reduced by comparing the optimized gears and the original ones. There are
two kinds of stresses in Table 2. These place work under much stress and are easily
destroyed. So, we must do some heat treatment, chamfer and fillet in these weak
place to improve the strength of the gears [9]. The largest stress of the optimized
gears is bigger than that of the original but less than the allowable; in order to
ensure the gears work well, we can do some partial structural change to bear the
increasing stress. The root stresses are increased by comparing the optimized gears
and the original ones, but they are less than the maximum allowable value.

4 Conclusion

We design a type of 3.3-MW wind gear train based on genetic algorithm and finite
element analysis method in this paper. The basic wind gear train is composed by
two standards: NWG structure and a pair of parallel shaft gears, which are,
respectively, as the low-, middle-, and high-speed stages. The genetic algorithm is
applied to achieve optimal parameter for the basic wind gear train. ANSYS as finite
element analysis tool is employed to verify the optimized gear train by comparing
the deformation and stress of the every stages original and optimized gears under
the maximum operating conditions. The results show that the optimal design of the
gear train based on genetic algorithm is more effective, and the designed wind gear
train can well meet the real requirement of 3.3-MW wind turbine.

Table 2 The stress and deformation of the every stages pinion gears

Content Gear
train

Low-speed-stage
sun gear

Intermediate-speed-stage
sun gear

High-speed-stage
pinion gear

Largest
deformation (m)

Original 0:164� 10�6 0:568� 10�6 0:863� 10�6

Optimal 0:126� 10�6 0:579� 10�6 0:809� 10�6

Normal
deformation (m)

Original 0:913� 10�7 0:315� 10�6 0:479� 10�6

Optimal 0:703� 10�7 0:322� 10�6 0:449� 10�6

Largest stress
(MPa)

Original 692.065 2695.72 3234.16

Optimal 739.413 3576.31 3465.14

Normal stress
(MPa)

Original 230–400 900–1497 1078–1437

Optimal 246–410 1192–1589 1155–1540
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The Analysis of Battery Cooling
Modes of EV

Yue Yang, Pengyu Wang, Guangming Lu, Hang Dong, Feng Li
and Yanru Suo

Abstract In this paper, the lithium battery for electric vehicles is used. The
working principle and the heating principle of the battery are analyzed. Based on
the battery heating principle, the performance of the existing battery cooling mode
is qualitatively analyzed. Battery heating model is established on the basis of which
different battery cooling models are established, including air cooling mode, indi-
rect water cooling mode, and direct liquid cooling mode. Compared with the air
cooling mode, the cooling effect of the liquid cooling mode is more obvious, and
the range of temperature of the battery cell in battery packs is much smaller in the
liquid cooling mode.

Keywords Battery � Cooling system � Cooling modes � Simulation
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1 Introduction

The development of electric vehicles (EVs) has received wide attention from the
society and strong support from the government and has become an important
product in the field of new energy vehicles. The electric vehicle is powered by the
battery pack, and the performance of the battery pack directly affects the perfor-
mance of the electric vehicle. The performance of the battery pack is strongly
influenced by temperature. The battery capacity, life, and efficiency will decline and
even cause an accident, if the temperature is too high. Therefore, it is necessary to
control the temperature of the battery in a reasonable temperature range. In this
paper, a battery pack model is built based on AMESim, and different forms of
cooling system in the model are simulated, in order to contrast the control effect of
different cooling forms of the battery temperature.

2 Battery Heating Principle

2.1 Working Principle of Lithium Battery

The working process of lithium ion battery is actually that lithium ion intercalates
and deintercalates in negative and positive electrodes through electrolyte and dia-
phragm [1–4]. The working principle is shown in Fig. 1.

While the battery is charged, the electrons run from the positive electrode to the
negative through the external circuit. At the same time, lithium ions deintercalate
from the positive electrode and move to the negative through the diaphragm,
combining with the electron and intercalating into carbon materials. The more the
lithium ion is intercalated, the higher the charging capacity is. In contrast, when
discharging, the electrons run from the negative electrode to the positive electrode
through the external circuit. Simultaneously, lithium ions deintercalate from the

Fig. 1 Working principle of lithium ion battery
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negative electrode and move back to the positive electrode. The more the lithium
ions move back to the positive electrode, the higher the discharging capacity is. As
the process of charging and discharging is going on, lithium ions intercalate in and
deintercalate from the positive and negative electrodes repeatedly.

2.2 Lithium Ion Battery Heating Model

In 2001, Sato et al. in Honda Automotive Co., Ltd [5] verified a model for cal-
culating the thermal power of a battery by experiments, and applied it in Ni-MH
batteries and Li-ion batteries. They thought that the internal heat of the battery is
divided into four parts, that is, the electrochemical reaction heat, the side reaction
heat, the ohmic heat, and the polarization heat. Among them, the electrochemical
reaction heat is generated from the internal chemical reactions when batteries are
working, and it is a negative value when charging and a positive one when dis-
charging. The polarization heat, a positive value, is the energy loss caused by
electrode potential deviating from equilibrium electromotive force. The Joule heat
is the heat that is generated by the internal resistance of the battery, which is always
positive. The side reaction heat, which is generally very small and almost negligible
for lithium batteries, is mainly generated by the self-discharge, electrolyte
decomposition, and other factors. The calculation model of electrochemical reaction
heat Qr is shown in formulas (1)–(4).

Qr ¼ �T
dðDGÞ
dT

� �
ð1Þ

DG ¼ �nFE ð2Þ

Qr ¼ nFT
dE
dT

� �
ð3Þ

Qr ¼ Q1

F=3600
Ic ¼ �0:0337Q1Ic ð4Þ

In the formula, n is the amount of substance of the electrons participated in the
reaction, and the unit is mol. IC is the charging current, and the unit is A. E is
equilibrium electromotive force, and the unit is V. F is the Faraday’s constant, and
the value is 96,484.5 C/mol. Q1 is the total heat generated by the charging of the
positive and negative electrodes, and the unit is KJ/h.

The calculation models of the polarization heat Qp and the ohmic heat are shown
in formulae (5)–(6).

The Analysis of Battery Cooling Modes of EV 867



Qp ¼ I2RpðWÞ ¼ 3:6I2RpðKJ/hÞ ð5Þ

Qe ¼ I2ReðWÞ ¼ 3:6I2ReðKJ/hÞ ð6Þ

Rp and Re are, respectively, polarization resistance and ohmic resistance, and the
unit is Ω.

3 The Analysis of Battery Cooling Mode

Battery thermal management type is classified according to the heat-transfer
medium [6–9], and is generally divided into air cooling, liquid cooling, and
phase-change material cooling.

3.1 Air Cooling System

Without using any external auxiliary power, the air cooling system directly uses the
natural wind to take away the heat of the battery. The system is simple, and the cost
is low. At present, there are two kinds of air cooling ventilation modes, serial and
parallel. As for serial ventilation mode, as shown in Fig. 2, cold air blows in from
the left and blows out from the right. The air is gradually heated by the battery, so
the air temperature gets higher and higher and the cooling effect becomes worse and
worse from the left to the right. The battery temperature increases from left to right
in the battery box, resulting in the inconsistency of the distribution of the battery
module temperature, which affects the cooling effect of the battery.

Parallel ventilation makes the airflow more evenly distributed among the battery
modules, which ensures the consistent distribution of battery pack temperature field.
The parallel ventilation mode is shown in Fig. 3.

It can be seen that the main advantages of the air cooling mode are as follows:
(1) The structure is simple, and the weight is relatively small; (2) there is no

possibility of liquid leakage; (3) there is effective ventilation when harmful gas is
produced; and (4) it is of low cost.

Fig. 2 Serial air cooling
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The disadvantage is as follows: The heat-transfer coefficient between the air and
the cell surface is low, so the cooling and heating rates are slow.

3.2 Liquid Cooling System

Compared with air, liquid has a relatively high heat-transfer coefficient. Therefore,
the heat generated by batteries can be quickly taken away and the battery tem-
perature can be effectively reduced.

Liquid cooling is mainly divided into direct-contact mode and indirect-contact
mode.

Indirect-contact liquid cooling system must integrate the sleeve and other
heat-transfer facilities with the battery pack in order to achieve the cooling effect,
which, in some way, reduces the efficiency of heat transfer and increases the
complexity of the design and maintenance of the thermal management system.

Direct-contact liquid cooling systems usually use non-conduction heat-transfer
materials with high heat-transfer coefficient, such as mineral oil and ethylene gly-
col. As for indirect-contact liquid cooling system, water and antifreeze fluid are
usually used as heat-transfer material.

Performance comparison of different cooling modes is shown in Table 1.

Fig. 3 Parallel air cooling

Table 1 Performance comparison of different cooling modes

Item Cooling modes

Air cooling Indirect water cooling Direct liquid cooling

Ease of use Easy Medium Medium

Ease of integration Easy Difficult Difficult

Cooling ability General Medium High

Refrigeration consistency Low Medium High

Easy maintenance Easy Medium Difficult

Initial cost of system Low High High
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4 Build the AMESim Model of Power Battery Pack
and Its Cooling System

According to the analysis above, the battery pack model is built using AMESim in
this paper. The ambient temperature is 30 °C. In the battery pack, there are 40 series
of battery monomers. The battery pack takes the power consumed by an EV in 4
consecutive EPA-US06 cycles as its current source. The model builds the heat
capacity of a single cell and that of the battery shell. In this paper, the heat capacity
of one side of the battery shell is divided averagely into 8 parts to replace the single
heat capacity. The model also builds the heat-exchange interface between each cell
of the battery, the heat-exchange interface between the battery and the battery shell,
and the heat-exchange interface between the battery shells. The model is shown in
Figs. 4 and 5. Figure 4 shows the air cooling battery pack model. The liquid
cooling battery pack model is shown in Fig. 5. Both direct and non-direct liquid
cooling systems can be achieved in the same liquid cooling battery pack model.

5 Simulation Result Analysis

Conducting the simulation analysis in AMESim, the average temperature rise
curves of the 40 battery cells in the battery pack in three cooling modes are
obtained, as shown in Fig. 6. It can be seen that the temperature raises 25.14 °C

Fig. 4 Air cooling battery pack model
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under the air cooling mode, 14.2 °C under non-direct liquid cooling mode, and
9.85 °C under direct liquid cooling mode. When the initial ambient temperature is
30 °C, the battery temperature rises to 55.14 °C under air cooling mode, 44.2 °C
under non-direct liquid cooling mode, and 39.85 °C under direct liquid cooling
mode. Figure 7 shows the average heat-exchange ratio under 3 modes. It is shown
in Fig. 7 that the battery heat-exchange ratio under direct liquid cooling mode is
significantly higher than that under air cooling mode.

Take the final temperature of the 40 battery monomers under 3 cooling modes as
one set of data. The mean square deviation is shown in formula.

Fig. 5 Liquid cooling battery pack model

Fig. 6 Average temperature
rise curves of the 40 battery
monomers in the battery pack
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r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

ðxi � lÞ2
vuut ð7Þ

l

PN
i¼1 xi
N

ð8Þ

The comparison of simulation results of different cooling modes is shown in
Table 2.

6 Analysis of the Characteristic of Battery Temperature

In this paper, the charging or discharging process of a lithium ion battery with a
nominal capacity of 180 A h is tested, and the battery charging or discharging
efficiency is calculated. Charging or discharging efficiency is defined as follows:

Fig. 7 Battery monomer
average heat-exchange ratio
curves

Table 2 Comparison of simulation results of different cooling modes

Contrasting parameter Cooling modes

Air
cooling

Indirect water
cooling

Direct liquid
cooling

Final temperature at the end of simulation (°
C)

55.14 44.2 39.85

Elevated temperature (°C) 25.14 14.2 9.85

Mean square deviation of the final
temperature of all monomers

0.9392 0.0289 0.0162
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Charging=discharging efficiency ¼ Actual Charging/Discharging Capacity
Nominal Capacity

Charging efficiency curve is shown in Fig. 8. Discharging efficiency curve is
shown in Fig. 9.

When the circulating capacity reduces to 80 % of the nominal capacity, take that
80 % nominal capacity as the end of the battery’s life. The cycling life curve of the
battery at different temperatures is shown in Fig. 10.

For charging, when the temperature is above 5 °C, a high efficiency can be
guaranteed and can reach more than 90 %, as shown in Figs. 8 and 9. For dis-
charging, the temperatures need to reach 20 °C to guarantee more than 90 %
efficiency, as shown in Figs. 8 and 9. When the temperature is between 30 and 40 °
C, both charging and discharging efficiency can reach 95 % or more. The battery
life is the maximum when the temperature is 30 °C and is obviously decreased at a

Fig. 8 Charging efficiency
curve

Fig. 9 Discharging
efficiency curve
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relatively high temperature 60 °C and a relatively low temperature 15 °C, as shown
in Fig. 10. So it can be obtained that when the temperature is between 30 and 40 °
C, the battery life reaches to its maximum.

It is seen from the simulation results of the model that when the initial tem-
perature is 30 °C, both direct liquid cooling and indirect water cooling modes are
able to control the battery temperature within 40 °C, but the effect of air cooling is
not ideal. Therefore, liquid cooling can satisfy the requirements, and in the actual
use, we can choose indirect water cooling or direct liquid cooling according to the
situation.

7 Conclusion

The operating temperature of a battery is an important parameter for charging and
discharging, and the working efficiency and service life of the battery will be
limited if the temperature is too high. The heating principle of lithium ion battery,
followed by an analysis of three battery cooling modes, is first analyzed in this
paper, and the characteristics of them are compared. A lithium ion battery pack
model was built in the AMESim software, and the model of the three cooling modes
was established, respectively. Under the same environment temperature and
working cycle, the cooling capacity of the three cooling modes and the temperature
difference between each two battery monomers in the battery pack were compared
and analyzed. Based on the experiment, the conclusion is drawn that the charging or
discharging efficiency and the service life of the battery will be kept at a higher
level when the battery temperature is between 30 and 40 °C. The simulation results
show that compared with the air cooling mode, under water cooling mode, the
battery can get enough cooling, so that the battery can work within an appropriate
operating temperature range and the battery temperature differences between each
two monomers are relatively small. The cooling effects of indirect water cooling

Fig. 10 Relationship of
battery life with temperature
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and direct cooling are not much different, and the difference between each two
battery monomers is also small. Therefore, indirect water cooling is a suitable
battery cooling mode.

References

1. Gu WB, Wang CY (1998) The use of computer simulation in the evaluation of electric vehicle
batteries. Power Sources 75(1):151–161

2. Mills A, Al-Hallaj S et al (2005) Simulation of passive thermal management system for
lithium-ion battery packs. J Power Sources 141:307–315

3. O’Keefe MP, Markel T (2006) Dynamic programming applied to investigate energy
management strategies for a plug-in HEV. In: EVS-22. Yokohama, Japan, pp 1035–1046

4. Tian S (2007) The research of the thermal characteristics of the lithium battery. Tianjin
University, Tianjin

5. Sato N (2001) Thermal behavior analysis of lithium-ion batteries for electric and hybrid
vehicles. J Power Sources 99:70–77

6. Yang S, Tao W (2006) Heat transfer. Higher Education Press, Beijing
7. Xin N (2012) The thermal characteristics analysis and simulation of EV’s lithium battery pack.

Jilin University, Changchun
8. Makino M, Ogawa N (2003) Automotive air-conditioning electrically driven compressor. SAE

(1)
9. Johnson VH (2002) Heat-generated cooling opportunities in vehicles. SAE (1)

The Analysis of Battery Cooling Modes of EV 875



The Research of Aviation Dangerous
Weather Forecast for Fog and Haze
Based on BP Neural Network

Yanfen Cheng and Rui Wu

Abstract The fog–haze, as one of the dangerous aviation weather, influences the
pilot to see the runway in the air. It is very dangerous to flight for safe landing.
Because of the existence of fog–haze, the phenomenon of plane’s taking off or
delaying is not uncommon. In this paper, analyze the main physical factors of fog–
haze and establish model based on BP neural network; in addition, the forecasting
performance of the model was tested; at last, the short-term forecasting operational
system of fog–haze which can be used for aviation meteorological services is built
based on software development techniques.

Keywords BP neural network � Fog–haze � Single-station forecasting

1 Introduction

In the aviation meteorological security, fog–haze with low visibility often affects
flight activity, and it is one of the direct factor to flight safety. Although modern
airport navigation and ILS facilities are perfect, the new generation of planes is
growing, and this results in a more serious requirement on visibility of weather. So
the question of fog–haze forecast in accuracy, which have been closely linked to
aviation security, flight mission of fine scheduling, etc.

In fact, droplets or ice crystals are the main components of the fog [1]. Although
both the particles, water vapor content and appearance, have significant differences,
fog–haze still have similar weather conditions in the formation process [2]. In the
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stagnant weather, it is easy to make fog–haze. In other words, fog–haze is more
likely to happen if the air circulation or air diffusion is shut down or if the cold air or
wind speed is weak [3]. Therefore, it is feasible to the forecast of fog–haze weather
which is based on BP neural network.

2 Related Work

2.1 Fog–Haze Sample Data

The subjects of this study is an airport in central china, part of the surface mete-
orological observation data in autumn and winter between 2010 and 2013(data
source come from weather shared of Web site, artificial observation, and revision).
Each group of sample data is observed at the day before the 20:00 to the next day
20:00, 24 h. Select 30 sets of data as the training sample of neural network model,
and after model completes its training, 10 sets will be as test samples.

The forecast factors are selected, and its main factors are the day-to-day
humidity, atmospheric stability, wind speed, and so on, which is often used to
describe the forecast area.

The forecast factors should effectively provide much information as possible to
neural network model; however, more is not necessarily better. The large and
complex factors will not only bring enormous computation to model, but also
reduce its stability [4]. The model should get rid of redundant factors after ana-
lyzing and researching, including precipitation from 20 pm to next day 20 pm,
evaporation, wind speed, and large maximum and minimum relative humidity,
which could make up input as main information for fog–haze forecast model.

Output factors of the model can be classified according to the degree of objective
harms of flight safety into several categories:

No fog–haze—a spacious view: The visibility is more than 2000 m, and there is
no obvious cumulonimbus. Fight conditions is excellent, and the quantitative value
can be used as 0.2.

Mist and weak haze—a clear view: The visibility is more than 1600 m less than
2000 m. Fight conditions are good, and the quantitative value can be used as 0.4.

Fog: The visibility is less than 1600 m. As the sun came up, fog will dissipate
after 2–3 h. Flight conditions are poor and proposed that airport should postpone
the flight. The quantitative value can be used as 0.6.

Haze: The visibility is less than 1200 m. A large number of aerosols in the air is
not easy to dissipate. The plane cannot meet flying conditions in a short time. Our
suggestion is to shut down the airport temporarily. The quantitative value can be
used as 0.8.
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2.2 Construction of BP Neural Network Model

2.2.1 Building the Model

Three-layer BP structure can approach any rational function, and the application is
maturely utilized in neural network [5]. In fog–haze forecasting model, the number
of input/output layer neuron is designed to be one. The number of hidden layer
neurons should be between three and ten based on empirical formula and the actual
situation of the model. It is ideal to obtain the number of neurons in hidden layer
through MATLAB by comparative analysis methods.

In forecast model, output values must be between 0.0 and 1.0. The original data
of meteorological observation should be a normalization to deal with this question,
to be used as input parameters of the input layer [6]. Input layer and hidden layer,
hidden layer and output layer that their weights and thresholds can use default value
of system. Considering transfer functions, tansig function (the hyperbolic tangent
S-type transfer function) can be used for neurons in hidden layer and logsig
function (S-type transfer function, the output value is between 0 and 1) can be used
for neuron in output layer. Training function is traingdx (gradient descent
w/momentum vector and adaptive training function) [7]. Their errors will be shown
in chart 1 after running this code on the MATLAB (Table 1).

Viewing the experience result, the performance of network does not to get better
and will gradually stabilize when the amount of neurons in hidden layer expands to
a unique number. It is often ineffective to approximation effect for function. In this
case, when the number of neurons increased to 8, predicting error of the neural
network has stagnated without any significant change. Select the number of neurons
which spend less time, so the number of neurons will be eight.

2.2.2 The Choice of Training Function

As setting network parameters for forecast model, to choose two typical training
functions from the MATLAB toolbox, a better one will be as a training function for
weights and thresholds in neural network trains better performance.

Traingda: This function can be capable of altering learning rate of progression
through training. It changes the size of learning rate in the process of training by
itself, and the rest of usage is similar to traingdx function with omitting the
momentum factor parameters of MC.

Table 1 After running this code on the MATLAB

No. Res 4 5 6 7 8 9 10

1 Error 0.0280 0.0235 0.0200 0.0172 0.0145 0.0145 0.0145
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Trainrp: It determines the change of weights and thresholds by using error
gradient’s direction, and the size of error gradient does nothing to the change of
weights and thresholds which will be determined by delt_inc and delt_dec.

Using traingda function, the number of hidden layer neurons is set up to be eight,
and then it should have the result as shown in Fig. 1. Using trainrp function will
train on weights and thresholds for forecast model, and then it should have the
result shown in Fig. 2. By comparison and analysis, the latter is no doubt better
than the former from the point of sample error, convergence, and stability for the
network model. Consequently, trainrp function is chosen as the training function of
the model.

Fig. 1 Traingda’s decline
curve error in the graph

Fig. 2 Trainrp’s decline
curve error in the graph
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2.3 Results

2.3.1 Forecast Model Test

Ten new data groups will be as test samples of BP neural network. The test code is
as follows:

Y ¼ sim (net; Ptest)

Test results are as follows:

Y ¼ 0:7956 0:8100 0:8050 0:3994 0:8100
0:8151 0:2210 0:2150 0:5700 0:2210

The targets are as follows:

T ¼ 0:8000 0:8000 0:8000 0:4000 0:8000
0:8000 0:2000 0:2000 0:6000 0:2000

Results from model tests have shown that the SSE is 0.0021 and MSE is 2.1072e
−04. These results suggest that model’s error is very small, and neural network
model with selecting trainrp function can be satisfied for the fog–haze weather
forecasting.

2.3.2 Contrast Between Forecast Model and Actual Forecast
Operation

In the day-to-day business, there is no professional automation system for fog–haze
weather forecast, and various forecasting results got more analysis from numerical
data and artificial experience. From say on the whole, to BP neural network, the
research of the fog–haze forecast just still is in an abecedarian phase, so contrast test
will compare this model with business level which have for now. Randomly select
10 sets of forecast data that come from artificial forecast’s data about airport in the
autumn and winter of 2012–2013; and it will compare the results of BP network’s
simulation in contrast experiment, and the last results are shown in Table 2.

Certain generalizations can be derived from the data in Table 2, with results
based on less than 0.03 of absolute error as a reference; the model prediction’s
accuracy is 80 %; and artificial forecast’s accuracy is 60 %. Thus, it can be seen
that the forecast results of a BP network model which compare the manual forecast
have a remarkable elevation. The results, in simulating the formation and occur-
rence time of the fog–haze, are coincident with the actual situation. The forecast of
BP network model is an increase of 20 % accurate compared with professional skill
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by artificial work, which can get the expected result. The findings can be used as
reference in forecasting operation, can let the forecasters more effectively to know
about how fog–haze is formed and developed.

2.4 Conclusion

Fog–haze is a low probability event in weather phenomenon. The traditional
forecast method apt to be influenced by human factor and local factors, and it makes
the model of forecast that we want to promote is limited. In this paper, the results
from forecast model of fog–haze are based on BP neural network which will be
realized by computer simulations. The system avoids artificial intervention which
brings more stable, impersonal, and reliable results to forecast. At the same time,
introducing local meteorological factors in this model is more suited to actual work
for a single station.
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Small Power Sine Wave Inverter Design

Xuefeng Bai, Yongjian Ma, Hanqing Li and Pei Li

Abstract How to turn the DC power supply (24 V) into AC power (220 V, 50 Hz)
and load feedback power supply based on single-phase full-bridge inverter circuit
has been discussed, and it is converted to a stable frequency power supply for a
number of electrical appliances such as lights and computer requirement use.
SG3525 chip fixed-frequency pulse width modulation circuit and field effect tran-
sistor (N channel MOSFET) whose switch speed quick, nothing secondary break
down and good hot stability have been applied sufficiently. Inverter main part has
been composed of DC/DC circuit, input protection circuit, output protection circuit,
overheat protection circuit, DC/AC conversion circuit, and full-bridge circuit. The
overcurrent and overheat circuit as well as the normal work light have also been
designed. Practice has proven that the system is stable, has good utility, low-cost,
and strong practicability. It can be used as a variety of portable electrical general
power supply.

Keywords Inverter circuit � MOSFET � SG2535 � PWM � SPWM

1 Research Background and Effects

With the shortage of fossil fuels and serious environment problems, people try to
exploit renewable energy resources continuously. For its clean and practical, solar
power has been one of the most important forms of developing and utilizing the
renewable energy resources. It plays an important role to reduce environmental
pollution and alleviate the energy to be short. With its characteristics of low-carbon,
environmental protection and being used in situation, photovoltaic (pv) power
generation has been rapidly developed and has higher application value in the
distributed generation in recent years [1]. The use of solar energy will depend on
conversion equipment and auxiliary equipment. Due to the high cost of solar power
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generation, main research work will be focused on high-performance, low-cost, and
simple processing technology of pv materials and devices. Inverter is the main
equipment of the grid system; its conversion efficiency and cost will directly
influence the efficiency of the whole system. Therefore, there is an utmost urgency
to improve the inverter technology.

Inverter is also called the inverter power supply. It is a kind of power conversion
device that can convert direct current (DC) to alternating current (AC). Its outputs
can be used for all kinds of equipment to meet user’s need for AC power in mobile
power supply or the areas without electricity. AC transformer can be used to
increase AC voltage levels and stable voltage and frequency can be got. Because of
DC higher bus voltage, generally, a step-up transformer is not needed in large
capacity inverter system. In small- and medium-sized inverter system, DC lower
bus voltage such as 12 and 24 V for booster circuit will be applied to increase
voltage.

Main circuit of inverter needs control circuit. Two kinds of control mode usually
have been applied: square wave and sine wave. The square wave output circuit has
lots of advantages such as simple, low cost, and so on, but this mode also has the
disadvantages of low-efficiency and big harmonic component. In recent years, sine
wave output inverter technology has become more mature and become a new trend
of inverter development. For now, microelectronics with PWM function has come
out and improved dramatically. A major problem that we have to face is harmonic
in the field of pv grid power generation at present. The effects of grid current
harmonics have become increasingly serious, so it is necessary to study control
method that combines current instantaneous value control and PID control to make
the system have good dynamic performance and high tracking precision. On this
basis, in order to make solar cells work on the maximum power output point, a set
of MTTP algorithm is needed to be designed that makes the power generation
system have fast tracking to adapt all kind of situation of electricity work [2].

2 Design Project Selection

Task results show form: Inverter can transform 24 V direct current (DC) produced
by the battery plate to sine wave power with frequency 50 Hz, 220 V alternating
current (AC). Prestage driving circuit, booster circuit, inverter circuit, and protec-
tion circuit will be designed at all levels. Driving circuit adopts two pieces of
independent circuit module to generate the waveform. The design block diagram of
the system is shown in Fig. 1.
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The advantages of the scheme:

1. The cost is low, SG3525 chip and integrated SPWM driving plate is low cost,
and price of two pieces of driving plate is not more than 50 yuan, respectively,
after mass production.

2. Building protection circuit is very convenient and flexibly, and the driving chip
is very easy to be designed and simple to apply.

3. The driving circuit has been divided into two independent blocks; circuit
debugging will become very simply and also can quickly find out the mistakes
to improve reliability of circuit.

4. Small size. Driving circuit chip encapsulation will adopt patch type to reduce the
volume of whole circuit greatly.

The disadvantages of the scheme:

1. The loss is higher, because the two pieces of driving circuit will require power
supply and to a certain extent cause the loss of power.

2. Accuracy is not higher. The control accuracy and speed will be lower than the
ARM development board.

3. The flexibility is not higher. The chip has fixed waveforms; software will be
unable to be used to adjust different functions in the later use.

This topic is requested to design small power inverter. Firstly, the low cost can
make small power inverter have practical significance and the possibility of mass
production. Secondly, convenient maintenance and detection should be considered,
and two pieces of driving circuit and a piece of power main circuit will be designed
independent. When one piece is damaged, it can be detected quickly and carried on
the independent maintenance. Finally, considering the problem of portability and
volume, scheme can control three high circuit volume in 15 cm × 10 cm × 5 cm
size range. Some analysis is done to decide to adopt this scheme. In conclusion, it
will meet the requirements of the topic.

DC power 
supply

DC/DC
Booster circuit

 DC/AC
Inverter circuit

220V/50Hz
AC

SG3525 chip
driving PWM 

signal

Integrated driving
board generate 

SPWM drive signal

Driving circuit

DC 24V DC 380V

Driving circuit

Fig. 1 The design block diagram of the system
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3 Inverter Circuit Structure Design

3.1 Inverter Overall Design

The inverter circuit has been composed of main circuit and driving circuit. The
inverter circuit has been composed of main circuit and driving circuit. Main circuit
includes booster link, rectifier link, inverter, and filtering link; driving circuit
includes booster driving circuit (generally referred to as the former driving circuit)
and the inverter driving circuit (generally referred to as the latter driving circuit).
The sine wave inverter circuit principle diagram is shown in Fig. 2. Single-phase
full-bridge circuit has been used in sine wave inverter circuit. MOSFET has been
used as power devices in inverter circuit. MOSFET is a voltage-type control device
with simple driving circuit, large capacity voltage and current, high operating
frequency, lower switching loss, and also high working reliability. Inverter converts
DC voltage to 50 Hz frequency SPWM wave, and it will be converted to 220 V
standard sine wave through filtering inductance and power frequency transformer.
Using this method, the system structure is simple and the higher harmonic wave-
form component can be inhibited effectively. SPWM control mode will be adopted
in inverter circuit. Switch mode signal is generated by comparing sine wave ref-
erence signal and a triangular carrier signal, generally. There are two forms: polar
and bipolar. Under the same switching frequency, for the sine wave, its harmonic
content and switching loss generated in the dual polarity SPWM control are greater
than the single polarity. So, single polarity SPWM control will be applied in this
design.

In the former driving circuit, as the core, the SG3525 chip has been used to build
the peripheral circuit to generate PWM driving level needed by the booster section.
In the latter driving circuit, integrated SPWM circuit has been implemented to
provide SPWM inverter driving level. Power main circuit has been made up of
push-pull topology booster circuit and single-phase full-bridge inverter circuit. The
design main tasks are as followed:

PWM
generation 

circuit

Battery

T1

T2

T3

T4

T5

T6

B1

SPWM
generation

circuit ~220
V

Fig. 2 Sine wave inverter circuit principle diagram
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1. The power main circuit design.
2. The former driving circuit design.
3. The protection circuit design.

The goal of design:

1. Input: DC 24 V (battery or adjustable DC power supply).
2. Output: AC 220 V, 50 Hz frequency (sine wave).
3. The output power: 300 W.
4. Input overvoltage protection; output overvoltage protection; current protection;

and overheating protection function.
5. Can be used as general power supply of a variety of electric equipment.
6. Contains work lamp.

Driving circuit design will decide whether the whole inverter circuit can work
properly; a high quality of the driving circuit will improve the stability of the whole
circuit board greatly. If wanted to get a good performance of driving circuit, we
must fully understand the whole circuit power supply situation. In addition to the
main loop of the power, inverter also contains a lot of power supply for small
signal, such as 15 V power supply of pulse width modulation of signal SG3525
chip, other power supply for operational amplifier chip, and 15 V power supply for
integrated driving chip. It also has a key role to provide a stable power supply for
the above circuit [4].

3.2 The PWM Driving Part

PWM duty cycle changes to 50 %, mainly to protect MOS driven by the signal that
will not work in a larger duty ratio state as soon as it is turned on to reduce the boot
instantaneous MOS shock pressure. PWM output is from 11 to 14 ft, two feet
output waveform phase complement and reversed phase each other. High-level
voltage is from 3.8 V to 5.6 V. Low-level voltage is between 0 and 0.5 V. In
motherboard precursors, respectively, there are two 10 k resistor to pull PWM
signal to the ground, and this pull-down resistor is to add a dummy load to
SG3525 PWM signal to make signal stability [5].

In this part of the circuit, SG3525 adopted closed-loop modulation; its 2 ft is
given to a 5 V fixed benchmark (produced by SG3525 16 ft); 1 foot connects
high-voltage component of the former stage booster; when the output voltage is
greater than 2 ft fixed value, the error amplifier of SG3525 will vary it as the error
to enlarge modulate duty ratio of PWM modulation; and there is a small static
current when inverter is under non-load operation. The principle of this feature is
that the PWM duty cycle is smallest under non-load operation, at the time of
loading to pull duty ratio to the largest immediately to make the circuit work at peak
efficiency.
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3.3 The Latter Driving Circuit

Integrated single polarity SPWM chip has been used in the latter driving circuit.
IR2110S has been adopted as driving chip. On this driving broad, the common and
often used functions are integrated such as voltage, current, temperature protection
function, LED alarm display function, and fan control function and can be set up to
50/60 Hz output and the size of the dead zone. Its driving level locking function
will enhance the anti-interference ability of the board greatly. External 12-MHz
crystal oscillator is used. Chip has adopted the CMOS process, SPWM sine gen-
erator, dead band time control circuit, amplitude factor multiplier, soft start circuit,
and protection circuit; RS232 serial communication interface and 12832 serial LCD
driver modules have been integrated in the internal.

3.4 Sine Wave Inverter LC Filter Parameters

Calculation of sine wave inverter LC filter parameters is an extremely complex
thing. Here, a kind of simple approximate calculation method will be introduced. It
has been proved to be feasible in the actual inspection. SPWM filter inductor and
normal shock of switch power supply output filter inductance are similar, and only
SPWM pulse width is changed; after filtering, the voltage is sine wave instead of
DC voltage. Within half a cycle of sine, according to the inductor ripple current,
maximum point to calculate is feasible. Here, a few physical quantities will be
introduced.

L ¼ Udc � Uoð ÞTon
1:4Io

¼
Udc � Uoð Þ Uo

Udcfsw

1:4 Uo
R

¼ R 1� Uo=Udcð Þ
1:4fsw

ð1Þ

Udc input voltage of H-bridge inverter, the range is about 320–420 V;
Uo output voltage, 0–311 V, effective value is 220 V;
D the duty ratio of SPWM carrier, varying in sine law;
fsw SPWM switching frequency, the frequency of this subject is 20 kHz;
Io output current, the peak current of the inductor is about 1.4Io;
Ton switch tube conduction time, varying in sine law;
L LC filter inductance as needed;
R inverter load resistance.

Load resistance R is an uncertain value, and according to the experience, we can
determine that the inductance L is about 2 mH, and it should use the high-frequency
filtering inductance dedicated by inverter. After the filter inductance is determined,
the filter capacitance C numerical can be calculated; calculating filter capacitance
C is relatively easier. Basically, filter cutoff frequency is 1/10–1/2 of SPWM carrier
frequency computation. Its formula is as follows:
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f ¼ 1

2p
ffiffiffiffiffiffi
LC

p ð2Þ

where the SPMW carrier frequency is 20 kHz. In the formula, f takes 2.4 kHz and
C has been calculated to take 2.2 μF.

4 Design Summary

The design of the sine wave inverter based on full-bridge inverter circuit, SG3525
chip, and integrated SPWM chip has been used as control core. The design includes
the inverter former driving circuit, power circuit, main circuit, and protection cir-
cuit. Finally, the design of the sine wave inverter is completed successfully. Current
protection, voltage protection, and dead band time settings have used in the design
of circuit. The circuit can get stable sine wave AC single-phase 220 V power
supply, and inverter circuit part mainly uses integrated SPWM control chip. When
the battery voltage is too high or too low, inverter power supply will stop work to
protect the inverter power supply and battery. When the battery voltage fluctuates
within the normal range, output voltage is unaltered. When the output current is too
large, system will start the current protection to protect device load to normal
operation of the power supply.
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Uncertainty Quantification Using Random
Set Based on IODM

Zhao Liang

Abstract This paper focuses on the mechanical model uncertainty quantification
when the system parameters are in the form of probability box; for example, when
the probability distribution of the system variable is specified by interval parame-
ters, the variable is in the form of probability box. We develop an improved outer
discretization method (IODM) for constructing random sets which provides a
convenient mechanism for representing probability box. The method can increase
the fineness of the random set’s approximation to the bounds of the probability box
with a limited focal element. It is shown that the method is helpful for the uncer-
tainty quantification when the model is computationally expensive.

Keywords Uncertainty quantification � Probability box � Improved outer dis-
cretization method � Random set

1 Introduction

When dealing with reliability estimation or risk analyses in mechanical engineering,
it is important to take account of the uncertainties of the system itself [1]. The
assigned information on the parameters controlling the system response is usually
affected by imprecision. Here, the imprecision means ‘the variety of alternatives
that in a given situation are left unspecified.’ The cumulative distribution function
(CDF) of the system parameters affected by imprecision is not unique, but is
bounded between an upper and a lower bound. Sometimes the envelope charac-
terized by the bounds is called probability box [2]. Random set theory provides a
general mechanism for handling various uncertainties [3–5]. Using the extension
principle [6], the uncertainty of the system response can be quantified from the
random set of the system’s parameters. This paper focuses on the representation of
the probability box using random set. There is a close relationship between random
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set and probability box. A probability box can always be discretized to obtain a
random set. The discretization is not unique, and the existing outer discretization
method (ODM) usually discretizes the probability box in a uniform way. The
fineness of the discretization is based on the number of focal elements. But the
increasing focal elements call for more calculation of system response. So an
improved outer discretization method (IODM) is presented in this paper, and it can
increase the fineness of the approximation to the bounds of the probability box with
a same discretization degree.

This paper is organized as follows: Sect. 2 introduces the basic definitions of
random set theory; Sect. 3 describes the method proposed to approximate the
probability box using random set; and in Sect. 4, a mechanical example is provided
to illustrate the method.

2 Random Set Theory

Suppose N observations were made of a system parameter u 2 U, each of which
resulted in an imprecise measurement given by a set AiðAi �UÞ: Let ni denotes the
number of occurrences of the Ai, and let ξ(U) denotes the power set of U. A fre-
quency function M can be defined as:

M : nðUÞ ! ½0; 1�
Mð/Þ ¼ 0P
A2nðUÞ

MðAÞ ¼ 1

8><
>: ð2:1Þ

M(Ai) is also called as the basic probability assignment. Let Z denotes the set of
observations, consider a probability measure P(z) defined on Z related to U through
a multivalued mapping Γ: Z → ξ(U). The basic probability assignment can be
obtained as:

MðAiÞ ¼ PðziÞ ¼ ni=N
zi ¼ C�1ðAiÞ

�
; ðzi 2 ZÞ ð2:2Þ

The multivalued mapping expresses the imprecision of each measurement. For
each set A 2 ξ(U), M(Ai) expresses the probability of zi = Γ−1(Ai)(zi 2 Z) and it
does not exclude that the subsets of Ai can get additional probability deriving from
other subsets B of U such that Ai \ B ≠ Ø. Ai is called focal element when
M(Ai) > 0, and let f denotes the family of all focal elements, then the pair (ζ, M) is
called a random set. For the reason of imprecision, only the lower and upper bounds
on the probability of a parameter u 2 U or of a subset E�U can be calculated.
They satisfy the relationship as Bel(E) ≤ Pro(E) ≤ Pl(E), where Bel(E) denotes the
belief measure and Pl(E) denotes the plausibility measure.
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Let y = f(u), f is a mapping U → Y. The random set (R, ρ), which is the image
of (ζ, M) through f, can be obtained by the extension principle [3] as:

R ¼ Rj ¼ f ðAiÞ : Ai 2 1
� �

qðRjÞ ¼
P

Ai:Rj¼f ðAiÞ
MðAiÞ

8<
: ð2:3Þ

where Rj denotes the focal elements of R; and it can be represented by the interval:

Rj ¼ inf
8u2Ai

f ðuÞ; sup
8u2Ai

f ðuÞ
" #

ð2:4Þ

Equation (2.4) implies twice global optimizations when calculating each focal
element Rj. Vertex method [7] and Lipschitzian Optimization [8] can be used to
solve these approximations under certain conditions. After getting ρ(Rj), the limit
cumulative probability distribution functions of y can be obtained as:

FlowerðyÞ ¼ Bel y0 2 Y : y0 � yf gð Þ ¼ P
Rj:y� supðRjÞ

qðRjÞ
FupperðyÞ ¼ Pl y0 2 Y : y0 � yf gð Þ ¼ P

Rj:y� infðRjÞ
qðRjÞ

8><
>: ð2:5Þ

3 Improved Outer Discretization Method

Consider the PDF of the system parameter u is PDF(u, θ), where θ is the PDF
uncertain parameter vector. The bounds of CDF specified in Eq. (3.1) indicate a
probability box for u,

CDFðuÞ ¼ sup
h2Q

Ru
�1

PDFðu; hÞdu

CDFðuÞ ¼ inf
h2Q

Ru
�1

PDFðu; hÞdu

8>><
>>: ð3:1Þ

The ODM is a widely proposed method for discretizing the probability box to a
random set. According to ODM, the [0,1] ordinate interval of CDF(u) is discretized
into n subintervals of length mj [ 0 ðj ¼ 1; . . .; nÞ first, and then the jth focal ele-
ment of u is specified as below:

Aj ¼ CDF
�1 Xj�1

s¼0

ms

 !
;CDF�1

Xj�1

s¼0

ms

 !" #
ð3:2Þ
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And the basic probability assignment for Aj is M(Aj) = mj. The uniform dis-
cretization is usually used in ODM, and it implies subintervals of equal length 1/
n. Figure 1 illustrates the discretization of probability box by ODM with ten focal
elements Aj.

The discretization error of ODM can be represented by a L1 distance as

L1 ¼
Zþ1

�1
Plðð�1; u�Þ � CDFðuÞ�� ��duþ Zþ1

�1
Belðð�1; u�Þ � CDFðuÞj jdu ð3:3Þ

Obviously, smaller discretization error can be obtained by increasing the subin-
tervals ofA, but it leads to an expensive calculation for random set of system response.
So the IODM proposed here is to reduce the discretization error with no more
subintervals. Given the number of focal elements, the IODM uses an optimization
method to divide the ordinate interval of CDF into unequal subintervalswhich provide
a minimum L1 distance. The optimization problem can be specified as:

minðL1Þ;
s:t: Plðð�1; u�Þ�CDFðuÞ; Belðð�1; u�Þ�CDFðuÞ ð3:4Þ

Intelligence optimization algorithms such as genetic algorithm can be used to
solve the optimization problem. After the division of ordinate interval, the focal
elements of system parameter can also be obtained by Eq. (3.2). Then, we can use
the extension principle to get the image of random set (ζ, M) through the system
model f.
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Fig. 1 Discretization of probability box by ODM with ten focal elements
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4 Numerical Example

A linear mass spring damper system is subjected to a harmonic external force, and
the steady-state magnification factor Ds is defined as the ratio of the amplitude of
the steady-state response of the system to the static displacement of the system as:

Ds ¼ kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk � mxÞ2 þðcxÞ2

q ð4:1Þ

where m denotes the mass, c denotes the damper viscosity, ω denotes the circular
frequency of the applied force, and they are all controllable model parameters.
Precise values are assigned to these parameters as follows: m = 11, c = 20, and
ω = 2.5. While the spring stiffness k is an uncertain parameter, the information of
k is given by a triangular distribution, and closed intervals are specified for possible
minimum, mode, and maximum value of k as: kmin = [90,100], kmode = [150,160],
kmax = [200,220]. Here, the objective is to quantify the uncertainty in the
steady-state magnification factor Ds based on the stated information.

The probability box for spring stiffness k can be obtained from a nested sampling
method, as shown in Fig. 1. An ODM with nine focal elements of equal length and
an IODM with nine focal elements of unequal length are both used to discretize the
probability box of k. Table 1 gives the focal elements and basic probability
assignments for IODM.

After the random sets for k are obtained by ODM and IODM, respectively, the
extension principle stated by Eq. (2.3) is used to map the (ζ, M) to the mechanical
system response through function Ds. Then, the upper and lower CDFs of Ds can be

Table 1 (ζ, M) of spring stiffness k for IODM

j Aj M(Aj)

1 [90,122] 0.065

2 [111,134] 0.097

3 [123,146] 0.129

4 [134,155] 0.129

5 [143,165] 0.161

6 [152,174] 0.129

7 [160,186] 0.129

8 [170,198] 0.096

9 [181,216] 0.065
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calculated with the image (R; ρ) of (ζ, M), as Eq. (2.5) stated above. The resulting
CDF bounds of Ds are displayed in Fig. 2.

The dashed lines in Fig. 2 define the precise quantification for the model
uncertainty, and they are obtained from a second-order probability method with
adequate sampling. The L1 distance between the ODM lines and the dashed lines is
0.031, while the distance between the IODM lines and the dashed is 0.029. It
indicates that the IODM leads to more accurate uncertainty quantification.

5 Summary

This paper presents an IODM for discretizing the probability box to a random set,
and the numerical example shows that the method provides a smaller discretization
error with the same number of focal elements for random set. It can be used for the
improvement of the uncertainty quantification when the computation of the
mechanical model is expensive. Future work will include the theoretical demon-
stration of the relationship between IODM and uncertainty quantification through a
system mapping.
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Coordinated Control Method of AGC
and AVC in Power Grid

Shiguang Li, Zian Wang, Xinjing Wu and Jiatong Du

Abstract With the coupling relationship between active power and reactive power
in power system becoming stronger, the control mode that automatic generation
control (AGC) and automatic voltage control (AVC) operate separately may
influence the control effect. Considering the different control period of AGC and
AVC, this paper proposes a coordinated control method of AGC and AVC with a
connection on the timescale of minute level and second level. On the minute level,
an optimal power flow model of active power and reactive power associated
together is established, and a AGC and AVC associated optimization control
method are proposed. On the second level, the paper improved the repective control
strategies of AGC and AVC, also proposed a coordinated correction control method
of both of them. Simulations are made to verify that the method proposed in this
paper meets the respective control objective of AGC and AVC. At the same time, it
can realize the economical operation of power system, restrain the mutual influence
of AGC and AVC, while promote the mutual support between AGC and AVC.

Keywords Automatic generation control (AGC) � Automatic voltage control
(AVC) � Associated optimization � Coordinated correction

1 Introduction

As two key applications of the power grid dispatching automation system, the
automatic generation control (AGC) and automatic voltage control (AVC) are
usually considered decoupled and controlled independently. This decoupling con-
trol mode is more effective at the initial stage of the power grid construction. But
with the contact of power grid being close and the increase of load, the independent
control mode has been exposed to some problems. For example, with the contact of
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power grid being close and the increasing transmission power level of tie line, when
the tie line power and the plan deviation are large, AGC for tracking plan value will
cause the tie line power fluctuations, which will cause the voltage fluctuation of tie
line node and area of power grid nearby, thus affecting the quality control for AVC.
On the other hand, with the growth of load level, the power flow of some lines is
fairly heavy, and the AVC regulation to their end node voltage may cause change
even the violation of the line power flow limits, thus affecting the control quality of
AGC. Visibly, grid active power control and reactive power control cannot be
completely decoupled, independent control may cause the repeat adjustments of
AGC and AVC, which will influence the control effects [1–4].

In recent years, academics have conducted active explorations for the coordi-
nated control of AGC and AVC in grid. The literature [5, 6] intended to improve the
voltage stability and suppress the low-frequency oscillation as the goals of control,
researched the coordinated strategy of AGC and AVC after the load growth or fault.
The literature [7, 8] researched on AGC and AVC coordinated control strategy of
different levels put forward the control algorithm of optimization level and pre-
diction level, verified the coordination effect. The literature [9, 10] based on
event-driven mechanism proposed the AGC and AVC, alternating iterative coor-
dination control strategy, reduced the mutual influence between them.

This paper considers the different control cycles of AGC and AVC, and
according to the timescale, it puts forward the AGC and AVC coordinated control
method with the cohesion of minute and second levels. It realizes the joint opti-
mization control of active power and reactive power on the minute level and the
coordinated corrective control of active power and reactive power on the second
level. The two levels interact with each other, improving the safe and economic
operation level of the power system.

2 Architecture of the Coordinated Control System

According to the provisions in the standard series of State Grid Corp of China
Technology of smart grid dispatching support system, the period of AGC is no
longer than 20 s, and AVC period is no more than 5 min. Obviously, although
AGC and AVC are both in real-time control category, the control cycles are not at
the same timescale. Therefore, the implementation of AGC and AVC coordinated
control needs to be carried out in the minute- and second-level hierarchy, respec-
tively, and keeps the mutual connection between the two levels. Therefore, in full
use of the existing implementation to the AGC and AVC, this paper improves the
model and strategy, and bases onthe timescale of minute and second levels, puts
forward two-level control architecture. As shown in Fig. 1.
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The general idea of coordinated control architecture is to build the unified model
of active and reactive power in the minute level, calculate active power and reactive
power of joint optimization periodically, and give the control command of AGC
and AVC uniformly. And it improves the control strategy of AGC and AVC,
respectively, in the second level, establishes a coordination mechanism between
them, and periodically monitors the operational status of power grid optimization.
When it is found that the state variables are beyond the allowable operating range,
the system will give the control commands of AGC and AVC, respectively, in
terms of the active power and reactive power correction coordination. The imple-
mentation mode of two levels is shown as follows.

3 The Minute Level of Hierarchical Optimization Model

The main task of minute level is to adjust the active and reactive power output,
tracking the load trend, make the gird operating near the optimal power flow state in
a relatively long timescale. The mathematical model can be the AVC
non-model-based reactive power optimization, controlling objectives and con-
straints into the AGC, and the establishment of active and reactive power optimal
power flow model can be combined.

The usual mathematical model of AVC is based on the minimum network loss as
objective and the security for the nonlinear constrained optimization problem [11],
as shown below:
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Fig. 1 Structure of coordinated control
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minPloss ¼
XN

i¼1

Vi

XN

j¼1

VjGij cos hij

st

PG;i � PD;i � Vi
P

Vj Gij cos hij þBij sin hij
� � ¼ 0 i 2 N

QG;i � QD;i � Vi
P

Vj Gij sin hij � Bij cos hij
� � ¼ 0 i 2 N

Vi;min �Vi �Vi;max i 2 N

QGi;min �QG;i �QGi;max i 2 SG
Ti;min � Ti � Ti;max i 2 ST
Bi;min �Bi �Bi;max i 2 SB

8
>>>>>>>><
>>>>>>>>:

ð1Þ

Parameter N is the total number of nodes; SG, ST, and SB, respectively, represent
generator node set, OLTC node set, reactive power compensation node set; Ploss

means loss; V, node voltage magnitude and phase angle; Gij, Bij for the real and
imaginary part of the node admittance matrix elements; PG, QG as the generator
active and reactive power; PD, QD as the load active power and reactive power;
T for OLTC types; B reactive power compensation capacity; subscript max, min,
respectively, represent the maximum and minimum limits.

The main goal of AGC is to control the frequency values near, control the tie line
power tracking plan value, and control the important line power flow security at
rated. For the frequency control, type (1) with equality constraints in the constraint
conditions is to ensure the active power balance, so as to realize the balance of
supply and demand of the whole system, and to keep the frequency near the rated
value. But because of each node in the solving process, there will be a certain
generation and load unbalance, which may increase the frequency and the rated
value deviation in the whole system of the accumulated frequency control, in order
to ensure the quality of frequency fluctuation constraint that should be introduced,
as shown below:

X

i2SG
PG;i �

X

j2SD
PD;j

�����

����� � 10Be ð2Þ

B for the system frequency deviation coefficient (MW/0.1 Hz); Epsilon allows for
frequency fluctuations, usually not more than 0.5 Hz; SD for load node collection.

When modeling for tie line power control, the link can be equivalent to gen-
erating set, tie line power is the power generating set, sending power grid of the
equivalent generator power is negative, and by the end, the power grid is positive.
The equivalent units fixed reactive power and active power tracking plan value. Set
L for link node and then the equivalent unit constraint conditions for:

PG;L � PT ;0
���� � g ð3Þ

PT,0 for the tie line power plan and η for tie line power deviation dead time,
usually no more than 5 MW.
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To control the important section, usually the line power flow control, the basic
requirement is to avoid overload. Without loss of generality, we can constrain the
system of the line power, as shown below:

Pij;min �Pij �Pij;max ð4Þ

Parameter Pij means power transmitted on line LI,J.
The active power of AGC units are adjustable, and the formula (2)–(4) can be

added to the constraint conditions of type (1), and the minimum network loss is the
objective.

Based on the type of reliable solution of application of primal dual interior point
method, unified calculation of minute-level AGC and AVC strategy can be
followed.

4 The Second Level of Correction Strategy

The main task of second level is periodically monitoring the change of power
network state quantity in a relatively short timescale, to keep the amount of state in
the reasonable operation interval.

4.1 Interactive Effects Between AGC and AVC

AGC usually adopts fixed tie line bias control (TBC) mode. Through the calculation
of area control error (ACE), systems determine whether AGC acts or not. ACE
calculation formula is as follows:

ACE ¼ 10BDf þDPT ð5Þ

Δf and ΔPT are the deviations of frequency and tie line power.
In addition, according to the expression of the power flow in the transmission:

Pij ¼ ViVjðGij cos hij þBij sin hijÞ � V2
i Gij ð6Þ

In the second level, the interaction of AGC and AVC mainly exists between the
line power flow and voltages of end nodes. So the path of coordination between
AGC and AVC correction control strategy is to avoid the interaction worsening the
system state, while achieving mutual support regulating with this interaction when
necessary.
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4.2 The Coordinated Tie Line Correction Control

In order to guarantee the control effect of tie line power, the sensitivity of the
generators to the tie line power flow shall be considered in the regulation of AGC
unit distribution. The method is as follows:

@Pij

@PG
¼ @Pij

@hi
� @hi
@PG

þ @Pij

@hj
� @hj
@PG

þ @Pij

@Vi
� @Vi

@PG
þ @Pij

@Vj
� @Vj

@PG
ð7Þ

When the ACE is mainly caused by the tie line power deviation, the unit with
high sensitivity can be chosen for the tie line power regulation. While the ACE is
mainly caused by the deviation of frequency, the main choice will be the unit with
low sensitivity, in order to ensure the elimination of frequency deviation and the
less impact on the tie line power.

Meanwhile, we have to calculate the variation of the node voltage resulting from
the AGC regulation according to the sensitivity of the tie line to the node voltage.
Sensitivity is calculated as follows:

@PT

@Vi
¼ VjðGij cos hij þBij sin hijÞ � 2ViGij ð8Þ

According to the sensitivity calculated with the formula above and tie line power
deviation, we can calculate the voltage after AGC regulation, launch the AVC
regulation according to the voltage and reactive power sensitivity correction
algorithm [12] when necessary, to avoid the node voltage violation.

4.3 Coordinated Correction to Heavily Loaded Lines

For the correction of the heavily loaded lines, we need to find units with high
sensitivities, which is calculated according to the formula (8), combined with the
ACE adjust direction. The units that not only can effectively reduce the load of the
line, but also can reduce the ACE shall be the priority options.

But in some cases, such as AGC correction would deteriorate the power grid
ACE. We should regulate the line flow by adjusting the end node voltages, instead
of the AGC. Essentially, it is to adjust the active power by adjusting the reactive
power. It needs the sensitivity of active reactive power source (such as generators)
to activate power of the line, and its expression is as follows:

@Pij

@QG
¼ @Pij

@hi
� @hi
@QG

þ @Pij

@hj
� @hj
@QG

þ @Pij

@Vi
� @Vi

@QG
þ @Pij

@Vj
� @Vj

@QG
ð9Þ
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According to the equation above, the reactive power source with high sensitivity
to line power should be found out, to limit the line power flow. What needs to be
pointed out is that the amount changed on line power by reactive power regulation
is usually very little, so this method is only suitable for trimming, as an auxiliary
method for AGC regulation under special circumstances.

Node voltage coordination control correction. AVC on the contact line or heavy
load line near zone grid node voltage correction may cause contact line or heavy
haul railway power change. Considering that during normal operation of the net-
work, although the node voltage is limited, is slightly offset voltage limit. So under
normal circumstances, AVC regulating winding or poetic couplet line power
change quantity is not big. But in order to ensure the correction control AVC alone
does not worsen tie line or line power, it can use its power and can be adjusted in
the range of voltage regulation margin constraints, as shown below:

DV � DPij � @Q
@Pij

� @V
@Q

����
���� ð10Þ

ΔV is the voltage amplitude and can be adjusted, and ΔPij is adjustable power
margin.

5 Example Verification

In order to verify the proposed effect of coordinated control of AGC and AVC, we
select the new England 10 generator 39 node system [13] set the load of node 20 for
the tie line power of sending power grid, and set the line between nodes 21 and 22
for the heavy load lines. Firstly, if we verify the minute-level control strategy,
increase the load of odd load nodes by 10 %, and reduce the even load nodes by
10 %, then the total load of the system increases to 123.2 MW, frequency decreases
to 0.55 Hz, and node voltage increases by 10 beyond the upper limit (voltage limits
0.94–1.06 pu). Set the tie line power plan value 800 MW, and the overloaded line
power limits 583 MW. The control effect of AGC and AVC combined optimization
is shown in Table 1.

Table 1 Optimization
control effect of minute level

Control variables Before After

Node 10 voltage (pu) 1.062 1.057

Line 22-21 power (MW) 599.78 573.39

Tie line power (MW) 680.0 796.8

Frequency (Hz) 49.45 49.99

Net loss (MW) 31.72 32.63

Net loss rate (%) 0.51 0.50
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It is clear that, after the AGC and AVC coordinated optimization, the system
frequency, tie line and heavily loaded line power, and node voltage are maintained
in the acceptable range. But the system loss is increased, and this is mainly due to
power generation increase significantly after optimization result. But in the opti-
mization process, the minimum network loss is the object, and thus, the net loss rate
remains at a relatively low level.

Based on grid section of minute-level optimization, we verify the second-level
AGC and AVC coordinated correction control strategy. To the tie line control, set a
moment of interconnecting line power plan value 787 MW. According to the
relationship between the sensitivity of tie line power and generator power, adjust
the generators 33 and 34 and distribute the regulation of power about 10 MW
according to spare capacity. But only adjusting AGC may lead to node 20 voltage
lower than limited, changes from 0.943 to 0.939. So it needs synchronous adjust-
ment of AVC and AGC. According to the relationship between the sensitivity of
voltage and reactive power, we still choose generator 33 and 34 by adjusting the
AVC. Without causing other node voltage violations, two generators share at least
9 Mvar reactive power. The control effect of AGC and AVC coordinated correction
is shown in Table 2.

Obviously, after the coordination correction of the AGC and AVC, the tie line
flow is kept in a reasonable range, and the tie line end node voltage is prevented
from violation.

For the overloaded line control, if ACE is qualified and line 22-21 power limit is
reduced from 583 to 573 MW, the line power is slightly over limited. Using
AVC-aided AGC regulation, according to the sensitivity of line power and reactive
power of the generators, select generator 35 and 36 to be involved in AVC regu-
lation; when the other node voltages are qualified at the same time, make two
generators share at least 36 Mvar reactive power, and the regulating effects are
shown in Table 3.

Thus, it can be seen that when line power is slightly over limit, using AVC
regulation of voltage across the line instead of the AGC correction to the heavily
loaded line flow will not affect the power grid ACE, also will make the line power
controlled in the reasonable range, and improve the node voltage level.

Table 2 Coordinated
correction effect of tie line at
second level

Control variables Before After

Interconnecting line power (MW) 796.8 786.9

Node 20 voltage (pu.) 0.943 0.944

Table 3 Coordinated
correction effect of heavy load
line at second level

Control variables Before After

ACE (MW) 5.46 5.46

Line 22-21 power (MW) 573.39 572.87

Node 21 voltage (pu.) 1.039 1.034

Node 22 voltage (pu.) 1.057 1.052
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For the node voltage control, when adjusting the voltage of overloaded line end
node, due to line 22-21 power (572.87 MW) is close to the rated limit (573 MW).
The AVC regulation to the voltage of node 21 and 22 may cause the line power
violation, and it needs to define a node voltage regulating range according to the
formula (10), as shown in Table 4.

Obviously, because the line power flow is close to the limit, not to make it
worse, the rise space of line end node voltage is limited.

6 Conclusion

In this paper, the coordinated control method of AGC and AVC in the grid is based
on the existing methods of AGC and AVC. Through the improvement of the
mathematical model and control strategy, it implements the AGC and AVC on
different timescales of joint optimization and coordination correction. It shows that
the method is correct and effective by the example analysis. At the same time,
control effect shows that the method is also in the satisfaction of the AGC and AVC
of respective control target, optimizes the economic operation level of the power
grid, inhibits the interaction between the AGC and AVC, and promotes the aux-
iliary support to adjust between the AGC and AVC.
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Abstract Firstly, some commonly used terms of medium-voltage distribution
networks’ reliability assessment are briefly introduced. Then, some normative
suggestions about key points of reliability assessment, such as assessment indexes,
parameters, and methods, are systematically put forward. In addition, some key
issues of models, parameters, and methods for reliability evaluation are analyzed,
and corresponding reasonable disposal methods are given. As for distribution
network models, the establishingidea is given, where an organic connection is
established between the reliability assessment and reliabilitystatistics. Moreover,
some ideas of applying reliability assessment in the phases of network planning,
renovation, operation, and maintenance are proposed, improving the power supply
reliability fundamentally and bringing more benefits for the power supply enter-
prises. The reliability assessment of 5 cases is conducted, which can test the effects
of load switches, load curves, equipment capacity constraint, and load shedding on
the reliability indexes, and the results indicate that the presented normative sug-
gestions are practical.
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1 Introduction

In recent years, with the development of China’s economy and society, customers’
demand for power supply reliability is higher and higher. The assessment and
analysis through only the statistics of outage accidents is hard to adapt to the high
demand for power supply reliability. Since the power supply reliability assessment
can effectively guide the power system planning, design, construction, recon-
struction, operation, and management, and can improve the power supply reliability
fundamentally and increase the investment profits of power grids, more and more
power supply enterprises are carrying out or are planning to carry out this work.

At present, due to the lack of a general technical standard for the reliability
assessment of medium-voltage distribution systems, some related institutions, such
as power supply enterprises, colleges, research institutions, and companies, use
different models, methods [1–5], and indexes as well as assumptions and simplified
processing methods during the assessment process. These factors all bring a big
obstacle to the promotion and application of power supply system reliability
assessment. Given all that, Electric Reliability Management Centre of China’s State
Electricity Regulatory Commission authorized China’s State Grid to compile a
technical standard for the reliability assessment of medium-voltage distribution
networks.

In this paper, based on the existing research achievements, some normative
suggestions about assessment indexes, models, parameters, and methods are put
forward systematically, with the status of distribution networks and reliability
management being considered as well as the real demands for reliability assessment
of power supply enterprises, thus providing the reference for the development of
technical standards for the reliability assessment of medium-voltage distribution
systems. At last, some ideas of applying reliability assessment in the phases of
network planning, renovation, operation, and maintenance are proposed.

2 Related Terms and Definitions

• Fault localization and isolation time: the time from fault occurrence and fault
isolation, unit: h.

• Fault repairing time: the time from the outage caused by the device fault to the
power restoration through device repairing or change, unit: h.

• Fault outage-interconnection switch switching time: the time from the isolation
of the fault point to the completion of the load transfer, unit: h.

• Fault outage-load transfer time: the time from the occurrence of fault outage to
the completion of load transfer, including the fault location and isolation time
and the fault outage-interconnection switch switching time, unit: h.
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• Power restoration operation time at the upstream of the fault point: the time from
the isolation of the fault point to the restoration of power supply after the
re-connection of the switching devices on the upstream, unit: h.

• Power restoration time on the upstream of the fault point: the time from fault
occurrence to power restoration on the upstream of the fault point, including
fault location and isolation time and the time of power restoration on the
upstream of the fault point, unit: h.

• Scheduled outage-isolation time: the time from the occurrence of the scheduled
outage to the isolation of the scheduled feeder, unit: h.

• Scheduled outage-interconnection switch switching time: the time from the
isolation of the scheduled outage feeder to the completion of load transfer, unit:
h.

• Scheduled outage-load transfer time: from the occurrence of scheduled outage to
the completion of load transfer, including the isolation of the scheduled outage
to the scheduled outage-interconnection switch switching time, unit: h.

• Power restoration operation time on the upstream of the scheduled outage feeder
section: from the isolation of scheduled outage feeder to power restoration on
the upstream after the re-connection of the switch devices on the upstream of the
section, unit: h.

• Power restoration time on the upstream of the scheduled outage feeder: from the
occurrence of scheduled outage to power restoration on the upstream of the
scheduled outage wire section, including scheduled outage-isolation time and
power restoration operation time on the upstream of the scheduled outage wire
section, unit: h.

• Rate of component failure: the times of internal fault outage (cannot perform the
required function) in the facility unit running time.

• Rate of component planned outage: the times of the planned outage in the unit
running time.

• Rate of system planned interruption: during the period of statistics, the planned
outage times of 100 km lines in power supply system (excluding the planning
outage caused by the superior power grid), unit: times/(100 km year).

3 Assessment Models, Parameters, Indexes, and Methods

3.1 Distribution Network Models

Single electrical equipment such as distribution transformer, line, switch, bus is
basic unit of the distribution network reliability evaluation. For the establishment of
distribution network model, the influence of all kinds of equipment should be
considered, and some equipment should be merged or neglected to simplify the
practical complex distribution network structure, making it suitable for the relia-
bility evaluation.
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In order to make full use of reliability statistic data, the establishment of a
distribution network model should be combined with the research achievements of
reliability statistics. According to Electric Reliability Management Code issued by
the reliability center of China Federation of Electric Power Enterprises, China’s
power distribution devices related to the customer service reliability can be divided
into 9 categories and each category can be further divided into several smaller
classes [6]. Based on the Table of Distribution Devices’ Influence on Equipment
Failure Rates from Work Guidance of Customer Power Supply Reliability [7], the
models of main distribution devices can be established, so as to construct a dis-
tribution network model. For example, an overhead line and its accessories may be
merged into the overhead line model because they all affect the failure rate of the
overhead line.

3.2 Assessment Parameters, Indexes, and Methods

3.2.1 Assessment Parameters

Parameter plays an important role in calculation model, mainly used to describe the
model. It can be divided into basic parameter and reliability parameter.

Basic parameter includes network topology, basic parameter of distribution
lines, transformers, and load points. Basic parameter of lines and transformers
mainly includes physical and electrical parameter. Load point parameter should
contain not only capacity and customer numbers, but also “important level” to adapt
to different requirements for power supply reliability of different customers.

Reliability parameters can be divided into failure outage and scheduled inter-
ruption parameter.

1. Failure parameters

– Substation 10/6/20 kV bus: (equivalent) average failure rate, (equivalent)
average repair time.

– Overhead line, cable line: average failure rate, average repair time.
– Sectionalizer: average failure rate, average repair time, average failure

localization, and isolation time.
– Circuit breaker, fuse: average failure rate, average repair time, failure

outage-operation time at the upstream of the upstream circuit breaker.
– Load switch, transformers: average failure rate, average repair time.
– Tie switch: failure outage-switching time of tie switch.

2. Scheduled outage parameter

– Substation 10/6/20 kV bus: (equivalent) average scheduled interruption rate,
(equivalent) average scheduled interruption duration.

– Overhead line, cable line: average scheduled interruption rate, average
scheduled interruption time.
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– Sectionalizer: average isolation time of scheduled interruption.
– Circuit breaker, load switch, and fuse: scheduled interruption–operation time

of upstream circuit breaker.
– Tie switch: scheduled interruption—switching time of tie switch.

3.2.2 Assessment Indexes

The reliability assessment indexes can be categorized as load point indexes and
system ones. The commonly used load point indexes [8] include the average failure
rate (λLP, times per year), the annual outage duration (ULP, h per year), the average
outage duration (rLP, h per time), the average service availability index of a load
point (ASAI-LP, %), and the energy not supplied of a load point (ENS-LP, kWh per
year). System reliability indices include the system average interruption frequency
index (SAIFI, times per household per year), the system average interruption
duration index (SAIDI, h per household per year), the average service availability
index (ASAI, %), and the energy not supplied (ENS, kWh).

3.2.3 Assessment Methods

Traditional assessment methods of a medium-voltage distribution network can be
roughly categorized as the simulation methods and analytical ones [8]. Due to their
accurate models, simple principles, and flexible analyses to the influence of ele-
ments with different functions, the analytical methods have been more and more
popular for the distribution network reliability assessment. For the networks with
distribution generators or microgrids, assessment methods should be improved to
solve some special problems. The methods used for a technical standard should be
practical and can quickly evaluate the general large-scale medium-voltage distri-
bution networks that include weak links, tie switches, and capacity constrained
equipment.

4 Some Considerations of Models, Parameters,
and Methods

1. The three-state model of operation, failure, and scheduled interruption is
employed to describe the facility outage model [1].

2. The failure rate of a substation 10/6/20 kV bus should contain the failure rate
caused by its higher voltage level power grids (including the substation), and
some other reliability parameters of the substation 10/6/20 kV bus as well.

3. The fuse function of opening and closing with load should be taken into
account.
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4. The effect of a load switch to reduce the outage range should be taken into
consideration because it can break a normal loading current for a scheduled
interruption.

5. Normally opened tie switches only operate in the case of load transferring. Due
to the neglecting of second-order faults, tie switches are considered completely
reliable.

6. The scheduled interruption of higher voltage level power grids should be
considered and related reliability parameters should be merged into the corre-
sponding substation 10/6/20 kV busses.

7. Generally, one or two sectionalizers will be installed where a circuit breaker or
load switch is placed to mark breaking points. This kind of sectionalizer is
considered completely reliable to simplify the calculation.

8. Maximum load, minimum load, average load, a particular load, or a load curve
can be used for the reliability assessment according to different purposes and
applications.

9. Equipment capacity constraints should be considered during the assessment
because the transferred load will increase if an equipment capacity is
unrestricted.

10. In practice, load shedding is conducted according to load priorities, which
should be abided by the calculation model.

11. Because distribution automation can reduce the failure locating and isolating
time, tie switch switching time, etc., the influence of distribution automation
can be reflected by the corresponding parameters.

5 The Application of Reliability Assessment

5.1 Purpose and Significance

Applying reliability assessment in the phases of network planning, renovation,
operation, and maintenance can guide each section effectively and improve the
power supply reliability fundamentally, thus bring more benefits.

1. In the planning section, the reliability of planning networks which is obtained by
reliability assessment can be used to optimize network structure and conduct
scheme comparison to determine the optimal planning scheme.

2. In the renovation section, the results of reliability assessment can be applied to
search the bottle necks and find measures to improve the reliability.

3. In the operation section, the reliability assessment results can be applied to find
the operation risk the optimal operation, and the defensive measures.

4. In the maintenance section, the reliability assessment results can be used to
select the optimal maintenance scheme which has minimal impact on the reli-
ability, and realizing the reliability-centered maintenance gradually.
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5.2 The Application Ideas

The application ideas of reliability assessment in each section are as follows:

1. Planning section

– Give the alternative planning schemes of optimizing network structure.
– Evaluate the reliability of selected alternative. Besides the commonly used

frequency, time, and unavailability indexes, it is generally preferable to use
the expected energy not supplied (EENS), which is a combination of
probability and consequence.

– Conduct an economic analysis of the planning investment and the economic
and social benefits brought from the reliability improvement.

– Conduct the scheme comparison to determine the optimal design scheme.

2. Renovation section

– Identify the system’s and important loads’ weak parts based on the reliability
assessment results,

– Present the reliability improving measures in networks, equipment, man-
agements, and technologies based on the analyses of weak parts.

– Conduct the benefit and cost analyses of measures to select the optimal
construction and renovation project.

3. Operation section
The significance of reliability assessment application to this section is identi-
fying the operation risks, determining the optimal operation mode, and evalu-
ating the effects of risk defensive measures. The operation measures include
load transfers, temporary network reconfigurations, and so on.

– Determine several operation modes using the offline power flow and con-
tingency analysis, which may be associated with load transfers and tempo-
rary network reconfigurations.

– Select the load curve representing a time period (weekly, monthly, or
seasonal).

– Calculate the system reliability using a specific load curve for each operation
mode.

– Conduct an economic analysis.
– Compare the economic analyses results to determine the optimal operation

mode.

4. Maintenance section
The application of reliability assessment to maintenance section can be called
reliability-centered maintenance. The basic tasks of reliability-centered main-
tenance conclude comparison between maintenance alternative, lowest-risk
maintenance scheduling, predictive maintenance versus corrective maintenance,
and ranking importance of components.
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6 Test Example

In the distribution network shown in Fig. 1, load points are ranked according to
their importance grades, resulting in the list of e, d, c, d, a; the rest parameters are
shown in Tables 1 and 2. During the reliability assessment, we have the following
simplifications: neglecting the influence of higher voltage power grids and the
sectionalizers on both sides of a circuit breaker (or a load switch). The rated
capacities of load point a, b, c, d, and e are 800, 200, 50, 100, and 315 W,
respectively.

Based on the failure mode effect analysis method, the reliability indexes can be
obtained, which are shown in Table 3. The 5 cases related to these tables are as
follows.

Table 1 Data 1 of the test example

Outage time/rate Failure
outage

Scheduled
interruption

Location and isolation time (h) 1 0.1

Switching time of tie switch (h) 0.5 0.1

Average power restoration time of the upstream switch
(h)

0.3 0.1

Outage rate of overhead (cable) line (times per 100 km
per year)

6 7

Fig. 1 A reliability test example
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Case 1: There is no tie switch or the spare capacity is 0 kVA.
Case 2: In addition to the conditions of case 1, load switch 1 (LS1) in Fig. 1 is
replaced by a sectionalizer.
Case 3: In addition to the conditions of case 1, the spare capacity is unlimited.
Case 4: In addition to the conditions of case 1, the spare capacity is limited to
500 kVA and priority load shedding measures will be taken under capacity
off-limits.
Case 5: In addition to the conditions of case 4, a load curve is used. For the used
curve, the actual load capacity is half of the rated value for half of the study period
and the other period is the rated capacity.

Table 2 Data 2 of the test example

Equipment L (km) λ (times per 100 km per year) T (h)

Main line 0-1 0.5 0.3 2

1-2 2 0.1 5

2-3 3 0.1 5

3-4 3 0.3 2

4-5 1 0.3 2

5-6 2 0.3 2

6-7 2 0.3 2

5-8 1 0.3 2

Branch line 2-a 1 0.1 5

4-b 1.5 0.3 2

8-c 1.5 0.3 2

8-d 0.5 0.3 2

6-e 1 0.3 2

Circuit breaker – 0.25 3

Load switch – 0.2 2.5

Sectionalizer – 0.25 2.5

Fuse – 0.2 2

Transformer – 0.35 4

Table 3 System reliability indexes

System indexes Case 1 Case 2 Case 3 Case 4 Case 5

SAIDI (h per household per
year)

5.0186 5.0282 1.8838 2.5455 2.3182

ASAI (%) 99.9427 99.9426 99.9785 99.9709 99.9735

SAIFI (times per household per
year)

0.795 0.843 0.795 0.795 0.795

ENS (kWh) 4965 4974 1765 3048 2172
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Note that L denotes the length of lines, λ denotes the outage rate of equipment,
T denotes average repair time, N denotes the numbers of household, and W denotes
the load-rated capacity.

Table 3 shows that the SAIFI of case 2 is the largest because of the absence of
load switches, and the spare capacity can greatly improve the system reliability.

7 Conclusion

Based on the status of China’s distribution networks and reliability management,
some normative suggestions are systematically put forward for technical standards
of medium-voltage distribution network reliability assessment with the common
assessment problems being considered. In addition, some ideas of applying relia-
bility assessment in the phases of network planning, renovation, operation, and
maintenance are proposed, improving the power supply reliability fundamentally
and bringing more benefits for the power supply enterprises. Through several test
examples, it is shown that the proposed suggestions are practical and operable.
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Heat Transfer-Based Fault Diagnosis
for Heat Exchanger of Aircraft
Environmental Control System

H. Zhuohuan, W. Lulu and Y. Mo

Abstract In this project, combined with the process of heat transfer for plate-fin
heat exchangers in aircraft environmental control system, we attempt to establish
mathematical model based on inputs and outputs of heat exchangers. Then, the
relative observer is given to generate residuals by the comparison of the outputs
between heat exchangers and observers. Furthermore, fault information is obtained
from the evaluation of residuals. Finally, simulation results show that the proposed
scheme for heat exchanger failure detection is effective; it can be regarded as the
theoretical basis of relevant engineering technology.

Keywords Environmental control systems � Heat exchangers � Fault diagnosis �
Heat transfer � Aircraft

1 Introduction

Over the past decades, with the rapid development of the aviation industry, there
has been a growing research interest in the reliability of aircraft environmental
control systems. It is conceivable that heat exchanger plays an important role in
environmental control system of aircraft cabin. The performances of heat exchanger
deserve our more concern recently. Plate-fin heat exchangers are featured by
compact construction and high heat changing efficiency of unit volume, which
widely used in aircraft environmental control system. At the same time, fault
diagnosis has a lot of research reports [1–4] for decades in other areas such as
mathematics, biology, and control theory. Authors also have the relevant works
focus on linear matrix inequality-based fault diagnosis of nonlinear systems [5–7].
However, the research of engineering thermodynamics based on the theory of fault
diagnosis is few. Applicants are informed based on the application and research of
fault diagnosis technology in this field. Xiaoyuan and Jixian [8] and Zhihong and
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Tiejun [9] have researched the application of fault diagnosis of power station boiler
based on neural network; Li and Wenguo [10] has presented the knowledge
expression of boiler fault diagnosis expert system; Puyan and Ningsheng [11] have
reported the application of fault diagnosis in thermal power plant thermal system
and the existing problems; Haichao and Yingjun [12] and Xiaohui et al. [13] put
infrared hot imaging technology into fault diagnosis of transformer; and Junru [14]
and He et al. [15] have researched soft fault diagnosis problem of heat exchanger by
the method of Parameter estimation which has the limitations on fault diagnosis
caused by abrupt faults and structural changes.

In this project, based on the analysis of heat transfer of plate-fin heat exchangers,
we establish their mathematical model based on inputs and outputs. The observer is
constructed from mathematical model. Then, residuals are obtained by comparing
the outputs between actual systems and their model. Finally, heat exchanger failure
information is given by evaluating residuals.

2 Mathematical Model

It is well known that the work of the plate-fin heat exchanger is extremely com-
plicated. Heat transfer process of them is abstracted and simplified following in
[14]. Considering the cold side of the heat exchanger, gas flow cross-sectional area
is A1, cold gas flow rate V1, density q1 and enthalpy H1, heat C1, pressure p1,
temperature T1, heat transfer coefficient of wall surface and working substance a1,
and heat transfer area of wall shell S1, surface temperatures Tw, and it is apparently
that Tw [ T1.

Ignoring heat transfer of the refrigerant in the flow of normal, the heat transfer
quantity from the surface to the cold gas side is as follows:

dQ1 ¼ a1ðTw � T1ÞS1dlxdt ð1:1Þ

where dlx is the length infinitesimal in the direction of refrigerant flow. Then, the
state of the incompressible refrigerant after the absorbing heat changes into

dQ1 ¼ A1q1C1dlxdT1 ð1:2Þ

From (1.1) and (1.2), we have

A1q1C1dldT1 ¼ a1ðTw � T1ÞS1dlxdt ð1:3Þ

It can be rewritten as follows:

dT1
dt

¼ a1S1ðTw � T1Þ
A1q1C1

ð1:4Þ
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That is,

@T1
@t

þV1
@T1
@l

¼ a1S1ðTw � T1Þ
A1q1C1

ð1:5Þ

Similarly, heat transfer equation of the hot side is as follows:

@T2
@t

þV2
@T2
@ly

¼ a2S2ðTw � T2Þ
A2q2C2

ð1:6Þ

where the related parameter defines refer to the cold side.
Then, let specific heat of heat exchanger plates be Cw; quality be Mw; and we

have

@Tw
@t

¼ a1S1ðT1 � TwÞ
MwCw

þ a2S2ðT2 � TwÞ
MwCw

ð1:7Þ

where heat release of the hot-side refrigerant is Q2; and as Q1 in (2), we have

@Tw
@t

¼ a1S1ðT1 � TwÞ
MwCw

þ a2S2ðT2 � TwÞ
MwCw

ð1:8Þ

From (1.1), (1.2), and (1.3), following lumped parameter method, we can gain

dT1
dt

þV1ðT1o � T1iÞ ¼ a1S1ðTw � T1iÞ
A1q1C1

ð1:9Þ

dT2
dt

þV1ðT2o � T2iÞ ¼ a2S2ðTw � T2iÞ
A2q2C2

ð1:10Þ

@Tw
@t

¼ a1S1ðT1o � TwÞ
MwCw

þ a2S2ðT2o � TwÞ
MwCw

ð1:11Þ

where T1i and T1i are the inlet temperature of the hot and cold sides of the heat
exchanger, and they can be considered as input parameters of heat exchanger; T1r
and T2r are the outlet temperatures of the hot and cold sides of the heat exchanger,
and they can be combined with Tw as the output parameter of the heat exchanger.

Let vector x ¼ T1o; T2o; Tw½ �T; u ¼ T1i; T2i½ �T; form (1.9), (1.10), and (1.11), we
have

_x ¼ AxþBu
y ¼ Cx

�
ð1:12Þ
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is the state-space mathematical model of the heat exchanger, where

A ¼
� a1S1

A1q1C1
� V1 0 a1S1

A1q1C1

0 � a2S2
A2q2C2

� V2
a2S2

A2q2C2
a1S1
MwCw

a2S2
MwCw

� a1S1
MwCw

� a2S2
MwCw

2
64

3
75; B ¼

V1 0
0 V2

0 0

2
4

3
5;

C is a row of full-rank matrix which is optional, and (A, C) is considerable.

3 Fault Detection

Fault types of the heat exchanger described by system include leakage, fouled, and
clogged. These faults can cause the changes of the refrigerant flow rate (V1 or V2) or
the heat transfer coefficient (a1 or a2). Change matrices A and matrices B into A0 and
B0, respectively, and let Ef ¼ ðA0 � AÞxþðB0 � BÞu: Then, the system can be
rewritten as follows:

_x ¼ AxþBuþEf
y ¼ CxþDD

�
ð1:13Þ

without loss of generality, we consider the white noise D at the output of the
system, let f with its differential and D norm as bounded, that is
fk k� f1; _f

�� ��� f2; Dk k� e; and f1 [ 0; f2 [ 0; e[ 0: D is full-rank matrix.
For system fault detection, observer is constructed as follows:

_̂x ¼ Ax̂þBuþ Lðŷ� yÞ
ŷ ¼ Cx̂

�
ð1:14Þ

where L is a row of the optional full-rank matrix and makes the observer asymptotic
stability, and all eigenvalues of ðAþ LCÞ have negative real parts.

Let us denote

e ¼ x̂� x; 1 ¼ ŷ� y ð1:15Þ

The residual system is as follows:

_e ¼ ðAþ LCÞe� Ef
1 ¼ Ce� DD

�
ð1:16Þ

Because ðAþ LCÞ is stable, consequently, when fault free or f ¼ 0; we have

lim
t!1 1

���
���� Dj je: When fault or f 6¼ 0; we have lim

t!1 1
���

���[ Dj je: Thus, evaluation of

residuals for system failure detection strategy is as follows:
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lim
t!1 1

���
���� Dj je; Fault free

lim
t!1 1

���
���[ Dj je; Fault

8
<
: ð1:17Þ

It is obviously that observer is the system fault detection observer.

4 Mathematical Model

In this section, numerical example is provided to demonstrate the validity of the
proposed method. For the system, we denote

V1 ¼ 1; V2 ¼ 1:7; a1S1
A1q1C1

¼ 0:3; a2S2
A2q2C2

¼ 0:6; a1S1
MwCw

¼ 0:6; a2S2
MwCw

¼ 0:8:

Substitute the formulas given above in the system and then solve it for A and B,
and let C ¼ E ¼ D ¼ I: Let u ¼ ½sinð0:1tÞ; cosð0:1tÞ�T; denote t as simulation time,
and assume the number of steps is 400. The fault condition simulated is shown as
the following,

f ¼
½0; 0:1; 0�T 100s\t� 150s
½0:1; 0:15; 0�T 150s\t� 200s
½015; 0; 0�T 200s\t� 250s
½0; 0; 0�T others

8
>><
>>:

ð1:18Þ

We can know ðA;CÞ is observable and ðAþ LCÞ is stable, and let D be white
noise and Dk k ¼ 0:4: The trend chart of 1 and e is given as follows.

From Fig. 1, it shows that when the failure occurs, 1 is greater than 1, otherwise
1 is not more than 1: The proposed failure detection for the state-space mathematical
model of heat exchanger is valid, especially for abrupt faults.

Fig. 1 1 and e trend chart
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5 Conclusions

In this project, based on the analysis of heat transfer of plate-fin heat exchangers, we
established its state-space mathematical model from inputs and outputs. The
observer is constructed based on mathematical models. Then, we obtained system
residuals by comparing the outputs between actual systems and their model. Finally,
evaluation of residuals obtained heat exchanger failure information. Simulation
results show that the proposed state-space model for heat exchanger failure detection
is effective and provides theoretical guidance for relevant engineering practice.
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Direct Torque Control of Permanent
Magnet Synchronous Motor at Low Speed
Using a Variable PI Feedback Flux
Observer

Suying Zhang, Wenshuai Cui, Yankai Shen and Huixian Liu

Abstract In the study of direct torque control (DTC) of permanent magnet syn-
chronous motor (PMSM), the stator resistance is easily affected by temperature
variation and its value varies from time to time. What is more, it will lead to flux
ripple. In order to solve the problem of error existing between the set value of the
stator flux and the reality, an improved method based on variable parameter PI is
proposed to compensate the stator resistance. By constructing the stator flux
observer mathematical model of DTC of PMSM and analyzing the stator resistance
variation influenced by the stator flux observation, it can be found that the stator
resistance is compensated by adjusting PI parameters with time, the flux error will
be reduced, and this new method will be testified by MATLAB software. The
simulation result shows that the improved stator resistance compensation algorithm
has effectively solved the flux ripple problem, decreased the flux error, and
achieved the expected control effect.

Keywords PMSM � DTC � Stator resistance compensator � Torque ripple
reduction
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1 Introduction

Direct torque control (DTC) was firstly proposed by Depenbrock Takahashi and
Naguchi in 1980s. Its main idea is to control the stator flux space vector and
electromagnetic torque, simplify the calculation, and reduce the influence of motor
parameters. However, DTC is an unsophisticated control method which has lots of
advantages such as quick response of torque, excellent dynamic performance, and
less parameter dependence [1, 2]. But this method also has the disadvantages of
increasing torque ripple and narrow speed range which are caused by drift in stator
flux linkage estimation. What is more, the stator resistance variation, the test
accuracy of rotor’s initial position, and stator flux offset error in measurement are
the reasons for why there is change in stator flux linkage estimation [3].

In recent years, an improved method based on PI controller to compensate stator
resistance has been proposed [4]. However, the parameters of the traditional PI
method are not adjustable. This paper introduces a modified method that the
parameters are determined by the scope of the stator flux error, which has a better
time-varying performance and a smaller computational complexity [5].

2 Mathematical Model Based on PMSM

DTC system is composed of inverter, permanent magnet synchronous motor
(PMSM), the estimation of flux model, torque model, and rotor position model, the
switching table model, and so on. The torque signal is the output of the regulator
that takes the error between the given and actual rotating speeds as inputs. The flux
value and torque value can be calculated by the flux linkage model and torque
model. In addition, the motor rotor position, the flux error, and torque error between
the estimated signal and the actual signal also can be known. The purpose of
regulating speed can be achieved by selecting the appropriate switching vectors of
the inverter and adjusting the output torque.

The stator voltages a� b are expressed as follows:

ua ¼ Rsia þ d
dt
Wa ð2:1Þ

ub ¼ Rsib þ d
dt
Wb ð2:2Þ

h ¼ arctan
Wa

Wb
ð2:3Þ

where ua and ub represent the a� b axis components of voltage, respectively; ia
and ib stand for the a� b current components; Wa and Wb are for the stator flux; h
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for flux angle; and Rs for the stator resistance. Torque equation is expressed as
follows:

Te ¼ 3
2
npðWaib �WbiaÞ ð2:4Þ

where np is the number of pole pairs.

3 Stator Flux Algorithm

In this system, the stator flux of AC motor is observed by the flux model. In static
coordinate a� b; the stator flux of PMSM are expressed as follows:

Wa ¼
R
eadt ¼

R ðua � RsiaÞdt
Wb ¼ R

ebdt ¼
R ðub � RsibÞdt

Ws ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2

a þW2
b

q

8
><
>:

ð3:1Þ

where ea and eb mean the components of counter-electromotive force on a� b axis,
respectively; Ws is for the flux amplitude.

The accuracy of the flux observer will be affected by the variation of stator
resistance when the motor is in low-speed running, and at that time, the pressure
drop of the stator resistance and the power supply voltage will be at the same level
which makes the running environment worse. At the same time, there are many
factors that affect the resistance value, such as temperature and voltage. The value
will vary with temperature seriously. However, the change of temperature is the
main reason causing the flux linkage error.

Not only does the value change of stator resistance influence the accuracy of flux
values, but also it leads to the torque variation [6]. When the motor speed is low, the
errors of sector judgment and voltage space vector judgment will make the motor
unstable.

In the process of analyzing the flux and torque equations, it can be noticed that
the accuracy of flux observation can be affected by the variation of stator resistance.
The influence caused by the stator resistance change is more serious especially if
the power supply voltage drop on the stator resistance is at the same order when the
motor is in low-speed running. In addition, there are many factors that affect the
stator resistance, such as the change of the temperature and voltage frequency. After
all, the temperature is the main reason, because the resistance value varies with
temperature seriously during operation.

Assume that the changes of stator resistance and stator current are, respectively,
DRs; Dis; and then, the actual relationship between the flux and torque can be
expressed as follows [7]:
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Wa ¼
Z

ðua � ðRs þDRsÞðia þDiaÞÞdt ð3:2Þ

Wb ¼
Z

ðub � ðRs þDRsÞðib þDibÞÞdt ð3:3Þ

Ws ¼
Z

ðus � ðRs þDRsÞðis þDisÞÞdt ð3:4Þ

Te ¼ 3np
2

Wa ib þDib
� ��Wb ia þDiað Þ� � ð3:5Þ

Considering that the change of stator resistance cannot be detected directly, the
equations with no change in stator resistance are expressed as follows:

Ŵa ¼
Z

ðua � Rsðia þDiaÞÞdt ð3:6Þ

Ŵb ¼
Z

ðub � Rsðib þDibÞÞdt ð3:7Þ

Ŵs ¼
Z

ðus � Rsðis þDisÞÞdt ð3:8Þ

T̂e ¼ 3np
2

Ŵa ib þDib
� �� Ŵb ia þDiað Þ

h i
ð3:9Þ

The errors between the actual value and the observed value of the stator flux and
electromagnetic torque are expressed as follows [8, 9]:

DWa ¼ Wa � Ŵa ¼
Z

�DRsðia þDiaÞdt ð3:10Þ

DWb ¼ Wb � Ŵb ¼
Z

�DRsðib þDibÞdt ð3:11Þ

DWs ¼ Ws � Ŵs ¼
Z

�DRsðis þDisÞdt ð3:12Þ

DTe ¼ Te � T̂e ¼ 3np
2

½DWa ib þDib
� �� DWb ia þDiað Þ� ð3:13Þ

From (3.12) and (3.13), it is obvious that the change of stator resistance not only
affects the accuracy of flux values, but also leads to the torque variation. When the
motor is in low-speed running, the change of resistance will lead to the errors of
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sector judgment and errors of voltage space vector judgment which causes the
motor to run unstably [10]. Equation (3.14) can be calculated according to (3.12):

dWs

dt
¼ ðis þDisÞdRs ð3:14Þ

dWs

dtðis þDisÞ ¼ dRs ð3:15Þ

PI stator resistance compensator can be designed as follows (3.16):

dRs ¼ kp þ ki
s

� �
dWs ð3:16Þ

where kp; ki stand for the proportional gain and integral of the PI compensator,
respectively. The structure diagram is shown in Fig. 1.

When analyzing the PI controller parameters, the kp can decrease the response
time and reduce the static error. In addition, it will lead to excessive overshoot and
system oscillation if the value is too big. The change of ki mainly affects the static
error, and it will prolong regulating time if the value is too big. Based on the above
problems, an improved method to adjust the parameters kp and ki is proposed. The
change trends of kp and ki are shown in Fig. 2, and the parameter change law can be
summarized as follows:

(1) kp changes appropriately with the same trend of the input signal error.
(2) ki changes appropriately with the contrary trend of the input signal error.

s

1
ik

pk

esψ
sψ sψΔ sRΔ 0sR

sR

+ + 

- + +

+ 
Fig. 1 Compensation of
stator resistance
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Fig. 2 The rules of kp and ki with the different signal deviation

Direct Torque Control of Permanent Magnet Synchronous Motor … 931



kp ¼ k1 1ffiffiffiffi
2p

p
r1

1� exp � e2

2r21

	 
	 


ki ¼ k2 1ffiffiffiffi
2p

p
r1

1� exp � e2

2r21

	 
	 


8
<
: ð3:17Þ

In order to get the precise values of kpki; the normal function forms of the
parameters are expressed as follows.

But the computation procedure based on normal distribution function is com-
plexity and will affect the system response rate, and a simple change trend of kp and
ki is shown in Fig. 3.

4 Simulation

This part mainly introduces the simulation based on MATLAB software, and an
improved method of the flux observer with resistance compensation is proposed.
The motor parameters set as follows: np ¼ 4; Rs ¼ 2:875X; Ws ¼ 1Wb motor
speed wm ¼ 80 rad/s; inductance on axis d Ld ¼ 42:44mH; inductance on axis
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Fig. 3 The simplified rules of kp and ki with the different signal deviation
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Fig. 4 The improved block diagram of the PMSM DTC
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q Lq ¼ 79:57mH; moment of inertia J ¼ 0:003 kg �m2; dc voltage Udc ¼ 400V,
and the Simulink diagram is shown in Fig. 4.

This paper intercepted a waveform when the value of resistance is divorced from
the estimated value and keeps for a period of time, and the advantage of the
improved method can be proved in Fig. 4.

Figures 5 and 6 show the traditional flux observer waveform of flux linkage and
the improved flux observer waveform of flux linkage. It is obvious that the flux is
closer to the estimated value in Fig. 6, and the waveform is smoother.

Fig. 5 The traditional flux observer waveform of flux linkage

Fig. 6 The improved flux observer waveform of flux linkage
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Figures 7 and 8 show the traditional flux observer waveform of torque and the
improved flux observer waveform of torque. It is obvious that with the feedback
compensation, the torque ripple reduced, and the error of stator resistance is
compensated.

The results prove that when compared with the original system, the improved
system reduces torque ripple and performs more stable. Besides, the stator flux is
closer to the value than before, and the torque and speed have better tracking
characteristics. In addition, the error of stator flux between the actual value and the
estimated in the improved system will be less than before. In general, the experi-
ment verifies the feasibility and effectiveness of this method.
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Fig. 7 The traditional flux observer waveform of torque
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Fig. 8 The improved flux observer waveform of torque
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5 Conclusion

In this paper, a modified algorithm to deal with the problems of increasing torque
ripple is proposed, and the stator resistance compensation algorithm based on
variable parameter PI has improved the control accuracy. The simulation results
prove that not only does the adaptive PI control method compensate the stator
resistance, but also it gets a good speed–torque performance and achieves the
desired control effect.
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Research on the Speed Synchronization
Control Method of Double-HST Motor

Qian Ming Yang, Jian Li and Ling Qi Kong

Abstract Embedded spilled oil recovery machine is one of the important
mechanical equipment of oil spill emergency response and the speed synchroniza-
tion of sweep arm end (float) and oil boom reel is the key technology of that. The
problem of that line-speed synchronization of float and oil boom reel of embedded
spilled oil recovery machine has been studied and the joint synchronization control
scheme which adopt PID and equal control been also put forward in order to realize
the speed coordination control of dual motor driven by HST with the PLC as the core
of controller in this paper. The scheme of hardware design for the speed synchro-
nization control system has been given and the software of the key technologies also
been design and ran. The system speed has been simulated and analysis by
MATLAB simulation software and the evaluation methods of the linear velocity
errors been also put forward. Study in this paper provides reference for the follow-up
projects and similar technical design. The stages of research results provide a ref-
erence for design work of the follow-up and similar technologies.

Keywords Oil spill recovery � Proportional valve-controlled motor � PID � Equal
control � Synchronization control

1 Introduction

Oil boom-mechanized retractable device is an important part of the embedded-type
oil spill recovery system, which is mainly composed of sweep arm and oil boom
reel components, for the realization of the oil boom-mechanized release and rolling
operation. Sweep arm movement coordination simulation analysis and body
mechanics analysis of HST driving scheme were given in the reference [1, 2]. With
the sea to random loads, its operation condition, considering its low speed, high
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torque when working with motion and load characteristics, the line speed of oil
boom release (rolling) and the end of sweep arm synchronization, is one of the key
performance indexes of the dynamic quality of the work.

Electro-hydraulic valve-controlled motor drive is one of the most commonly
used methods of low-speed and high-torque drive system, applied widely in
industrial mechanical equipment. According to the actual requirement of control
accuracy, commonly used control methods mainly include open-loop or
closed-loop hydraulic synchronous control, closed-loop control is mainly to “equal
control” and “the master-slave mode” [3, 4]. With the development of modern
control theory and its successful application in industrial control, synchronous
closed-loop control adopted adaptive control theory and intelligent control theory to
design control strategies and the corresponding controller, such as PI and PID
optimal regulator, adaptive model following controller (AMFC), a model reference
adaptive controller (MRAC), neural network adaptive synchronization control
algorithm, and the neural network learning algorithm of synchronization [5–9]. The
starting point of control measures choosing mainly includes technical,
cost-effective, and the convenience and reliability in the use of the process. In this
paper, according to the technology requirements of the actual design, on the basis of
comprehensive analysis, present a method of dual proportional valve-controlled
motor speed controlling based on PLC and “equal control” and provide design
reference for solving this kind of engineering design.

2 Composition and Control Requirements of System

2.1 The System Composition and Working Principle

The system composition of oil boom release and rolling device is shown in Fig. 1,
which mainly composes of sweep arm body 6, oil boom reel 1, and their drive

Fig. 1 Booms release and
rolling device
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system. Figures 2 and 3 show the composition of sweep arm body and oil boom
reel drive system. One end of the oil boom is fixed on the oil boom buoy; the other
end is wound on the oil boom reel. The both sides of oil boom are floating clamped
by the guide roll of oil recovery machine to assist its release and rolling. Sweep arm
body and the oil boom reel are driven by two HST electric hydraulic
valve-controlled motors to realize the rotary movement of them. In the stage of oil
recovery preparation, the front manipulator of sweep arm grasps the oil boom buoy
and the HST drive system drives the sweep arm and the oil boom reel to rotate in
different angular velocity at the same time to release and draw the oil boom. After
the oil recovering stage, two HST systems rotate in the opposite direction with
different angular velocity to roll the oil boom.

Fig. 2 Sweep arm body HST

Fig. 3 Oil boom reel HST
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2.2 The Requirements for System Control

Because of the different motion rotating geometric radius, deceleration ratio and
driving load, the control of linear velocity of sweep arm rotary motion is hard to
exactly synchronous with oil boom reel which were driven by HST, so make the
rage of linear velocity synchronization error in ±15 mm/s in the actual operating
process. This paper adopts double-closed-loop equal control, combined with the
existing synchronous control circuit, puts forward a new control strategy method to
make it meet the requirements of speed control accuracy.

Figure 2 shows the sweeping arm body transmission system, and Fig. 3 shows
the oil boom reel transmission system. Assuming the linear velocity of sweep arm
front is V1 and that of oil boom reel outside is V2, then:

V1 ¼ x1 � R1 ¼ 2p � n1R1i1 ð2:1Þ

V2 ¼ x2 � R2 ¼ 2p � n2R2i2 ð2:2Þ

where n1 = sweeping arm drive motor speed, r/s; R1 = sweeping arm length, m;
i1 = sweeping arm reduction ratio; w1 = sweeping arm angular velocity, rad/s;
n2 = oil boom reel motor speed, r/s; R2 = oil boom reel diameter, m; i2 = oil boom
reel reduction ratio; w2 = oil boom reel angular velocity, rad/s.

Oil spill recovery equipment is affected by all kinds of random load from the sea
when it is operating, let us assume, for the sake of analysis that:

1. Ignore the elastic expansion amount of oil boom when it is releasing or rolling.
2. The winding outside diameter of oil boom reel is constant; that is, ignore the oil

boom negligible thickness.

Therefore, double-HST system control requirements can be summarized as
follows:

1. When the system is coordinated operation, sweep arm end and oil boom reel
outside need to keep the same linear velocity, that is V1 = V2.

2. After the oil boom released, the linear displacement of sweep arm end and oil
boom reel outside should be the same that is equal to L, which is the release
length of oil boom.

3. The speed of motion coordination can be adjusted when the system is running.

To make the linear velocity of the sweep arm end (buoy) and oil boom reel
outside is the same as the target speed there should have: V1 = V2 = V.

By Eqs. (2.1) and (2.2), there should have:

R2i2
R1i1

¼ n1
n2

ð2:3Þ

940 Q.M. Yang et al.



n1 ¼ V
2p � R1i1

ð2:4Þ

n2 ¼ V
2p � R2i2

ð2:5Þ

Equation (2.3) is the speed ratio of the two motors when they are in coordination
running, which is related with its rotating radius (R) and reduction ratio (I).
Equations (2.4) and (2.5) are the numerical relationship between the target speed
and the tow motors.

Thus, it can be seen that although the linear speed of the two executive elements
is same, but the motor rotation speed is not same. So, accurately realize the speed
control of the two motors is the premise and key to realize the linear velocity
coordinated control of the two ends of the oil boom. In addition, in order to make
the linear displacement of the two actors is same after the system running, the speed
ratio should be coordinated and the start-stopping times of the two motors should be
kept synchronization.

3 Methods to Realize the Synchronization of Double HST

3.1 Synchronous Control by PID Associated with “Equal
Control”

Speed “equal control” means that actuators independently, respectively, tracking
the target output to achieve synchronous drive when more than one actuators need
synchronization control have.

Figure 4 shows the principle diagram of the equal control with independent
feedback. When the input signal is given, the system adjusts the two output

Fig. 4 Principle diagram of equal control with independent feedback
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movement parameter with independent feedback; to guarantee the two outputs have
good speed following characteristics, realizing synchronous control of velocity.

Figure 5 shows the principle diagram of closed-loop double-HST proportional
valve-controlled motor speed system. The system consists of oil boom reel motor
M1, sweep arm body motor M2, proportional directional valve PV1 and PV2, pro-
portional amplifier PA1 and PA2, edcoder1 and edcoder2, PLC and D/A module.

The control process of Fig. 5 is as follows: first, set speed control command
signal to PLC; second, convert the two motor speed value to the corresponding
digital quantity through Eqs. (2.4) and (2.5) and send them to the D/A modal;
finally, D/A module converts digital signals into analog signal and transmit them to
the proportional amplifier to adjust the opening volume of proportional valve so that
can realize the control of motor speed and direction. The motor output speed can be
feedback through the speed sensor]. PLC compares it with the set speed to form
closed-loop control circuit until the motor speed meets the design accuracy.

To make the control system for better control effect, use the PLC built-in PID
modal in practical control. So that can combine the PID and “equal control” to
realize double closed-loop motor speed synchronous control. Figure 6 shows the
principle diagram of the equal control system.

Fig. 5 Principle diagram of closed-loop double-HST motor speed system

Fig. 6 Principle diagram of equal control system
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3.2 Hardware and Software Design of the Control System

Hydraulic control system consists of LEDUC-MSI 63CC quantitative hydraulic
motor which bring speed sensor, Huade 4wra10, and 4wra6 proportional valve and
its proportional amplifier, DVP-20EH00T3 PLC and D/A module of Delta.

High-speed counter and the joint application of PID control strategy is the core
technology of PLC control program. The high-speed counter in Delta is not limited
by the scan cycle, so that it can accept the highest 20 kHz frequency of high-speed
pulse, and the measured number of pulses will be stored to register for the use of
computing through the instructions program.

The PID control can be easily embedded through the built-in PID function of
PLC, which format is PID S1 S2 S3 D. Among them, the S1 as target, S2 is current
value, S3 as the starting address of the operation parameters, D for the output value.
In this system, through the result of calculation from Eqs. (2.4) and (2.5) are set to
the target motor speed of sweep arm and oil boom reel first. Second, the pulse
number from high-speed counter is turned into the current speed through Eq. (3.1)
and feedback to the PLC as the current value. Finally, the output of PID control will
be sent to the D/A module through the instruction to be turned to analog which will
control proportional amplifier.

n ¼ 60D
Nt

ðrpmÞ ð3:1Þ

where D = the number of pulses; t = acquisition cycle; N = the number of pulses
encoder produced each lap.

1. Speed detection

In double-HST proportional valve-controlled motor control system, the speed
detection is accomplished by the hall speed sensor (speed gear and hall element)
brought by motor itself through send the motor speed pulse signal (39 pure turn) to
built-in high-speed counter HHSC0 of PLC. Figure 7 shows the PLC control
program for sweep arm body motor speed detection.

Through setting, the parameters of high-speed counter HHSC0 complete the
pulse count and calculate the motor current speed through Eq. (3.1). Then, store the
result in D130 register.

2. PID control

Figure 8 shows the PLC program of sweep arm body motor PID control.
Through setting, the parameters such as sampling time, proportional gain,

integral gain, differential gain and target value, start the PID control and its oper-
ation result is stored in the D230 register. Among them, if the PID control
parameter is reasonable directly determines the performance of the control system.
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3. Proportional control

Figure 9 shows the proportional-controlled valve control program of sweep arm
body motor.

The PID calculation results are multiplied by the corresponding gain coefficient
which is in register D230 and send the results to corresponding D/A module
through the TO instruction. The D/A module output current signal controls the
opening of the proportional–directional valve to realize accurately adjustable speed
of the motor.

Fig. 7 PLC control program
for sweep arm body motor
speed detection

Fig. 8 PLC program of
sweep arm body motor PID
control
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4 Synchronization Error Calculation

In practical control system, the current speeds of sweep arm and oil boom reel are
calculated by PLC control program and the results are stored in the PLC register.
The linear velocity of the two actuators is calculated by Eqs. (2.1) and (2.2). The
linear velocity error between the two actuators and the linear velocity error between
actuators and target speed are calculated by Eqs. (4.1), (4.2) and (4.3). In the man–
machine interface, the results are displayed by the configuration software.

DV ¼ V1 � V2 ð4:1Þ

d1 ¼ V � V1 ð4:2Þ

d2 ¼ V � V2 ð4:3Þ

where ΔV = the linear velocity error between the buoy and boom reel, m/s; δ1 = the
linear velocity error between buoy and the target speed, m/s; and δ2 = the linear
velocity error between the boom reel and the target speed.

Figure 10 shows the simulation curve of the system by using MATLAB sim-
ulation software.

Figure 10 shows that two motor speed stability after started about 6 s, the steady
velocity error Δn less than 0.1 r/s and the linear velocity error between the two
actuators ΔV less than 7 mm/s. So, the PID and “equal control” system with PLC as
the control core can well meet the design accuracy requirements of synchronous
control system.

Fig. 9 Proportional-controlled valve control program
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5 Conclusion

The problem of that line-speed synchronization of float and oil fence reel of
embedded spilled oil recovery machine has been studied and the joint synchro-
nization control scheme which adopt PID and equal control been also put forward
in order to realize the speed coordination control of dual motor driven by HST with
the PLC as the core of controller in this paper. On the basis of the selection of
hardware design of control system, the key technology of PLC control program is
given. To test the synchronous control accuracy of the control system, the system
control error is calculated and analyzed. The results show that this scheme can
realize synchronous linear velocity error ΔV less than 7 mm/s which less than
system design requirements. This paper solves the problem of two hydraulic motor
speed synchronization control which have different motion radii and reduction
ratios, this can provides a reference for the follow-up work of this project and
similar technology.
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Design and Development of an In Situ
Radioactivity Measuring System
in the Marine Environment

Yingying Zhang, Bingwei Wu, Ying Zhang, Guoxing Ren,
Dongyan Liu and Lu Cao

Abstract It is significant to develop the in situ radioactivity measuring system in
the marine environment for the autonomous and continuous monitoring in the long
term and even for the pollution early warning. The design of a set of a marine
radioactivity measuring system was presented in the paper using the underwater
spectrometer as the sensor. A data acquisition and control device was developed to
collect and process the gamma ray spectra measured by the sensor, and also to be
responsible for the monitoring system control and power supply. The bulk moni-
toring data were transferred to the server in the laboratory through the Beidou
satellite. The gamma ray spectra measured and the analysis results of the
radioactivity in the seawater were provided for the users. This research work and
measured data have great importance to the more particular knowledge of the
radioactivity in the marine environment and to the development of the marine
radioactive monitoring and pollution early warning.

Keywords Marine radioactivity monitoring � Buoy system � Underwater spec-
trometer � Remote communication � Gamma ray spectra

1 Introduction

The marine radioactive pollution is a very serious problem caused by the explosions
of Fukushima Daiichi Nuclear Power Plant. To understand the influence of the
accident and continuous discharge of the radioactive wastewater on the Western
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Pacific, it is necessary to carry out a continuous radioactivity monitoring in the
marine environment. Using the traditional laboratory method, a large amount of
seawater samples must be collected in many designated positions and then taken
back for the further processes and analysis. This kind of monitoring method is
cumbersome and time-consuming. To measure the radioactivity in the marine
environment in a timelier and effectively mode and even to provide the pollution
warning, an autonomous buoy system was developed for the in situ, continuous,
and long-term monitoring of radioactivity in the seawater.

According to the principle of modular design, the radioactive monitoring buoy
system is made up of a marine radioactivity sensor, a data acquisition and control
device, a power supply part, a set of remote communication equipment, and mon-
itoring software except the buoy platform. To give some guidance for the further
research and development of marine radioactive monitoring, the used sensor and
some modules design in the radioactive monitoring buoy system were presented in
this paper. The energy spectrum measured in the seawater was also provided.

2 System Structure

2.1 Marine Radioactivity

The radioactive monitoring buoy system used an underwater gamma spectrometer
named KATERINA, made in Hellenic Centre for Marine Research, as the marine
radioactivity sensor [1, 4]. It consists of a 3″ × 3″ NaI detection crystal, connected
with a photomultiplier tube, a preamplifier, and power supply, together with the
electronics for signal amplification, data acquisition, and storage (Fig. 1). The
gamma rays in the seawater shine on the NaI(Tl) crystal and then emit fluorescence,
which make the photoelectrons out in the photocathode of the photomultiplier tube.
The voltage pulse signals are formed on the output load of the photomultiplier tube
after the stepwise multiplication of the photoelectrons, whose amplitude is pro-
portional to the energy of the gamma ray. Then, the gamma ray spectrum is
acquired through amplification and pulse-amplitude analysis. All the technical
specifications of the underwater gamma spectrometer KATERINA are given syn-
optically in Table 1.

The KATERINA sensor was calibrated in the laboratory (energy, energy reso-
lution, and efficiency) from energy threshold (*50 keV) to 3000 keV. First, cali-
bration was performed in laboratory with seven specific point sources of γ-radiation,

PMT PRE AMP
Data

process
InterfaceNaI(Tl)

Fig. 1 Function diagram of
the underwater gamma
spectrometer KATERINA
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which were placed in fixed geometry and the distance between source and detector.
Then, the marine detector efficiency and absolute calibration was performed using a
calibration tank filled with water.

2.2 Data Acquisition and System Control

The data acquisition and system control is the key component of the marine
radioactive monitoring buoy. Because GPS works in the continuous mode with the
power always on, the data acquisition and system control used a kind of
double-microprocessor design. One microprocessor, C8051F021, is responsible for
receiving GPS signals. Another microprocessor using C8051F120, embedded
operating system RTX51, is responsible for the sensor control, data process, data
storage, data query, data transmission, and command response.

As shown in Fig. 2, it includes nine functional modules. The modules of
receiving, storing, and transmitting are combined to collect, store, analyze, and

Table 1 Technical specifications of the underwater gamma spectrometer KATERINA

Energy range Variable up to 4000 keV

Detection limit for 137Cs 0.02 Bq/L (24 h
integration)

Resolution 6 % (137Cs)

Spectroscopy 256, 512, 1024, 2048
channels

Operating temperature −10 °C to +50 °C

Maximum depth 400 m

Power autonomy with currently sued battery packs (upgradable) Up to 100 days (extended)

Energy and efficiency calibration Yes

Computer autonomy Yes

PC terminal connection Yes

Attachable to buoys and sea platforms (independent of operating
system)

Yes

Main Chip 

LCM JTAG GPS

Keyboard

Clock

SD card Power supply

Beidou
transmission

module

Marine
radioactivity

sensor

Fig. 2 Function diagram of the data acquisition and system control
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transmit the data from the sensor and at the same time to receive the command from
the laboratory and to control the sensor. The GPS module is responsible for the GPS
positioning. The clock module is designed for the clock calibration. The modules of
LCM, JTAG, and keyboard are combined for the in situ data presentation,
parameters setting, and system debugging. The power supply of the sensor, Beidou
transmission module, and some others are all controlled by this part.

The high-integrated SOC mainboard was used in the master control system,
which was made up of the power source, the clock circuit, CPU mainboard, the
interface circuit, and the relay control circuit. The master control system developed
for the marine radioactive monitoring buoy was shown in Fig. 3. A LCD touch
screen supports in situ system debugging, device programming, signal test, and
field service. A CF card adapter supports the online data storage in the large volume
for the long-term and continuous monitoring task.

2.3 Remote Communication

Same as the underwater monitoring networks developed by some other countries [2,
3, 6], the gamma ray spectra measured need to be transmitted by the satellite. A pair
of Beidou receivers is used to achieve data and command transmission in the
marine radioactive monitoring buoy system. The bidirectional communication
mode is designed to transmit the operation status and measured data from the buoy
to the laboratory and to transmit the feedback and command from the laboratory to
the buoy. The users can ask the data for the buoy and also modify the parameters of
the buoy remotely. The data volume of the gamma ray spectrum in once mea-
surement is large, but the data able to be transmitted by the Beidou receiver in one
transmission process is limited. So the reasonable data transmission mechanism of
the subpackage and response was designed to ensure no data missing. This is
important for the system design and development.

Fig. 3 Main control circuit
board developed for the buoy
system
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The XDP200YX BD-I ordinary receiver was used and programmed for the
marine radioactive monitoring buoy system. It can receive from three Beidou
satellites at the same time. It has the characteristics of the small volume, low power
consumption, and convenient installation.

2.4 Monitoring and Early Warning Software
in the Laboratory

The monitoring and early warning software of the marine radioactive monitoring
buoy system is developed in the Visual C++ programming environment based on
the WindowTM operating system. The software is designed to have several func-
tions: the data receiving, storing, displaying, processing, analyzing and warning
service, system control, and parameters setting in the remote operation mode. The
gamma ray spectrum measured by the system is shown in Fig. 4.

Many researches on the automated analysis of gamma ray spectra have been
made in the last years [5, 7]. It also was researched and developed for the buoy
system. The nuclides are identified through a given database after the automated
energy calibration. The photopeak determination and net area calculation is exe-
cuted automatically based on the smoothed spectrum. Then, the quantitative results
of the activities A (Bq m−3) can be derived by appropriate calculation.
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Fig. 4 The gamma ray spectrum measured by the system
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A ¼ CPS
IrDtem

ð1:1Þ

where CPS is the counts, Ir is the intensity of the gamma ray, Δt is the measuring
period in second, and εm is the marine efficiency in m3 [8].

3 Conclusion

The radioactive monitoring buoy system developed is able to be used to measure
the radionuclide inventory in the seawater continuously, to identify nuclides and
compute their activities, and transmit data to the laboratory remotely. The data
receiving and processing software provides the spectra curve measured in real time
and also some radionuclide’s activities. It has many modules of the historical data
query, trend analysis, report generation, parameter, and alarm setting. This system
developed and its data measured are very important for the researches on the
radioactivity in the marine environment.
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The Design of Shield Posture’s Monitoring
and Control System Based
on Configuration Software

Yiping Shi and Yungen Wang

Abstract In municipal engineering construction, the shield construction method is
usually adopted. How to effectively control shield posture in the shield construction
directly relates to the construction quality. Based on the research of shield posture’s
monitoring and control system, this paper presents a design scheme of shield
posture’s monitoring and control system. It introduces the design of hardware
structure: PLC monitoring and control network are based on field bus and the
design and implementation of the monitoring computer and control software by
using configuration software in detail. This research has been applied in the actual
engineering project. It has important significance to improve the quality of shield
construction and improve the level of the shield construction.

Keywords Shield posture � Monitoring and control system � Configuration soft-
ware � PLC network

1 Introduction

With the continuous development of city, the urban construction is becoming more
diverse and complex. In particular, the city traffic has been from plain surface traffic
to vertical transportation. The tunnel has become an important approach of urban
traffic. Shield construction method is usually adopted in tunnel excavation. How to
effectively control shield posture in the shield construction directly relates to the
quality of tunnel and construction success or failure. Thus, achieving high-level
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real-time monitoring and control of shield posture is always a difficult engineering
problem concerned by shield construction personnel. It is also a research topic in
this field. This paper researches the shield posture’s monitoring and control system.
It mainly includes PLC monitoring and control network based on field bus and the
monitoring and control software by using configuration software WinCC. This
paper is divided into five parts: introduction; introduction to configuration software;
monitoring and control system of shield posture; the design of shield posture
monitoring and control software based on WinCC; and conclusion.

2 Introduction to Configuration Software [1]

Monitoring configuration software is evolved along with the development of the
computer technology and industrial control technology, such as DCS and PLC. The
monitor configuration software is growing stronger in the field of industrial control.
It has been widely used in areas such as industry, agriculture, building, and office
automation system.

Monitoring configuration software is a software platform tool of supervisory
control and data acquisition. It is referred to as “SCADA.” It is an integral part of
industrial application software. Monitoring configuration software not only has the
function of supervisory control and data acquisition, but also has the configuration,
development, and opening features. It has rich setting function, the use of flexible
and powerful. With the development of configuration software and control system,
monitoring configuration software has separated from the hardware partly and
provided the stage for the automation software development. The rapid develop-
ment of OPC, Ethernet, and field bus have greatly simplified the interconnection
between heterogeneous devices and reduced the development workload of I/O
device driver software.

Real-time database is the core technology of SCADA system. It is essentially a
data structure model of supporting real-time computing, a unified management, and
supporting variable structure. It has supported for industry standards (such as OPC
specification), distributed computing, and real-time database system redundancy
and so on.

Now the configuration software running on Windows platform is a window
structure similar to the resource browser. It has the following features:

• Configuring and editing all kinds of resources in industrial control system;
• Processing data alarm and alarm system;
• Providing a wide range of data driver;
• Generating and printing all kinds of report;
• Using a script language provides the function of secondary development;
• Storing the historical data and supporting the query of history data.
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3 Monitoring and Control System of Shield Posture [2–4]

Real-time monitoring and control system of shield posture mainly include the
automatic monitoring of the posture deviation and automatic control. The domestic
monitoring system is usually used from foreign products. It includes SLS-T system
from German VMT company, ZED system from Britain, and TMG-32 B(gyro-
scope) system from Japan TOKIMEC. Many places still use artificial measurement.
Most of the monitoring and control system used in domestic is selected from the
complete sets of shield products abroad. The monitoring and control system con-
sists of PLC programmable controller’s control code and the upper control com-
puter control program. It has close relationship between the specific control devices
and the power equipment. Therefore, it has a certain technical and nonstandard
content.

3.1 Hardware Structure

The shield posture’s monitoring and control system uses PLC monitoring network
based on field bus [5, 6] (as shown in Fig. 1). The monitoring and control system is
divided into two parts based on fluctuation. The upper part of the system is a remote
computer connected to a monitoring computer through the network. It can remote
monitor shield posture through the way of communicating with each other.

The lower part of the system includes monitoring computer and several sets of
PLC to hang on the bus. One of them is as the main control PLC. In profibus-dp,
network uses the master-slave structure. Host station has a DPM1 (master PLC) and
DPM2 (monitoring computer). DPM1 host station mainly completes the control

Remote computer

Monitor computer

Master 
PLC

Slave
PLC

Slave
PLC

Slave
PLC

0# 1# 3# 8# 2#

H2 field bus

Computer bus

Sensor

Plaster system Central relay

...

Main
command

Main
pump

Head 
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Fig. 1 System hardware structure
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process. It exchanges data with DPM2 master station through the token. DPM2
realizes the remote control through communicating with remote computers in
remote control. The entire network segment includes two master stations and eight
slave stations. 1# slave station (mud system PLC) completes the control of water
pump motor and electric valve. 2# slave station (head PLC) rectifies control of
motor, valve, and correction. Sensor data include corrective quantity, head jacking
force, incision, mud valve, and head tilt. 3#–8# slave stations (relay loop PLC)
which hang on the bus control the relay pump connected to more than one PLC.

3.2 Software System

3.2.1 PLC Control Software

All PLC control logic programs are solidified in CPU units of the master PLC. PLC
software is mainly responsible for logical and practical work such as position
counting of shield construction, output performing conditional logic, action pro-
cessing manual button, and alarm signal processing. It can use configuration tool. It
can set communication rate of each site on the field bus, the site object number, and
address mapping in the main control PLC in each site.

3.2.2 Monitoring and Control Software

Monitoring and control software is based on real-time database. It provides the
human–computer interaction interface. It is responsible for data acquisition, anal-
ysis, and automatic control posture. The software monitors the shield posture and
the automatic control is done by monitoring computer. The overall module structure
of software includes system parameter setting, measure data input, posture devia-
tion calculation and automatic control, monitoring data automatic display, and
result data statistics and analysis.

4 The Design of Shield Posture’s Monitoring and Control
Software Based on WinCC [7, 8]

WinCC developed by Siemens is a rising star in HMI/SCADA software and enters
into the World Market of industrial control configuration software in 1996. That
year it was called the best HMI software by Control Engineering magazine. In the
shortest time, it has developed into the third worldwide success of SCADA system.
In Europe, it became the first undisputed.

958 Y. Shi and Y. Wang



WinCC was designed according to the system used worldwide. So from the
beginning it is suitable for the control system produced by the world’s major
manufacturers. The types of communication driver are also in constant increase.
Through the way of OPC, WinCC can also communicate with the third-party
controller. As an important part of Siemens-integrated automation system, WinCC
ensures the convenient connection and efficient communication with SIMATIC S5,
S7, 505 series PLC. WinCC combines with the STEP7 programming software
closely and shortens the development cycle. In addition, WinCC takes system
diagnosis to SIMATIC PLC and gives hardware maintenance conveniently.

This design mainly uses WinCC configuration software programming to realize
the real-time monitoring and control of the shield posture. It was used in
Windows XP or Windows 2000 operating system platforms.

In the shield posture’s monitoring and control software system, it first enters the
system of the splash screen. This system is mainly divided into five modules: the
setting parameters, monitoring posture, deviation display, control posture, and data
statistics. Screen has five buttons. In the screen of setting parameters, it can set
some of the basic parameters and the original path coordinates of shield. The
parameter includes the shield tunnel segment assembling restriction, history posture
characteristics, environmental parameters, and push the total force and date.

Monitoring and controlling posture images are relatively important in the sys-
tem. It includes the monitoring data show, the calculation of deviation and display
and the part of the attitude control. Images of the upper four buttons, it is respec-
tively for the suspension system, system operation, automatic adjustment and
manual correction.

Click on the “System pause” button, the program will send out a stop signal to
control the work of shield. Then, the shield is in the standby state. Monitoring
system still monitors the position of shield machine, just in front of the monitoring
data for standby state. “System running” button is the first time into the system to be
effective with suspension system condition. The system will send out a signal
operation to make the shield begin or continue to push forward. When the deviation
data are more, the system will set automatic suspended signal. The system is in
standby state. Then, the staff chooses whether to let the system to automatically
rectify or to set up manually. If you select manual correction, the system will be
transferred to another picture.

In the right foot of images, there are two buttons. They are “show incision
coordinates” and “show the shield tail coordinates.” By selecting different coor-
dinates, it can show or hide the coordinate data. At the same time, it can display
real-time coordinates and time.

When in monitoring control picture, click the “manual correction” button to
enter the control picture. It will display the deviation of the data more detailed in the
control screen. It has a graphic image to set the correct deviation in order to endure
the position of shield machine enables shield to the right ahead.

To be sure, if the system enters the manual correction, shield will not do any-
thing to push forward. That is, the shield is in the standby state. When the deviation
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is set up, the system will return to monitor screen and click operation button. The
shield system is in working condition.

Images are divided into three parts. They are deviation value, correction value,
and image area. Deviation value is the deviation display in which the monitoring
data are calculated. When the deviation value reaches a certain value, it will display
a different color. Normal area is black. The micro-partial area is gray and partial
area is white. Strong partial area is yellow and alarm area is red. Correction value is
set by the staff. It used to change the angle of the shield and shield-driving power so
as to shield can return to the original lines. The image area is the role of image
display in the main deviation. The image on the left shows the horizontal and
vertical deviations of incision and shield tail center. White dot represents the center
of incision. Black dot represents the center of shield tail. The vertical axis is
perpendicular to the axis and the horizontal axis is the horizontal axis. The origin is
as the reference point. Namely, three points are in one point without deviation.

The function of statistical analysis is corresponding in the splash screen
“statistics” button. In the WinCC configuration software, the monitoring data can be
automatically archived. So there need not to separate when the design process. So,
as long as you return to the splash screen click “statistics” button, you can print of
the filed data. It includes incision center, shield tail center coordinates, incision
horizontal, incision vertical, shield tail levels, shield tail vertical, incision mileage,
horizontal deviation angle, and vertical deviation angle.

5 Conclusion

In municipal engineering construction, shield posture’s monitoring and control
system is widely used in shield construction. This paper researches the shield
position monitoring and control system and designs PLC monitoring and control
network based on field bus and monitoring and control software using configuration
software WinCC. This research has been applied in the actual engineering project.
It has important significance to improve the quality of shield construction and
improve the level of the shield construction.
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Application Research of SuperCapacitance
on Fuel Consumption Wheel Crane

Chao Li, Lu Niu and Aihong Tang

Abstract Through a series of experiments among the super capacitor, the battery
and the traditional electric capacity, the preponderances of super capacitor in
specific power density, specific energy and service life have carried out. The result
states that the use of super capacitance as energy storage component can make great
contributions to energy saving and environment protection and it has a bright future
in application of hybrid system on fuel consumption wheel crane.

Keywords Supercapacitance � Hybrid system � Wheel crane � Environment

1 Introduction

The rapidly developing hybrid power technology is being generalized and applied
in more and more fields in recent years. The main advantage of hybrid power
system lies in the fact that it can render the engine an optimum working condition to
effectively reduce the exhaust emission and oil consumption [1].

Meanwhile, it can regenerate braking energy to convert mechanical energy into
electric energy and reserve it to be used again to drive the working mechanism and
further reduce fuel consumption.

In this study of hybrid power technology, we successfully conducted the hybrid
power system transformation for a wheel crane (25T) with an engine of 120 kW,
taking the supercapacitor as the energy storage device. The transformed system has
a remarkable energy saving effect. The test result shows that it saves over 30 % fuel
amount under the same working condition and reduces over 25 % environmentally
harmful exhaust emission.
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2 Working Condition and the Way of Energy
Transformation of Traditional Wheel Cranes

As the most common loading and unloading machine in harbour docks and various
construction sites, wheel crane can work for long distance running with great
motility. It can lift, bring down, start, and brake the loads in a frequently periodic
interval working mode. As the working place varies, its power system setting is
commonly the combination of engine and generator. The fuel in wheel crane engine
is transformed into mechanical energy after burning and then converted into electric
energy by the generator. The electric energy can drive the motors in various parts to
complete corresponding mechanical operations.

2.1 Heavy Load Lifting Stage

In the process of lifting heavy loads, the crane’s system absorbs electric energy
from the generator set, overcoming the system’s frictional force and the gravity to
doing work on the loads. Part of the electric energy absorbed is converted into
thermal energy and the remaining into load potential energy (Fig. 1).

Ee is the total energy that the generator set absorbs; EC is the energy consumed
by the chopper; EM is the energy the motor consumes; EJ is the energy the machine
driven system consumes; and EL is the work that the system has applied to the
loads.

After the lifting is completed, the remaining energy in the system will be
reserved as load potential energy. Apart from the part, the system consumes, and
according to the efficiency analysis of every part, the energy value of this part is
counted within the range of 0.59 Ee to 0.86 Ee.

Fig. 1 The flowchart of the energy during heavy load lifting stage
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2.2 Lowering Stage

In the lowering stage, the motor is in the condition of power generation. The
potential energy loaded is converted into direct current through the motor and the
frequency transformer, which is then consumed by the braking resister. The
flowchart of the energy is shown in Fig. 2.

ER is the energy that is consumed by the braking resister, and the other attributes
are the same with the above. The estimation of the ER value is within 37 %Ee–

63 %Ee, which is a considerable amount of energy.

3 The Hybrid System

3.1 The Transformation Method of Energy Saving

From the perspective of the working characteristics and energy consumption con-
ditions during work of the traditional wheel crane, a great deal of energy is wasted
by the generator motor in the lifting and lowering processes [2]. Therefore, we can
conduct energy saving transformation to the traditional wheel crane from the fol-
lowing aspects:

1. Set up energy saving devices to recycle regenerated potential energy

When the loads are being brought down, the wheel crane’s motor transforms the
potential energy of the loads into electric energy. As there is no energy saving
device on traditional wheel crane, this part of electric energy is wasted on the
braking resister and converted into thermal energy. The conclusion drawn from the
previous section is that the energy consumed on the braking resister takes up 37–
63 % of the total energy consumption of the lifting mechanism. This not only
wastes energy but increases the thermal pollution of the entire machine. Thus,

Fig. 2 The flowchart of the energy during lowering stage
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through setting up appropriate energy saving system during the lowering process,
this part of regenerated energy can be absorbed and reserved. With the optimization
control strategy, recycling the regenerated braking energy of the system can be
maximally achieved.

2. Improve the efficiency of the generator set

In order to realize various dynamic performance requirements, usually large
generator set is selected for traditional wheel crane. But in most cases, the engine
works under light load, thus lowering the economical and emission efficiency.
However, the intervention of the energy saving system equipped with energy saving
devices can act to adjust the loading of the engine in the effect of cutting the peak
and filling the valley. This enables the engine to work within a relatively
high-efficiency range, thus greatly improving the average efficiency of the engine.

3. Reduce the emission capacity of the engine

As the dynamic system of the crane must be equipped with a high-capacity and
superpower engine, the total capacity of the entire crane has been made heavier.
Once started, the throttle of the diesel engine must be accelerated to increase the
diesel provision amount, which leads to incomplete burning of the fuel, black
smoke emission, and fuel consumption increase that give rise to environment
pollution.

But it is not necessary for the engine to provide maximal power in the operation
of the wheel crane. If the wheel crane is equipped with energy saving devices, the
energy saver will provide power assistance to the system, which will not affect the
dynamic performance of the crane in reducing the displacement of the engine. The
reduction of the motor’s power can reduce power loss and improve engine’s rate of
work; at the same time, smaller displacement engine has relatively less friction and
thermal loss, which correspondingly reduce the oil consumption.

3.2 Working Principles of Hybrid Power System

In this hybrid power system, the driving force exported from the generator is
transformed into electric power entirely by the generator. Part of the electric energy
drives the working motor through the electric motor. The superfluous electric
energy is saved in the energy saver. When the electric energy provided by the
generator cannot meet the system’s needs, the electric energy saved in the energy
saver will be released, together with the generator set to drive the working motor.
Besides, during the process of heavy load lowering or braking operation, the
working motor will be pushed forward to generate electric energy and the electric
energy will be reserved in the energy saver.

Energy controller is a device that can transform direct current power supply into
a DC power supply of different voltages or currents. The filter capacitor is used to
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stabilize the DC busbar voltage. The energy consumption electrical resister, as the
energy saver, absorbs the redundant elements of the recovered energy. When the
energy saver fails to work, the energy consumption electrical resister still works to
ensure the reliability of the system when the motor is under regenerative braking
(Fig. 3).

4 SuperCapacitance

4.1 Working Principle

Supercapacitance’s charge and discharge process is a physical change, which is
different from the chemical changes of storage battery and will not pollute the
environment, and in theory, it has extremely long life, up to hundreds of thousands
of times.

When the applied voltage is applied on the capacitor, two electric layer formed
on the surface of two electrodes, i.e. the capacitor. This polarization effect can be
used to store electrical energy, and this is because it is related to the electrical
energy stored in the capacitor’s capacitance and the applied voltage:

C ¼ eA
d

ð4:1Þ

Fig. 3 The principle diagram of the hybrid system
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E ¼ CV2

2
ð4:2Þ

In the formulas, e is the effective electrolyte constant; d is the spacing distance of
the electrode surface and adsorbed ions; A is the electrode surface area; C is the
capacitance; V is the applied voltage; and E is the electric energy stored.

4.2 The Difference Between SuperCapacitance
and Batteries and Traditional Capacitor

Batteries, supercapacitors, and capacitor can store electrical energy, but their
principles of store electrical energy are different. As shown in Table l, superca-
pacitance is between the batteries and traditional capacitors in the two performance
parameters: specific energy and specific power; the cycle life and charge and dis-
charge efficiency are much higher than the battery, and its service life is usually
more than the life of the device; therefore, the supercapacitance requires no
maintenance in life, in addition to easing environmental requirements and pollution
free, which is also called green energy. Supercapacitance to adapt to the high
current charge and discharge generally can be done in 10–30 min charged and
discharged. Another advantage of the supercapacitor is a wide operating tempera-
ture range and can work in −40 °C; this point is that a battery cannot match.

These characteristics of the supercapacitance determine its broad application
prospects. The main purpose is focused on two aspects: first, as the temporary
standby power of electrical equipment, it has been achieved in hybrid electric
vehicles and shows the energy saving and environmental protection role; second, in
the application of the hybrid field bridge and shore bridge [3], the main role is the
supply of peak and pulse power. As a secondary energy, it is able to meet a short
period of high-power input/output, in which the lifting power requirements of rising
and falling, at the same time, spreader action process is an iterative process, and
each cycle has a certain potential feedback, and thus, the supercapacitor forms a
periodic charged and discharged process; therefore, the application of superca-
pacitance technology will be more meaningful in port machinery than in the
automotive industry.

Table 1 Comparison of the three kinds of energy storage components

Properties Lead acid battery Super Ordinary

Charging time/h 1–5 0.3–30 10−3–10−6

Discharge time/h 0.3–3 0.3–30 10−3–10−6

Specific energy/(Wh � kg�1) 10–100 1–10 <0.1

Charge and discharge efficiency 0.5–0.85 0.85–0.98 >0.95
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5 Result Analysis

The application experiments of supercapacitance on RTG have achieved gratifying
results.

When falling, the supercapacitance can play the role of the “reservoir” when it is
incorporated into the electrical system. It can be charged by the potential energy
produced by the falling of the load (discharged when the load rises). So it can be
energy saving. According to statistics, the hybrid power systems save about 50 %
energy than the traditional power system, which can transform the RTG into a
energy saving type.

Both the energy consumption of the engine and the fuel consumption has been
greatly reduced. Furthermore, the black smoke, which used to be discharged from
exhaust pipe at the moment when the RTG lifts up cargo, now is gone. And so is the
noise to be reduced. Then, the “green RTG” (environment-friendly RTG) is
achieved.

RTG cannot transform energy back to the grid. Since the super capacitance can
quickly release a large current, it can ease the impact to the diesel engine and the
disturbance on the grid when incorporated into the electrical system.

6 Conclusion and Prospect

In theory, there is potential energy feedback in RTG’s every working cycle (the
falling of lifting mechanism), and from this point of view, the energy saving effect
of supercapacitance technology application on RTG is much more obvious than that
on automobile.

The application research of supercapacitance technology in port machinery
industry is now hot spot, because the supercapacitance can be applied to not only
the fixed port machinery, but also the mobile machinery, which will reduce the
impact to the internal combustion engine and the disturbance to the entire grid when
the machine brakes under heavy load. The technology also has a large application
value in other construction machinery.
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Research on Elastic Characteristic
of Interconnected Oil Gas Suspension

Y.J. Chen, L. Wang, Y.F. Zhang, G.H. Zheng and X. Zhang

Abstract Regarding as rollover problem for multi-axis heavy vehicles when no
transverse stability rod attached, lateral stiffness calculation and experiment were
researched. Gas pressure, vertical stiffness formula, and lateral stiffness formula
were deduced through real gas state equation. By program analysis, it was con-
cluded that the vertical stiffness of interconnected structure was equivalent to that of
independent suspension, but the lateral stiffness was multiplied when turning.
Through real vehicle test, vehicle body lateral angles of two suspension forms were
compared. It was verified that vehicle handling and stability performances are
improved when suspension system is interconnected.

Keywords Oil gas suspension � Interconnection � Lateral stiffness � Handling and
stability � Real gas state equation

1 Introduction

Parameters of a suspension system play important roles in vehicle handling stability
and safety. Multi-axle heavy-duty vehicles usually use interconnected oil gas sus-
pension to enhance lateral stiffness when there is not a transverse stability rod. At
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the same time, it can meet technical requirements of vehicle handling and stability
and has become the development direction of intelligent suspension system [1, 2].

2 Structure of Interconnected Suspension

The structure of interconnected oil gas suspension is shown in Fig. 1. It is not
difficult to see that a main oil cavity and an annular oil cavity can be used as
anti-pressure cavity of the other side oil gas spring, so as to effectively alleviate the
lateral angle of a vehicle body when the vehicle turns.

3 Characteristic Calculation

3.1 Force of Oil Gas Spring

Force of a left oil gas spring is as follows:

Fs1 ¼ p1Ac � p2Ah ð1Þ

Force of a right oil gas spring is as follows:

Fs2 ¼ p2Ac � p1Ah ð2Þ

in which p1 is the pressure of a left cylinder, p2 is the pressure of a right cylinder,

the piston area is Ac ¼ p
4D

2
c , the annular cavity area is Ah ¼ p

4 D2
c � D2

g

� �
, the piston

diameter is Dc, and the piston rod diameter is Dg.

Fig. 1 Structure of interconnected suspension
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Real gas state equation is [3, 4] as follows:

p ¼ RgTmq

Vq � mqb
� am2

q

V2
q

ð3Þ

in which, T is thermodynamic temperature, and nitrogen gas constants are as
follows:

a ¼ 456:37 m6 Pa=kg2; b ¼ 0:00361 m3=kg; Rg ¼ 296:77 J=ðkgKÞ

Gas quality expression is as follows:

mq ¼ Vq
0:17
ab

D� 0:67
3b � Rg � T0 þ 3p1jb2 � a
� �

=b

D
þ 0:33=b

� �

D ¼ Cþ 20:78 ðMþNÞ=að Þ0:5b
� �

a2
� �1=3

C ¼ �36b � Rg � T0 þ 72p1jb2 � 8a

M ¼ Rg2 � T2
0 4b � Rg � T0 þ 12p1jb2 � a
� �

N ¼ 4p1j 3p1jb3 � Rg � T0 � 5abRg � T0 þ b4p21j þ 2ab2p1j þ a2
� �

3.2 Vertical Stiffness of Oil Gas Suspension

If both sidewheels have same excitation, displacements of them are as follows:

s1 ¼ s2 ¼ s ð4Þ

in which, s1 and s2 are, respectively, piston displacement of left and right oil gas
spring.

Accumulator displacement is as follows:

ðAc � AhÞs ¼ Axsx ) sx ¼ ðAc � AhÞs
Ax

ð5Þ

Ax is the work area of the accumulator.
Gas chamber volume is as follows:

Vq ¼ AxLg ¼ Ax Lgi � Ac � Ahð Þs
Ax

� 	
ð6Þ

in which, Lgj is the gas chamber height of a static equilibrium position.
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Pressure of oil gas spring is as follows:

p ¼ RgTmq

Ax Lgj � Ac�Ahð Þs
Ax

� �
� mqb

� am2
q

Ax Lgj � Ac�Ahð Þs
Ax

� �h i2 ð7Þ

Vertical stiffness of the spring is as follows:

dFt

ds
¼ ðAc � AhÞ2 RgTmq Ax Lgi � Ac � Ahð Þs

Ax

� 	
� mqb

� ��2

�2am2
q Ax Lgj � Ac � Ahð Þs

Ax

� 	� ��3
( )

ð8Þ

3.3 Lateral Stiffness of Oil Gas Suspension

According to the left oil gas spring, the volume of the main oil cavity is as follows:

V1 ¼ Acs1 ¼ Ahs2 ð9Þ

Accumulator displacement is as follows:

sx1 ¼ Acs1 � Ahs2
Ax

ð10Þ

The expression of the left gas chamber height with the displacement is as
follows:

Lg1 ¼ Lgj � sx1 ¼ Lgj � Acs1 � Ahs2
Ax

ð11Þ

Gas chamber volume is as follows:

Vg1 ¼ AxLg1 ¼ Ax Lgj � Acs1 � Ahs2
Ax

� 	
ð12Þ

Through formulas (3) and (12), the main oil cavity pressure of the left spring can
be deduced:

p1 ¼ RgTmq

Ax Lgj � Acs1�Ahs2
Ax

� �
� mqb

� am2
q

Ax Lgj � Acs1�Ahs2
Ax

� �h i2 ð13Þ
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According to same principle, the main oil cavity pressure of the right spring is as
follows:

p2 ¼ RgTmq

Ax Lgj � Acs2�Ahs1
Ax

� �
� mqb

� am2
q

Ax Lgj � Acs2�Ahs1
Ax

� �h i2 ð14Þ

Through formulas (1), (13), and (14), the left and right spring force can be
expressed as follows:

Fs1 ¼ RgTmq

Ax Lgj � Acs1�Ahs2
Ax

� �
� mqb

� am2
q

Ax Lgj � Acs1�Ahs2
Ax

� �h i2

2
64

3
75Ac

� RgTmq

Ax Lgj � Acs2�Ahs1
Ax

� �
� mqb

� am2
q

Ax Lgj � Acs2�Ahs1
Ax

� �h i2

2
64

3
75Ah

ð15Þ

Differentiating s1 in formula (10), the lateral stiffness of the gas spring is as
follows:

dFs1

ds1
¼ A2

c RgTmq Ax Lgj � Acs1 � Ahs2
Ax

� 	
� mqb

� ��2

�2am2
q Ax Lgj � Acs1 � Ahs2

Ax

� 	� ��3
" #

� A2
h �RgTmq Ax Lgj � Acs2 � Ahs1

Ax

� 	
� mqb

� ��2

þ 2am2
q Ax Lgj � Acs2 � Ahs1

Ax

� 	� ��3
" #

ð16Þ

According to formula (16), suspension stiffness is [5, 6] as follows:

Ks ¼ 1
i2
dFs1

ds1
ð17Þ

in which i is lever ratio of suspension.
Torque of carriage when vehicle turns is as follows:

dT ¼ 1
2
KsB

2d/ ð18Þ

in which d/ is the lateral angle of carriage, and B is distance of wheel.
Finally, lateral suspension stiffness can be deduced [7]:

K/ ¼ dT
d/

¼ 1
2
KsB

2 ð19Þ
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4 Test and Simulation

Static characteristics of oil gas spring are tested as shown in Fig. 2. Taking a sine
function in which excited frequency is as follows:

fz = 0.02 Hz, and amplitude is Az = 70 mm, simulation and test results of elastic
force are shown in Fig. 3. It is not difficult to see that simulation curves of elastic
force and test data are basically consistent through real gas state equation, which
prove the correctness of the deduction process.

Fig. 3 Simulation and test of
elastic force

Fig. 2 Test of characteristics
of oil gas spring
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Lateral stiffness curves of an independent suspension and an interconnected oil
gas suspension are shown in Figs. 4 and 5, and the maximum lateral stiffness is
multipled when the interconnected oil gas suspension is used.

In order to proof the effect on vehicle handling and stability performance of the
interconnected suspension, the prototype was installed on the multi-axle heavy
vehicle. The body lateral angle test was completed under 0.4 g lateral acceleration,
and the result is shown in Fig. 6. When the independent suspension is used in the
vehicle, the maximum lateral angle of the body is 6.8°. Otherwise, the maximum
lateral angle is 2.6° when the interconnected suspension is used. It is verified that
the interconnected suspension has a superior handling performance and a good
application prospect.
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Impact of Switching Three-Phase Breaker
at Different Period on Inter-turn
Protection for High-Voltage Shunt Reactor

Sheng-Hong Lin, Shu-Yan Pan and Hua-Ren Wu

Abstract In this paper, the simulation of inter-turn protection for high-voltage
(HV) shunt reactors is studied by using Simulink. Expound that when the closing
angles of the three-phase circuit breaker are different, the zero-sequence current and
zero-sequence voltage will occur in the system. Demonstrated that during such
time, the protection criterion of inter-turn protection will be satisfied in some cases,
and thus, the false tripping will occur possibly. Finally, some suggestions are given
to avoid the false tripping in the inter-turn protection.

Keywords HV shunt reactor � Three-phase inconformity of circuit breaker �
Inter-turn protection � False tripping

1 Introduction

As the key equipments of the transmission line, the HV shunt reactors are generally
used to compensate the capacitance effect in the unload line, prevent the
self-excitation, eliminate the coupling current, be against resonance overvoltage,
and reduce the power loss [1–3]. In the process of system running, the inter-turn
short-circuit fault is one of the most common faults of HV shunt reactors. In the
500-kV transmission line with HV shunt reactors, the principle of the zero-sequence
directional power protection with compensation is often applied to determine
whether the inter-turn short-circuit fault occurs. Although it can improve the sen-
sitivity of the inter-turn protection, false tripping in some transient process will also
happen [4].
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Up to now, some work has been done to study the switching overvoltage in the
shunt reactors. As shown in the literature, in the transient process of switching off
shunt reactors, the multi-occurrence restriking overvoltage and the overvoltage
resulted in switching the three-phase breaker at the same time have a strong impact
on the insulation coordination in power systems [5–8]. Moreover, the breakers with
closing resistors and the resistance–capacitance absorbing devices can limit the
maximum switching overvoltage in the shunt reactors [9–11]. However, in some
transient processes, the impacts of the asymmetric flow on the inter-turn protection
have hardly any discussion. When the three phases of breaker are not closing at the
same time, the zero-sequence current and the zero-sequence voltage will be
appeared. Once the zero-sequence current and the zero-sequence voltage satisfy the
inter-turn protection criterion of the zero-sequence directional power, the false
tripping of inter-turn protection of shunt reactor will occur.

This paper focuses on the inter-turn protection of HV shunt reactor and analyzes
the principle of the inter-turn short-circuit protection in the HV shunt reactor. When
the discrepancy of three phases of breaker closing occurs, the zero-sequence current
and the zero-sequence voltage are simulated. Moreover, action situation of the
protection in two cases is shown. Finally, some measures are proposed to avoid the
false tripping in the inter-turn protection.

2 System Model

Consider a 500-kV power transmission system. The length of the power line is l.
The HV shunt reactor L is installed in the head of the line. The shunt compensation
degree of the line is set to be KSR. To facilitate the analysis, the common circuit
breaker (CB) is used, which does not furnish closing resistors. In addition, Rx, Cx,
and Lx are the impedance, capacitance, and reactance of the transmission line,
respectively. Figure 1 shows the equivalent simplified connecting diagram between
the shunt reactor and the other components.

Rx
Lx

Cx
L

CB

E

Ls

Fig. 1 The equivalent
simplified connecting diagram
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3 Principle of the Inter-turn Protection in 500-kV HV
Shunt Reactor

At present, HV shunt rectors often have the single-phase structure. Therefore, the
faults include single-phase grounding fault and inter-turn short-circuit fault in
general case. When the inter-turn short circuit occurs in the reactor, no matter how
many turns are short-circuited, the differential protection cannot carry on the
effective protection. Therefore, it is meaningful to determine the high-sensitivity
and high-reliability inter-turn short-circuit protection methods. In the following, the
principle of the zero-sequence directional power protection is briefly analyzed.

Figure 2 shows the equivalent zero-sequence circuit when the inter-turn
short-circuit fault occurs. In the figure, XL1 and XL2 are the zero-sequence reac-
tance on each side of the point of failure, XS0 is the zero-sequence reactance of the
system, and I0 and U0 are the zero-sequence current and zero-sequence voltage on
the side of transmission line. Assume that the forward direction of the
zero-sequence current is the direction from the neutral point of the HV shunt reactor
to high-handed lead-out line. Moreover, the zero-sequence voltage U0 and the
zero-sequence current I0 are collected from the head end. Figure 3 shows the vector
diagram of the voltage and current, and Uoc is the compensation voltage.

It can be seen from the figure that, when inter-turn short-circuit fault occurs, the
zero-sequence current I0 lags behind the zero-sequence voltage U0. By the similar
methods, I0 90° also lags behind U0 90°, in the internal grounding short-circuit
fault. However, when the external grounding short-circuit fault occurs, I0 pulls

AU

BU
CU

0I

0U
ocU

Fig. 3 The vector diagram of
voltage and current in the
inter-turn protection

1XL 2XL
0U

TA

0I

0Xs
0U

Fig. 2 The equivalent zero-sequence circuit when the inter-turn short-circuit fault occurs
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ahead U0 90° inversely [12]. Based on the phase relationship between I0 and U0,
the inter-turn short-circuit fault, internal grounding short-circuit fault, and external
grounding short-circuit fault can be distinguished, which is the principle of the
zero-sequence power directional protection.

Moreover, to improve the sensitivity of the inter-turn protection of the reactor,
the compensation voltage _Uoc ¼ j_I0Xoc is introduced, where Xoc is the fixed
compensation reactance of the zero-sequence power directional protection with
impendence angle for 90°. Therefore, Uoc always pulls ahead I0 90°. Furthermore,
when the inter-turn short circuit in the reactor happens, the action equation of the
relay can be written as follows:

0�\ arg
_U0 þ j_I0Xoc

_I0
\180� ð1Þ

4 Simulation Results

To investigate the impacts of switching three-phase breaker at different periods on
the inter-turn protection for high-voltage shunt reactor, the simulation model is
established according to Fig. 2.

4.1 Parameter Setup

The parameters of the HV shunt reactor and the neutral point reactor are given in
Table 1. The setup of the other simulation parameters is shown in Table 2.

Table 2 Simulation
parameter setup

Parameter Symbol Value

Length of the transmission line l 400 km

Compensation degree KSR 0.95

Simulation time t 0.5 s

compensating impedance Xoc 978.6 Ω

Table 1 Parameters of the
HV shunt reactor and the
neutral point reactor

Normal voltage
(kV)

Reactance
(H)

HV shunt reactor 550=
ffiffiffi
3

p
3.095

Neutral point
reactor

100 0.453
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5 Results

In this system, the voltage and current in the protection device are provided by the
voltage and current transformers, respectively. To facilitate, investigate the action
of inter-turn protection and assume that the transformers in this paper are in the
linear unsaturated state.

In this simulation, the impact of transmission line is not taken into account. In
the initial state of the simulation, all three phases of the CB are open. During the
process of simulation, when the CB is closed as the closing time shown in Table 3,
the waveforms of the current and the voltage in the HV shunt reactor are given in
Figs. 4 and 5. In Table 3, T1cl, T2cl, and T3cl are the closing time of phases A, B,
and C, respectively. In Fig. 4, Ira1, Irb1, and Irc1 are the currents of phases A, B, and
C, respectively. In Figure 5, Ura1, Urb1, and Urc1 are the voltages of phases A, B,
and C, respectively. It is shown in Figs. 4 and 5 that, when the switching angles are
different, zero-sequence current and zero-sequence voltage will be produced in the
system.

According to the experience of the operation and test, when the CB closes in the
HV transmission line, a large direct current will occur. When the three-phase
switches are not closed at the same time, the zero-sequence current and the
zero-sequence voltage will be generated.

Figure 6 shows the waveforms of the amplitude and angle of zero-sequence
current, the amplitude and angle of zero-sequence voltage, the angle of protect

Table 3 The closing time of
the CB

Simulation T1cl s T2cl s T3cl s

1 0.10 0.102 0.104

2 0.10 0.11 0.12

Time (s)

C
ur

re
nt

 (
A

)

Ira1

Irb1

Irc1

Fig. 4 The waveforms of the current in HV shunt reactor
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Fig. 5 The waveforms of the voltage in HV shunt reactor
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Fig. 6 The inter-turn protection action state of simulation 1. a The amplitude of zero sequence
current. b The angle of zero sequence current. c The amplitude of zero sequence voltage. d The
angle of zero sequence voltage. e The angle of protection criterion. f The action state (0:trip 1:
block)
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criterion, and the action state of inter-turn protection after closing the three phases
of CB according to simulation 1 in Table 3. If the amplitude of the zero-sequence
current or the zero-sequence voltage is very small, the angle of it is regarded as
zero. It can be seen that when the closing times of the three phases in the CB are
different, the zero-sequence current in the HV shunt reactor will be generated.
During the time from 0.1 to 0.123 s, the action of Eq. (1) is satisfied. But the
amplitude of the generated zero-sequence current is very small. In this case,
increasing the starting value of zero-sequence current can be used to avoid false
tripping. Moreover, if the sampling values of the current and the voltage after
closing all phases of the CB are used to calculate the zero-sequence current and the
zerosequence voltage, the false tripping will not happen.

When the CB is running for a very long time, the closing time lag of the three
phases maybe enlarged. Closing the three phases of CB according to simulation 2 in
Table 3, Fig. 7 shows that the amplitude of the zero-sequence current is large; other
blocking measures should be added to avoid false tripping. Moreover, in practical
system, the closing time lag of the three phases is not so large.

In addition, if the compensating impedance is decreased and the three phases of CB
are closed according to simulation 2 in Table 3, Figs. 7 and 8 show that the false tripping
does not happen. It can be seen that, although the principle of the zero-sequence
directional power protection with compensation can improve the sensitivity of the
inter-turn protection, false tripping in some transient process will also occur.
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Fig. 7 The inter-turn protection action state of simulation 2. a The amplitude of zero sequence
current. b The angle of zero sequence current. c The amplitude of zero sequence voltage. d The
angle of zero sequence voltage. e The angle of protection criterion. f The action state (0:trip 1:block)
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5.1 Conclusions

In this paper, the following conclusions are derived:
In the neutral-grounded system, the three-phase switches may close at different

time, which will satisfy the inter-turn action equation.
When the closing time lag of the three phases is very small, the zero-sequence

current is also very small. In this case, increasing the starting value of
zero-sequence current can be used to avoid false tripping. However, when the
closing time lag of the three phases is large, the zero-sequence current is large. In
this case, other blocking measures should be added to avoid false tripping.

In addition, for the tests of the CB, it should be strictly checked whether the
closing time of the three switches is at the same time. Moreover, switching
three-phase breaker at different periods caused by man-made operation should also
be avoided.

Acknowledgements This work was financially supported by the National Natural Science
Foundation of China (51177074).
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The Application Software Framework
About Distributed Intelligent Alarm
Information in Intelligent Substation

Xin Xu, Zhiqiang Yao, RenHui Dou, Hao Ren, Mingzhi Geng
and Hui Ren

Abstract With rapid development of the power grid construction and the new
energy, power grid operating characteristic has major changes. The intelligent alarm
processing function in the existing dispatching automation system cannot meet the
requirements of the power grid operation. Distributed application has become a new
application requirement for power grid dispatching automation system. In recent
years, the distributed application research on distributed state estimation, distributed
intelligent alarm, and distributed SCADA has been reported. Base on the status and
application of the intelligent power network dispatch and control system, the
intelligent alarm function analyzes the difference between the traditional alarm
system and the distributed intelligent alarm system. And the paper studies the
architecture and specification of the two-level distributed intelligent alarm system
and analyzes the value and its future application prospect of distributed intelligent
alarm for dispatching operation.

Keywords Two-level distributed � Intelligent alarm � Distributed � IEC 61850

1 Introduction

Since the twenty-first century, the large area blackout events have broken out in
North America, Western Europe, and Asia that results in a huge loss of social
production and people’s life. Power system exposed many problems in equipment
management and the condition monitoring. With loose regulatory system and
incompatible monitoring system, power system cannot achieve the alarm message
unified management and sharing.

Our country power industry has accumulated a lot of valuable power equipment
historical data. On the one hand, these very large data provide valuable experience
for fault diagnosis and prediction of equipment; on the other hand, these data
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dispersedly store up in different condition monitoring and diagnosis system, data
complexity, difficult calculation, and high storage cost, so its potential value is also
difficult to be fully utilized [1].

2 Research Status of Power System Distributed
Application

In traditional centralized architecture, plant stand side does not maintain grid model
information. All the equipment modeling work is completed in the dispatch master
station with the RTU system upload telemetry [2], remote raw data to the dispatch
master station system. Based on the power network equipment parameters and static
topology information and combined telemetry remote information from plant stand
side upload [3], we can complete advanced application functions such as the
topological analysis and state estimation. With the size of the grid increased,
information dimension raised, and distributed application has become a new
application requirement for power network dispatch automation system. In recent
years, the distributed application research on distributed state estimation, distributed
intelligent alarm, and distributed SCADA has been reported.

3 Status of Distributed Intelligent Alarm

The current research and application about intelligent alarm are mainly dispatch
center centralized diagnosis and substation local diagnosis. The problems can be
entrusted to solve alarm problems of substation-dispatch center two levels about
lack of coordination and distributed fault diagnosis [4].

The dispatch center centralized fault diagnosis establishes a fault diagnosis
model of the entire network to accomplish fault diagnosis in the dispatch center for
entire network alarm information. In order to reduce the amount of information
transmission, a large number of closely related alarm relay protection signals in
substation fault recording signals and equipment online monitoring signals do not
real time transfer to dispatch center [5, 6]. Dispatch center usually only uses SOE
records main protection and circuit breaker active events in SCADA system to do
judgment, and in alarm information may be false positives and absence. These have
become one of the difficult problems in dispatch center for many years [7–10].

The researchers have made algorithm research on centralized fault diagnosis in the
dispatch center, many literatures, but the practicality of function has not been ideal.
Representative methods are as follows: expert system and 0–1 optimization method.
These methods are aimed at the time sequence of alarm information [11, 12].
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Intelligent alarm method based on expert system uses reasoning style to make
intelligent alarm. Expert system judges whether produces the alarm according to the
predetermined expert and comparison rule, set alarm generation mode. Intelligent
alarm generation method based on expert system is only applicable to simple mode
and poor maintainability; tense relationship is also an important content, and the
tense relationship in system mainly exists as a descriptive knowledge of fault
process.

Intelligent alarm method based on 0–1 optimization method expresses alarm
information to the action state of protection and switch. Using an optimization
model to represent, cause of the alarm is judged by finding optimization. 0–1
optimization method has difficulty in multiprotection modeling [13]. When a
complex chain failure occurs, it is easy to have multiple solutions or loss of the
optimal solution. In addition, the diagnosis of the time relationship of the general
alarm information is also existed, but the problem is that judgment is too simple.

4 Intelligent Alarm Model in the Traditional Architecture

The control center centralized SCADA system collects equipment measurement
raw data information from each substation RTU (remote terminal unit); alarm
information is generated by SACDA data processing module and sends to the main
station intelligent alarm module in the form of message. Figure 1 shows traditional
centralized intelligent alarm system [14–20].

As shown in the traditional centralized system structure, plant stand side dose
not maintain grid model information, but upload telemetry and remote raw data to
dispatch center by the RTU system [21]. All the equipment modeling work is

Scheduling control center 

Intelligent 
substation

Intelligent 
substation

Intelligent 
substation

Intelligent substation-Scheduling control center 
Information interaction

SCADA

Scheduling control center 
Intelligent alarm module

Fig. 1 The traditional
centralized intelligent alarm
system
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completed in the dispatch center. Switch accident judgment is achieved by switch
trip defluxion information and protection action information. The tests have bore
out corresponding protection signal and fault signal action. If signal is detected,
switch is determined as fault trip, starting fault recall, and conducting alarm
function about text, graph, or voice.

5 Distributed Intelligent Alarm System Architecture
Design

5.1 General

Distributed application system is based on the information in the substation and
master station at all levels, defining functional requirements and targets of the slave
station and master station at all levels. All level master stations laterally integrate
and comprehensively analyze upload information from subordinate master stations
or son stations, and then, master stations form comprehensive information to upload
upper master station, thus establishing the distributed application collaborative
mechanism between all level master stations and master–son stations [22]. This
section mainly summarizes the system overall architecture design, system infor-
mation interactive workflow, the key technology, and difficulty.

5.2 Intelligent Alarm Under Distributed Architecture

Adopting the “distribution and autonomy” overall technical idea, distributed
intelligent alarm changes “centralized control station intelligent alarm” to “sub-
station–control station two-level distributed intelligent alarm.” It takes advantage of
real-time information highly redundant in the substation to make diagnostic
information preprocessing, protection refusal operation, unwanted operation iden-
tification, and false alarm processing, so accurate, concise alarm information can be
sent to control center. This technology can avoid receiving lots of original alarm
information and improve the power grid fault processing speed.

5.3 Two-Level Distributed Intelligent Alarm System
Architecture

The purpose of substation–control station distributed intelligent alarm is preprocess
alarm information in the substation which will avoid master station to receive lots of
original alarm information. It is good for reducing the communication pressure of
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control station. Figure 2 shows substation–control station two-level distributed
intelligent alarm system.

Substation intelligent alarm application real-time function extracts and analyzes
information about alarm from monitoring system relay the protection and equip-
ment online monitoring signal. For the time sequence of alarm information and
using the time constraint relationship between equipment failure protection and
breaker action, intelligent alarm application function can extract the fault event link
which can visually reflect the fault evolution process, at the same time, and identify
breakpoint alarm, fault alarm, and missing alarm. Substation equipment model
based on SCD file needs modeling one time when building or rebuilding substation.
The analysis results and output information of substation intelligent alarm have
transmitted to the control station by real-time data network. After jointing the
intelligent alarm information of each substation, the control station gives the cause
of the accident and the comprehensive alarm information, which provides dis-
patcher to analyze.

Control Center intelligence alarm system
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Fig. 2 Two-level distributed intelligent alarm between intelligent substation and scheduling
control center
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5.4 Substation Intelligent Alarm

The correct rate of intelligent alarm has important relationship with the reliability and
integrity of data source. Previous centralized intelligent alarm has many disadvan-
tages in data access and repeated maintenance workload. With the expansion of the
grid scale and promotion of regulation and control, the above problem is particularly
prominent, so we carry out research on distributed intelligent alarm technology.

1. General idea

Figure 3 shows substation intelligent alarm architecture. Substation intelligent
alarm uses normalized data information content of substation stage data planning,
combines IEC61850 first equipment and second equipment unified model, and
establishes blurry alarm technology based on association rule and case in the
complete substation. Through online identifying fault disturbance reason of input
information, false signal and lost signal, substation intelligent alarm classifies
substation alarm events, completes intelligent alarm reasoning function, and con-
cludes the accident reason. The controllers are easy to judge substation equipment
operation status and fault reasons, so they can provide an alert briefing which is in
accord with the dispatch terminal requirements.

2. Multisource information fusion in the substation

Figure 4 shows diagram of multisource information fusion in the substation. The
substation intelligent alarm software deploys on the graph gateway machine. The
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graph gateway machine connects to substation station control layer network, receives
MMS message from substation IED device, and forms distributed intelligent alarm
data interface file. Distributed intelligent alarm processing module analyzes and
handles file, forms important warning or accident brief, and uploads to control master
station through 476 standard specification transmission function module.

3. Substation fault information preprocessing

Substation intelligent alarm is based on logic and inference model of intelligent
substation fault information, realizes classification and filtering of alarm information
through online real-time analysis and inference, and provides classified alarm bulletin
for the control station. The intelligent alarm event shows intelligent alarm typical
event set. The typical fault of the power network is mostly single fault. The diagnostic
method based on switching value information can make an accurate judgment.

4. The master station alarm information processing analysis

Substation and control station can exchange information through the DL476/104
protocol to realize many functions such as substation end alarm direct transmission,
the master station to son station remote viewing, and call of information. In order to
realize alarm information exchange and remote viewing, it needs to deploy special
“alarm graphics gateway” server in the substation. The alarm graph gateway which
uses DL476/104 string data block transmits the alarm information with the sub-
station monitoring system and the dispatch terminal, respectively. Figure 5 shows
the information exchange between master station and substation.

6 Advantage of the Distributed Intelligent Alarm

The substation monitoring system and the alarm graph gateway are established
alarm information transmission by establishing the TCP connection. Alarm
graphics gateway deploys alarm forwarding program; at the same time, it estab-
lishes TCP connection with the substation monitoring system and the dispatching
terminal and transmits alarm information. Alarm graphics gateway directly for-
wards alert information which receives from the substation monitoring system to
the dispatch terminal. The dispatch terminal front gateway establishes the TCP

Substation
Intelligent alarm 

module

Alarm graphics 
gateway Center gateway 

Scheduling control 
center 

Intelligent alarm 
module

DL476 / 104

Substation Scheduling control center 

Fig. 5 Information interaction diagram between substation and center
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connection with alarm graphics gateway, receives alarm information, and sends it to
the main station intelligent alarm in the form of message. The substation alarm
direct transmission has the ability of sanding multi-level control. If link be inter-
rupted in the substation and the control center, after the link recovery, the alert
information can be recovered during the interruption. The principle of master sta-
tion intelligent alarm processing alarm messages is as follows: alarm information
does not enter into the database; alarm information stores file; and alarm infor-
mation is displayed in the alarm window and sends to the integrated intelligent
alarm module processing.
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The Design and Implementation
of Substation Graphic Gateway System
Based on IEC61850 Technology

Mingzhi Geng, Renhui Dou, Yanping Wu, Zhiqiang Yao,
Hao Ren and Xin Xu

Abstract As the application of IEC61850, the condition monitoring systems and
auxiliary systems have been used in substation, and the amount of substation data
becomes more and more large. In order to solve the management problems gen-
erated by large amounts of substation data, the National Dispatching Center has
proposed the Direct alarm and Remote browsing techniques based on traditional
remote communication device. This paper uses an embedded platform graphic
gateway and uses IEC61850 to get real-time data and graphics of substation. It
sends the data to D5000 system of dispatch center via DL/476, and the real-time
data transmission and monitoring data refresh have reached the requirements of
engineering applications and achieved good applied effect.

Keywords Smart substation � Direct alarm � Remote graphics browsing �
IEC61850 � CIM/G

1 Introduction

The development of smart grid has become a global consensus recently. As one part
of low-carbon electricity, smart grid technology has developed rapidly in China and
has become a new trend for the future development of the power grid. Smart
substation is an important foundation for the strong smart grid. It plays an important
role in smart grid “six major areas,” which support dispatch automation system as a
smart grid node. As a data source, a good status of substation is related to the stable
operation of power system. The national electric power dispatching and control
center of china has proposed “Direct alarm and Remote browsing” technology
according to the different business needs of dispatch centers [1–10].
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The so-called Direct alarm refers to the substation real-time alarm information
which has been filtered, handled, and optimized sent directly to the alarm window
of master station through proprietary channels, and operators of master station may
be the first time to monitor substation equipment, secondary equipment fault con-
dition by alarm window. “Remote viewing” that refers to the dispatch center can
browse picture of substation monitoring system at any time; it can get the perfor-
mance status of substation system, power flow information, and the status of
devices as well; and it would give some good suggestion for operators.

Compared with traditional substation remote control systems, only substation
needs to draw mainline diagrams and maintain database and its data, and dispatch
centers can get the files and data from substation directly. The graphic gateway
described in this paper can get substation real-time data by IEC61850 and transmit
the picture files to dispatch centers through DL/476 protocol.

2 System Architecture

2.1 System Functional Framework

The system functional framework with “Direct alarm and Remote browsing”
involves two soft modules: one in substation and the other in master station.
Function module in master station is divided into three parts: front-end module,
picture browsing module, and alarm window module. Front-end module can
receive graphic browsing and data refresh request command from picture browsing
module, and also can send the request to the gateway of substation to obtain the
graphic file, SCADA data, and alarm information from substation. The main
function of the graphic gateway includes data collection, data transmission services,
and substation wiring diagram generation.

The operator in master station browses mainline diagrams and monitors the
substation status from alarm window. The gateway system draws mainline dia-
grams, parses the substation SCD file, generates real-time database, processes the
alarm information, and transmits all the data to dispatch centers according to the
commands sent by the operator in the dispatch center. System frame graphic
gateway is shown in Fig. 1.

2.2 IEC61850 Data Acquisition

IEC61850 standard is the latest international communication standard in substation
automation area approved by the International Electrotechnical Commission, which
defines 30 kinds of public data categories, nearly 400 kinds of data objects and
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more than 80 kinds of logical nodes, and it can describe the vast majority devices of
the substation. This standard uses the client/server model to establish communi-
cation framework and uses a set of object-oriented abstract communication service
interface (ACSI) for data exchange.

Firstly, taking advantage of chart-module integration tools of substation to draw
wiring diagrams, establish Substation Configuration Description Model (SCD
model) and achieve the association between primary device and secondary equip-
ment in the SCD model. Secondly, exported graphic files automatically establish
data mapping from the measured point of graphic files to the measurement index
(reference) of SCD. Use IEC61850 index (reference) to get data from IED by ACSI
and write to real-time database. Finally, transmit the data and graphic files to
dispatch center.

Fornt-end system

Dispatch system

Telecontrol gateway

IEC61850 data acquisition

Data forward

Data service

Private data network 
access

Real-time
database

Picture browsing alarm window 

IED IED …… IED

CIM/G

SCD

Fig. 1 Substation graphic gateway system frames
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2.3 CIM/G Graphic Generation

CIM/G, a graphic depiction specification of the power system, is a plain text
language that uses XML standard, its basic graphic format is compatible with SVG,
and it can express power system equipment and models directly. Currently, the
monitoring graphics in substation automation system of main secondary equipment
manufacturers can support CIM/G standard. This paper generates CIM/G substation
monitoring graphics by chart-module integration tools, and Table 1 shows the basic
structure of CIM/G.

3 Data Exchange Process

3.1 Graphic Information Indexing

In CIM/G graphic files, each grid graphic elements, such as measurement (DText),
has a unique identification. As it established the data mapping between the mea-
surement and the IEC61850 reference of SCD by chart-module integration tools
[16]. The data displayed in wiring diagrams have its unique ID in CIM/G graphic
files. Substation gateway uses IEC61850 index to get data value from real-time
database and then transmits the CIM/G graphic file and its data to master station,
and the data includes data ID and date value. Master displays the data values
according to the data ID (Fig. 2).

Table 1 CIM/G basic structure

<?xml version="1.0" encoding="GBK"?>

<G w="2000" h="1050" bgc="0,0,0">

<Layer name="The Third Main-line Diagrams of Power Systems" 
type="0" show="1"  >

<Text id="1" fs="26" x="617" y="345" ts="Bay status " … />

<line id="2" x1="476" y1="498" x2="1300" y2="498"… />

<Bus id="31" x1="98" y1="231" x2="498" y2="231" … />

<CBreaker id="40" x="236" y="610" devref="… " … />

<GroundDisconnector id="41" x="188" y="926" devref="… "/>

<DText id="73" wm="1" app="100000"… />

<ConnectLine fm="0" id="275"…link="0,0,225;1,0,276;1,1,277"/>

……

</Layer>

</G>
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3.2 Remote Viewing of Processing

After the front-end module of master station establishes a socket connection to
substation as a client, it will send the browsing graphic request to the substation
gateway. When receiving the command, including the file name, the gateway opens
the file transfer threads to transfer the graphic file. Firstly, the substation sends the
file size and modification time to the master station. After obtaining the master
confirmation, it will send graphic files to the master station until the last frame of
the file.

When browsing graphic files already exist in the master station system, it will
send the request to obtain real-time data. When receiving the data command, the
data request message will be sent to the data service module and the data service
module will get data from real-time database and returned telemetry data. The
gateway organize data packet in the DL/T 476 message format and send it to the
master station until it receives a release message from the master station.

There is a root graphic in the master station, which has all the graphic index. The
substation soft module goes into the soft processing flow after receiving master
station request, and its processing is shown in Fig. 3.

3.3 Direct Alarm Processing

Similar to remote viewing of processing, the substation gateway can send the single
event or a comprehensive analysis result to the master station via “direct function.”
Its processing flows are shown in Fig. 4.

Fig. 2 Substation graphic index graph
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4 Conclusion

“Direct alarm and remote viewing” proposed by the national electric power dis-
patching and control center of china is one kind of new information interaction
between substation and master station. It can transmit large amounts of data from
substation to master station in the form of text and graphics. The alarm graphic
gateway described in this paper can achieve the “direct alarm and remote viewing”
function deploying on the embedded device. It can reduce the construction cost of
substation. At present, the system has been applied in Changshu 500 kV substation,
in Suzhou City, and achieved good project results.
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An Improved Particle Swarm
Optimization and Application

Dongsheng Zhou, Lin Wang and Jiang Wei

Abstract Particle swarm optimization (PSO) is prone to fall into the premature
convergence, and convergence precision is low and other shortcomings in solving
complex problems. This paper presents an algorithm based on the adaptive inertia
weight of the second-order oscillation particle swarm optimization (SOPSO); the
algorithm combines SOPSO and adaptive inertia weight advantages, and it is good
solution to the above-mentioned problem. Finally, the simulation on four test
functions and the application on the key frame extraction from human motion
capture data show that the algorithm not only has a strong search capability, and the
convergence precision and stability have been effectively improved.

Keywords SOPSO � Adaptive inertia weight � Key frame extraction

1 Introduction

In addition to the ant colony algorithm and a kind of fish algorithm in computer
intelligence field, particle swarm optimization (PSO) is a swarm intelligence opti-
mization algorithm , and the algorithm was first proposed by Kennedy and Eberhart
through stochastic optimization algorithm simulates the foraging behavior of birds
in 1995. The idea mainly comes from artificial life and evolutionary computation
theory [1]. Compared with other evolutionary algorithms, PSO is simple and ver-
satile and has been widely used in recent years in the fields of function optimization,
neural networks, fuzzy system control, and applications of GA [2].

However, the PSO, in dealing with complicated peak, is easy to fall into local
optimal solution and is slow convergence speed late evolution. Therefore, many
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scholars proposed and used PSO to improve the solution and the performance of the
algorithm. For example, Yang et al. [3] proposed the PSO with inertial factor,
Ouyang et al. [4] proposed the PSO with compression factor, Shi and Eherhart [5]
proposed a fuzzy adaptive PSO, Yan and Luo [6] proposed the PSO based on
simulated annealing, Zhang et al. [7] proposed the Multilevel Thresholding Based
on Exponential Cross Entropy and Niche Chaotic PSO, and Li et al. [8] proposed
the improved PSO algorithm based on genetic crossover factor. These algorithms
improved the PSO in different aspects and different levels, but there are insufficient
algorithm itself.

To overcome the premature convergence and the poor local search capability in
late evolution, this paper mainly does the following work: Choosing the
second-order oscillating PSO algorithm to improve the global optimization ability.
Taking the adaptive weighting to avoid the premature algorithms, and enhance the
local search ability of the algorithm. Simulating on the basic test functions and
applying on key frame extraction.

2 Our Algorithms

In this paper, to overcome the premature convergence and the poor local search
capability in late evolution, we combine SOPSO with adaptive inertia weight. The
outline of the AWSOPSO (an adaptive weight of second-order oscillation particle
swarm optimization) is as follows:

1. Randomly generate the initial position and velocity of each of the particles;
2. Evaluate the fitness of each particle, put the current position and fitness of each

particle in pbest, then select the best fitness in pbest, and store the corresponding
position and fitness in gbest;

3. Update the velocity vector and position as the formula (1)

vi;j tþ 1ð Þ ¼ xvi;j tð Þþ c1r1 pi;j � 1þ n1ð Þxi;j tð Þþ n1xi;j t � 1ð Þ� �

þ c2r2 pp;j � 1þ n2ð Þxi;j tð Þþ n2xi;j t � 1ð Þ� �

xi;j tþ 1ð Þ ¼ xi;j tð Þþ vi;j tþ 1ð Þ; j ¼ 1; 2; . . .; d

8
<
: ð1Þ

4. Update the ω as the formula (1);
5. For each particle, compare its fitness with its experienced best location; if better,

take it as the current best location;
6. Compare with all current pbest and gbest and update gbest;
7. If it meets the iterations, stop search, output the result, or go to the third step.
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3 Test Functions

In order to verify the effectiveness of the proposed algorithm in this paper, we adopt
four commonly used four test functions for testing [11, 12].

Function name Expression Global optimization

f1: Sphere function
f1 xð Þ ¼ P30

i¼1
x2i

f1 xð Þ ¼ 0

f2: Rastrigr function f2 xð Þ ¼ Pn

i¼1
x2i � 10 cos 2pxið Þþ 10
� � f2ðxÞ ¼ 0

f3: Griewank function
f3ðxÞ ¼ 1

4000

Pn

i¼1
x2i �

Qn

i¼1
cosð xiffi

i
p Þþ 1

f3ðxÞ ¼ 0

f4: Schwefel problem function
f4 xð Þ ¼ Pn

i¼1
xij j þ Qn

i¼1
xij j f4ðxÞ ¼ 0

3.1 Experimental Results

The algorithm presented in this paper is compared with PSO, AWPSO (the PSO
with an adaptive inertia weight), and SOPSO algorithm.

The parameters are set as the following. The total quantity of particles is
N = 100, the largest iteration time is M = 5000, each experiment was set up to run
1000 times, in the all algorithm, the accelerating factor is c1 ¼ c2 ¼ 1, the inertia
weight is x ¼ 0:8, and our algorithm takes the adaptive inertia weight from 0 to 1.
We use four methods for four test functions to calculate and find maximum,
minimum, standard deviation, and the mean in the optimal solution resulting. The
experiment result is as shown in Table 1.

From Table 1, it can be seen:

1. For simple unimodal function sphere, the algorithm presented in this paper is the
best performance in solving accuracy (average best fitness value) and robustness
(standard deviation).

2. The Rastrigr function, Schwefel problem function, and the Griewank function
are typical multimodal function, with a large number of local minima, which can
effectively test the performance of global search algorithms. In Table 1, most of
the worst values of our algorithm are better than the optimal values of other
three algorithms, it means the performance of global search of our algorithm is
better than other algorithms.

3. Compared with the results of the four functions, from a single peak function to
multimodal function, it clearly can be seen that our algorithm has a better
performance in solving accuracy, robustness, and the ability of global search,
and for some relatively complex issues, it also has stronger practicability and
effectiveness.
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4 Key Frame Extraction

4.1 The Fitness Function

The key frame extraction motion capture data technology is to get a representative
gesture frame from motion data and that could be on behalf of the entire movement
sequence. We define a fitness function to assess the reasonableness of key frame
extraction results, and it aims to have the optimal number of key frames and
minimize the reconstruction error, namely the optimal compression ratio. Because
the reconstruction error is smaller, the more the number of key frames is, we need to
balance the reconstruction error and the compression ratio, and we define the fitness
function as Formula (2):

f keyð Þ ¼ pE keyð Þþ 1� pð ÞR keyð Þ
keyð Þ ¼ length keyð Þ

total keyð Þ

(
ð2Þ

where p is inertia weight ranging from 0 to 1, EðkeyÞ is the compression ratio,
lengthðkeyÞ is the number of key frame extraction, and totalðkeyÞ is the motion
sequence of frames.

In order to unify the dimensionless of the reconstruction error and the com-
pression ratio, it needs standardization process for the reconstruction error. The
standardization process is according to the formula (3)

Table 1 The results of each optimization algorithm for each test function

Algorithm Test function

f1 f2 f3 f4
PSO Optimal value 7.3616E−06 7.2264E+00 2.1145E−05 1.5269E−02

Worst value 1.5412E−02 6.5094E+01 2.9669E−03 1.1804E+00

Average value 1.2366E−03 2.7052E+01 5.2685E−04 1.6290E−01

Standard deviation 1.4870E−03 9.2602E+00 4.1354E−04 1.2251E−01

AWPSO Optimal value 1.9486E−01 3.1567E+01 9.8945E−03 1.4485E+00

Worst value 1.3720E+00 1.5750E+02 9.1100E−02 5.6631E+00

Average value 6.1988E−01 8.5286E+01 3.3272E−02 3.1711E+00

Standard deviation 1.9442E−01 1.8690E+01 1.0290E−02 6.4253E−01

SOPSO Optimal value 1.5631E−07 5.7316E−05 4.4895E−09 2.3072E−03

Worst value 3.7582E−04 6.4154E−02 1.8319E−05 6.8604E−02

Average value 2.9651E−05 6.2379E−03 1.7631E-06 2.1643E−02

Standard deviation 3.1540E−05 6.3987E−03 1.8144E−06 1.0301E−02

AWSOPSO
(our
algorithm)

Optimal value 5.7904E−10 1.6792E−07 3.9844E−11 9.5341E−04

Worst value 4.7228E−07 7.7323E−05 2.3600E−08 4.5451E−02

Average value 6.9843E−08 1.4238E−05 4.0529E−09 1.2593E−02

Standard deviation 5.3386E−08 1.0904E−05 3.2046E−09 6.3101E−03
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E keyð Þ ¼ Ekey

Emax
ð3Þ

where EðkeyÞ is the reconstruction error when the key frame is key, and Emax is the
reconstruction error when the key frame is the first frame or the last frame.

4.2 Experiment and Result Analysis

We use data from the CMU Database; in the experiment, the population size is 30,
the number of the population is 30, and the iteration is 5000. We chose the walking,
jumping, kicking the ball, dancing, and walk–jump–walk, five different types of
motion data, using our algorithm to extract the key frame from them, comparing
with another four methods, for the extraction of the same number of key frames. We
compare the error rate, and the result is as shown in Table 2.

Remarks In Table 2, when the type of motion data is dancing, using the distance
curve method to extract the key frames cannot get 29 key frames. The data of
838.0436 are the reconstruction error when the key frames are 30.

In Fig. 1, the length of the five rectangular cylinders represents the recon-
struction error of five different algorithms on the same type of motion data. The
numbers in figure, respectively, denote the reconstruction error of our algorithm in
the five types.

In Fig. 2, the length of the five rectangular cylinders represents the recon-
struction error of the five types of motion data on the same algorithm.

In Fig. 1, for the type of walking, the four algorithms except the curve saliency
have similar reconstruction errors. The distance curve algorithm is a bit better. For

Table 2 The compression ratio and reconstruction error of different algorithm

Motion type Walking Jumping Kicking
the ball

Dancing Walk–
jump–walk

Total frames 343 439 801 1033 1199

Number of key frames 18 14 21 29 41

Compression ratio (%) 5.25 3.1891 2.6217 2.8074 3.4195

The
reconstruction
error

Curve
saliency [16]

468.0795 780.5908 1721.1 1246.9 884.779

Uniform
sampling

191.7637 722.1363 1477.3 1018.1 731

Quaternion 208.2598 533.6983 699.7185 1011.1 1234

Distance
curve [15]

187.1955 676.9474 735.9441 838.0436
(30)

745.6044

Our
algorithm

191.6959 206.8784 279.36 389.1399 483.5058
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the rest of the types of the motion data, on the condition of the same compression
ratio, the reconstruction error of our algorithm is obvious less than the other four
algorithms. It reflects the superiority of the algorithm.

In Fig. 2, on the condition of the same compression ratio, our algorithm per-
forms better than other four algorithms. The reconstruction is lower than others.

From the above conclusions, we can know it is feasible to apply our algorithm to
the key frame extraction from human motion capture data. Furthermore, our
algorithm cannot only maintain the minimum error rate and can achieve a very good
compression ratio. It is an effective algorithm for key frame extraction.

Fig. 1 The reconstruction error of five different types of motion data

Fig. 2 The reconstruction error of five different algorithms
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5 Conclusions

In this paper, we analyze the principle of PSO algorithm; due to its prone to
premature convergence, convergence accuracy is not high and it is easy to fall into
local optimum characteristics, and we combine with the second-order vibration
particle swarm optimization and the adaptive weight advantage. Through the four
standard test function simulations and compared with other typical algorithms, the
experimental results show that this algorithm has a better convergence performance
and effectively improve the global search ability and stability. Furthermore, on the
application of the key frame extraction from human motion capture data, it
demonstrates the feasibility and superiority of the algorithm. However, there are
still some areas that need improvement for the too complex multimodal function, it
costs too much time, and the next step is to combine with other intelligent algo-
rithms to put forward more efficient algorithm to adapt to the complex problems.
The other question is when applying it to the key frame extraction, this algorithm
does not accurately get the preset number of key frames, and we will do the further
research in this area.
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Quantitative Analysis of Air Injection
for Compressor Active Control

Zhanheng Sun, Sanmai Su, Junjie Liu and Gao Rao

Abstract Aimed at analysing compressor stability with continual air injection
quantitatively, the effect of injection air flow coefficient was investigated based on
the Moore–Greitzer model with air injection. By changing the jet velocity for
changing the quasi-steady state of the compressor, the influence of constant flow
coefficient on the stability of the compressor was analysed theoretically. The results
show that the compressor characteristic variation is the stability mechanism of
compression system with air injection. Increasing the jet speed makes the com-
pressor characteristic lineup, and the critical stall point shifts to left. There exists a
corresponding minimum injection velocity for different throttle coefficients and the
stability margin can be determined theoretically.

Keywords Aeroengine � Compressor active control � Stall � Air injection � Flow
coefficient � Stability analysis

1 Introduction

Compressor is one of the important components in aeroengine, which limits the
performance of engine as it enters stall and surges status. Active stability control
has been the current research focus of compressor stability control field for the
purpose of high efficiency and performance achieving [1, 2]. Air injection was
proved to be one of the most promising methods for stall control [3].

Most researches on air injection mostly focus on the stability mechanism.
Theory analysis indicates that the physical mechanism for eliminating rotating stall
is prohibiting the back flow [4] or changing the movement of the vortex trajectory
[5] through the tip clearance. Researchers investigated the stability mechanism
experimentally in low-speed compression systems, which proved the positive
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influence of air injection for compression systems’ stability [6, 7], and concluded
that air injection inhibits the development of modal wave perturbation [8].

However, the issue that smaller injected flow coefficient just postpones the
inception of stall [7], but larger flow stabilizes the compressor [6, 8], which some
researchers may meet in experiments, has not been fully discussed. And literatures
on quantitative analysis about the critical parameter, namely injected flow coeffi-
cient, are rare.

This paper analysed the stability mechanism in quasi-steady-state compressor
characteristic shift aspect based on Moore–Greitzer model with air injection, and
the effective injected air flow coefficient which prohibits rotating stall is analysed
theoretically.

2 Compression System Model

Figure 1 shows the simplified structural model of the compression system, which
includes upstream duct, injectors, compressor, downstream duct, plenum and
throttle valve, where the plenum was considered as the combustion chamber in
aeroengine for volume effect and the throttle valve simulated the turbine for
pressure drop and throttle characteristics.

The classic model which uses flow and pressure rise coefficient to capture both
stall and surge dynamic characteristics of the compression system shown in Fig. 1
was established by Moore and Greitzer [9] as follows:

dW
dn ¼ 1

4lcB2 U� c
ffiffiffiffi
W

p� �
@U
@n ¼ 1

lc
Wc Uð Þ �Wþ J1

4
@2Wc

@U2

� �
dJ1
dn ¼ 1

2þl J1
@Wc
@U þ J21

8
@3Wc

@U3

� �
8>>><
>>>:

ð1Þ

where J1 stands for the first Fourier mode squared, W stands for the compressor
pressure rise coefficient, U stands for the mass flow coefficient, n stands for the
nondimensional time, c stands for the throttle coefficient, and Wc Uð Þ stands for the
quasi-steady-state compressor characteristic, and for the other parameters, see Ref. [8].

Fig. 1 Sketch and the section definition of compressor system with air injector
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The quasi-steady-state compressor characteristic Wc Uð Þ differs from specific
compressor, and the stable region was obtained from experiments and the unstable
section was estimated. Typical characteristics describe compressor pressure rise
changing with flow. There are many expressions of this feature, but in control has
been widely recognized in the literature indicating that the feature is the cubic
function. In F.K. Moore and E.M. Greitzer’s study, Wc Uð Þ could be approximated
by a cubic polynomial given by:

Wc Uð Þ ¼ W0 þH 1þ 3
2

U
W

� 1
� �

� 1
2

U
W

� 1
� �3

 !
ð2Þ

The relevant parameter definition is shown in Fig. 2, where Wt Uð Þ ¼ U=c2

defined as the throttle characteristic.
When compressor is working in stable region, namely J1 ¼ 0, the derivatives of

each variable on the left of Eq. 1 equal 0, and the flow coefficient through com-
pressor and pressure rise coefficient satisfies the following:

Wc Uð Þ � 1
c2

U ¼ 0 ð3Þ

Steady-state operating point of the compressor system is the compressor and the
throttle valve characteristic intersection, and the image shown in Fig. 2 corresponds
to the solution of Eq. 3.

The compression system model with continual air injection was studied by
Behnken et al. [2–10], and the model with continual air injection operating in stable
state is given by:

Wcu Uð Þ � 1
c2

U2 ¼ 0 ð4Þ

Fig. 2 Compressor and
throttle characteristics
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Wcu Uð Þ ¼ Wc Uð ÞþWjðUÞ ð5Þ

where WjðUÞ¼ ha þ hj
ha

Uj � U
� �

hj
ha
Uj � 1

2
hj
ha
Uj

� �2
indicates a shift in the steady-state

characteristic of the compressor because of introducing the momentum.
Addition effects, ha and hj are compressor inlet area and the opening of the air

injector; Uj is the injected flow coefficient.

3 Effect of Continual Air Injection

The effect of continual air injection was verified theoretically and experimentally
[6–8]. Figure 3 shows the general result in compressor characteristic. The legend
and coordinate calibration on the figure shows the relative size and has nothing to
do with the real quantity in experiments.

We conclude the effect as two aspects: the pressure rise enhancement and the
flow coefficient decrement in critical stall point. The higher the injected flow
coefficient is, the better it works.

And an implicit fact we learn from Fig. 3 is that there is a limitation for certain
injected flow coefficient functioned. A corresponding minimum flow through
compressor exists for specific injected flow and the compressor enters stall if the
main flow decreases over the minimum flow. It is in agreement with the observation
in the experiment [7], and the operation failure of injected air is highly related to the
compressor working state.
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4 The Stability Analysis of Compressor with Continual
Air Injection and Injected Flow Coefficient
Determination

Wcu Uð Þ in Eq. 5 is the quasi-steady-state characteristic of the compressor with
continual air injection. And the characteristic changes as the injected flow coeffi-
cient increases, which is the principle of eliminating instability using continual air
injection.

Figure 4 shows the compressor characteristics with different air injection. It is
obvious that the steady-state compressor characteristic moves upward and the
critical stall point moves leftward, and different injected flow coefficient corre-
sponds to different characteristic.

The compressor operates stably at the critical stall point A at beginning, with the
corresponding throttle coefficient c1. When the operating state changes, i.e. the
throttle coefficient decreases to c2 from the beginning c1, the equilibrium point
crosses the critical point A and reaches the point B, the intersection point of throttle
and compressor characteristic curve, which implies the stall state occurring in this
compression system, the mean pressure rise and the flow coefficient dropping
followed. Eliminating instability, continual air injection is used. The system still
remains stall while the injected air flow coefficient Uj is small, i.e. the intersection
point C. The intersection point moves as Uj increases, until the new critical stall
point D, where the compressor operates stable. If the compressor quits stall, it must
satisfy the following:

Wcu U1ð Þ � 1
c22

U1 � 0;
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namely

W0 þH � 1þ 3a
2W

� a3

2W3

� �
� hj
ha

UjðW þ aÞþ hj
ha

U2
j þ

h2j � U2
j

2h2a

� 1
c22

ðW þ aÞ2 � 0 ð6Þ

Uj0 is the minimum injected flow coefficient for stability purpose which holds the
equality.

For a specific compressor state, that is certain c2, the compression system stays
unstable if the injected flow coefficient is less than Uj0. This theory can explain the
limitation in Fig. 2 and the failure in experiment [7].

Intersection point moves rightward while increasing injected flow coefficient, as
shown in Fig. 4. For achieving stability margin, namely Exp� 0, it must satisfy the
following:

Wcu U0ð Þ � 1
c22

U0 � 0 ð7Þ

Uj1 is the maximum injected flow coefficient for stability purpose which holds the
equality. By solving the inequality, we have the following:

Uj1 ¼ �kþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � 2

hj
ha

� �2

2HþW0 � 4W2

c22

� �s2
4

3
5= hj

ha

� �2

From the above analysis, for the fixed injector opening, we concluded that in the
specific unstable state, i.e. the throttle coefficient c2, stall will be eliminated and the
stability margin will be expanded, while Uj satisfies the following:

Uj0 �Uj �Uj1 ð8Þ

5 The Effects of Continual Air Injection on Stability
Margin

For the purpose of quantifying the stability margin [8] Exp, we have the following:

Exp ¼ 1� mwith

mwithout

� �
� 100% ð9Þ

where mwith and mwithout are the flow of critical stall point with and without air
injection, respectively.
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Without considering the effects of viscosity, the critical stall point locates the top
point of the characteristic, and the curve slope of the characteristic is 0 [10].
According to bifurcation theory, the critical point is at the left of the peak con-
sidering viscosity.

Ignoring the viscosity, having U0, U1 being the critical stall point with and
without air injection, respectively, we get the following:

U0¼2 W ; U1¼ W þ a

where a2 ¼ W2 � 2W3

3H � hjha � Uj, The corresponding pressure rise coefficient are
given as:

W0 ¼ W0 þ 2H

W1 ¼ W0 þH � 1þ 3a
2W

� a3

2W3

� �
� hj
ha

UjðW þ aÞþ hj
ha

U2
j þ

h2j � U2
j

2h2a

Using Eq. 9, we have the stability margin as:

Exp ¼ 0:5� a=2Wð Þ � 100% ð10Þ

which indicates that the stability margin is related merely to injected flow coeffi-
cient, i.e. the injected mass flow, for the given compressor.

Figure 5 shows the tendency of the stability margin with the injected flow coef-
ficient incensement. From the figure, we concluded that the stability margin increases
with the injected flow coefficient, and the maximum value is 50 % theoretical, with
the corresponding injected flow coefficient Uj ¼ 3H=2W � ha

	
hj. But due to the

limitation of physical condition virtually, the theoretical value of the injected flow
coefficient is much greater than the actual value, and the effective part is the left
portion in Fig. 5 merely. For a specific injected flow and injector opening, the sta-
bility margin is a certainty.

0

50

Injection flow coefficient

E
xp
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Fig. 5 Stability margin
evolution over injected flow
coefficient
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6 Conclusions

The mechanism of eliminating stall behaviour by using continual air injection was
analysed from compressor characteristic shift perspective, based on the Moore–
Greitzer model with air injector. We concluded that the compressor characteristic
shift induced by continual injection, that is critical stall point moving leftward, is
one of the explanations of stabilizing rotating stall by using air injection. There is a
certain range of air injection flow coefficient, which has the compressor quit stall
and achieves some stability margin under specific unstable operation. The stability
margin have exact theoretical value for a given injected air flow coefficient.

Acknowledgements Grateful acknowledgement is made of the Aeronautical Science Foundation
of China (2013ZB53019) for this work.
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Thermocapillary Flows in Half-zone
Liquid Bridges Under Axial
Magnetic Fields

Ruquan Liang, Linyang Zhu, Limin Kong, Fuqiang Yan
and Shuo Yang

Abstract The physical and mathematical model of the liquid bridge in half-floating
zone method which is exposed to static magnetic field is built and numerically
simulated without the effects of gravity. The governing equations are N-S equations
combined with the conservation equation of energy which is calculated by the
SIMPLE algorithm. On a staggered grid, the level set function and the continuum
surface force (CSF) model is adopted to capture the free surface. The result indi-
cates that under certain strength of static magnetic field, different temperature dif-
ferences between the two disks and different aspect ratios of the liquid bridge have
influence both on the free surface deformation and inner velocity field in different
degrees.

Keywords Two-phase flow � Liquid bridge � Microgravity � Magnetic field

1 Introduction

The floating zone method has been developed and widely used on the ground,
which is considered as one of the most promising methods in space material product
[1]. In this method, thermocapillary convection is the vital factor of controlling the
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quality of crystal growth under microgravity which is driven by surface tension
gradient. Experiments have proven that the striations in crystals grown in space may
be caused by oscillatory thermocapillary flow in floating zone configurations [2].
Temperature gradient plays a vital role in thermocapillary convection and thus
influences the crystal growth. With the development of space technique, the crystal
growth technique has been an important research subject.

In 1978, C.H. Chun and Wuest carried out an experiment of the thermocapillary
oscillatory convection at reduced gravity effect for the first time [3]. Studies of
Ruquan Liang, Shuo Yang and Jizhao Li showed that the axial magnetic fields
which generate the Lorentz force affect the velocity level both inside the liquid
bridge and on the free surface and hindered the fluid motion [4]. Silicon floating
zone experiments under static axial magnetic fields, employing P- and Sb-doped
crystals of 8 mm diameter and zones of 10–12 mm length, showed that the mag-
netic field has an effect on the formation of dopant striations [5]. Herrmann et al.
(1992) and Cröll et al. (1994) have experimentally proven that steady magnetic
fields can suppress the unsteady thermocapillary convection and enhance the
character of floating zone [6]. Many studies have focused the attention on the effects
of temperature difference and aspect ratios on the stability of liquid bridge. But the
effect of these factors under magnetic field on stability of low Prandtl number
(Pr = 0.09) liquid bridge is rarely reported in the literature. Therefore, it is studied
in the present paper.

2 Physical and Mathematical Models

The liquid bridge is taken as the study model to simulate the industrial floating zone
technique [7]. The liquid region is defined between two flat coaxial disks which are
horizontal and differently heated. The radius of liquid bridge with height H and
coaxial cylindrical tube used to control gas stream are R and 2R, respectively.
Correspondingly, the aspect ratio is signed by H/R. The diameter of the model
considered is d = 2R = 5.0 mm and the aspect ratio is 1. The temperatures of upper
and lower rods are Tu and Tl, respectively. Hereafter, the temperature difference is
ΔT = Tu − Tl. In this investigation, when dealing with the effect of aspect ratio on
thermocapillary, we define Tu = 730 K and Tl = 705 K as the default value. The
liquid bridge is surrounded by a concentric annular gas channel under axial mag-
netic field with strength B = 0.01 T, see Fig. 1.

Let be the velocity field, ρ the density and the dynamic viscosity. Besides, g and
p are denoted as the gravity vector and the pressure, respectively. Then, is taken as
the characteristic velocity, as the dimensionless temperature and L ¼ 2R as the
characteristic length. Therefore, through a series of simplifying calculations, the
dimensionless governing equations for this model are expressed as follows:
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where κ is the curvature, δ is the Dirac delta function, is the level set function, n is
the unit normal vector directing to the air region and is the viscous stress tensor.
The surface tension varies linearly with the liquid temperature which is measured
by the temperature coefficient. Therefore, the surface tension can be formulated by,
where is the surface tension value which is set at reference temperature Tl. The
kinematic viscosity is denoted as where is the dynamic viscosity. The related
dimensionless parameters are expressed as follows: is the capillary number; is the
Weber number; is the Reynolds number; is the Prandtl number is the Marangoni
number; and is the Hartman number. Under the static magnetic field, the Lorentz
force is formulated by where is the current density vector and is the induced electric
potential. Considering no electric potential, the Lorentz force is simplified as [8].
Apart from that, this paper supposes that the liquid motion is laminar and buoyancy
effects are not considered.

In this paper, a uniform mesh is adopted to discretize the axisymmetric liquid
bridge, and the determination of time step not only meets the CFL condition but
also ensure the convergence of calculation. Moreover, the SIMPLE algorithm is
used to solve the governing equation and a staggered grid is adopted for the velocity
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and distance function. The parts of the boundary conditions are implemented by
using the user-defined functions (user-defined function, UDF). The continuum
surface force (CSF) model is taken to solve the difficulties in modeling topologi-
cally complex interfaces which have surface tension [9]. Finally, the numerical
simulation under the axial uniform magnetic fields is completed.

3 Results and Discussion

Figure 2 characterizes the deformation on the free surface at different temperature
differences. It is found that the maximum value of surface deformation is reached
when the distance from cold disk is around 0.43. The magnitude of surface
deformation increases with the larger temperature difference. Besides, the effect of
temperature difference on the middle part is larger than that on both sides to some
extent.

Figure 3 shows the axial velocity distribution at different temperature differences
and radius, where x = 0 and x = 0.5 represent the central axis and the free surface,
respectively. By comparing Fig. 3a, b, it is found that with the temperature dif-
ference increasing, the axial velocity from x = 0 to x = 0.4 becomes a bit smaller,
but larger for free surface, see Fig. 3. In Fig. 3a, the maximum value of axial
velocity on the free surface is 3.5 × 10−3 or so, while in Fig. 3b is 4.5 × 10−3 or
so. The starting point of oscillation on the free surface moves about 0.1 unit
distance toward the hot disk. The increase of temperature difference has an
enhancing effect on the instability on the free surface.

Figure 4 shows the axial velocity distribution at different radial places at dif-
ferent aspect ratios. The velocity distribution is almost the same when the aspect
ratios are H/R = 0.8 and H/R = 1.2, see Fig. 4a, c. For H/R = 1, oscillation and
variation ranges on the free surface is a bit smaller comparing with the value when
the aspect ratios are H/R = 0.8 and H/R = 1.2, see Fig. 4b, which means that the
axial uniform magnetic field can have a better suppressing effect on the thermo-
capillary convection of the liquid bridge when the aspect ratio is H/R = 1.
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Fig. 3 Axial velocity distribution under different temperature difference. a ΔT = 20 K, b ΔT = 25
K, c ΔT = 30 K
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Fig. 4 Axial velocity distribution by different radial places. a H/R = 0.8, b H/R = 1, c H/R = 1.2

Thermocapillary Flows in Half-zone Liquid Bridges … 1027



4 Conclusions

In this paper, it is found that under a certain axial magnetic field, the increasing of
temperature difference increases the magnitude of surface deformation and
enhances the oscillation on the free surface but has little effect on inside motion. On
the other hand, the oscillatory onset of thermocapillary flow is also slightly delayed.
The aspect ratio H/R = 1 has a suppressing influence on the fluid motion of the
liquid bridge, but this effect is only shown on the free surface rather than the inside.
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A Dual-Redundancy Thermal Backup
Control Method for the Two-Wheeled
Self-balancing Robot

Yong Tao, Tianmiao Wang, Ye Wang, Jianhong Liang
and Zhongyuan Chen

Abstract Aiming at the static instability and vehicle body reliability of the
two-wheeled self-balancing robot, this paper puts forward a dual-redundancy
thermal backup control method of self-balancing robot based on robot steering
sensor and gyroscope robot body attitude sensor. It presents the effective
dual-redundancy control scheme, its fault detection and switching method on power
supply system, master control logic, driver control, power circuit, and actuator.

Keywords Dual-redundancy thermal backup � Self-balancing robot � Gyroscope
attitude sensor

1 Introduction

A variety of personal vehicles used in the narrow space shuttle, the exhibition
inspection, and other special occasions are being developed. Relative to the con-
ventional four-wheeled vehicle, the two-wheeled self-balancing electric robot has
the advantages such as energy saving and environmental protection. Through the
detection and analysis of the system posture, the self-balance system keeps the state
variables in a preset band and keeps the system balance. With the characteristics of
flexible movement, intelligent control, and environment friendly, the self-balancing
electric robot is a typical unstable, nonlinear, and strong coupling system.

The two-wheeled self-balancing robot has been investigated for a long time and
a lot of design and control mechanism have been proposed. The design, analysis,
modeling, and control of a two-wheeled balancing mobile robot is discussed for
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enhancing lateral stability [1]. A novel narrow vehicle based on a mobile-wheeled
inverted pendulum and a movable seat, called UW-Car, is investigated in [2].
A simple Mamdani-like fuzzy controller is presented for a self-balancing vehicle
control [3]. An If-Then fuzzy rule-base is given to cooperate with the parallel
distributed compensation control of the self-balancing transporter [4]. A novel
adaptive output recurrent cerebellar model articulation controller is utilized [5]. In
[6], a radial basis-function neural network is proposed for a self-balancing scooter.

Based on the online estimation of the self-balance vehicle’s attitude angles, an
attitude solution algorithm based on quaternion is given [7]. An active disturbance
rejection control method is proposed [8]. A self-balancing human transportation
vehicle is proposed for the teaching [9]. An electric drive system for self-balanced
vehicles is presented in [10]. The modelings, system design, control and imple-
mentation of two-wheeled self-balanced vehicle are introduced in [11–13]. The
analysis and design of a passive steering mechanism for a self-balanced vehicle is
proposed in [14]. The mechanics principle of two-wheeled electrical motorcycle is
analyzed and the system mathematical mode is established [15].

The safe and reliable operation of the two-wheeled self-balancing robot is a key
technology under different motion states such as no-load, manned, forward, back-
ward, rotating, and braking. A dual-redundancy thermal backup control method is
proposed based on the robot steering sensor and gyroscope body attitude sensor.
The failure detection and switching method are presented. The experimental results
verify the effectiveness of the proposed method.

2 System Description

The dual-redundancy thermal backup method is presented to improve the
self-balancing robot safety of two kinds of components. One is the component with
higher failure rate and another one is the component whose failure will affect the
safety of the components such as the robot actuator, the control and drive circuit,
the battery, the gyroscope attitude and steering sensor, and the signal conditioning
circuit.

According to the dual-redundancy backup design, the two sets of the working
system and the backup system are running at the same time. The working system
and backup system monitor the working state through the digital communication
mode. Once the backup system detects the system’s working fault, it immediately
deprives the control of the system and upgrades to the working system. At the same
time, it sends out alarm types to notify the user. The body structure layout of the
two-wheeled self-balancing robot is shown in Fig. 1.

The dual-redundancy thermal backup control method is used in the actuators,
gyroscope attitude sensor, main control logic circuit, actuator control and power
amplifier circuit, steering sensor, energy module and monitoring circuit, and the
pedal sensors. The structure of the control method is shown in Fig. 2.
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Fig. 1 Two-wheeled self-balancing robot
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Fig. 2 Structure of the dual-redundancy thermal backup control method
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3 Dual-Redundancy Thermal Backup Mechanism

3.1 The Mutual Backup of the Gyroscope Attitude Sensor
and Steering Sensor to Judge the Validity of the Data
and the Fault

There are angular rate gyroscope and accelerometer in the self-balancing robot. The
six real-time attitude data are calculated, which are the steering angle Dt, the pitch
angle Dp, the rolling angle Dy, the steering angular rate Rt, the pitch angular rate Rp,
and the roll rotation rate Ry. According to the limitation of robot inertia, robot
movement restrictions, and driver reaction speed, the attitude data rate is set to the
upper limit of the threshold. By comparing the predicted values with the actual
values, the sensor is judged whether it is in the normal operation.

There is a typical experiment. The steering angle data Dt is predicted by Kalman
filtering, and the upper and lower limits of the prediction value are obtained. As
shown in Fig. 3, the horizontal axis denotes time and the vertical axis denotes Dt. If
the actual value of Dt of the gyroscope attitude sensor 1A is lower than the limit of
the predicted value, and the actual value of the Dt of the gyroscope attitude sensor
1B is still within the range of the predicted values, then the Dt of sensor 1A is not
correct and the output value of the sensor 1B should be used.

The main control logic circuit will give up all the data from sensor 1A and only
use the data from the sensor 1B to ensure that the robot continues to work and not to
lose its balance. At the same time, the sound and light are activated to remind
drivers of existing internal component failure, the speed are reduced, and the
self-balancing robot is parked slowly.

The steering sensor is installed in the self-balancing robot. The driver’s output
value should be equal to the steering of the robot by a mechanical device. There is
an upper limit of the sensor signal output change rate according to the driver’s
operation. The change rate can be properly predicted by the control method. By
comparing the predicted values with the actual values, the sensor is judged whether
to be faulty or not.

t

Dt

Dt prediction upper limit

Dt prediction lower limit

Dt actual value(from 1A)

Dt actual value(from 1B)

Fig. 3 The validity of the
output data of the two sets of
sensors is predicted by the
control method and threshold
prediction
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In a typical example, the change rate of the steering sensor is set as 100°/s, due
to the restriction of the mechanical structure and the control of the manipulator. As
shown in Fig. 4, when the actual value of the steering sensor 4A exceeds the
threshold value and the steering sensor 4B is still in the range of the threshold value,
the steering sensor 4A is not correct and the steering sensor 4B should be taken as a
valid value.

3.2 The Interactive Backup, Fault Judgement,
and Switching of Two Sets of Control Logic

Master controller of the robot provides driving signal excitation to drive circuit via
sensor input and appropriate solution. The fault of this unit will cause the robot lose
balance. The two master controllers with exactly same functions are connected via
the data line and then send the query signal to each other regularly with the
frequency of 1000 Hz, which is the mutual-check heartbeat mechanism. Then, the
other part returns the signal value received from the self-sensing device, the output
value after resolving, and other data.

In a typical example, these data include the single value received from the
self-sensing device and the output value after resolving. If a certain master con-
troller 2B is under fault, then it will not response to the inquiry of the master
controller 2A. At this time, the master controller 2A will know that the master
controller 2B is under fault, and then initiatively acquires the control right and then
emerges the alarm signal (Fig. 5).

4A actual value(  /S)

Upper limit of angular 
changing rate(  /S)

4B actual value(  /S)

t

Steering sensor

Fig. 4 Judge the
effectiveness of the output
data of the two sets of sensors
by the threshold of the
changing rate
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3.3 Judgement of Actuator Fault and Thermal Backup
Process Method

The robot is judged whether it is invalid through the sensor on actuator, winding
resistance, inductance value, and other electrical characteristics of the actuator
itself. Then, the two actuators are connected to the tire in the same side. When any
actuator works normally, the whole system can work normally.

If any actuator is under fault, then the arrester brake control and driving circuit
can judge which actuator is under fault. Then, it can cut off the electrical connection
of that fault actuator through the breaker circuit and emerge the alarm signal.

In a typical example, the DC brushless motor is applied to the actuator. If output
of this motor speed measured sensor is not correct or has no output, then the duty
ration of drive current and output PWM will be obviously abnormal. For example,
the change rate exceeds the specific threshold value and absolute values exceed the
preset security threshold value. This situation can be detected via current sensor, so
as to judge its fault.

In a typical example, the two DC brushless motors with 2 sets of independent
stator winding are applied to the actuator. There are two double-winding DC
brushless motors in the system, which drive the tires in the left side and right side.
Each DC brushless motor integrates 2 motor rotors, 2 sets of winding, and 2 sets of
speed and rotor position sensor on its spin axis. It is equivalent to that two motors
share one case and rotor. M1 is divided into 2 independent stator windings through
the specific winding mode: The motor M1A and motor M1B windings share the
same axis, the same rotor, and same case in physics. But they are isolated in logical
and electrical aspects. Therefore, M1 can be handled as the two motors of M1A and
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and circuit
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Control logic 
and circuit

2A

Control logic 
and circuit

2B

Control logic 
and circuit

2B

Control logic 
and circuit

2A

Control logic 
and circuit

2A

Control logic 
and circuit

2B

Control logic 
and circuit

2B

Fig. 5 Principle schematic diagram of mutual-check heartbeat mechanism
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M1B, and then M2 can also be handled as the two motors of M2A and M2B, as
shown in Fig. 6.

The M1A-A, M1A-B, and M1A-C are the three armature terminals of winding
M1A. The R1 is the normal open relay, which is applied to cut off the electrical
connection between the motor M1A winding and driving circuit under abnormal
situation.

The armature inner resistance of motor M1A and M1B determines that their
maximum current values are no more than 100 A. If the winding part of M1A is
burned, then the drive current will rise to more than 100 A. The situation can be
detected by the current sensor installed in driver circuit 3A, as shown in Fig. 7. The
abscissa axis displays the time and the vertical axis displays armature current value.

M1A-A

M1A-B

M1A-C

R1

rotor

Fig. 6 Double-winding
motor

Current upper limit

Current value M1A
detected by sensor

Current value M1B
detected by sensor

A
rm

ature current value

t

Fig. 7 The related current
variation when one winding
in double-winding motor
emerges fault
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In a certain moment, the M1A raises to exceeding the current up-limit value, so
as to judge the winding fault of motor M1A. At this time, the driving circuit 3A cuts
off the output of M1A winding and then notifies the driving circuit 3B through the
thermal backup monitoring line 3I.

When 3B receives the single, it immediately opens M1B winding to replace the
work of M1A. Because the work frequency of monitoring line 3I can reach to
10 kHz, the time consumption during 1 ms and winding switching process is not
more than 1 s. Therefore, the user cannot feel this switching process. In this way, it
can effectively pretend the incidents caused by losing balance of the whole robot
because of motor winding burning.

3.4 Judgement on Driving Circuit Fault and Thermal
Backup Process Method

Assume the driving circuit 3A has the control right at present and it is controlling
the motor M1A and motor M2A. The motors M1B and M2B are under open-circuit
state. If at a certain moment, the driving circuit 3A emerges fault, it is usually
shown in the following form:

• The abnormal change of current and PWM;
• The abnormal change of temperature on circuit board;
• It does not make the correct answer on the mutual-check heartbeat query issued

to the driving circuit 3B.

The driving circuit 3B can immediately cut off the electrical connection between
winding M1A, M2A, and 3A through the thermal backup monitoring line, so as to
make it under the open-circuit state, and then immediately starts to drive winding
M1B and M2B. It will apply the self-replacement of 3B for 3A, apply M1B to
replace M1A, and M2B to replace M2A, so as to ensure that the robot does not lose
momentum and balance. The 3B immediately notifies the situation to master control
logic 2A/2B through communication data line; the later one can emerge sound light
alarm to the driver and then control the robot to slow down and stop voluntarily, in
order to ensure the safety of driver.

3.5 Judgement on Pedal Detection Sensor Fault
and Thermal Backup Process Method

In order to improve the safety under the unexpected situation, it designs 4 pedal
detection sensors to detect whether there is driver driving the two-wheeled
self-balancing robot. If there is driver on the robot, in general, his left and right feet
are standing on the pedal; at this time, apply micro-switch and photoelectric to
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approach the sensor or resistance strain gage, and others that can be served as the
pedal detection sensor to defect whether there are feet standing on. In order to
ensure safety, there are 2 sensors set up on the left and right feet treading position.
These sensors are simply connected to 2A or 2B, and then apply the parallel mode
to judge its state. When any sensor detects the treading state, the master control
logic 2A or 2B sets that there is someone driving on the robot.

During the driving process, if the driver drops due to the accident, the pedal
detection sensor can immediately detect that there is nobody treading on the robot.
Then the master control logic will change to the quickly reduce the control quantity
of actuator control and power amplifier circuit output. The vehicle immediately
reduces the response sensitivity and output power, and then automatically cut off
power when the vehicle body inclination, output current, and temperature exceed a
certain threshold. This function also makes the power to be restricted within the
safety scale when the two-wheeled self-balancing vehicle starts and stops. In this
way, the reaction speed is slower, which can avoid the driver emerge accidents
because of miss-operation when getting on or off the vehicle.

The output single in each pedal detection sensor is individually connected to the
main control logic circuit, so that the main control logic circuit can apply majority
method to detect whether the sensor is invalid when the driver opens. If it defects
that a certain sensor is invalid, the main control logic circuit will apply sound and
light alarm to prompt the driver and stop the work.

The output single of pedal detection sensor is filtered through Schmidt trigger
software; its output single can still keep a short time 0.6 s after the disappearing of
intention. Therefore, even the jitters, physical activity of driver during the driving
process that one foot leaves the pedal or double feet leave the pedal will not lead to
error judgment of robot that the driver has gone off the robot. In this way, it can not
only ensure the effective detection whether the driver is on the robot, but also
ensure the interference in short time will not affect the normal work of foot pedal
detection mechanism.

4 Conclusion

Through the analysis on the working condition and actual application environment
of two-wheeled self-balancing robot, it puts forward the dual-redundancy control
method for power supply system, steering sensor, vehicle body attitude sensor,
master control logic, driver control, power circuit, and actuator. It proposes the fault
detection and switching method, which can continue to work reliably under the
situation that one of the thermal backup components is invalid, so as to avoid that
the robot immediately goes out of control and loses balance. The test result shows
that the dual-redundancy thermal backup method can effectively prevent the losing
control of robot caused by key components fault.
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The Influence of Surface Roughness
on the Aerodynamic Characteristics
of Overhead Wire

Zhangqi Wang and Lizhong Qi

Abstract The aerodynamic characteristic parameters are the foundation of vibra-
tion analysis of the overhead conductors. In this paper, a typical overhead conductor
is studied using computational fluid dynamics (CFD) method. The smooth wire
model and rough wire model are established, respectively, and the experimental
analysis is carried out in the numerical wind tunnel. The aerodynamic parameters
are obtained, and the influence of roughness of the wire surface is investigated.

Keywords Overhead wire � Surface roughness � Aerodynamic characteristics �
CFD

1 Introduction

The overhead conductor breeze vibration and galloping and subspan oscillation are
all wind-induced vibration [1–3]. In the studies of wire vibration problems, the
accurate and reasonable expression of wind forces acting on overhead line is very
important. Therefore, the study of wire aerodynamic characteristics of wire is the
basis of vibration analysis.

In the wind-induced vibration analysis of overhead conductors, the unsteady
aerodynamic force acting on the wire is directly related to the flow separation and
vortex formation, which has strong nonlinear characteristics, so it is difficult to
simplify potential flow theory or some analytic formulas to describe the unsteady
aerodynamic force. In the early stage of the research, the wind tunnel experiment is
the foundation, and the air dynamic parameters of the wire are obtained through the
experiment. However, wind tunnel test cannot meet the variety of needs of the
actual engineering, due to the presence of high cost, long period, measuring
accuracy, limited means, model test, and practical problems of the equivalence
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problem. Therefore, the development and progress of the numerical wind tunnel
technology based on computational fluid mechanics (computational fluid dynamics
(CFD)) provides a new way for the calculation of the fluid dynamic parameters
[4–7].

In this paper, the numerical simulation method is used to calculate the aerody-
namic parameters of smooth wire model and rough wire model to study the
influence of surface roughness. The calculated results and the existing wind tunnel
test results were compared, to explore the conductor surface roughness on the gas
dynamic parameters.

2 Finite Element Model of Overhead Conductor

The surface roughness of the wire will have an effect on the aerodynamic char-
acteristics of the wire. This paper analyzes the influence of the surface roughness on
the aerodynamic characteristics of a high-voltage engineering that uses the
JL1/G3A-1250/70-76/7-type overhead wires. Here, the wire roughness R is defined
as follows:

R ¼ d
D

ð1Þ

.
in which, D is the strand wire diameter, and d is the diameter of wire.
The aerodynamic characteristics of the wire mainly depend on its cross section

shape as power transmission conductor is slender structure, so the simplified
two-dimensional model can be used. In this paper, the numerical simulation of the
two-dimensional turbulent flow in the wire is carried out using the fluid mechanics
analysis software. The flow field is more than 10 times of the diameter of the wire
during the establishment of the flow field model. The fluid analysis model and the
dividing grid are shown in Fig. 1a, b respectively. Figure 2a, b shows the local
enlargement of the rough lead model and the smooth lead model.

During the calculation, the left side of the area is set as the velocity inlet
boundary, the right side is set as the outflow boundary, and the conductor is set as
the solid boundary. Air density is 1:205 kg=m3, air movement viscosity is
1:48� 10�5 m2=s, and turbulent viscosity ratio is 10. In order to solve the problem
of velocity and pressure coupling in the momentum equation, the SIMPLE algo-
rithm is adopted. In order to overcome the numerical simulation of numerical
instability at high Reynolds number, use the QUICK windward format, the con-
vection term for the third-order accuracy, and the remaining items such as diffusion
term for the second-order accuracy.

In this paper, the aerodynamic parameters of a smooth overhead wire model and
a rough lead model are calculated by calculating the wind speed 5–30 m/s (interval
1 m/s).
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3 Calculation Results and Analysis

Figures 3, 4, and 5 show the lift coefficients, the drag coefficients, and the moment
coefficients during the iterative at the flow speed of 5 m/s.

Lift force is the force perpendicular to the direction of flow, which is induced by
the periodic vortex shedding appear at the edge of wire induced wire in the. As
shown in Fig. 3, the time-averaged lift of the vortex shedding is generally zero as
the wire is a symmetrical structure, so the lift coefficient is always around 0, and the
fluctuation frequency is the frequency of vortex shedding fs.

Drag force is mainly caused by the pressure difference between the surface of the
airflow through the wire and the surface friction before and after wire. The gen-
eration and disappear of vortex will produce a flow of resistance to the wire. It is
also a periodic force, in which the maximum and minimum values of the two
resistance are corresponding to the lift cycle; that is, the change frequency of

Fig. 1 Geometry model of external flow field of conductors. a Geometry model. b Subdivision
model

Fig. 2 Local enlarged image of wire boundary model. a Rough model. b Smooth model
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resistance coefficient is two times of the frequency of vortex shedding, and due to
the asymmetry of the grid, the two pulse amplitude in the resistance of a lift cycle is
not identical, and here, we take the amplitude of the larger, as shown in Fig. 4.

Fig. 3 The lift coefficients
iterative

Fig. 4 The drag coefficients
iterative

Fig. 5 The moment
coefficients iterative
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The torque is the composition force of the shear force acting on each place on the
wire, and the periodic variation of the frequency of the lift is fs, which is also a
periodic change of fs. For wires of circular cross section, due to the symmetry of the
structure, each point of the same arm, so the torque coefficient is very small, as
shown in Fig. 5 shows.

Figure 6 shows the flow line diagram corresponding to the change of the lift
coefficient. From the streamlines can be seen when the lift coefficient develop from
below to the top, the underside of the wire produced a vortex, with the lift coef-
ficient is more and more big, below the scroll slowly away from the above gradually
formed a small vortex. However, when the lift coefficient developed from above
downward, the top of the scroll slowly away from below gradually formed a small
vortex, and forming a cycle.

Figure 7 shows a schematic of the velocity field around the large section con-
ductor under the condition of the wind speed and 5 m/s. As can be seen from the
diagram, the wind speed of the upwind side of the wire is small, and the speed of
the upper and lower sides is relatively large.

Fig. 6 The streamlines diagram of the conductor during a circle period. a, d Negative lift
coefficient. b, c Positive lift coefficient
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4 Steady Drag Coefficient

Figure 8 shows the comparison of the steady flow resistance coefficient, obtained
from numerical simulation results and the wind tunnel test results. In the numerical
model, the rough wire model and smooth wire model are studied, respectively.

As shown in Fig. 8, the numerical simulation results are in good agreement with
the test results, except some differences in the local characteristics. In the wind
tunnel test, the steady-state drag coefficient has a significant decrease if the Reynolds
number between 20,000–40,000, and the Reynolds number is 40,000–60,000, there
is a rebound in the Reynolds number 40,000–60,000, and gradually stabilized after
the Reynolds number 60,000. The steady drag coefficient of the rough boundary
model has a significant decrease in the Reynolds number 20,000–40,000, gradually
stabilized after the Reynolds number 40,000. The steady drag coefficient of the
smooth boundary model has a significant decrease in the Reynolds number 20,000–
60,000, which is gradually stabilized at the Reynolds number 60,000. And the
decrease amplitude of the wind tunnel test results in the Reynolds number 20,000–
40,000 is larger than the simulation results, and the steady drag coefficient is slightly

Fig. 7 Velocity profiles of 5 m/s

Fig. 8 The comparison of numerical results and test results
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larger than the experimental results. In the Reynolds number 20,000–40,000, the
steady drag coefficient of smooth boundary model is higher than that of rough
boundary model, but just a little difference. After Reynolds number 60,000, rough
boundary model steady-state drag coefficient of stability around 0.99, wind tunnel
test stable results in about 0.94, smooth boundary model is stable in about 0.91,
visible roughness R is more, stable steady-state drag coefficient is smaller.

5 Pulse Dynamic Coefficient

Figures 9 and 10 show the fluctuating life and drag coefficient of rough wire model
and smooth wire model, respectively.

Fig. 9 The comparison of fluctuating lift coefficients

Fig. 10 The comparison of fluctuating drag coefficients
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As shown in Figs. 9 and 10, both the fluctuating lift coefficient and the fluctu-
ating drag coefficient of smooth wire model and rough wire model firstly decreased
and then gradually stable, and the rough boundary model becomes stable much
earlier compared with the smooth boundary model. The fluctuating coefficient of
the smooth model is larger than that of the rough model, whether it is the drop or
the steady. This shows that the smooth boundary model is more prone to the breeze
vibration than the rough boundary model. Smooth boundary model and rough
boundary model are also shown to decrease gradually after a steady trend, and
smooth boundary model is more stable than the rough boundary model. The
coefficient of fluctuating drag is much smaller than the coefficient of fluctuating lift,
so the variation of lift will influence the wire much more big.

6 Conclusion

In this paper, a numerical simulation method is adopted to calculate the aerody-
namic parameters of the rough boundary wire model and the smooth boundary wire
model. The calculation results are compared with the wind tunnel test results, and
the influence of the roughness of the surface of the large cross section on the
aerodynamic parameters is discussed. The conclusions are listed as follows:

(1) When stable airflow blowing transmission wire, the lift coefficient of the wire
is always around 0 of the sine wave of fs. The drag coefficient is also unstable,
and changing rate is twice of the lift coefficient.

(2) When the wind speed increases, the steady-state resistance coefficient of the
wire in the Reynolds number 20,000–40,000 is decreased. The reason is that
with the increase of wind speed, the end of the wire is getting more and more
turbulent, the tail flow becomes narrow, and the drag coefficient is small.

(3) The roughness of the wire will effect the aerodynamic characteristics of the
wind load: (1) In the Reynolds number range of 20,000–40,000, the
steady-state resistance coefficient of the large cross section lead is higher than
that of the rough boundary model; After the Reynolds number 60,000, the
steady-state resistance coefficient of smooth boundary model and rough
boundary model tend to be a stable value, and the larger the lead roughness is,
the smaller the resistance coefficient is. (2) With the increase of Reynolds
number, the fluctuating coefficient of the wire firstly decreased and then
gradually becomes steady. The fluctuating drag coefficient is much smaller
than the fluctuating lift coefficient. The fluctuation coefficient of the smooth
boundary model is always larger than that of the rough boundary model,
which indicated that the wind vibration is more prone to the smooth conductor
than the rough conductor.
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Multi-objective Optimization Algorithm
in Mission Planning of On-Orbit Servicing
Spacecraft

Qing Zhang, Jianxin Zhang, Qiang Zhang and Xiaopeng Wei

Abstract On-orbit servicing (OOS) spacecrafts can provide a variety of services,
so it is necessary to make reasonable mission planning between spacecrafts to
improve the efficiency of collaborative works. In this paper, a multiple spacecraft
mission planning based on multi-objective optimization algorithm is proposed
according to the specific characteristics of mission planning in order to complete the
optimization target, such as task completion time, fuel consumption, and service
priorities. In this algorithm, the model of mission planning problem is established
by designing decision variables and formal constraints, and Pareto optimal sets and
multiple sets of solutions of that problem are the results of the improved NSGA-II.
In particular, ideal solution can be chosen as necessary. From the results of two
simulation examples, we can see that our method can solve the multi-spacecrafts
mission planning problem under multiple constraints efficiently. It is expressive,
flexible, extensible, and feasible easily.

Keywords On-orbit servicing (OOS) � Spacecraft mission planning � Improved
NSGA-II algorithm

1 Introduction

On-orbit servicing (OOS) was originally proposed for traditional spacecraft
one-time design and closed system. However, with the development of space
technology, OOS also involves physical assessment as well as changes the current
status of the spacecraft, including on-orbit testing, on-orbit filling, system
upgrading, and on-orbit maintenance [1–3]. And OOS has a strong military back-
ground and great application value to increase the space combat capability.
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We obtain the task execution plan which has obvious time attribute, spatial
attribute, subject attribute, object attribute, and target attribute under the common
constraints of space resources and space mission environment in the mission
planning of spacecraft [4].

As a complicated multi-objective constraint problem, the main research purpose
of on-orbit service mission planning is selecting an optimal assignment scheme
under the condition that all the constraint conditions of optimization solution have
been met such as the requirements of the task, environmental conditions, and
optimizing the element in which a certain number of service spacecrafts and target
spacecrafts are provided [5]. At present, a lot of algorithms for on-orbit service
mission planning have been presented. Alfriend et al. made a research about the
optimal service strategy of an in-service spacecraft performing multiple tasks in
synchronous orbit [6]. Shen et al. proposed one-to-many on-orbit service of
spacecraft on circular orbit [7]. However, they did not consider the service time and
collaboration work of spacecraft. Zhang et al. proposed a coordinated target
assignment method for multi-service spacecraft based on discrete particle swarm
algorithm [8], in which they designed some new update formulas about position and
speed of discrete particle swarm according to the characters of spacecraft
co-allocation.

In this paper, we build a mathematical model of mission planning problem of
on-orbit spacecraft in the basics of the properties of OOS spacecraft mission
planning and the research in the task assignment problem of uninhabited combat air
vehicle (UCAV) [9, 10] and the problem of imaging satellites scheduling [11]. In
this method, we use improved NSGA-II algorithm to get Pareto optimal collection
of solutions for this problem and make a specific numerical example and a com-
parative analysis of the results.

2 Problem Description

2.1 Detailed Description of the Problem

The mission scenarios and transfer process of OOS spacecrafts which run on the
predefined tracks separately are shown in Fig. 1. Meanwhile, the priorities of target
spacecraft’s tasks are different. When the service spacecraft receive the OOS order,
the service spacecraft moves from preparation orbit to target orbit after Lambert
double pulse orbit maneuver [12], and the transfer process can be simply described
as the following figure. The target of mission planning is to choose service goals for
each spacecraft and to make sure that the task has a high efficiency and lower power
consumption according to the planning rule of “one-to-one” and the service prin-
ciples that the high-priority target spacecraft gets prior service.
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2.2 Multi-objective Optimization Model

2.2.1 Decision Variables

Assuming that the number of the service spacecrafts is N, and the service space-
crafts provide services to the target spacecrafts whose number is M with different
priorities after receiving the service order. In other words, the formation which was
composed of N service spacecrafts serves M different targets. According to the
characteristics of the planning issues, the decision variables can be defined as
Eq. (1):

xi ¼ j; i serves j
0; i doesn0t serve j

�
ð1Þ

where i ¼ 0; 1; . . .; n; j ¼ 0; 1; . . .;m.

2.2.2 Objective Function

1. Task Priority

Spacecrafts have different priorities because of the different values of them, which
results in the on-orbit spacecraft should firstly serve the target spacecraft with high
priority. We define P to represent target spacecraft’s priority, and the higher value
means the higher priority, and Pj represents the priority of the jth target spacecraft.
Then, the priorities of each spacecraft to finish their tasks can be expressed as
Eq (2):

Fig. 1 On-orbit servicing
spacecraft mission scenarios
and transfer process
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J1 ¼ max
X

xiPj ð2Þ

where i ¼ 0; 1; . . .; n; j ¼ 0; 1; . . .;m. Taking the maximum of the objective func-
tion can guarantees that the spacecraft complete tasks with maximum value.

2. Task Completion Time

When spacecraft is in service, the objective function is the function of the consumed
time in the last time owing to the limitation of fuel or some tasks are urgent which
require the shortest task completion time. This can be expressed as Eq (3):

DT ¼ max xiDtij
� � ð3Þ

where Dtij is the time of the ith service spacecraft serves the jth target spacecraft.
Then, the objective function can be expressed as Eq (4):

J2 ¼ minDT ð4Þ

3. Fuel Consumption

In this paper, we only consider the fuel consumption of orbit’s maneuvering
because the fuel consumption of spacecraft running on the original orbit is much
less than that of orbit’s maneuvering, and fuel consumption can be measured by the
speed of orbital maneuvering. Then, the fuel consumption of the ith service
spacecraft serves the jth target spacecraft can be expressed as Eq (5):

J3 ¼ min
X

xjDvij ð5Þ

where Dv is the velocity increment of completing the task, and Dvij is the velocity
increment of the ith service spacecraft serves the jth target spacecraft.

This is a multi-objective optimization problem because all the above objective
functions should reach its optimum.

2.2.3 Constraints

1. Time constraints on mission

Since the objective function is the mission completion time in this paper, therefore,
it is necessary to limit the maximum value of mission completion time in order to
avoid the longtime of orbital maneuvering in accordance with the reality.

tf � T ð6Þ

where T is the allowing maximum time, and two pulses can be defined as ti2 and
ti2 = tf.
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2. Transfer constraints on orbital

Considering the preparation need of the actual pulse motorization, it is required that
any two pulses time intervals should be greater than the permissible minimum time
interval. The constraint is described as follows:

ti2 � ti1 �Dtmin ð7Þ

where i ¼ 1; 2; . . .; n, and Dtmin is the minimum time interval.

3. The maximum velocity increment constraints

The velocity increment of spacecraft performing the tasks must be less than the
maximum speed increment which can be offered. The constraint is described as
follows:

Dvij �Dvmax ð8Þ

where Dvmax represents the maximum speed increment that the spacecraft can offer,
and Dvij represents the needed speed increment when the ith serves jth.

3 Multi-objective Algorithm

3.1 NSGA-II

Mission planning issue within the scope of multi-objective is a problem about
optimization. The following part will be considered the priority, fuel consumption,
and completion time of a task, using the optimized mathematical model to get
optimal Pareto solution collection.

NSGA-II [13] is a multi-objective algorithm on the basis of NSGA [14],
improved by Deb and other people. Its most prominent feature is the use of a fast
non-dominated sorting and crowding mechanism, which considerably corrects the
shortcomings of NSGA. Experiments show that NSGA-II is a multi-objective
optimization algorithm with better overall performance, which has been applied to a
lot of planning and production activities [15].

3.2 Improved NSGA-II

3.2.1 Coding

The key of mission planning about service spacecraft is to determine which service
spacecraft serves the target spacecraft. In Ref [5], the best plan was achieved by
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building the model of 0–1 integer programming and taking the NSGA-II algorithm
with the constraint of time and fuel consumption. For example, the number of
service spacecraft is 2 and the number of target spacecraft is 4, if we use the binary
coding, then the feasible region is a matrix that has two rows and four columns.
That is to say, the size of the feasible region is 28. If the project is that the service
spacecraft 1 serves the target spacecraft 2 and the service spacecraft 2 serves the

target spacecraft 1, then the corresponding matrix is
0 1 0 0
1 0 0 0

����
����. But in this

paper, on-orbit service needs a service of “one-to-one.” So under the assigned

mode,
0 1 0 1
1 0 0 0

����
���� and

0 1 0 0
1 1 0 0

����
���� are infeasible solutions. Thus, it makes

search efficiency of the algorithm discount.
So in this paper, the natural number coding mode is used. The length of each

particle is equal to the total number of target spacecrafts. The particle consists of
number assigned by servicing spacecraft which are arranged according to the
numbering sequence of the target, which is regarded as a possible distribution plan.
For example, the number of the service spacecraft N is 4; the number of the target
spacecraft M is 8, so a particle is represented as: 1 2 4 3 2 1 4 3.

It shows that service spacecraft 2 is assigned to targets 2 and 5, while service
spacecraft 3 is assigned to targets 3 and 6. So the size of feasible region is 32. In
other words, it replaces the original matrix with two integers.

However, considering that the paper requires “one-to-one” service in on-orbit
servicing, if with a real coding, each generation is likely to search the individuals,
with the same target but not consistent with practical problems in the target space.
These infeasible points are bound to affect the algorithm efficiency.

So the feasible region will be greatly reduced to integer coding. And if penalty
function is mostly used for constrains in the NSGA-II, then this paper will fix
infeasible solution into a feasible one during the objective function calculation. For
example, [3,3] refers to service spacecraft. If 1 and 2 both serve for the target
spacecraft 3, it does not conform to the “one-to-one” service principle. Then by
revising it to [3,4], the operation also ensures the diversity of the population.

3.2.2 Crossover Operator

NSGA-II algorithm uses SBX crossover [16], which is the process of simulating
binary crossover. The operation is carried out on the parent individuals which are
real coded. That is, for a given random intersection, exchange the sections on either
intersection of two parent individuals.

This paper is to introduce the arithmetic crossover operator [16] into NSGA-II,
respectively; set Xit and Xjt as the real coding of corresponding decision variables
with two individual intersections in t-generation. After crossover, the decision
variable values of two individuals are given as follows:
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Xtþ 1
i ¼ Xt

i þ rand � ratioðXt
j � Xt

i Þ
Xtþ 1
j ¼ Xt

j � rand � ratioðXt
j � Xt

i Þ
ð9Þ

Ratio is the random number of [0,1], which is distributed uniformly. It can
ensure that the searching region of crossover operator covers all the neighborhood
of Xit and Xjt and are more likely to be searched between the two areas. Arithmetic
crossover operator has better global search capability, can maintain the diversity of
the population better, and has a good convergence rate.

3.2.3 Gauss Mutation Operator

In this paper, Gaussian mutation [16] is introduced into the NSGA-II Gaussian
distribution, known as the Galton distribution, is also called the normal distribution.
After Gaussian mutation, the ith decision variable values of individuals are given
as:

Xt
i ¼ Xi þ lðXmax � XminÞ ð10Þ

Xmax and Xmin are the upper and lower limits of the variable, respectively. l is
the random number in accordance with Gaussian distribution. Gauss mutation
operator has a good local escape and search capabilities.

4 Simulation Results

In order to demonstrate feasibility of this algorithm, several experiments were
carried out. For this purpose, a MATLAB computer simulation program was
developed. Assume that there are two service spacecrafts (SS) with different service
capabilities on the same orbit, waiting for service order to serve the target spacecraft
(TS). Also there are 4 target spacecrafts on different orbits, and the requirement is
service spacecraft finish on-orbit service for target spacecraft in the limited time
period and get the best result. Optimal configuration of sample 1 and sample 2 are
set as follows. We calculated that the allowing maximum time is T = 5000 s, the
initial time is t0 = 100, the maximum speed increment that the spacecraft can offer
is Dvmax¼3 km/s, and the minimum time interval is Dtmin ¼ 100 s.

The parameter values of the improved NSGA-II are set as follows:
(1) Group = 200; (2) Evolution algebra = 200; (3): Crossover probability = 0.9;
(4): Mutation rate = 0.1.
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4.1 Sample 1: Comparison with Divided Weighted
Optimization Method

In order to analyze the effect of multi-objective optimization, set the initial
parameters of the spacecraft’s orbit, refer to Table 1 as Reference [5].

We choose three groups of Pareto optimal solution calculated by Improved
NSGA-II (I–NSGA-II), and compare the results calculated by divided weighting
method (DWM) under the same configuration. The comparative results are given in
Table 2.

The result comparison shows when multiple objectives simplify to single
objective, we can select only one group of solution, and this result is in the search
area near improved NSGA-II optimization Pareto optimal outcome, while three
compromise proposals can be selected from the improved NSGA-II multi-objective
optimization Pareto optimal solution set according to the actual situation.

4.2 Sample 2: Comparison with NSGA-II Algorithm
Optimization

In order to analyze the effect of multi-objective optimization, we set the initial
parameters of the spacecraft’s orbit referred in Table 3 of Reference [5]. The
comparison between same assignment plans is given in Table 4.

Table 1 Initial orbital parameters of the spacecraft [5]

Spacecraft a (m) e i (°) Ω (°) ω (°) f (°) Priority

SS1 7150000 0.01 98 220 30 230

SS2 7150000 0.01 98 220 30 50

TS1 7300000 0.02 103 220 0 130 0.7

TS2 7250000 0.02 104 222 25 230 0.9

TS3 7300000 0.01 95 215 20 50 0.6

TS4 7250000 0.03 94 218 10 15 0.7

Note We set the same initial parameters as in reference [5] to compare the two results

Table 2 Comparison between simulation results

Algorithm Optimal assignment solution Priority level Fuel consumption (m/s)

DWM SS1 → TS2 SS2 → TS1 1.6 2183.4

I–NSGA-II SS1 → TS2 SS2 → TS4 1.6 1659.1

SS1 → TS2 SS2 → TS4 1.6 2166.9

SS1 → TS2 SS2 → TS3 1.5 2011.7

SS1 → TS2 SS2 → TS3 1.5 3812.6
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From samples above, we can conclude that:

1. Under the same mission assignment plan, there are different completion time
and fuel consumption.

2. Three goals cannot be optimal simultaneously. There will be a corresponding
reduction in fuel consumption while fuel consumption is increasing, and the
priority is worthy improving at the cost of fuel consumption.

3. Running the program shows that improved NSGA-II algorithm has a faster
convergence, and it can be also applied in larger models. Figures 2 and 3 show
the fitness change of the Pareto optimal front in 5th and 70th generations.

Table 3 Initial orbital parameters of the spacecraft [5]

Spacecraft a (m) e i (°) Ω (°) ω (°) f (°) Priority

SS1 7078561 0.01 50 30 10 0

SS2 7078561 0.01 50 30 10 10

TS1 7378561 0.02 50 30 10 20 0.7

TS2 7278561 0.02 50 30 10 30 0.9

TS3 7278561 0.01 50 30 10 30 0.6

TS4 7278561 0.03 50 30 10 25 0.8

Table 4 Comparison between same assignment plans

Assignment plan Mission completion time (s) Fuel consumption (m/s)

SS1 → TS2 SS2 → TS4 3650.4 1659.1

SS1 → TS2 SS2 → TS4 1932.9 3422.6

Fig. 2 Pareto optimal front
of 5th generation
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(4) There are 200 sets of optimization results totally that used two algorithms
result in different priority levels. The corresponding number contrast is as
shown in Table 5:

5 Conclusion

In allusion to the research on mission assignment of on-orbit servicing spacecraft, in
this paper, we present a project based on improved NSGA-II algorithm. In this
algorithm, the model of mission planning problem is established by designing
decision variables and formal constraints, and Pareto optimal sets and multiple sets
of solutions of that problem are the results of the improved NSGA-II (R–NSGA-II).
We make some improvements on the NSGA-II algorithm are as follows: We
replace binary coding with integer coding; in this way, we reduce the infeasible
solutions and overlapping individuals of the target space, so as to achieve the target
of reducing the feasible region and improving the search efficiency. In addition, we

Fig. 3 Pareto optimal front
of 70th generation

Table 5 Two algorithms
result in different priorities

Priority Corresponding number

NSGA-II I–NSGA-II

1.5 38 28

1.6 92 85

1.7 70 87
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also introduce the arithmetic crossover operator and Gaussian mutation. In partic-
ular, ideal solution can be chosen as necessary. From the results of two simulation
examples, we can see that our method can solve the multi-spacecrafts mission
planning problem under multiple constraints efficiently. It is expressive, flexible,
extensible, and feasible easily.
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Product Conceptual Design Based
on Polychromatic Sets Theory
and Axiomatic Design

Jianxin Zhang, Yangjie Zhou, Qiang Zhang and Xiaopeng Wei

Abstract We propose a function–parameter model based on polychromatic sets
theory in the paper. The proposed model aims to resolve the weaknesses of func-
tion–means tree which is difficult to convey the complex mechanical system and
constraints among them and to deal with the disadvantages of axiomatic design in
the product conceptual design process that does not provide the realization
methodologies of specific mapping from the function requirements to the design
parameters. The function–parameter model can present complex mechanical system
and constraints among them and illustrate the realization methodologies of specific
mapping, and five possible constraints between function requirements and design
parameters are also presented. Exemplified by the main module design of
snow-removing car, the function–parameter model based on polychromatic sets
theory is further elaborated.

Keywords Conceptual design � Function–means tree � Polychromatic sets theory �
Axiomatic design � Constraints

1 Introduction

Conceptual design is the early stage of product design. Although conceptual design
occupies a small part of the product design process, it accounts for over 70 % of the
total life cycle of cost of a product [1]. So far, many theories and methodologies that
support the conceptual design have been proposed by many scholars, among which
the function–means tree (FMT) module [2] and axiomatic design (AD) module [3]
are widely used. However, these two methods have some disadvantages. The tra-

J. Zhang (&) � Y. Zhou � Q. Zhang (&) � X. Wei
Key Lab of Advanced Design and Intelligent Computing, Ministry of Education,
Dalian University, Dalian, People’s Republic of China
e-mail: zjx99326@163.com

Q. Zhang
e-mail: zhangq26@126.com

© Springer-Verlag Berlin Heidelberg 2016
B. Huang and Y. Yao (eds.), Proceedings of the 5th International
Conference on Electrical Engineering and Automatic Control, Lecture Notes
in Electrical Engineering 367, DOI 10.1007/978-3-662-48768-6_118

1061



ditional FMT has not taken the constraints between functions and means into
consideration and is difficult to convey the complex mechanical system and con-
straints among them. The AD cannot provide the realization methodology of
specific mapping from the function requirements (FRs) to the design parameter
(DPs) and does not support experience design. Zhang et al. [4] modified the FMT.
The automatic candy packing machine based on the modified FMT and AD was
designed. The modified FMT can overcome the disadvantages of AD, but it still
cannot convey the constraints between FRs and DPs. In order to overcome the
disadvantages of FMT, the function–parameter model based on polychromatic sets
theory that can not only present complex mechanical system and constraints among
them but also illustrate the specific mapping means is proposed.

2 Function–Means Tree and Polychromatic Sets Theory

2.1 The Function–Means Tree

Pahl defined “function” in the product conceptual design as “the average and
desired relationships that arise in input and output of the system” [5]. It is the
description of product’s task realization. The total function describes the total task,
and it can be divided into a number of sub-functions. The decomposition process
cannot stop until the meta-functions appear. The function is the essential properties
of the product. The value of products is granted by the function of products.
Products are the carriers of the function. According to Hubka’s law [6], there are
causal relationships between functions and means of the mechanical system. The
functions are implemented by the means. The methods correspond to a series of
entities. The active result of the entity is the solution of the function. Thus, the
mechanical system can be represented by the combination model of functions and
means. FMT is a powerful tool to decompose product function and can display the
model of mechanical system.

The schematic diagram of FMT is showed in Fig. 1 [7]. The FMT adopted a
top-down layered modeling method. The total function of a system lies in the
top. A function is followed by a method, and the method is followed by the
function. By such analogy, until the most basic method arise. However, traditional
FMT is difficult to convey the complex system. The more complex the system is,
the more the branches of a tree are. A function can be implemented by several
means. The tree will become far bigger. It is not convenient to express model
information. Johan et al. [8] extended the FMT. They thought that the FMT should
include more information. In addition to the functions and means, constraints and
objectives were involved in the FMT. It was known as the extended function–
means tree (EFMT). The EFMT defined the specific mapping rules between
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functions and means. Every layer has the corresponding constraints and objectives,
and the EFMT can better express the design process of mechanical products.
However, the EFMT cannot still describe the complex constraints of products.

2.2 The Polychromatic Sets Theory

The PST is convenient for the computer programming and plays an important part
in the complex mechanical system modeling. The PST was first put forward by
Professor Palov from Russia in 1995. Palov further improved the basic PST and
represented the PST system in 2002. The PST has been widely used in the Russian
aerospace companies [9].

In polychromatic sets, the elements of the general set are the ones of the
polychromatic sets. The colors of the elements are divided into individual color and
unification color. Given a set A as A ¼ a1; . . .; ai; . . .; anf g, where “ai” is an element
of set A and “n” is the number of elements. The individual color set is shown in
[10, 11]:

FðaiÞ ¼ f1; . . .; fj; . . .; fm
� � ð1Þ

where “m” is the total number of properties of the element “ai,” and the rank of “fj”
is “j” in the property of the element “ai.”

Fig. 1 Traditional function–means tree
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Similarly, the unification color of polychromatic set “A” is expressed as:

FðAÞ ¼ ðF1; . . .;Fl; . . .;FrÞ ð2Þ

where “r” is the property number of the set “A,” and the “Fr” is the rth property of
set “A.” The set “FðaiÞ” and the element of the set “FðAÞ” could have the same or
different name.

The polychromatic sets consist of six parts [12]. The six parts are shown in the
following form:

PS ¼ A;FðaÞ;FðAÞ; A� FðaÞ½ �; A� FðAÞ½ �; A� AðFÞ½ �f g ð3Þ

The “FðaiÞ” is the individual color of element “ai.” The set “FðaÞ” consists of
the individual color of all elements. It can be represented by the Boolean matrix
“ A� FðaÞ½ �” as follows:

f1 . . . fj . . . fm

aij
�� ��

A;FðaÞ¼ A� FðaÞ½ � ¼

a11 . . . a1j . . . a1m
. . . . . . . . . . . . . . .

ai1 . . . aij . . . aim
. . . . . . . . . . . . . . .

an1 . . . anj . . . anm

2
6666664

3
7777775

a1
. . .

ai
. . .

an

ð4Þ

The rows of the matrix show the individual colors of the elements. The columns
represent all the elements painted by a certain individual color. If the element “ai”
has the property of “fj,” then the coefficient “aij” equals “1.” Otherwise, it is “0.”

In polychromatic sets, the mutual relations exist in the unification color of
elements. Then, individual color can be signified by the matrix “ aij

�� ��
A;FðAÞ¼

A� FðAÞ½ �.” There are also mutual relations between the individual color and the
unification color. The correlations can be described by the matrix
“ cij
�� ��

FðaÞ;FðAÞ¼ FðaÞ � FðAÞ½ �.” The more detail of polychromatic sets is given in

reference [12]. In response to the practical problems, there is no need to consider
every part of six parts. A matter should be dealt with according to its specific
circumstances.
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3 The Function–Parameter Model Based
on Polychromatic Sets Theory

3.1 The Combination of Polychromatic Sets Theory
and Axiomatic Design

Johannesson proposed the idea that the FMT could support the axiomatic design
[13]. It laid the foundation of combination of PST and AD. According to the study
of PST that Tang and Jiang et al. made [14, 15], the paper puts forward a new
model of product: concept—function–parameter model-based PST (Fig. 2). In the
conceptual design process, mechanical products are divided into several layers that
consist of function requirements and design parameters. Every design parameter is
considered as the element of PST. The elements include individual color and
unification color. The unification color of elements is the function implemented by
a certain design parameter. The individual color is the property of a certain design
parameter.

In the function–parameter model mentioned above, five different relations, R1,
R2, R3, R4, R5, are used to relate the FRs, DPs, and C-objects to each other. The
relations are, when they are shown, represented graphically by different lines and
arrows between objects. The five relations are defined as follows:

Fig. 2 Function–parameter model based on PST
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1. An FR is achieved by a DP (R1);
2. ADP is constrained by a FR decomposed by the DP (R2);
3. Parallel FRs may interact with other (R3);
4. Parallel solution DPs with different “parents” may interact with each other (R4);
5. An FR is constrained by other DP with the same layer (R5).

Analyzing the five constraint relationships R1, R2, R3, R4, and R5, they can be
divided into three classes: F1c—the constraint relationships of direct reasoning R1

and R2; F2c—the constraint relationships in the same level R3 and R4; and F3c—
other constraint relationships. The set of constraints of sides is shown as follow:
FðcÞ ¼ F1c;F2c;F3cf g. It can be expressed by the “formula (5).”

F1c F2c F3c

R� FðCÞ½ � ¼

1 0 0

1 0 0

0 1 0

0 1 0

0 0 1

2
6666664

3
7777775

R1

R2

R3

R4

R5

ð5Þ

3.2 PST Represents the Reasoning Constraints

In the polychromatic graphic G ¼ A;Cf g, the node “A” signifies the FRs and DPs
in the decomposition process. The set “C” expresses three classes of constraints
between FRs and DPs. Two nodes are connected by a side in function–parameter
model-based PST. Different sides show different constraint. The set of unification
color “FðcÞ ¼ F1c;F2c;F3cf g” [11] is shown as follows:

1. If the element “F1c” equals “1,” then the constraint relationship of direct rea-
soning “R1” or “R2” exists in top-down nodes. The constraint can be described
by the matrix “ FðaÞ � FðAÞ½ �”.

2. If the element “F2c” equals “1,” then the constraint relationship in the same level
“R3”or“ R4” exists in two nodes. The constraint can be expressed by the matrix
“ FðAÞ � FðAÞ½ �” or “ FðaÞ � FðaÞ½ �”.

3. If the element “F3c” equals “1,” then the other constraint relationship “R5” exists
in two nodes. The constraint can be shown by the matrix “ FðaÞ � FðAÞ½ �”.
If the hierarchical structure has been broken down to the lowest level of the

model, there is no need for defining the individual color of elements. The constraint
relationship can be expressed by the matrix “ A� FðAÞ½ �.”
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4 Case Study

The snow-removing machine consists of main module and auxiliary module. The
function of the main module is removing snow. The functions of the auxiliary
module are loading and steering [16, 17]. As the selection of auxiliary module
depends on the main module, the main module plays the decisive role. The paper
mainly represents the selection process of the main module. The constraints that the
auxiliary module generates are ignored. The ways of removing snow have been
mature, such as spraying snow-dissolving agents, high-pressure snow-blowing
machine, turbojet engine, snow plow machine, snow blower machine, and artificial
snow-removing [16]. These snow-removing ways could be directly considered as
the scheme elements. The function–parameter model based on PST is shown in
Fig. 3.

The individual colors of snow-removing function are the types of snow,
snow-removing efficiency, environmental temperature, environmental impact, the
effect of snow-removing, road conditions, snow thickness, the speed of removing
snow, and the degree of mechanical complexity. The individual colors of
snow-removing function are specifically described in the Table 1. The scheme
elements are shown in Table 2.

As shown in Fig. 3, the “R1” is the only constraint relationship. It means that
“F1c” equals “1.” As the individual color lies in the lowest level of the main
module, it can be considered as the scheme element. The constraint between FRs
and DPs can be described by the matrix “ A� FðAÞ½ �” as follows:

F11 F12 F13 F14 F15 F16 F17 F18 F19 F110 F111 F112 F113 F114

A� FðAÞ½ � ¼

1 0 0 1 0 0 0 1 1 0 1 1 0 1

1 0 0 1 0 1 1 1 1 0 1 0 1 1

1 1 1 1 0 1 1 1 1 0 1 0 1 1

1 0 0 1 0 1 1 1 0 1 1 0 1 1

1 1 1 1 0 1 1 1 1 0 1 0 1 1

2
6666664

3
7777775

a1
a2
a3
a4
a5

ð6Þ

Fig. 3 Function–parameter model of the main module
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According to the design demand, the snow-removing machine that can fast-clean
the thick snow near an airport, and be low effect of environment should be
designed. The snow is the mixture of natural snow, compressed snow, and frozen
snow. The set of individual colors of the snow-removing machine is shown as
follows:

FðAÞ ¼ F1
1 ;F

1
2 ;F

1
3 ;F

1
4 ;F

1
6 ;F

1
13

� � ¼
F1
1 F1

2 F1
3 F1

4 F1
5 F1

6 F1
7 F1

8 F1
9 F1

10 F1
11 F1

12 F1
13 F1

14

� � � � � �
1 0 0 1 0 0 0 1 1 0 1 1 0 1

1 0 0 1 0 1 1 1 1 0 1 0 1 1

1 1 1 1 0 1 1 1 1 0 1 0 1 1

1 0 0 1 0 1 1 1 0 1 1 0 1 1

1 1 1 1 0 1 1 1 1 0 1 0 1 1

2
6666664

3
7777775

a1
a2
a3
a4
a5

ð7Þ

As shown in the above matrix, the scheme element “a3”and “a5” can meet the
design demand. In view of the economic, the “a3” could choose the retired turbojet
engine. The “a3” is cost-effective through turning waste into treasure.

Table 1 The meaning of different functions

Function
symbol

Meaning Function
symbol

Meaning

F1
1 Removing natural snow F1

2 Removing compressed snow

F1
3 Removing frozen snow F1

4 High efficiency

F1
5 Low efficiency F1

6 Environmental protection

F1
7 Environmental temperature

t < −10 °C
F1
8 Environmental temperature

t > −10 °C

F1
9 Good effect of removing snow F1

10 General effect of removing
snow

F1
11 Complex road conditions F1

12 Flat road conditions

F1
13 Thick snow F1

14 Thin snow

Table 2 The meaning of different scheme elements

Scheme element symbol Meaning

a1 Spraying snow-dissolving agents

a2 High-pressure snow-blowing machine

a3 Turbojet engine

a4 Snow plow machine

a5 Snow blower machine
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5 Conclusion

The paper proposes a new modeling method of product conceptual design. This
new method synthesizes the polychromatic sets theory and AD and makes up for
some flaws of FMT and AD. It can not only present complex mechanical system
and constraints among them but also illustrate the realization methodologies of
specific mapping from FRs to DPs and provide a brand-new train of thought for the
product design. Exemplified by the main module design of snow-removing car, the
efficiency and feasibility of this proposed approach is validated, and the evaluation
mechanism of the new method is worth for further studying.
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Study on Dynamic Balance PID Control
Algorithm and Its Application
on the Quadrotor

Hongwei Yan, Hongbin Li and Shaohua Song

Abstract This paper aims to present a dynamic balance PID control algorithm for
the quadrotor, and the control algorithm combines the dynamic balance algorithm
and the regular PID control algorithm. The proposed control algorithm used an
angle as the set point of the PID controller. The selected angle is oriented opposite
the sampling value of the inclination angle of the quadrotor, and its absolute value
is smaller than the sampling value of the inclination angle. By using Newton–Euler
equation approach, the mathematical model of the quadrotor is derived. And the
simulation model is built based on the mathematical model in MATLAB.
A simulation control system for the quadrotor which is based on the dynamic
balance PID control algorithm is built. Simulation results show that by using the
dynamic balance PID control algorithm, the inclination angle of the quadrotor can
be controlled to a set error range, which validate the proposed control algorithm.

Keywords Dynamic balance � PID control � Quadrotor � Inclination angle

1 Introduction

Dynamic balance is macro-balance which is in constant motion and constant
change. Balance is a dynamic process, and absolute static balance does not exist.
Dynamic balance has been a hot topic in robot research. Kim [1] and Zhong et al.
[2] proposed dynamic balance control algorithm for six-legged walking robot and
suspended wheeled mobile manipulator. Zhou and Meng [3] presented a general
fuzzy reinforcement learning method for biped dynamic balance control. Baek and
Jun [4] improved the stabilization of a hopping humanoid robot by using a lin-
earization method. On the other hand, PID control is a mature control method.
Combination of the PID control algorithm and modern control theory can be more
effective to solve the problem of the quadrotor’s control. In [5], the control system
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of the quadrotor was divided into two parts: the active disturbance rejection control
loop and the classical PID control loop. Similarly, the controller which was pro-
posed in [6] consists of a linear PID feedback and a compensation of inertia torques.
In [7] and [8], the decentralized PID neural network control scheme and fuzzy PID
control were, respectively, used in quadrotor. As stated above, combination of
dynamic balance control algorithm and PID control has not been addressed in the
control of the quadrotor.

In this paper, a dynamic balance PID controller for the quadrotor is proposed.
Based on the control algorithm, the set point of the PID controller is not zero which
is different to the regular PID controller. Instead, the set point of the PID controller
is an angle, as shown in Fig. 1. The angle is oriented opposite the sampling value of
the inclination angle of the quadrotor, and its absolute value is smaller than the
sampling value of the inclination angle. By and large, the quadrotor moves toward
balance, but never be absolute balance.

In Fig. 1, −1 < k < 0. h and u are inclination angles of the quadrotor relative to
X-axis and Y-axis and the feedback values of the PID controller. As shown in
Fig. 1, because the set point of the PID controller is not zero, the quadrotor keeps
on oscillating. But by the gain k, the amplitude of the oscillation is decreased. In
other words, for a long time, the quadrotor is tending to balance, namely dynamic
balance. When the amplitude of the oscillation is within a value of range, we can
consider the quadrotor is hover stabilization. The dynamic control algorithm can
also be applied to the control of unstable robot such as one-legged robot and
unicycle robot. This paper is organized as follows. In Sect. 2, we developed the
mathematical model of the quadrotor. The simulation results are shown in Sect. 3.
Finally, in Sect. 4, we draw some conclusions of this work.

2 Mathematical Model

2.1 Coordinate System

In order to analyze the mechanism theoretically, the coordinate system has to be
built. To facilitate the theoretical analyses, we set up two coordinate systems. In
order to describe the position of the quadrotor according to the ground, the fixed
earth coordinate system {E} is constructed. And the body coordinate system {B} is
used to describe the attitude of the quadrotor. We consider that the attitude of the

θ(ϕ) k PID Controller
Controlled

Object

θ(ϕ)

Fig. 1 Diagram of the dynamic balance PID controller
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{B} is obtained by rotating / around XE, rotating h around YE, and rotating w
around ZE. So, the rotation matrix between coordinates {B} and {E} is

Rð/; h;wÞ ¼
cw �sw 0

sw cw 0

0 0 1

2
64

3
75 �

ch 0 sh

0 1 0

�sh 0 ch

2
64

3
75 �

1 0 0

0 c/ �s/

0 s/ c/

2
64

3
75

¼
chcw �swc/þ cwshs/ sws/þ cwshc/

chsw cwc/þ swshs/ �cws/þ swshc/

�sh chs/ chc/

2
64

3
75

ð1Þ

where
cw ¼ cosðwÞ; sw ¼ sinðwÞ; ch ¼ cosðhÞ; sh ¼ sinðhÞ; c/ ¼ cosð/Þ; s/ ¼ sinð/Þ.

2.2 Mathematical Model

For further analysis, some assumptions are made as follows: (a) The quadrotor is
homogenously symmetric rigid body. (b) The origin of the coordinate {E} is the
geometrical center and the center of the mass. (c) Both the aerodynamic resistance
and the gravity are irrelevant to the height of the quadrotor. (d) The lift force of the
quadrotor is proportional to the motor speed. (e) The influence of the air flow is
ignored.

The motion of the quadrotor can be considered as rigid body of six degrees of
freedom: rotation around the three axes (pitch, roll, and yaw) and linear motion
along the three axes. According to Newton second law and moment and momentum
theorem, the forces and moment can be calculated by the following formula:

R~F ¼ m � d~v
dt

;R~M ¼ d~H
dt

ð2Þ

where ~F is the external force. m is the mass of the quadrotor. ~v is the absolute
velocity of the quadrotor in the earth coordinate system. ~M represents the external
moment. ~H is the absolute moment of momentum of the quadrotor in the earth
coordinate system.

In the body coordinate {B}, according to the theoretical mechanics, the fol-
lowing equations can be deduced.

d~v
dt

¼~1v
~dv
dt

þ~x�~v;
d~H
dt

¼~1H
~dH
dt

þ~x� ~H ð3Þ

where~1v is the unit vector along~v. ~x is the total angular velocity vector of the body
coordinate system relative to the earth coordinate system.~1H is the unit vector along

~H.
~dH
dt represents the relative derivation of the quadrotor in the {B}.
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In the body coordinate {B},~v and ~x can be described as follows:

~v ¼ u~iþ v~jþw~k; ~x ¼ p~iþ q~jþ r~k

Linear velocity and angular velocity can be calculated by the following
equations:

mð _uþwq� vrÞ ¼ P
FxB

mð _vþ ur � wpÞ ¼ P
FyB

mð _wþ vp� uqÞ ¼ P
FzB

8
<
: ;

Ix _p� ðIy � IzÞqr ¼
P

MxB

Iy _q� ðIz � IxÞrp ¼ P
MyB

Iz _r � ðIx � IyÞpq ¼ P
MzB

8
<
: ð4Þ

where Ix, Iy, and Iz represent the moment inertia of the quadrotor relative to the xB,
yB, and zB in {B}.

Given the projection of the gravity of the quadrotor is Gx;Gy;Gz
� �T

, the fol-
lowing relation can be deduced:

0
0

�mg

2
4

3
5 ¼ R �

Gx

Gy

Gz

2
4

3
5

Then, the force and moment can be calculated by the following equations:

P
FxB ¼ Gx ¼ mg � sinðhÞP
FyB ¼ Gy ¼ �mg � sinð/Þ cosðhÞP
FzB ¼ T1 þ T2 þ T3 þ T4 � mg � cosðhÞ cosð/Þ

8
<
: ð5Þ

P
MxB ¼ ðT4 � T2Þ � dP
MyB ¼ ðT1 � T3Þ � dP
MzB ¼ ðM1 �M2 þM3 �M4Þ ¼ LðT1 � T2 þ T3 � T4Þ

8
<
: ð6Þ

where d represents the distance from the geometric center to the axis of the motor.
And L is the ratio of the couple force to the lift force provided by the rotors. Ti
(i = 1–4) represent the four rotors’ lift forces.

According to the Euler equations, relations between _/; _h; _w
h iT

and p; q; r½ �T can

be described as follows:

p
q
r

2
4

3
5 ¼

chcw �sw 0
chsw cw 0
�sh 0 1

2
4

3
5 �

_/
_h
_w

2
4

3
5 ð7Þ
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Suppose the projection of the T1; T2; T3; T4 is TEX ; TEY ; TEZ ; then we can
deduce the following equation:

TEX
TEY
TEZ

2
4

3
5 ¼ R �

0
0P
Ti

2
4

3
5

We assume that the expression of~v in the earth coordinate system is

~v ¼ vx~iþ vy~jþ vz~k

Then, the linear velocity equations can be deduced.

TEX ¼ m � dvx
dt

; TEY ¼ m � dvy
dt

; TEZ � mg ¼ m � dvz
dt

ð8Þ

The input value of the PID controller can be defined as follows:

Dh ¼ h � k � h ¼ hðk � 1Þ; Du ¼ u � k � u ¼ uðk � 1Þ ð9Þ

The steady values of the lift forces of the four rotors are as follows:

Tis ¼ G
4 cos h cos u

i ¼ 1; 2; 3 and 4ð Þ ð10Þ

where i represents the ith rotor of the quadrotors.
And the control law can be expressed as follows:

Ti ¼
Tis þKp � DhþKD � dðDhÞ

dt
þKI �

Z
Dhdt i ¼ 1; 3:

Tis þKp � DuþKD � dðDuÞ
dt

þKI �
Z

Dudt i ¼ 2; 4:

8
>><
>>:

ð11Þ

In order to obtain the moment inertia of the three coordinate axes of the
quadrotors, we mapped out the quadrotors in Solidworks. In Solidworks software,
Ix = 0.019198 kg m2, Iy = 0.019198 kg m2, and Iz = 0.037468 kg m2.

3 Simulations

Main simulation modules are shown in Fig. 2.
As shown in Fig. 2, there are eight main modules in the simulation model. In the

assignment module, the mass of the components of the quadrotor and the moment
of inertia of each axis are assigned. The linear velocity module and the angular
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velocity module are built based on Eq. (4). The moment module and the force
module are built based on Eqs. (5) and (6), respectively. Based on Eqs. (1), (7), and
(8), the angular velocity and linear velocity of the quadrotor are converted from the
body coordinate system {B} to the earth coordinate system {E} by the angular
velocity conversion module and the linear velocity conversion module. In the
control module, the output lift forces of the rotors are calculated based on Eqs. (9)–
(11). And finally, the display module is used to display the values and curves of the
parameters of the quadrotors. To facilitate the simulation, both the initial values of h
and u are 0.7 rad, the gravity of the quadrotor is 1 kg, L = 1, d = 0.3 m,
KP = 0.05, KI = 0.013, and KD = 0.01. Figures 3 and 4 show the relationships
between variation trends of the inclinations and the gain k.

Fig. 2 Main simulation modules
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As is shown in Figs. 3 and 4, the value of k produces an effect on the motion
process of the quadrotor. When k = 0.8, variation of the inclinations from 0.7 to
0.1 rad takes 47 s. When k = 0.5 and 0.1, the adjustment time is then cut to 18 and
13 s, respectively. We can find that the adjustment time is affected by the gain
k. The smaller the k is, the sooner the quadrotor becomes stable. Figure 5 gives the
lift forces of the four rotors.

As shown in Fig. 5, under the control of the dynamic balance PID controller, the
lift forces of the four rotors are oscillatorily damped to the steady values (2.5 N).
Consequently, the resultant force of the steady values of the four rotors is close to
10 N, which is equal to the weight of the quadrotors.

4 Conclusions

In this paper, a dynamic balance PID controller was proposed and was applied to
controlling the stability of the quadrotors. The simulation results show that both the
inclination angles and the lift forces of the four rotors show damping oscillation
behavior, which validate the feasibility and effectiveness of the proposed control
algorithm. The main contribution of this paper is that it has found a control algo-
rithm which not only can be used to control the quadrotor but also can be applied to
the control of the unstable robot such as one-legged robot and unicycle robot.
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The Electronic, Magnetic, and Vibrational
Properties of Ce3Co29Ge4B10

Liu-Tao Zhao, Xiao-Xu Wang, Jin-Rong Huo, Hai-Xia Cheng,
Jian-Qiao Xie, Lu Li and Ying Liu

Abstract We have studied the electronic and vibrational properties of
Ce3Co29Ge4B10 compounds using the first-principles GGA + U method. The cal-
culation finds that the magnetic moment of Ce and Co atoms has a good agreement
with experimental value when U = 3.8 eV. Also, the calculated lattice constants
and atomic positions are corresponding to the experimental results. By using the
interatomic pair potential obtained with the lattice inversion method, the phonon
density of states of Ce3Co29Ge4B10 compounds is also studied.

Keywords Electronic properties � Magnetic properties � Interatomic potentials �
Lattice vibration

1 Introduction

The cerium intermetallic compounds have been investigated by a number of
researchers because of their unusual and interesting physical properties [1–4]. These
properties arise from the strongly correlated nature of the 4f electrons and their
hybridization with the conduction electrons. In this work, the structural, electronic,
and magnetic properties of Ce3Co29Ge4B10 are calculated by first-principles cal-
culations GGA + U method. In addition, the phonon densities of states of
Ce3Co29Ge4B10 are evaluated by atomistic simulation which makes it possible to
predict some properties related to lattice vibration.
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2 Methodology

2.1 Method of First Principles

For electronic structure, cohesive energy, and magnetic moments on
Ce3Co29Ge4B10 calculations, we use Vienna ab initio simulation package (VASP)
[5, 6] with the projector-augmented wave (PAW) [7] construction for the
pseudo-potential. The package is based on the density functional theory (DFT) [8,
9]. The exchange-correlation energy and potential were treated with the generalized
gradient approximation (GGA) using the functional of Perdew, Burke, and
Ernzerhof (PBE) [10]. GGA could describe the complex system precisely.
However, it has been proved that there will be a matter when dealing with the
localized 4f and 3d electron. Therefore, we adopt the GGA + U method, namely
applying the Hubbard parameter U correction on Ce 4f electrons, to perform the
calculation. In Monkhorst–Pack [11], k-point meshes with a density of at least
(4 × 4 × 5) points in the Brillouin zone of the compound are chosen. The con-
vergence thresholds between optimization cycles for energy change and maximum
force are set as 1 × 10−7 eV/atom and 1 × 10−6 eV/Å, respectively. We carry out
the calculation with the default of plane wave cut-off energy when we set
PREC = high. The total density of states (DOS) and the site-projected DOS are
given (states/eV/cell).

2.2 Method of Pair Potentials

According to Chen’s lattice inversion method, the pair potentials can be inverted
strictly from the cohesive energy curves [12, 13]. An introduction to the lattice
inversion method is given in these previous works [14–17]. Here, the pair potentials
can be fitted simply by the Morse function

U xð Þ ¼ D0 e½�cðx=R0�1Þ��2e½�ðc=2Þðx=R0�1Þ�
� �

ð1Þ

where D0, R0, and γ are potential’s parameters. Several important inverted pair
potential curves are shown in Fig. 1.
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3 Discuss and Results

3.1 Electronic and Magnetic Properties

We built the quaternary phase compound Ce3Co29Ge4B10 type structure with the
P4/nmm space group. We first optimize the structure, yielding the following lattice
parameters: a = 11.2084 Å and c = 7.86360 Å. These lattice parameters are in very
good agreement with the experiment results [18]: a = 11.206 Å and c = 7.8641 Å.
The crystal structure and refinement parameter are listed in Table 1. There will be a
influence for interatomic interaction if we take into account the distance between
atoms. Furthermore, the distances of different sites are displayed in Table 2.
Generally, the exchange interaction of bonds longer than 3.2 Å can be ignored. For
the sake of brevity, we only list the interatomic distances in the range of 0–3.2 Å.

Our calculation indicates that magnetic moment of Ce3Co29Ge4B10,
0.573 μB/Ce, and 0.526 μB/Co matches very well with the experimental data
0.58 μB/Ce and 0.36 μB/Co in [19] when U = 3.8 eV. The magnetic moment of
Co and Ce atoms at different sites is described in Fig. 2. For accuracy, we select
U = 3.8 eV to calculate magnetic moment and site-projected DOS of
Ce3Co29Ge4B10.

In Fig. 2, we can find that the magnetic moment of Ce-4d atoms has a pro-
nounced change with increasing U value. Thus, we plot the DOS of Ce-4d f electron
(Fig. 3) at different U parameters. It reveals that Ce-4d atoms f electron provide
large magnetic moment as the peak of spin down appears an obvious split. From
Fig. 2, we can observe that the major contribution of magnetic moment for Co
atoms comes from 2c site. In order to have a farther understanding, the occupancy
of electrons both upon and below the Fermi level of Ce atoms is given in Table 3.
According to Table 3, the asymmetrical DOS between the majority and minority
spin channels near the Fermi level could be observed visibly.
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Then, site-projected DOS are plotted in Fig. 4 since it has a consequence which
is accordant with experimental data on magnetic moment and lattice parameter. In
Fig. 4, the most important contribution to the values of the Ce DOS above Fermi
level comes from 4f state. And the DOS of 4f state at Ce-4d site has an obvious
asymmetry different from Ce-2b site which is well symmetric. Next, comparing the
DOS of Co-8i 3d electron with Co-2c site, it can be indicated that the 3d electron of
Co-2c site is asymmetry near the Fermi level, whereas it is symmetrical at Co-8i
site.

Table 1 Calculated and experimental [3] crystal parameter (Å) for the Ce3Co29Ge4B10 structure

Calculated Experimental

Atom Site x/a y/b z/c Atom Site x/a y/c z/c

Ce1 2b 0.25 0.75 0.5 Ce1 2b 0.25 0.75 0.5

Ce2 4d 0 0 0 Ce2 4d 0 0 0

Co1 2c 0.25 0.25 0.4665 Co1 2c 0.25 0.25 0.466(5)

Co2 8i1 0.25 0.6420 0.8891 Co2 8i1 0.25 0.642(1) 0.889(2)

Co3 8i2 0.25 0.0262 0.4732 Co3 8i2 0.25 0.026(2) 0.473(2)

Co4 8i3 0.25 0.0902 0.9818 Co4 8i3 0.25 0.090(2) −0.018(2)

Co5 8j1 0.1321 0.1321 0.2412 Co5 8j1 0.132(1) 0.132(1) 0.241(2)

Co6 8j2 0.1351 0.1351 0.6942 Co6 8j2 0.135(1) 0.135(1) 0.694(2)

Co7 16k 0.0781 0.5883 0.3350 Co7 16k 0.078(1) 0.588(1) 0.335(1)

Si 8i 0.25 0.5612 0.1594 Si 8i 0.25 0.561(2) 0.159(4)

B1 2c1 0.25 0.25 0.2430 B1 2c1 0.25 0.25 0.24(3)

B2 2c2 0.25 0.25 0.9010 B2 2c2 0.25 0.25 0.90(1)

B3 8i 0.25 0.0110 0.7520 B3 8i 0.25 0.01(1) 0.75(2)

B4 8j 0.0515 0.0515 0.4854 B4 8j 0.051(5) 0.051(5) 0.485(4)

a = 11.2084 a* = 11.206(1) 0.02140 % (Err.)

c = 7.86360 c* = 7.8641(9) 0.00636 % (Err.)

v = 987.890 v* = 987.5(2) 0.03950 % (Err.)

Table 2 Interatomic distances (Å) for the crystallographic sites of the Ce3Co29Ge4B10 structure

Ce Co Ge B

Ce-2b – Co-16k(2.9085) Ge-8i(3.2052) –

Ce-4d – Co-8j1(2.9365) Ge-8i(3.1629) –

Co-2c – Co-8j2(2.4752) – B-2c1(2.7752)

Co-8i1 – Co-8i1(2.3699) Ge-8i(2.2640) B-8i(1.9862)

Co-8i2 Ce-2b(3.0082) Co-8j2(2.4338) Ge-8i(2.6019) B-8j(2.1552)

Co-8i3 Ce-4d(2.9166) Co-8j1(2.4259) Ge-8i(2.1536) B-2c2(1.8621)

Co-8j1 Ce-4d(2.7685) Co-8i3(2.4259) Ge-8i(2.5652) B-2c1(1.8311)

Co-8j2 Ce-4d(3.1555) Co-16 k(2.4082) – B-8i(1.9100)

Co-16k Ce-2b(2.8879) Co-8j2(2.4082) Ge-8i(2.3419) B-8j(1.9436)

*The blanks filled with dash indicate that the distance between them greater than 3.2 Å
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Table 3 The density of states of Ce-2b and Ce-4d

Site U value
(eV)

Energy
level (eV)

3.0 3.5 3.8 4.0 5.0

Electron

Ce 2b f-up <0 0.0545 0.0454 0.0408 0.0545 0.0300

>0 2.8414 2.8386 2.8345 2.8414 2.7966

f-down <0 0.0694 0.0550 0.0842 0.0447 0.0353

>0 2.8302 2.8364 2.8363 2.8208 2.8162

4d f-up <0 0.1048 0.0959 0.0868 0.0918 0.0344

>0 2.7970 2.8049 2.8123 2.8081 2.7359

f-down <0 0.1904 0.1904 0.2224 0.3548 0.4401

>0 2.7062 2.7034 2.6659 2.5316 2.4080
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3.2 Lattice Dynamic Simulations

Since the potentials are inverted from the virtual structures, it is necessary to test the
reliability for the complex structures. So the structure parameters of Ce3Co29Ge4B10

are calculated. The structure of Ce3Co29Ge4B10 is simulated by the energy mini-
mization process which is realized by conjugate gradient methods. The results are
a = 11.212 Å and c = 7.873 Å which are very close to those obtained from the
experiments a = 11.206 Å and c = 7.864 Å [18]. It furnishes convincing evidence
that the potentials are reliable. Therefore, these potentials can be applied to cal-
culate the lattice dynamic properties of Ce3Co29Ge4B10.

The calculated phonon density of states (PDOS) of Ce3Co29Ge4B10 is shown in
Fig. 5. It is shown that the highest frequency for Ce3Co29Ge4B10 is 18.02 THz.
The PDOS is extended due to the relatively low symmetry and various interatomic
distances. The vibrational modes are mostly excited by B atoms contribute a major
part to the local modes with high-frequency. Ce contributes to the modes below
5.00 THz only. Co and Ge contribute mainly on low frequencies part of PDOS.

In addition to the DOS, the dependences of the specific heat, vibrational entropy,
and Debye temperature on the temperature for Ce3Co29Ge4B10 are derived from the
calculated PDOS as shown in Fig. 6. The figure clearly shows that the variation of
specific heat and entropy with temperature for the ternary systems does not show
any anomaly. The Debye temperature reflects the property of the materials at lower
temperature and lower frequency. The calculated Debye temperature near 0 K is
437 K. Unfortunately, in the existing literature, there are no experimental data on
the PDOS and Debye temperature of the compounds. Therefore, the above calcu-
lation results have not been verified by experiments.
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4 Conclusions

In summary, we show in this paper that the magnetic moment and electronic density
of states of Ce3Co29Ge4B10 are calculated by the first-principles calculations based
on DFT. The calculated results are in good agreement with observed results from
the literatures. We have also calculated the lattice vibrational properties of
Ce3Co29Ge4B10 compounds.
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Effects of Activation Treatment
on Interfacial Bonding in A356-10
wt% B4C Composite Sheets Prepared
by Rheo-Rolling

Zhan Yong Zhao, Yang Zhang, Zhou Yang Zhao, Ren Guo Guan,
Yuan Dong Li and Ben Chao Chen

Abstract A novel semisolid stirring and rheo-rolling process for preparing alu-
minum–boron carbide composite sheets was proposed. The microstructure and
interfacial bonding of A356-10 wt% B4C composites were investigated. The acti-
vated B4C particles had no impurities on the surface. Furthermore, no particles with
an acute angle were observed, which contribute to improved wettability between the
B4C particles and the aluminum matrix. The strengthening phases Al3BC and
Al2O3 are formed on the interface between particles and matrix, resulting in
chemical bonding. A356-10 wt% B4C composite sheets with good mechanical
properties were fabricated via the combination of semisolid stirring and rheological
rolling. The Vickers hardness of the composite sheet with activated B4C particles
reached 109 HV, and the tensile strength reached 197 MPa.

Keywords Activation � B4C � Sloping � Vibration � Semisolid � Rolling

1 Introduction

B4C-reinforced aluminum-based composites are ideal candidates for the nuclear
industry due to excellent neutron absorption and mechanical properties [1].
The poor wettability of B4C with aluminum is the main problem when preparing
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Al–B4C composites [2]. Therefore, a novel semisolid stirring and rheo-rolling
process for preparing Al–B4C composite was proposed, as shown in Fig. 1.
The activated B4C was added to semisolid matrix slurry that was stirred, such that
the agitation assisted the diffusion of reinforcement particles. The slurry was poured
onto a vibratory inclined plate [3]. The primary solid phase was refined, and the
reinforcement was dispersed under strong shearing and vibration. Finally, sheets of
the A356-10 wt% B4C composites were prepared by rheological rolling. The sheets
of the A356-10 wt% B4C composites prepared by the process are used in the
bulletproof vests, armor tanks, containment of nuclear waste, neutron absorber in
nuclear power plant, and transportation applications. Although an extensive amount
of information is available on Al–B4C composites, there are less reports about the
activation treatment and its effect on interfacial bonding. Therefore, in this study,
the surface variation of B4C and interfacial bonding property of A356 with acti-
vated B4C were investigated. The corresponding materials with non-activated B4C
are also studied as reference.

2 Materials and Methods

The B4C particles were cleaned with a 4 vol% HCl solution for 5 h and then
washed with alcohol. Stirring was used to make sure that the B4C particles were in
full contact with the liquid. After the cleaning process, the B4C particles were
heat-treated at 400–500 °C, for different times. First, the A356 alloy was heated to
720 °C, and the melt was stirred at 500 rpm for 25 min using an impeller driven by
an ac motor. When the temperature of the melt decreased to 580 °C, the B4C was
added under continued stirring. To manufacture contrasting composites, both
activated and non-activated B4C particles were used. The following process
parameters are relevant: Rolling speed is 0.2 m s−1, cooling water flow rate is
2.5 × 10−4 m3 s−1, and the frequency of the sloping plate is 80 Hz. The
A356-10 wt% B4C sheet with a cross-sectional size of 4 × 160 mm was obtained
by rheo-rolling under conditions of combined shear and vibration. The specimens

Fig. 1 Schematic diagram of the experimental setup
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were analyzed using a scanning electron microscope (SEM). The precipitate phase
was analyzed by X-ray diffractometry (XRD). The Vickers hardness of the
A356-10 wt% B4C composite sheet was analyzed by the microhardness tester. The
mechanical property of the A356-10 wt% B4C composite sheet was investigated
using a tensile testing machine.

3 Results and Discussion

3.1 Surface Characterization of B4C Particles

SEM micrographs and energy-dispersive spectrometer (EDS) analysis results for
B4C are shown in Fig. 2. There are many acute angles on the surface of B4C
particles without pickling, as shown in Fig. 2a. The presence of such acute-angled
particulate surfaces inside the composites results in a decrease in the strength of
interfacial bonding [4]. During the pickling process with mechanical stirring, the
B4C particles collided and rubbed against each other. The acute angle of the B4C
particles was passivated, and acid-soluble impurities such as Fe elements were
cleared after pickling, as shown in Fig. 2b–d.

Fig. 2 SEM micrographs and EDS analyses of the B4C particles: a, b without pickling, c, d after
pickling

Effects of Activation Treatment on Interfacial Bonding … 1091



The oxygen content of B4C particles increases with the increase in the oxidation
temperature, as shown in Fig. 3. The oxygen content increased to 14.70 at.% at
450 °C, as shown in Fig. 3a, b; however, some B4C particles show the evidence of
sintering (Fig. 3a). The oxygen content increased to 68.35 at.% when the temper-
ature of oxidation treatment increased to 500 °C, as shown in Fig. 3c, d. However,
the B4C particles are now seriously sintered, as shown in Fig. 3c. After the oxi-
dation treatment, the surface of the B4C particles became white. The reactions that
occurred on the surface of B4C are as follows [5]:

B4Cþ 4O2 ! 2B2O3 þCO2 ð1Þ

B2O3 is a white, glassy solid that adheres to the surface of B4C particles, causing
the surface color to turn white. Due to its lowmelting point, B2O3 exists as a liquid on
the surface of B4C when the temperature is higher than 450 °C. Wettability is
enhanced when the B2O3 makes contact with aluminum liquid, and B2O3�Al2O3 is
formed by a liquid–liquid reaction [6]. To an extent, the more the amount of B2O3

generated through the oxidation treatment, the better the interfacial bonding, and
therefore, the better the composite’s mechanical performance. However, B2O3

became liquid when the oxidation temperature is higher than 450 °C, which is bad
from the perspective of attaining an optimal distribution of particles in the composite.

Fig. 3 SEM micrographs and EDS analyses of the oxidic B4C particles: a, b 450 °C, c, d 500 °C
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3.2 Interfacial Compounds

There are two compounds in the composites, indicated by a dark gray zone B and a
shallow black zone C, as shown in Fig. 4a. It was determined that the composition
corresponding to position B contained the elements Al and O and that in position C
contained the elements Al and Mg, as shown in Fig. 4c, d. Figure 5 shows the XRD

Fig. 4 SEM micrographs of a B4C particles in alloys and EDS analyses: b–d selected point in (a)

Fig. 5 XRD pattern of the
composites with activated
B4C
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analysis of the composites. The results from the XRD and EDS analyses showed
that the dark gray zone B contained Al2O3, while the shallow black zone C con-
tained Al12Mg17.

3.3 Effect of Activation Treatment on the Composite
Microstructure

Figure 6a, b depicts the optical micrographs of the composites with B4C particles.
The non-activated B4C particles were found to be distributed unevenly and showed
different levels of agglomeration, as shown in Fig. 6a. In contrast, the activated B4C
particles were distributed evenly in the matrix, as shown in Fig. 6b. Non-activated
B4C particles have poor wettability with aluminum and exhibit a wetting angle of
greater than 90°. Thus, it is difficult for non-activated B4C particles to combine with
the aluminum matrix, and the distribution of B4C particles was not homogeneous.
In the case of the activated B4C, the B2O3 on the surface of B4C becomes a liquid
and attaches to the particles at high temperatures, facilitating a reaction between Al
and B2O3 and resulting in a new kind of compound B2O3�Al2O3. The new com-
pound B2O3�Al2O3 enhances good interfacial bonding and good wettability of the
B4C particles and contributes to a uniform distribution of B4C particles.

3.4 Interfacial Bonding Characteristics

A previous study has shown that the tensile strength and hardness of as-cast
(non-heat-treated) A356-10 wt% B4C reach 180 MPa and 90 HV, respectively
[7, 8]. In the present study, A356-10 wt% B4C alloyed sheets exhibited good

Fig. 6 Optical microscope micrograph of a alloy with non-activated B4C and b alloy with
activated B4C
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properties when activated B4C was used. The tensile strength and hardness values
in the composite samples with the activated B4C were 197 MPa and 109 HV,
respectively, i.e., an increase of 9.4 and 21.1 %, respectively.

4 Conclusions

1. The results show that activated B4C particles had no impurities on the surface.
Furthermore, no particles with an acute angle were observed, which contributes
to improved wettability between the B4C particles and the aluminum matrix.
The strengthening phases Al3BC and Al2O3 are formed on the interface between
the particles and the matrix, resulting in chemical bonding.

2. A356-10 wt% B4C composite sheets with good mechanical properties (tensile
strength and Vickers microhardness) were fabricated via the combination of
semisolid stirring and rheological rolling. The Vickers hardness of the com-
posite sheet with activated B4C particles reached 109 HV, and the tensile
strength reached 197 MPa.
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Outstanding Young Scholars of China under Grant No. 51222405 and National Natural Science
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LQR Optimal Control on the Positioning
Accuracy and Rigidity for the Pneumatic
Actuator

Hongwei Yan, Hongbin Li and Shengjun Zhou

Abstract This paper aims to present a linear quadratic regulator optimal controller
(LQR optimal controller) for a vertical hopping pneumatic actuator. In order to
achieve stable hopping, both the piston positioning accuracy and positioning
rigidity have to be controlled to the desired values during the flight phase. Because
the duration of the flight phase is limited, the settling time of the system should be
controlled as short as possible. The proposed LQR optimal control scheme is
essential to control the piston position and the chamber pressure simultaneously and
satisfy the real-time requirement of the pneumatic actuator. A pneumatic position
servo model is developed by Simulink tools in the form of system function
(S-function). In simulation, the piston positioning and chamber pressure error are
within 0.2 mm and 0.001 MPa, respectively. The settling time is about 120 ms,
which can meet the real-time requirement of the pneumatic actuator.

Keywords LQR optimal control � Pneumatic actuator � Positioning accuracy �
Positioning rigidity

1 Introduction

Because of gas’s character of compression, low rigidity, and viscosity, the posi-
tioning accuracy and rigidity are unsatisfactory. Wang et al. [1] proposed a pneu-
matic hydraulic combination control servo system and realized compliant force
control for the pneumatic hydraulic combination-controlled mechanical arms.
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In [2], a PD controller was built for a pneumatic actuator, which used the gas
internal energy of the cylinder’s two chambers as the set point of the PD controller.
And the control scheme can control the piston position and the chamber pressure
simultaneously. In order to overcome the influence of time-varying and nonlinear
characteristic of the pneumatic system, in [3], the online identification, Kalman
filter, and a LQG optimum self-tuning controller were used. In [4], the position plus
velocity plus derivative of the pressure feedback control method was proposed to
improve the control performance of the pneumatic system. In [5], displacement,
velocity, and acceleration were used as variables for the state feedback controller,
which improved the real feature and accuracy of the system. Through local lin-
earization, the LQR can be used to solve the issue of designing the controller for
multi-input and multioutput (MIMO) system. To improve the control of the
two-wheeled self-balancing robot system, [6] used the LQR algorithm to make the
system stable. It should be noted that the LQR algorithm can only be used in the
linear system. Based on feedback linearization, [7, 8] built the pseudo-linear system
of the pneumatic system. As stated above, the synchronous control of the posi-
tioning rigidity and accuracy of the pneumatic system based on the LQR optimal
feedback control method has not yet been published. In this paper, the LQR control
method is used to control the dual-valve-controlled cylinder system. First of all,
mathematical model of the pneumatic actuator is developed. Then, LQR optimal
feedback controller is designed. Finally, simulation results are shown and we draw
some conclusions of this work.

2 Mathematical Model

In this section, a mathematical model is proposed for the pneumatic actuator. For
further analysis, some assumptions are made as the following. The charge and
exhaust of the cylinder is in quasi-static process and follows the ideal gas law; the
leakages between the system and the outside and between the drive cavity and
back-pressure chamber are negligible; there is no heat exchange between the system
and the outside, and the thermodynamic process is an adiabatic process.

The structure of the vertical hopping pneumatic actuator is shown in Fig. 1. The
pneumatic actuator consists of a double-acting air cylinder with a padded foot
attached to the lower end of the cylinder rod. Under the constraint of the slide, the
guide rod and the pneumatic actuator as a whole can move in the vertical direction.

The moving coordinate system OZ is used to describe the movement of the rod
relative to the pneumatic actuator. The origin O is located on the intersection of the
axis of the piston rod and the surface of the lower cylinder head.

The dynamics of the piston rod relative to the cylinder can be described by the
following equation:
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d2z
dt2

¼ 1
m

p2A� p1A� Ff � mg
� � ð1Þ

where m and z represent the piston rod’s mass and the piston position, p1 and p2
represent the relative pressure of the upper and lower chambers, respectively,
A represents the effective area of the piston, and Ff is the friction force.

A gas pressure equation of upper chamber of the cylinder is derived as:

dp1t
dt

¼
kRTsqm1in

A s�zþ z10ð Þ � kp1t
zþ z10

dz
dt Ae1 � 0

kp1t
s�zþ z10

dz
dt �

kRT1
A s�zþ z10ð Þ qm1out

p1t
pst

� �k�1
k

Ae1\0

8
<
: ð2Þ
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Fig. 1 Schematic diagram of the vertical constrained pneumatic actuator
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where k, R, qm1in, qm1out, s, z10, z20, p1t, and p2t represent the specific heat constant,
the universal gas constant, the cylinder air temperature, the input mass flow of the
proportional valve, the output mass flow of the proportional valve, the stroke of the
cylinder, the converted piston displacement of the upper closed dead volume, the
converted piston displacement of the lower closed dead volume, and the absolute
pressure of the upper and lower chambers, respectively. In case the airflow through
the valve is considered as a sonic one, mass flow qm can be expressed as:

qm ¼
Aeipst 2k

RTs k�1ð Þ
pit
pst

� �2
k� pit

pst

� �kþ 1
k

� �� 	1
2

0:528� pit
pst
\1

� �

Aeipst k
RTs

2
kþ 1

� �kþ 1
k�1

� �1
2

0\ pit
pst
\0:528

� �

8
>>><
>>>:

ð3Þ

where i = 1 and i = 2 represent the parameters of the lower chamber and upper
chamber, respectively. The parameters of the model above are as follows:
m = 1.277 kg,A = 1649.34 mm2, s = 0.25 m, z10 = z20 = 0.004 m, Ts = 293.15 K,
pst = 0.52 MPa, R = 287.1 J/kg�K, and k = 1.4.

3 Design of Controller

3.1 Establishment of the State Space Expression

Figure 2 shows the schematic diagram of the system.
In Fig. 2, u1 and u2 represent the control voltages of the upper and lower

proportional valves. It is apparent that the dual-valve-controlled cylinder system is
two-input, three-output system. The input values are control voltages of the two
proportional valves; the output values are the pressure of the chambers and the
piston position of the pneumatic actuator. For the dual-valve-controlled cylinder
system, the state variables can be chosen as:

x1 ¼ z1p; x2 ¼ _x1 ¼ _zp; x3 ¼ p1t; x4 ¼ p2t

Model of the state space expression is derived as:

_x1 ¼ _y ¼ x2; _x2 ¼ €y ¼ mb þml

mbml
ðp2t � p1tÞAp � Ff

 � ¼ mb þml

mbml
Apx4 � mbþml

mbml
Apx3 � mb þml

mbml
Ff

_x3 ¼ _p1t ¼ kRT1
ApðLs � x1 þ z10Þ qm1 þ

kx3
Ls � x1 þ z10

x2; _x4 ¼ _p2t ¼ kRT1
Apðx1þ z20Þ qm2 þ

kx4
x1 þ z20

x2
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Forms of vectors and matrix are as follows:

_x1
_x2
_x3
_x4

2
664

3
775 ¼ A

x1
x2
x3
x4

2
664

3
775þB

u1
u2

� �
þE; y ¼

z1p
p1t
p2t

2
4

3
5 ¼ C

x1
x2
x3
x4

2
664

3
775 ð4Þ

where

A ¼

0 1 0 0

0 0 �mb þml

mbml
Ap

mb þml

mbml
Ap

0
kx3

Ls � x1 þ z10
0 0

0 kx4
x1 þ z20

0 0

2
66666664

3
77777775

;

E ¼

0

�mb þml

mbml
Ff

kRT1Cdxkm
ApðLs � x1 þ z10Þ

ffiffiffiffiffi
Tu

p Uðp1t; p2tÞð1� e�
t
smÞu0

kRT1Cdxkm
ApðLs � x1 þ z10Þ

ffiffiffiffiffi
Tu

p Uðp1t; p2tÞð1� e�
t
smÞu0

2
6666666664

3
7777777775

B ¼

0 0

0 0
kRT1Cdxkm

ApðLs � x1 þ z10Þ
ffiffiffiffiffi
Tu

p Uðp1t; p2tÞð1� e�
t
smÞ 0

0 kRT1Cdxkm
ApðLs�x1 þ z10Þ

ffiffiffiffi
Tu

p Uðp1t; p2tÞð1� e� t
smÞ

2
666664

3
777775
;

C ¼
1 0 0 0

0 0 1 0

0 0 0 1

2
64

3
75

The state space expression of the dual-valve-controlled cylinder system can be
derived through local linearization.

qm1 
p1t 

p2t 

Upper proportional valve

Lower proportional valve

Pneumatic 
actuator

u1 

u2 

qm2

zp 

Fig. 2 Diagram of the
dual-valve-controlled cylinder
system
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A ¼
0 1 0 0
0 �55 �907:5 907:5
0 1:875 0 0
0 �12:3529 0 0

2
664

3
775;B ¼

0 0
0 0

0:5226 0
0 6:971

2
664

3
775;C

¼
1 0 0 0
0 0 1 0
0 0 0 1

2
4

3
5;E ¼

0
0

�2:6132
�34:8534

2
664

3
775

Based on the above state space expression, the controllability and observability
of the system are proved by matrix calculation.

3.2 Choice of the Weighting Matrix

For the dual-valve-controlled cylinder system which is described by matrix {A, B},
the linear quadratic optimal control index is introduced by citing the performance
index functional:

J ¼
Z1

0

xTðtÞQxðtÞþ uTðtÞRuðtÞ
 �
dt ð5Þ

Final purpose of the research is hopping of the pneumatic actuated one-legged
robot. Consequently, the real-time performance of the controller is the highlight.
With this in mind, the LQR weighting matrix has to consider the dynamic response
first. Then, the value of Q is increased, and the value of R is set to 1.

The weighting matrix of the state variables Q and the control inputs R are as
follows:

Q ¼
2000000 0 0 0

0 0 0 0
0 0 2000000 0
0 0 0 2000000

2
664

3
775; R ¼ 1 0

0 1

� �

The optimal of the solutions is calculated by citing the sufficient and necessary
condition equation:

u ¼ �Kx; K ¼ R�1BTP ð6Þ
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where P represents the result of the ARE equation:

PAþATP� PBR�1BTP ¼ �Q ð7Þ

P ¼ ð1:0eþ 005Þ �
1:1802 0:00158 �0:0189 0:0014
0:0158 0:0002 �0:0002 0:0000
�0:0189 �0:0002 0:0273 �0:0000
0:0014 0:0000 �0:0000 0:0020

2
664

3
775 ð8Þ

K ¼ k11 k12 k13 k14
k21 k22 k23 k24

� �
¼ �990:3 �12:1 1429 �1:1

1009:6 13:8 �15 1415:5

� �
ð9Þ

The schematic diagram of the optimal feedback controller is shown in Fig. 3.

4 Results and Discussion

4.1 Simulation

Based on the mathematical model of the pneumatic actuator and the control dia-
gram (see Fig. 3), the simulation model of the pneumatic servo system is built in
MATLAB. In the simulation model, the desired values of the chambers’ pressure
and piston position are 0.3 MPa and 0.09 m, respectively. As shown in Fig. 4, the
system is stable and has a good dynamic performance. The settling time is about
0.12 s, and the steady error of the piston position and the chambers’ pressure are
0.2 mm and 0.001 MPa, respectively.
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-
zp 

p1t

p2t
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Fig. 3 Schematic diagram of the LQR optimal feedback controller
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4.2 Conclusion

Because of the influence of the gas compressibility and pneumatic system’s
inherent strong non-line feature, it is difficult to control the positioning accuracy
and rigidity simultaneously. In this paper, a LQR optimal feedback controller was
proposed and was applied to controlling the positioning accuracy and rigidity.
Simulation results show that by using the proposed LQR optimal controller, the
settling time of the system is about 0.12 s, and the steady error of the piston
position and chambers’ pressure are 0.2 mm and 0.001 MPa, respectively, which
meet the requirement of the one-legged robot. The main contribution of this paper is
that it has found a control scheme for the pneumatic actuator which can control the
piston position and chambers’ pressure simultaneously, precisely and rapidly.
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A Study of Visual Servo System Based
on Binocular Camera

Lei Hu and Chen Shen

Abstract In robot-assisted orthopedic surgery, instruments attached to end-effector
may collide with patient in the process of drilling. To solve this problem, a robot
visual servo control system based on binocular cameras is built. Visual information
is used by improved PID algorithm to control the surgical robot to track the
movement of the patient. In addition, the model of the control system is established
by MATLAB. At last, a model experiment is performed to verify the feasibility of
the system.

Keywords Robot � Visual servo � Simulation � PID controller

1 Introduction

In the field of medicine, visual servo technology can assist the surgeon in complex
surgery by utilizing the relative position between patient and surgical instruments
[1, 2]. For instance, if a patient’s limbs are not fastened or fastened not firmly
during the robot-assisted orthopedic operation, they may collide with surgical tools
and cause harm to healthy sites when the patient suddenly moves. In order to avoid
this situation and improve surgical safety, this paper constructs a visual servo
system based on binocular camera.
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2 Architecture of the System

The visual servo control system consists of three parts: visual inspection subsystem,
motion control subsystem, and visual controller, whose structure is shown in Fig. 1.
The main function of the system is to control the robot tracking the target motion
rapidly and accurately based on visual feedback.

2.1 Visual Inspection Subsystem

Visual inspection subsystem is the feedback link of visual servo control system.
Based on the visual feedback information, robot can operate in dynamic and
uncertain occasion. This work adopt Micron Tracker H40 binocular camera as the
vision sensor, which is shown in Fig. 2. Micron Tracker H40 can be used in a

Fig. 1 Structure diagram of visual servo control system

Fig. 2 Micron Tracker H40
binocular camera

1106 L. Hu and C. Shen



variety of clinical guided procedures. And it uses stereoscopic vision in real time to
detect and track Markers (specially marked objects) and computes the position and
orientation of the Markers at a certain frequency.

In visual inspection subsystem, the surface ofMarker1 andMarker2 is printed with
high contrast black-and-white images according to the certain mode. Marker2 is fixed
on the end-effector of the robot, whose position and orientation in tool coordinates can
be acquired by measurement. Marker1 is fixed on the moving target (such as tibia or
femur of the patient) andmoves along with it. Micron Tracker H40 is fixed in a proper
position of the surgery room so that the images of Marker1 and Marker2 can fall
within the field of vision. Then, at a certain frequency, consecutive images of left and
right cameras are gathered to calculate the position and orientation of Markers which
is described in vision coordinates according to the difference between the two images,
camera model, and the projection relationship. At last, the position and orientation
information of Markers is sent to visual controller in real time through IEEE 1394.

2.2 Motion Control Subsystem

The function of motion control subsystem is to control the robot to carry out actions
according to instructions sent by the visual controller. UR5, a six degrees of free-
dom articulated robot made by the Universal Robots company, is adopted in the
solution owing to its small, lightweight, and easy to use design. The highlight of
UR5 is its ability to realize the security cooperation between human and machine
without barriers. The robot controller of UR5 is connected with industrial PC
through Ethernet interface. Based on TCP/IP protocol, the control program run in
PC communicates with the robot controller in order to send instructions or receive
robot status information.

2.3 Visual Controller

Visual controller lies in an essential position of the whole system; it adopts proper
algorithms to work out the controlled quantity and controls the movement of robot
based on position error obtained by visual feedback link. Because the position and
orientation is acquired directly by binocular cameras, the system put forward is a
position-based visual servo control system [3], whose functional block diagram is
illustrated in Fig. 3. Visual controller provides an entrance point for robot controller;
therefore, the movement of robot is indirectly controlled by visual information.

The calculation process of the position error in visual controller is as follows:

1. At the beginning, M2V , the homogeneous matrix of Marker2 which contains
position and orientation information described in vision coordinates, can be
acquired by binocular cameras; M2T , the homogeneous matrix of Marker2
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described in tool coordinates, can be precisely obtained by measuring. With the
information of six joint angles, MTB, the homogeneous matrix of end-effector
which described in base frame, can be calculated by forward kinematics of the
robot.

2. In order to control the movement of robot according to the relative position
between surgical instruments and patients, all homogeneous matrix described in
different coordinates must be unified in a global coordinates. Therefore, a
mapping matrix which describes the relationship between vision coordinates and
base coordinates must be determined. According to the principle of coordinate
transformation, M2B, the homogeneous matrix of Marker2 under the base
coordinates, can be summarized asM2B ¼ MTB �M2T . Based on previous results,
the mapping matrix can be computed as follows:

Mmap ¼ M2B �M�1
2V ð1Þ

3. At the beginning, the end-effector and target object may not be in accordance
with each other. This offset is depicted by the homogeneous matrix Mbind. In
order to keep this offset during the following process, Mbind must be obtained.
After M2V and M1V are obtained, Mbind can be calculated as follows:

Mbind ¼ M�1
2V �M1V ð2Þ

4. During the tracking process, program calculates M1V and M2V at a certain
frequency by visual information. Hence, the homogeneous matrix MerrV which
contains position error described in vision coordinates is computed as follows:

MerrV ¼ M1V �M2V �Mbind ð3Þ

5. Map the error described in vision coordinates to error in base coordinates:

MerrB ¼ Mmap �MerrV ð4Þ

The fourth column of homogeneous matrix MerrB consists of position errors in
base frame such as DX ; DY ; DZ .

Fig. 3 Principle block diagram of position-based visual servo control system
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3 PID Controller and System Simulation

Visual controller uses a combination of integral separation, incomplete derivative,
and dead zone PID control algorithm [4]. It takes advantage of doing without the
precise mathematical model of the object. Because of adopting computer-controlled
mode and a fairly short sampling period, integral operation is replaced by sum and
differential operation is replaced by backward-difference [5].

Instructions which the robot controller accepts can be classified into position
control mode and speed control mode. For position control mode, it is obvious that
when error occurs the robot cannot rapidly track the uncertain movement of the
target. Moreover, when the speed of the target is too fast or jerky, the tracking may
lag, vibrate, or even lead to safety shutdown of the robot. Hence, the ideal tracking
process is to change the speed of robot in real time according to the state of target
motion. Therefore, the controlled quantity of PID controller should be the speed of
end-effector. The working flow chart of the visual servo control system is shown in
Fig. 4.

Fig. 4 Work flowchart of the
visual servo control system
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In order to simplify the system simulation model, only consider the movement
along x-axis of base frame during the tracking process. Uniform linear motion is
chosen as a typical motion of the target [6]. The simulation time is symbolized by u,
and the equation of uniform linear motion is f ðuÞ ¼ kuþ d0, where d0 is the initial
position in x-axis. The speed of target can be adjusted by modifying the slope k in
this equation.

By using MATLAB/Simulink, a dynamic system modeling and simulation tool,
the model of visual servo control system is established [7, 8], which is shown in
Fig. 5. The system mainly includes target motion module, visual PID controller,
robot motion control subsystem, visual feedback link, and information output link.

In simulation process, make k ¼ 10; 20; 50, respectively, i.e., target moves at
different speed. The uniform linear movement lasts for 4 s and simulation time is
set to 10 s. The results are shown in Fig. 6. As shown in the diagram, the faster the
target moves, the greater the overshoot of dynamic tracking will be. When target
stops, error cannot decrease to zero immediately because of the existence of inertia
and time delay. Instead, it increases in the opposite direction first, then gradually
decreased to zero. When target moves at 20 mm/s, the maximum overshoot of

Fig. 5 Visual control system with PID controller
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Fig. 6 Tracking error curve of the uniform linear motion
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dynamic process is less than 2 mm and the peak time is about 0.4 s. The simulation
result indicates that the accuracy and speed of the visual servo control system meet
the clinical requirements.

4 Visual Tracking Experiment

Experiment platform, which is shown in Fig. 7 is set up with UR5 robot, linear
motion unit, control computer, Micron Tracker H40, and Markers attached to
end-effector or target.

Marker1 fixed on linear motion unit moves at the speed of 10 and 20 mm/s,
respectively. The sampling frequency of Micron Tracker H40 is 15 Hz. And for
every 0.1 s, the position of Marker1 and Marker2 is recorded to compute the
tracking error. Connecting the points of error value every period, the dynamic
visual tracking error curve can be obtained, which is shown in Fig. 8.

Subjected to environmental noise and mechanical vibration, the dynamic
tracking error curve fluctuates slightly. As shown in the picture mentioned above,
the experimental result is similar with the simulation result. At the beginning, error

Fig. 7 Experiment platform of visual tracking

Fig. 8 Dynamic visual tracking error curve
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increases rapidly and then decreases gradually under the control of visual controller.
When target comes to a halt, error increases in the opposite direction because of the
existence of inertia and decreased to zero eventually. When target moves at 20
mm/s, the maximum overshoot of dynamic process is about 2 mm and when the
velocity is 10 mm/s, the maximum overshoot is about 1 mm. The experimental
result shows that the accuracy and speed of the visual servo control system meet the
clinical requirements.

5 Conclusion

Aiming at the problem those surgical instruments may collide with human body
during robot-assisted orthopedic surgery; this paper presents a visual servo control
system based on binocular camera and illustrates the function, structure, and work
flow of the system. Then, a system model is established to simulate by MATLAB.
At last, an experiment is conducted to verify the feasibility of the system. From a
long-term point of view, visual servo technology in robot-assisted surgery is a
future direction; it can effectively improve the accuracy and safety of operation and
reduce the risk of surgery.
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Exploration of the Gas–Liquid Separation
Effect of Vortex Tool in Downhole

Zhijian Wang, YanBob Jia and Kai Liu

Abstract The increasing water rate of gas well has seriously threatened gas pro-
duction, and it gets more and more people’s concern and attention. Therefore,
vortex tool is developed for downhole gas–liquid separation to improve gas pro-
duction. We used UG software to establish the vortex tool model and conduct
simulation calculation by fluent software. Then, analyze the influence of the sep-
aration effect of gas flow rate, downhole gas–liquid ratio, and vortex tool structure.
The analysis results show that gas flow rate, gas–liquid ratio, and vortex tool spiral
angle are main factors influencing the effect of vortex tool drainage. The higher the
gas flow rate and the greater the gas–liquid ratio, the effect of gas–liquid separation
of vortex tool is better. When spiral angle of the vortex tool is 50°, separation effect
is better.

Keywords Vortex tool � Gas–liquid separation � Spiral angle � Velocity of the
gas � Gas–liquid ratio fluent � Numerical simulation

1 Introduction

The problem of gas well with liquid seriously affected the efficient development of
gas field, and the eventual recovery of gas reservoirs severely reduced [1]. Attention
has been paid to the liquid of the seriousness of the problem in our country, the
development of the gas lift, pumping machine and bubble discharge and so on a series
of drainage technology, and achieved some results [2, 3]. But the traditional process
of drainage gas recovery in the process of lifting, handling, and injection consumes a
lot of energy and greatly increases the extraction cost of gas and at the same time
caused serious pollution to the environment. Therefore, we need to develop new and
efficient drainage technology. Abroad have long noted the problems that exist in the
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traditional drainage technology, and many companies are devoted to the type of
drainage gas recovery tool. Vortex tool is developed by the US department of energy
on high and new technology products, and it is a kind of simple structure and has
small volume and high efficiency of drainage tool. Most of the fluid due to centrifugal
force effect is high-speed spin to tube wall and along the wall movement, and gas is in
the middle of the casing pipe flow at a high speed. The efficient transmission of spiral
form will last long distances [4]. Over the past few years, the success of the appli-
cation shows that scientific and rational use of vortex tool can effectively solve the
problem of hole liquid in USA. Fluent software was used to conduct a numerical
simulation of vortex tool, research the working status of the vortex tool in the
wellbore, and analyze the flow rules and characteristics of the vortex flow.

2 The Principle of Drainage Gas Recovery of Vortex Tool

Mixture of gas and liquid at a certain axial velocity into the vortex tool, on both
sides of the entrance, can make the gas and liquid mixed fully, and along the spiral
baffle movement, fast to rotate, the mixture will produce larger tangential velocity.
Under the same tangential velocity, due to liquid density that is much larger than
gas, liquid will obtain the greater centrifugal force, and under the action of cen-
trifugal force, the heavier liquid will be left on the wall, the liquid film is formed on
the wall, and the gas will be formed in the center column (Fig. 1). By the principle
of conservation of energy, when the mixture has a larger tangential velocity, axial
velocity can decrease, the velocity gradient between the fluid and the pipe is
reduced, friction resistance tubing wall on the fluid is reduced, and thus, the

Fig. 1 Simulation movement
forms after mixture flows
through vortex tool
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pressure drop decreases on the tubing axial. The second point is that the slip of fluid
droplet and airflow will be reduced. Lifting the same amount of liquid, compared
with no vortex tool, the desired gas velocity is relatively low. Reduction of the
sliding force can reduce the total tubing pressure drop.

3 Model Establishment and Model Validation

3.1 Selection of Multiphase Flow Model

Euler model is chosen as the model of multiphase flow [5] and makes the following
assumptions:

1. The flow is dominated by the mist flow of droplets;
2. In the flow, natural gas volume fraction (0.90) is far greater than the liquid phase

(0.10);
3. In the process of gas–liquid, two-phase flow distribution is very uneven, and the

flow field has both droplet and liquid membrane [5].

3.2 The Control Equations

From the perspective of numerical calculation, when the liquid in the form of
droplets joins gas fluid, the fluid not only by the internal force of fluid, also by
droplets of gas fluid force [5].

The volume fraction equation

q̂q ¼ aqqq; 4
X

aq ¼ 1; mq ¼
Z

V

aqdV

The continuity equation

@

@t
aqqq
� �þr aqqqmq

� � ¼
Xn

k¼1

mpq

The kinetic energy conservation equation

@

@t
aqqq
� �þr aqqqmq

� � ¼ �aqrpþr sq
¼ þ

Xn

p¼1

Rpq þmpqmpq
� �þ aqqq Fq þ flif ;q þFvm;q
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aqqq�mq
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in the formula, q is the density, kg/m3; m is the speed, m/s; s is the shear force, N; m
is quality, kg; a is a phase of moisture content, %; R is the interaction force, N; and
the subscript p; q represent separately the gas phase and water phase.

4 Building the Vortex Tool Model and Setting
Flow Conditions

Using UG software, respectively, establish model of vortex tooling in which spiral
angle is 55°. The casing model is established with inner diameter 62 mm and length
of 1000 mm in the vortex tool model outside, imports the Gambit software, and
extracts fluid domain and meshing. Using Fluent software to conduct numerical
simulation. Assumes that the gas–liquid two-phase flow under the action of vortex
tool, and do bottom-up three-dimensional unsteady turbulent flow in a vertical
pipeline. Choose standard k-epsilon turbulence model, and enable the multiphase
model; entrance boundary is the speed of entrance. Setting the inlet velocity is
6.5 m/s. For the liquid phase, at the entrance, the droplet diameter is 10 μm, and
volume fraction is 10 %. Outlet is pressure outlet boundary. Exit boundary is full
flow boundary, and the wall boundary layer flow field is treated with the selection
of standard wall function. So, according to the similarity of movement, under the
condition of same movement time, set the length of 1000 mm of gas and liquid
flow. Because computing speed of the software is limited by the number of grid
nodes and computer memory, unable to simulate 1000 m of gas and liquid flow. So,
according to the similarity of the movement, under the condition of same movement
time, set the length of 1000 mm of gas and liquid flow, and then, according to
actual output, calculate the simulation of 1000 mm flow rat.

5 Calculation Results and Analysis

5.1 Volume Ratio of Water Varies Regularly

In Fig. 2, water volume fraction cloud can be seen from model inlet to model outlet.
From the picture, we can see that the volume of the water phase is 10 % at the
entrance of the tool (z = 0 mm). At the exit of the tool (z = 173), two-phase flow
due to centrifugal force, the liquid left behind on the wall. With the two-phase flow
rotary flow upward along the column, the liquid phase is formed at z = 723 stable
film, and in the center of the pipe, volume rate of water is reduced, to form the air
column. So far the liquid in the pipe wall forms the spiral state of liquid membrane,
and the gas phase formed gas column in the center of the tube.
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5.2 The Variation of Pressure Distribution

In Fig. 3, with the increase of the distance, a layer of larger pressure is formed on
the inner wall of the tube, and the pressure of the gas column in the middle is
smaller. Analyzing pressure distribution cloud also proves that the above chart
shows spiral regular patterns of the volume rate of the liquid phase.

5.3 The Variation of Velocity Distribution

Intercept model respectively 443, 533, 623, 713 mm four interface axial distribu-
tion cloud and graph analysis velocity variation. In Fig. 4, we can see that the gas
column in the middle of the tube is gradually stabilized with the increase of distance
[6]. Figure 5 shows a different cross-sectional axial velocity curve; the horizontal
axis is the ratio of a distance from a point of the interface to the origin point and the
diameter of the interface, vertical axis is the ratio of the velocity of the point and the
inlet velocity, and it is obvious that the gas velocity in the central section of the
z = 623 mm is the largest.

Fig. 2 Water volume fraction distribution
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5.4 The Variation of Pressure Drop

According to Fig. 6, vortex tools can obviously reduce the pressure drop. Although
the vortex tool section will have obvious pressure drop, and after the tool section
pressure drop obviously reduced, in general, the pressure drop of gas well is
reduced.

Fig. 3 Water volume fraction distribution cloud

Fig. 4 Different cross-sectional axial velocity cloud
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6 The Work Mechanism of Vortex Tools

Figure 7 shows the flow path lines and clearly shows the spiral movement that after
two-phase flow passes through the vortex tools. Through the above simulation
results, we can know that when the gas–liquid two-phase flow passes through the
vortex tool, it will produce a very strong swirling flow. The flow pattern of the
two-phase flow in a very short distance is changed from the flow pattern of mist
flow dominated by liquid drop to flow pattern of the liquid film flow, and the

Fig. 5 Different
cross-sectional axial velocity
curve

Fig. 6 The variable curves of
pressure drop

Fig. 7 The model path lines
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pressure drop and the critical gas flow velocity are decreased. Two-phase flow
formed two areas after tool: The center gas column area with small swirl flow and
high flow velocity and swirling flow is stronger and forming upward spiral flow
area of the liquid film on the wall.

7 Conclusion

1. The gas–liquid two-phase flow is changed into a circular flow through the vortex
tool, which is expressed as a continuous gas column in the center of the well-
bore, and the liquid is carried out in the form of liquid film near the wall. The
flow structure makes the flow pressure drop far lower than that of the smooth
tube, and the velocity of the central column is much higher than that of the
smooth pipe, which can improve the carrying liquid capacity of gas.

2. The process of vortex drainage about downhole tools placed in the wellbore is
studied. The vortex tool transforms the droplet mist flow into the annular flow,
which reduces the friction resistance of the tubing, thereby reducing the critical
flow rate of gas wells.

3. It is suggested that the indoor experimental work of eddy current tools is rec-
ommended, and the results of numerical simulation and experiment are com-
pared and analyzed, further validation study, in order to better guide the on-site
construction.
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Study on Hopping Height Control
and Detection for the Pneumatic Actuator

Hongwei Yan, Hongbin Li and Shengjun Zhou

Abstract The research objective of this paper is to study control algorithm and
detection method for the pneumatic actuator’s hopping height. Mathematical model
of the pneumatic actuator is developed based on the Newton equations and ther-
modynamic equations, and the simulation model is built in MATLAB. At the
acceleration stage of the hopping process, acceleration time and opening of the
proportional valves are controlled to adjust the hopping height of the pneumatic
actuator. Vertical hopping test rig is built, and an ultrasonic ranging system is
mounted beside the foot to detect the hopping height of the pneumatic actuator.
Both simulation and experimental results show that the hopping height can be
controlled effectively by changing the acceleration time and the opening of the
proportional valves.

Keywords Hopping height � Pneumatic actuator � Acceleration time � Opening of
the proportional valves � Ultrasonic sensor

1 Introduction

Control of hopping height for the hopping robot has been a hot topic. In [1], an
explicit model of the pneumatic spring was built, and a model-based height con-
troller was proposed. Taking account of torque limits of motors, a method of
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controlling the hopping height was proposed in [2]. In [3], a hybrid controller which
includes the near-inverse controller and the recursive least squares parameter esti-
mator was introduced to improve the hopping performance. In [4], the correlations
between the posture and movement of the trunk and lower limbs and hopping
height in the ground contact phase of two-legged hopping in the place were
revealed. In [5], a control algorithm to control the hopping height and the horizontal
velocity simultaneously was proposed. Based on the spring-loaded inverted pen-
dulum model, a control of hopping robots was widely investigated in [6], and a
more accurate representation of the hopping robot is proposed using a two mass
model and inelastic impact with the ground. In [7], the authors investigated the
control of a four-link hopper by using the complete dynamics of the system and
used partial feedback linearization to control the configuration in continuous time,
and discrete parameter variations of the control object of apex height adjustment
were realized. In [8], a hopping mechanism with stiffness switching was proposed
to achieve a meaningful hopping height. For the purpose of obtaining the model to
adjust the hopping height, in [9], a built-in learning system based on reinforcement
learning for generalization was introduced. In our preceding study [10], the
influential factors on the hopping height of the pneumatic actuator were studied
systemically. But the hopping height was obtained by theoretical calculation, and
the hopping height has not been adjusted during the continuous hopping. In this
paper, an ultrasonic ranging sensor is mounted beside the foot of the pneumatic
actuator in this paper, and the hopping height can be measured directly by the
sensor. The movement stability is studied as the hopping height changes. This paper
is organized as following. In Sect. 2, we developed the mathematical model of the
pneumatic actuator. Control methods of the acceleration stage are studied on
simulation in Sect. 3. The experimental results are shown in Sect. 4. Finally, in
Sect. 5, we draw some conclusions of this work.

2 Mathematical Model

To facilitate the theoretical analysis, mathematical models of the pneumatic actuator
have to be developed based on some assumptions. As shown in Fig. 1, the verti-
cally constrained pneumatic actuator system mainly includes a double-rod and
double-acting cylinder, two proportional valves, and the mechanism. Motion
equation of the pneumatic actuator relative to the ground can be described as
follows:

d2zb
dt2

¼ 1
M

p2A2 � p1A1 þFf þFfs �Mg
� �

;
d2zf
dt2

¼ 1
m

p2 � p1ð ÞAp � Ff 2 � mg
� �

ð1Þ
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where M, m, Ffs, and Ff2 represent the mass of the pneumatic actuator, the mass of
the piston rod, the friction force between the guide rod and the slide, and the friction
force between the piston and the cylinder tube, respectively.

Controller
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Actuator

Piston
rod

Foot 

Proportional 
valve 

Air source treatment

Air

Source 

Photoelectric switch signal 

Piston position signal

Upper chamber pressure signal 

Pressure sensor 
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Connecting rods

Z

O Proportional 

valve 

Lower chamber pressure signal 
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Fig. 1 Schematic diagram of the vertically constrained pneumatic actuator
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The upper and the lower chamber’s pressure equations of charging and dis-
charging can be deduced at the ideal gas condition as follows:

dp1t
dt

¼
kRTsqm1in

A1 zrb þ z10ð Þ � kp1t
zrb þ z10

dzrb
dt Ae1 � 0

kp1t
zrb þ z10

dzrb
dt �
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A1 zrb þ z10ð Þ qm1out
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8
><
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dt �

kRTs
A2 s�zrb þ z20ð Þ qm2out

p2t
pst

� �k�1
k

Ae2\0

8
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where Ae represents the effective area of the throttle orifice; Ae > 0 and Ae < 0
represent charging and discharging process, respectively; qm1in, qm2in, q1out, q2out,
and k represent the input and output mass flow of the lower and upper chamber, and
the specific heat constant, respectively.

In case the air flow through the valve is considered as a sonic one, mass flow qm
is given as:
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where i = 1 and i = 2 represent the parameters of the lower chamber and upper
chamber, respectively. Beside Eqs. (1)–(3), there are friction force equations and
temperature equations, which are not given here.

3 Simulation

Based on the mathematical model in Sect. 2, the simulation model of the pneumatic
actuator is built by Simulink tools in the form of S-function. The main modules are
shown in Fig. 2.

As shown in Fig. 2, there are seven main modules in the simulation model.
Constant values of the model are given in the assignment module. The thermo-
dynamic module, buffering module, acceleration module, and flight phase module
are used for real-time calculation of the thermodynamic and motion parameters of
the pneumatic actuator. In the control module, the control voltages of the upper and
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lower proportional valves are calculated. And the display module is used to show
the values and the curves of the parameters.

At the acceleration stage, the main control objective is to replenish energy for the
pneumatic actuator. Hopping height will vary according to how much energy is
injected into the pneumatic actuator. The controllable variables include the accel-
eration time and the opening of the proportional valves. In order to study the control
method of the hopping height and the movement stability while the hopping height
changes, the values of the controllable variables are changed every 30 hopping
cycles. The simulation results are shown in Figs. 3 and 4.

As shown in Fig. 3, when the acceleration time switches between 50 and 70 ms,
the pneumatic actuator can keep continuous hopping. The hopping height switches
between 30 and 55 mm, and the hopping height can be stable within 5 hopping
periods. When the control voltages of the two proportional valves switch between
7.4 V/2.6 V (7.4 V/2.6 V means the control voltages for the upper and lower
proportional valves are 7.4 and 2.6 V, respectively.) and 8 V/2 V, the pneumatic
actuator can keep continuous hopping (see Fig. 4). The hopping height switches
between 42 and 56 mm, and the hopping height can be stable within 5 hopping
periods.

Fig. 2 Main simulation modules
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Fig. 3 Simulation results of hopping height versus the acceleration time

Study on Hopping Height Control and Detection … 1125



4 Experiments

To verify the above-mentioned simulation results, experimental study is carried out
in this section. As shown in Fig. 5, in the test rig, the ultrasonic ranging module is
mounted beside the foot of the pneumatic actuator. During hopping, the distance
between the foot and the ground is sampled with the ultrasonic ranging module.

As shown in Fig. 5, the photoelectric switch is used to distinguish between the
stance phase and the flight phase of the pneumatic actuator. An ultrasonic ranging
module (KS103) is mounted beside the foot. During the hopping progress, the
ultrasonic module can measure the distance between the foot and the ground, and
then, the hopping height of the pneumatic actuator is obtained. In order to ensure
the detection precision, the detect range should be limited in 40–180 mm.
Consequently, the ultrasonic module is mounted at the position as shown in Fig. 5.
For the mounting location, the detected distance is about 43 mm when the pneu-
matic actuator is on the ground. Influenced by the sampling period, the measure-
ment results of the hopping height are discrete points.
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Fig. 4 Simulation results of hopping height versus the opening of the proportional valves
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When experiments are to be made, the control parameters (the acceleration time
and the opening of the proportional valves) switch every 20 hopping periods. The
experimental results are shown in Figs. 6 and 7. When the acceleration time
switches between 50 and 70 ms, the hopping height switches between about 22 and
38 mm. When the control voltages switch between 7.4 V/2.6 V and 8 V/2 V, the
hopping height switches between about 31 and 42 mm. The experimental results
are lower than the simulation results. This is caused by the leakages and the supply
pressure fluctuation in the experimental process. Moreover, there are individual
points lower than 43 mm as shown in Figs. 6 and 7, which is the result of vibration
when the foot touches the ground.
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Fig. 6 Experimental curves of hopping height versus the acceleration time
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Fig. 7 Experimental curves of hopping height versus the opening of the proportional valves
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5 Conclusion

Through simulations and experiments, we draw the following conclusions:
Ultrasonic ranging module can be used to measure the hopping height of the
pneumatic actuator. By adjusting the acceleration time and opening of the pro-
portional valves, hopping height of the pneumatic actuator can achieve real-time
control in the process of continuous hopping. The transient process is smooth, and
the transient period is within five. The control method has good practicability and
maneuverability.
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An Interval-Reduced-Basis Approach
for Predicting Acoustic Response
of Coupled Structural-Acoustic System

Zheng Lv, Zhiping Qiu and Qi Li

Abstract To predict and improve the acoustic behavior, an interval-reduced-basis
approach is presented for acoustic response of coupled structural-acoustic system.
In the present approach, the acoustic response is approximated by using a linear
combination of interval-basis vectors with undetermined coefficients. The
reduced-order equations are derived based on Galerkin scheme to compute the
undetermined coefficients. In addition, the determination of the acoustic response
range is transformed into a sequence of quadratic programming problems subject to
box constraints, which are computed using the DC algorithm effectively. Numerical
example is presented to demonstrate the implementation of the present approach
and show that the new approach has a good accuracy and efficiency.

Keywords Interval-reduced-basis approach � Acoustic response � Coupled
structural-acoustic system � Quadratic programming problem � DC algorithm

1 Introduction

The increase of customer expectations makes designer pay more attentions to the
noise level of products, especially for vehicle passenger compartment and aircraft
cabin. From the viewpoint of both commercial interests and legislations for noise,
predicting acoustic behavior has a very important significance at the design stage.

Traditionally, a structural-acoustic problem is solved on the basis of determin-
istic model with well-defined parameters. However, latest engineering advances
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have started to recognize the need for defining multiple types of uncertainty.
Probabilistic models [1–3] cannot treat situations with incomplete information on
which to evaluate a probability, or when that information is ambiguous [4]. Many
interval-based uncertainty models have been developed to handle such situations,
such as the Taylor series-based interval analysis method (TIAM) [5, 6], the interval
perturbation method [7, 8], and equivalent transformation method [9, 10]. Qiu etc.
and Chen have focused on a series of researches on the application of interval
analysis method for various analysis models, such as static problem [11], dynamic
problem [12], and eigenvalue problem [6, 13]. Xia etc. [14, 15] extended the
method for the response ranges of acoustic fields. However, the traditional interval
analysis method has two drawbacks [11, 16]: First, accurate results can be obtained
only for small variation coefficient of interval parameters; and second, the
second-order analysis method based on interval arithmetic may result in an over-
estimation of the response due to interval extension.

In this paper, an interval-reduced-basis approach is presented for the acoustic
response of coupled structural-acoustic system. Compared with the traditional
interval analysis methods, the present approach has its own advantages as follows:
(1) The original structural-acoustic problem is reduced into a sequence of
reduced-order equations, which need less calculation amount; (2) the explicit
expression of acoustic response with respect to interval parameters can be obtained
after calculating the undetermined coefficients; (3) both the efficiency and accuracy
can be controlled by considering additional basis vectors.

2 Interval FEM Formulation of Structural-Acoustic
System

The dynamic equilibrium equations of the structural-acoustic system are given in
the following form of tensors.

rij;j þ fi ¼ qs€ui; pii � €p
�
c20 ¼ 0 i; j ¼ 1; 2; 3 ð1Þ

where rij, ui, fi, and qs are the stress, displacement, body force, and mass density in
the structure domain, respectively, p and c0 are the sound pressure and acoustic
velocity in the fluid domain, respectively.

Applying Galerkin scheme to the equilibrium equation and the boundary con-
ditions of the coupled system, and integrating by parts, and substituting the dis-
cretized structure and fluid domain representation into Eq. (1), we obtain

Ms€aþKsa� Qsfð ÞTp
.
qf ¼ Fs ð2Þ

Qsf€aþMf€pþKfp ¼ 0 ð3Þ
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where Ks, Ms, and Qsf are the structural stiffness matrix, the structural mass matrix,
and spatial coupled matrix, respectively; a and p are the node displacement vector
and the node sound pressure vector, respectively; Fs is the force vector; Kf , and Mf

are the acoustic stiffness matrix and the acoustic mass matrix, respectively.
By combining Eqs. (2) and (3), and assuming that the external excitation is time

harmonic, the coupled system can be described by the FEM formulation

Ks � x2Ms � Qsfð ÞT
.
qf

�x2Qsf Kf � x2Mf

 !
a
p

� �
¼ Fs

0

� �
ð4Þ

where x is the angle frequency.
The above equation can be rewritten in a more compact fashion as

Ax ¼ b ð5Þ

where

A ¼ Ks � x2Ms � Qsfð ÞT
.
qf

�x2Qsf Kf � x2Mf

 !
; x ¼ a pf gT; b ¼ Fs 0f gT: ð6Þ

We assume that the uncertainties in the coupled system are caused by the
interval parameter vector

a ¼ ðasÞ 2 aI ¼ ðaIsÞ ¼ a; a½ � ¼ ðasÞ; ðasÞ½ �; s ¼ 1; 2; . . .;N ð7Þ

where a ¼ ðasÞ are the interval parameter vectors of the system, a ¼ ðasÞ and
�a ¼ ð�asÞ are the lower and upper bounds of a ¼ ðasÞ, respectively; then, the
dynamic equilibrium equations of the structural-acoustic system with uncertain
parameters can be rewritten as follows:

AðaÞxðaÞ ¼ b ð8Þ

The solution set of Eq. (8) is given by

xðaÞ 2 xIðaÞ ¼ xðaÞ; �xðaÞ½ � ð9Þ

where

�xðxÞðaÞ ¼ maxðminÞ
a2aI

xðaÞ : xðaÞ 2 Rn;AðaÞxðaÞ ¼ bf g: ð10Þ
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3 Interval-Reduced-Basis Approach

3.1 Selection of Interval-Reduced-Basis Vectors

The novel idea in this paper is to approximate the acoustic response using a linear
combination of interval-basis vectors with undetermined coefficients. Without any
loss of generality, the approximation of the acoustic response can be expressed as

xðaÞ ¼
Xm�1

k¼0

nkukðaÞ ¼ n0u0ðaÞþ n1u1ðaÞþ � � � þ nm�1um�1ðaÞ ¼ WðaÞn ð11Þ

where WðaÞ is a matrix of m interval-basis vectors, n is the vector of undetermined
coefficients in the interval basis.

Expanding the matrix AðaÞ at the midpoint of the interval parameter and
neglecting the higher-order terms, the dynamic equilibrium equations of
structural-acoustic system can be rewritten as follows:

Ac þ
XN
s¼1

Asds

 !
xðaÞ ¼ b ð12Þ

where Ac and As are the nominal value and uncertainty of interval matrix AðaÞ,
respectively, ds is interval parameters and belongs to [−1, 1].

Both sides of Eq. (12), being multiplied by A�1
c , give

Iþ
XN
s¼1

A�1
c Asds

 !
xðaÞ ¼ A�1

c b: ð13Þ

If the condition
PN
s¼1

A�1
c Asds

����
����\1 is satisfied, the inverse of coefficient matrix

of Eq. (13) can be expanded by the Neumann series

Iþ
XN
s¼1

A�1
c Asds

 !�1

¼ Iþ
X1
k¼1

�
XN
s¼1

A�1
c Asds

 !k

¼ I � PþP2 � P3 þ � � �

ð14Þ

where

P ¼
XN
s¼1

A�1
c Asds: ð15Þ
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Both sides of Eq. (13), being multiplied by Eq. (14), give

xðaÞ ¼ I � PþP2 � P3 þ � � �� �
A�1
c b: ð16Þ

Taking the product terms PkA�1
c b; k ¼ 0; 1; . . .;m� 1 as the interval-basis

vectors, the first mth-order interval-basis vectors can be expressed as

u0ðaÞ ¼ A�1
c b ¼ e0; u1ðaÞ ¼

XN
s¼1

A�1
c Asdsu0ðaÞ ¼ dses

um�1ðaÞ ¼
XN
s¼1

A�1
c Asdsum�2ðaÞ ¼ ds1ds2 ; . . .; dsm�1es1s2;...;sm�1

ð17Þ

where e0 ¼ A�1
c b, es ¼ A�1

c AsA�1
c b, and es1s2;...;sm�1 ¼ A�1

c As1 � � �A�1
c Asm�1A

�1
c b are

deterministic vectors.

3.2 Derivation of Reduced-Order Equations Based on IRBA

Based on the novel idea of interval-reduced-basis approach, substituting Eq. (11)
into Eq. (12) gives

Ac þ
XN
s¼1

Asds

 !Xm�1

k¼0

nkukðaÞ � b: ð18Þ

To obtain the interval-reduced-order equation of the structural-acoustic system,
the variant of the Galerkin scheme is applied in this section. The Galerkin scheme is
an orthogonal projection technique, which enforces the condition that the weight
function is equal to the basis function.

Considering Eq. (18) and applying the Galerkin scheme give

Ac þ
XN
s¼1

Asds

 !Xm�1

k¼0

nkukðaÞ � b?WðaÞ: ð19Þ

Both sides of Eq. (18), being multiplied by the interval-basis vectors, give

uT
l að Þ Ac þ

XN
s¼1

Asds

 !Xm�1

k¼0

nkuk að Þ ¼ uT
l að Þb; l ¼ 0; 1; . . .;m� 1: ð20Þ
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Taking the inner product of interval vectors ul að Þ;ukðaÞ gives

Xm�1

k¼0

uT
l að ÞAcuk að Þ� 	

nk þ
Xm�1

k¼0

XN
s¼1

dsu
T
l að ÞAsuk að Þ� 	

nk ¼ uT
l að Þb� 	

: ð21Þ

The above equation can be rewritten in a more compact fashion as

Rn ¼ P ð22Þ

where

rl;k ¼ uT
l ðaÞAcukðaÞ

� 	þ XN
s¼1

dsu
T
l ðaÞAsukðaÞ

� 	 ð23Þ

pl ¼ uT
l ðaÞb

� 	
; k; l ¼ 0; 1; . . .;m� 1: ð24Þ

Up to now, the reduced-order equations of the coupling system are derived based
on the interval-reduced-basis approach. Obviously, the number of algebraic oper-
ations in reduced-order equations is much smaller than that required to solve the
original equations given in Eq. (8) directly.

3.3 Determination of Acoustic Response Range via the DC
Algorithm

Substituting the deterministic coefficients obtained in Eq. (22) into Eq. (11), and
ignoring the order greater than two, the explicit expression of the acoustic response
is obtained as

xðaÞ ¼ n�0e0 þ dsn
�
1es þ ds1ds2n

�
2es1s2 ð25Þ

where n� ¼ n�0; n
�
1; . . .; n

�
m�1


 �T
is the solution of the reduced-order equations.

According to the optimization form given in Eq. (10), the acoustic response
range can be determined as

�xiðxiÞða; jÞ ¼ n�0e
i
0 þ

maxðminÞ dsn
�
1e

i
s þ ds1ds2n

�
2e

i
s1s2

h i
s.t.� 1� ds � 1

8<
: ð26Þ
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Introducing the notation

E ¼
ei11 ei12 � � � ei1N
ei21 ei22 � � � ei2N
..
. ..

.
eis1s2

..

.

eiN1 eiN2 � � � eiNN

2
6664

3
7775

D ¼ n�2 EþET
� �

d ¼ n�1 ei1; e
i
2; . . .; e

i
N

� �
 �T
Y ¼ d1; d2; . . .; dNf gT

ð27Þ

The optimization problem mentioned above can be transformed into the quad-
ratic problems subject to box constrains as follows:

maxðminÞ gðYÞ ¼ 1
2
YTDY þ dTY

s.t.� 1� yi � 1; i ¼ 1; 2; . . .;N

8<
: ð28Þ

Due to the difficulty in checking the positive semi-definiteness of matrix D, the
optimization problem is non-convex quadratic programming subject to box con-
straints [17]. One of the highlights in this paper is to determine the acoustic
response range via the DC algorithm combined the branch and bound scheme
instead of interval arithmetic. The advantage of this algorithm is to converge to the
global optimal solution for the quadratic programming problem [18, 19].

After having calculated the solution of Eq. (28), the acoustic response range can
be given as

�xiða; jÞ ¼ n�0e
i
0 þmaxgðYÞ xiða; jÞ ¼ n�0e

i
0 þmingðYÞ ð29Þ

where maxgðYÞ and mingðYÞ are the maximum value and the minimum value of
the optimization problem given in Eq. (28), respectively.

4 Numerical Example

A structural-acoustic system of car model is shown in Fig. 1. Considering the
realistic complex environment, the acoustic velocity c0 and the density ρf of air
surrounding the acoustic cavity are modeled as interval parameters, and the interval
numbers of [330, 350] m/s and [1.125, 1.325] kg/m3 are assigned for c0 and ρf,
respectively. The properties of structural materials listed in Table 1 are also
assumed to be interval parameters.

The acoustic responses of the coupled system are, respectively, computed via
VM, TIAM, and IRBA including two and three interval-basis vectors shown in
Fig. 2. We refer to the first- and second-order IRBA by IRBAI and IRBAII. For the
sake of comparison, the bounds of the amplitude of sound pressure for the four
selected frequencies are listed in Table 2, and the total wall-clock time taken by
each method is also listed in the table. As expected, IRBA gives better results
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Fig. 1 The structural-acoustic system of car model

Table 1 Properties of structural materials

Assembly Material Young’s modulus Density (kg/m3)

LB UB LB UB

Dash/seat Foam 0.0048 0.0052 0.95 1.05

Window Glass 61.75 68.25 2660 2940

Roof/steel Steel 199.5 220.5 7315 8085

Fig. 2 The acoustic response range in partial frequency bands. a ω = 40–52 Hz, b ω = 144–
156 Hz, c ω = 182–194 Hz, d ω = 226–238 Hz
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compared with TIAM, which indicates that the proposed method has high accuracy.
Furthermore, the accuracy of IRBAII is higher than that of IRBAI. The good
accuracy of IRBAII can be attributed to the speedy convergence and the application
of the DC algorithm. According to the relative errors, we also draw a conclusion
that three interval-basis vectors considered are sufficient to achieve high accuracy,
even though the accuracy of the solution depends on the number of interval-basis
vectors.

From the total wall-clock time, it can be found that the computational cost of
IRBAI is comparable to that of TIAM, and the total wall-clock time of IRBAII is
much shorter than that of VM but is a little longer than that of TIAM. The exceeded
time is mainly implemented to calculate the interval-reduced-basis vectors and the
reduced matrix. Some measures such as parallel algorithm can be taken to further
improve the computational efficiency.

5 Summary

In this paper, we present a new interval-reduced-basis approach for acoustic
response of coupled structural-acoustic system. The present approach reduces the
original structural-acoustic problem into a sequence of reduced-order equations and
allows to obtain the explicit expression of acoustic response with respect to interval
parameters. In addition, the accurate acoustic response range is determined via the
DC algorithm. With the help of numerical example, we conclude that the present
approach has significant improvement over the results obtained by the traditional
interval analysis methods, and both the efficiency and accuracy can be controlled by
considering additional interval-basis vectors.

Acknowledgements The project is supported by ‘111’ Project (No. B07009), National Nature
Science Foundation of the P.R. China (No. 11372025, No. 11432002), Aeronautical Science
Foundation of China (No. 2012ZA51010).

Table 2 Comparisons between the results for various methods

Frequency (Hz) Bounds VM
(3390.08 s)

TIAM
(131.22 s)

IRBAI
(126.45 s)

IRBAII
(156.49 s)

45.82 LB 2.9887 2.5496 2.7298 2.8983

UB 4.0432 4.6502 4.4075 4.1789

150.40 LB 2.0334 1.7298 1.8714 1.9797

UB 2.7511 3.1657 2.9982 2.8674

187.75 LB 6.8261 5.8262 6.3118 6.6203

UB 9.2353 10.5041 9.8995 9.5022

232.57 LB 4.5257 3.8369 4.1084 4.3081

UB 6.1231 7.0445 6.6771 6.4068
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FE Research on Influence of Pouring
Temperature on Thermal Fatigue Depth
for Aluminum Alloy Die Casting Die

Chenggang Pan, Huqun Yang, Wenchao Ma, Qin Xiao
and Qingming Chang

Abstract A three-dimensional finite element model of the aluminum alloy front
cover die casting die was established by PRO/E and PROCAST software. Thermal
balance forming of die casting die and the influence of pouring temperature on
thermal fatigue depth of die cavity surface were analyzed. The results showed that
the temperature amplitude increased with the decrease of distance from die cavity
surface. The higher the pouring temperature is, the bigger the thermal fatigue depth
will be.

Keywords Aluminum alloy � Die casting die � Thermal fatigue depth � FEM �
Pouring temperature

1 Introduction

Aluminum alloy die casting is a kind of very important net-forming methods of
mass production. The main failure mechanism of aluminum alloy die casting is the
thermal fatigue [1, 2]. Aluminum alloy melting temperature is 600–760 °C, cavity
surface temperature of the casting die is up to 600 °C above [3, 4], and thermal
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fatigue failure accounts for about 70 % [5]. When the thermal stress is greater than
the thermal fatigue limit in the die casting cycle, thermal fatigue will happen.
Moreover, the thermal stress is caused by temperature fluctuations of die casting
die. So it becomes more and more important that understanding the evolution of
surface temperature changes rules, the formation of the heat balance, and depth of
thermal fatigue. Zhao Xinyi, Hsieh, and other researchers studied the effects of
cooling process, cooling water temperature and cooling pipe diameter, die pre-
heating temperature, pouring temperature, and other factors on die temperature filed
[6–9]. But rare researches of thermal fatigue depth of aluminum alloy die casting
die was reported.

In this paper, the 3D geometrical model and FEM of aluminum alloy front cover
die casting were established using the PRO/E and PROCAST software, respec-
tively. Thermal equilibrium formation rules of aluminum alloy die casting die were
obtained by analyzing temperature versus die casting time curves of a few points
with different distances from die surface, and the thermal fatigue depth of die with
different pouring temperature was determined.

2 Numerical Simulation

2.1 Establishment of Model

Figure 1 shows the part drawing of front cover made of aluminum alloy A390.
Figure 2 shows simplified model for fixed half and moving half of die casting die.

Fig. 1 Part drawing of front
cover die casting
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2.2 Parameter Settings

Preheating temperature of die casting die was 200 °C, and pouring temperature
were 700, 800, 900, 1000, and 1100 °C, respectively. Heat transfer coefficients of
casting part–die, die–die, die–air, and die–release agents were 1500, 1000, 5, and
500 W/(m2 °C), respectively. Because die cavity is quickly filled with liquid metal
in several milliseconds, at the same time, the simulation is focused on the die, and
the filling process did not take into account. Cycle time of die casting is 30 s, start
filling at 0 s, open die at 15 s, push-off die casting at 20 s, injection release agent at
23 s, end of spraying at 25 s, and clamping die at 29 s.

2.3 Physical Parameters

A hot-work tool steel H13 was selected as die material, and the nominal Young’s
modulus and yield strength of H13 at different temperatures are shown in Fig. 3.

3 Results and Discussions

Figure 4 shows the location of selected points at different distances from die sur-
face. Figure 5 shows temperature–time curves of selected 11 points on die casting
die surface with pouring temperature of 800 °C. The 11 curves, line 1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, represent 11 temperature–time curves of 11 selected points whose
distances from die surface were 0, 1, 2, 3, 5, 10, 20, 30, 40, 50, 55.98 mm,
respectively. As shown in Fig. 5, die casting die temperature gradually becomes

Fig. 2 Simplified model of die casting die. a Fixed half, b moving half
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stable and comes into thermal steady state from the preheat temperature 200 °C
after about 80 die casting cycle. Figure 6 shows temperature–time curves of point 1
with different pouring temperatures. As shown in Fig. 6, the higher the pouring
temperature is, the higher the thermal equilibrium temperature will be. Figure 7
shows the temperature amplitudes of 11 points with different pouring temperatures
after thermal steady state. From Figs. 5, 6, and 7, the nearer the distance from the
surface is, the greater the temperature fluctuation will be. The higher the pouring
temperature is, the bigger the temperature fluctuation will be. Despite the different
pouring temperatures, there is no temperature fluctuation beyond 20 mm distance
from die surface. It demonstrates that hot and cold cycle of die casting regardless of
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pouring temperature only affects 20 mm distance from die surface which is the
thermal fatigue section.

Malm and Norström [10] proposed a material-related model for thermal fatigue
of tool steels in hot-work applications. Equation (1.1) formulated the
material-related model of thermal fatigue for tool steels. This model was built based
on the elastic and plastic strain theory of tool steels during the thermal cycling. The
tool steels suffered from repeated thermal cycling are assumed to be
elastic-ideal-plastic and isotropic. When tool steel reaches thermal equilibrium
state, strain and stress of tool steels also reach thermal equilibrium condition at the
lowest temperature and highest temperature, respectively.

T2 � T1 þ ð1� t2Þr2
aE2

ð1:1Þ

T2 is the critical temperature without plastic deformation taken place; T1 is the
lowest equilibrium temperature; and t2, σ2, α, and E2 are the Poisson’s ratio, yield
strength, thermal expansion coefficient, and elastic modulus of tool steels at tem-
perature T2, respectively.

By substitution of the data, α = 12 × 10−6, t2 ¼ 0:3, T1 of different pouring
temperatures, and σ2(T) and E2(T) of Fig. 3, into the Eq. (1.1), critical temperature
T2 and thermal fatigue depth with different pouring temperatures were obtained.
Table 1 shows the T1, T2, and thermal fatigue depth.

Figure 8 shows the highest surface temperature–distance curves of die casting
die with different pouring temperatures in thermal equilibrium state. As shown in
Fig. 8, the highest surface temperature of the die casting die in thermal equilibrium
state increases with the rise of pouring temperature and decrease of distance from
the die surface. The section whose temperature below critical temperature T2 is full
elastic and secure [11], while the section whose temperature above critical tem-
perature T2 is full plastic and insecure. Finding out the critical points of temperature
T2 of different pouring temperatures in the highest surface temperature–distance
curves of die casting die of Fig. 8, the distance value corresponding to critical
temperature T2 is the maximum thermal fatigue crack depth. From Table 1 and
Fig. 8, thermal fatigue depth of die casting die is very thin and increases with the
increase of pouring temperature.

Table 1 T1, T2, and thermal fatigue depth with different pouring temperatures

Pouring temperature (°C) T1 (°C) T2 (°C) Thermal fatigue depth (mm)

700 410 521 0.9

800 435 543 1.3

900 458 556 6

1000 489 578 10

1100 527 602 18
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4 Conclusions

1. The three-dimensional finite element model of aluminum alloy front cover part
was established using PRO/E and PROCAST software.

2. The temperature curves of different distances of 11 points from the cavity
surface with different pouring temperatures were analyzed . The nearer the
cavity surface is, the larger the temperature fluctuation will be.

3. The temperature fluctuation range in thermal balance condition decreases from
the casting die surface and inwards. The thermal fatigue depth of die casting die
is very small. The higher the pouring temperature is, the bigger the thermal
fatigue depth will be.
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Analysis of the Protection of a Simplified
Surge Protective Device for Low-Voltage
AC Power System

Huiping Liu, Xiaoqing Zhang and Kejie Huang

Abstract Surge protective devices (SPDs) are applied in the low-voltage AC power
system to limit lightning transient overvoltage so as to protect the low-voltage
electronic devices. However, traditional SPDs have some shortcomings such as too
many components that are big in size. Aiming to overcome these shortcomings, a
simplified circuit is proposed when the circuit of traditional SPD is analyzed in this
paper. Simulation analysis of the lightning transient response of traditional and
simplified circuit is performed with PSCAD/EMTDC, and furthermore, the simu-
lation results of two circuits are compared. It shows that the simplified circuit has a
qualified protective performance and can be applied to lightning overvoltage pro-
tection of electronic devices in low-voltage AC power system by comparison.

Keywords Surge protective device � Low-voltage AC power system � Lightning
transient overvoltage � PSCAD/EMTDC � Lightning transient response

1 Introduction

With the development of science and technology, electronic devices have been
widely used. Since the insulation strength and withstand voltage of electronic
devices applied in low-voltage AC power system are low, these electronic devices
are vulnerable to transient overvoltage. The destruction can cause failures and
losses, so overvoltage protection of low-voltage AC power system has been widely
concerned. According to the studies [1–3], most of the damages were caused by
lightning surges along the power lines. In order to prevent the electronic devices in
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the low-voltage power system from being damaged, it is necessary to install SPDs
in low-voltage power system to restrain the lightning transient overvoltage.

This paper analyzes the circuit of traditional SPD, but which has the short-
comings of too many components and bigger size. Aiming at these shortcomings, a
simplified circuit is proposed. Moreover, PSCAD/EMTDC software is used to
perform a simulation analysis for the lightning transient response of traditional and
simplified SPD. Through comparing the protective performance of two circuits, the
simulation results also prove that the simplified SPD can accord with the SPD
design standard [4] and has a better applicability in low-voltage AC power system
to limit lightning transient overvoltage.

2 The Circuits of SPD

2.1 The Traditional SPD Circuit

According to IEC standards, the SPD used in low-voltage power system usually
includes two protective modes, namely common and differential protective modes
[5, 6]. A traditional SPD circuit is shown in Fig. 1, which has both protective
modes. The circuit includes two stage protections, which consisted of metal oxide
varistors (MOVs) and gas discharge tubes (GDTs). Therefore, the MOVs can be
separated from power system, which slows down the aging phenomenon of the
MOVs due to the long-term leakage current. The first stage mainly takes part in
bleeding off lightning current, and the second stage is used to limit transient
overvoltage. The LC low-pass filter in circuit can filter the high-frequency part of
surges, which makes protection effect better.

This circuit model is often used in single-phase AC power supply system, and L,
N, and PE line mean, respectively, live, neutral, and protective earth wire. In the
first stage of traditional SPD circuit, M1 can limit differential-mode overvoltages
appearing between L and N, while M2–G1 and M3–G1 can limit common-mode
overvoltages appearing between L–PE and N–PE. A similar overvoltage limiting

M4

L1

L2
M1

L

N

PE

G1 G2

M2 M3 M5 M6

C1 C3

C2

The first stage The second stage Fig. 1 Traditional SPD
circuit
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situation holds for M4, M5–G2, and M6–G2 in the second stage [7].The decoupling
inductances L1 and L2 in circuit take role in coordinating the protective charac-
teristic between the two stages and can restrain the high-frequency part of surges
[7]. L1-C3 and L2-C2 attenuate the high-frequency surges for common mode. The
values of inductances and capacitances should be equal separately, which can
prevent common-mode overvoltages transforming to differential-mode
overvoltages.

2.2 The Simplified SPD Circuit

The traditional SPD is usually used in low-voltage single-phase AC power system.
However, it contains quite many protective components, which causes a higher cost
and a bigger size. In order to overcome these disadvantages, a simplified SPD
circuit is proposed, as shown in Fig. 2. In comparison with the traditional SPD, the
simplified SPD reduces the number of MOVs from 6 to 2 and the number of
capacitances from 3 to 1. Then, the size of SPD is decreased and the cost is reduced.

In simplified SPD circuit, M7–G3 and M8–G4 can limit the common-mode
overvoltages appearing between L and PE, and G3 and G4 can limit that appearing
between N and PE. Besides, M7 and M8 can limit the differential-mode over-
voltages appearing between. On account of the asymmetry between L and PE and N
and PE in this simplified circuit, differential-mode overvoltages can appear between
L and N when the common-mode overvoltages are limited. In this case, M7 and M8
can also restrain this kind of resultant differential-mode overvoltages. The
high-frequency surges coming from live wire are released through L3–C–G4 and
those from neutral wire are released through L4-G4 directly, since the residual
voltage on GDT is very low when GDT is breakover. The differential-mode
high-frequency surges resulted in circuit asymmetry are bled off through C, L3, and
L4, so the power-follow current will not appear after the overvoltage is limited.

M8

L3

L4
M7

L

N

PE

G3 G4

C

Fig. 2 Simplified SPD
circuit
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3 Simulation Analysis of SPD

The voltage fluctuation margin is considered when choosing MOVs and GDTs.
According to the experience [8], the voltage U1mAof MOV in the first stage is taken
as 620 V and that in the second stage as 510 V. The nominal DC breakover voltage
UDC of GDTs is 600 V. The values of inductances and capacitances in LC low-pass
filter should be determined by the filter principle [9]. According to this principle,
the outputting voltage will be not over only if the period Tf of filter is larger than the
period T of outputting voltage 6 times. Besides, the period Tf of filter can be
regulated by changing the values of inductances and capacitances. The decoupling
effect appears when the value of inductance is up to 40µH. However, further
increasing the value of inductances has no effect on the residual voltage, so the
value of inductances can be determined as 40µH. The values of capacitances vary
from 0.1µF to 100µF.

The MOVs and GDTs are core components in a SPD, so it is important to
simulate dynamic characteristic of them. The model of MOV is given, but that of
GDT is not defined in the electromagnetic transient simulation software
PSCAD/EMTDC. Therefore, it is crucial to build the model of GDT. When the
voltage on GDT is greater than UDC, GDT is breakover; on the contrary, it stays in a
high-impedance condition. According to its characteristic, the model of GDT is
built as shown in Fig. 3. In this model, the switch K controlled by voltage and
nonlinear resistance R is in series used to simulate the characteristic of GDT;
namely, switch K and nonlinear resistance R, respectively, indicates the on–off
characteristic and the resistance characteristic when GDT is breakover.

After components of two circuits are determined, the lightning transient
responses of the traditional and simplified SPD are simulated by PSCAD and
comparison is made. According to IEC61643-22 and GB18802.1-2002, the
1.2/50 µs to 8/20 µs 20 kV/10 kA combination wave is injected into SPD in order
to test the protective performance. Concrete method is as follows. For common
mode, current impulse is injected into L, N, and PE lines, and then, the residual
voltage between L and PE is measured. As for differential mode, the current

K R

Ug

Ur

Fig. 3 Schematic of GDT
model
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impulse is injected into L and N lines, and then, the residual voltage between the
two lines is measured; at the same time, PE line hangs in the air. Figure 4 shows a
simulation schematic of the simplified circuit on common mode.

4 Protective Performance of Two Circuits

The traditional and simplified circuits are simulated on different modes when
changing the values of capacitances. The results are shown in Table 1. The typical
residual voltage waveform is shown in Fig. 5 when the values of capacitances are
equal and taken as 0.1, 1, 30, and 100 µF, respectively. The simulation values of
residual voltages shown in Fig. 5 correspond to Table 1. In Table 1 and Fig. 5, it

M2

L1

L2

M1

L

N

PE

G1 G2

Ci

i

V

Fig. 4 Schematic of
simulation on common mode

Table 1 The residual voltages of traditional and simplified circuits on different protective modes
when the values of capacitances are different

Capacitance C-C3
(μF)

Common-mode L–PE (kV) Differential-mode L–N (kV)

Traditional
circuit

Simplified
circuit

Traditional
circuit

Simplified
circuit

0.1 0.91 0.89 0.89 0.89

1 0.92 0.91 0.89 0.89

10 0.94 0.94 0.91 0.91

20 0.94 0.94 0.72 0.89

30 0.92 0.92 0.52 0.73

40 0.84 0.84 0.41 0.58

45 0.78 0.78 0.37 0.52

60 0.62 0.62 0.29 0.41

100 0.40 0.40 0.18 0.26
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differential-mode
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can be found that the protective performance is perfect when the values of
capacitances are within appropriate range. Besides, the residual voltages of two
circuits are equal roughly on common mode when the values of capacitances are
equal, while that are unequal on differential mode. It can be also concluded from
Table 1 that the residual voltages on differential mode are equal between the two
circuits when the values of capacitances in traditional circuit are taken as 20, 30,
and 40 µF and that as 30, 45, and 60 µF in simplified circuit, respectively. The
reason is that the equivalent values of capacitances are 30, 45, and 60 µF,
respectively, when the values are taken as 20, 30, and 40 µF. The equivalent value
Ceq is calculated as

Ceq ¼ C1� C2
C1þC2

þC3 ð1Þ

Since the values of C1, C2, and C3 are equal in Eq. (1), they are defined as C0.
Therefore, Eq. (1) can be expressed as

Ceq ¼ 3
2
C0 ð2Þ

It can be found from Eq. (2) that the residual voltages of two circuits on dif-
ferential mode are equal when the values of capacitances in simplified circuit are
3/2 times as much as that in traditional circuit. Hence, on the basis of decreasing the
number of components, the protective performance on differential mode can be
improved by increasing the values of capacitances in simplified circuit. By this way,
the residual voltages on common mode also can be decreased and the protective
performance of simplified circuit is better than that of traditional circuit.

5 Conclusion

This paper analyzed the circuit of traditional SPD suppressing lightning transient
overvoltage, and further more proposed a simplified circuit of SPD, which made up
for some shortcomings such as too many components that are big in size.

On the basis of decreasing the number of components, it is concluded that the
protective performance of simplified SPD can be improved even exceed that of
traditional SPD. Therefore, the simplified SPD can meet the requirements and
replace the traditional SPD in low-voltage power system.

Acknowledgment The work is partly supported by National Natural Science Foundation of
China under Award no. 51420105011.
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Investigation of Load Distribution Among
Teeth of an Aero-engine Spline Coupling

Xiangzhen Xue, Sanmin Wang, Jian He and Hui Wu

Abstract Involute spline coupling is a significant part in power transmission
system, and the research on the rules of the load distribution among the teeth of it is
extremely important for the working reliability. The work reported here calculated
the actual meshing teeth, using the method loaded step by step considering the
backlash, calculated the deformation and load distribution of spline coupling by the
method, established the finite element model, simulated it for the deformation of
teeth, and validated against the deformation calculated using the method loaded step
by step. The results show that due to the large backlash under the working con-
ditions given in this paper, the actual meshing teeth of spline is less, deformation
obtained by finite element method is consistent with the deformation obtained by
the method loaded step by step, and the first meshed tooth is out of shape seriously,
whereas the second tooth will most likely to fail. It is concluded that increasing the
actual meshing teeth and then reducing fretting wear can improve stability and
reliability of spline coupling as well as reduce the failure.

Keywords Stiffness of single tooth � Backlash � Finite element � Deformation �
Load distribution

1 Introduction

Because of its capacity of high-specific torque transmission and the ability of
getting different sides fit easily, the spline coupling has been widely used in the
transmission system, such as aviation and ship. During the spline coupling process,
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the entire teeth engage simultaneously and the load is divided uniformly. However,
due to the tooth clearance and tooth deformation and other factors, only a part of the
tooth participates in the engagement, and the load of each pair of tooth is not same.
In the traditional design process of spline coupling, it cannot accurately estimate the
bearing capacity of it considering only 30 or 50 % teeth are in engagement, and it
often make the size of the spline coupling too large [1]. As aviation parts, in order
to improve the design precision, the weight of spline coupling is limited to a certain
range to avoid fretting wear caused and the research on the laws of the load
distribution among tooth is very important.

At present, the domestic and foreign experts had a lot of studies on the wear,
strength, parameters, and other aspects of the spline coupling [2–5]. At the same
time, in recent years, the research on the load distribution of the spline coupling is
more and more because the load distribution is the basis of the calculation of wear
and strength. Tjernberg [6, 7] used finite element method, calculated the stress
concentration coefficient of a pair of spline coupling and compared with the results
of numerical calculation results, and set up the analytical model of axial load
distribution and torque transmission. Adrien et al. [8] have researched on the torque
transmission of spline coupling and concluded that the main factor which is
influencing the wear of spline coupling is the distribution of the axial torque without
changing the root stress concentration coefficient of tooth. Chase et al. established
tooth engaging model based on statistics to predict the order of engagement which
is determined by the tooth clearance, and studied the load and stress distribution of
spline coupling. It is concluded that only part of tooth loaded and the load carrying
capacity of the first engagement is the largest [9, 10]. The stress distribution of the
spline coupling is studied by using the numerical analysis model and the experi-
mental method, and they were verified by the finite element simulation [11]. And
based on the finite element method, Francesca et al. [12] established and formed a
theoretical method which is developed to study the actual engaging tooth number
and load distribution of the spline coupling with offset. These above researches
have not considered the tooth clearance which is not consistent with the actual
situation. In this paper, the actual engaging tooth number of spline coupling was
calculated with considering tooth clearance using stepwise loading method and
calculated the deformation and load distribution according to this method; the entity
model of the spline coupling was established in PROE, finite element model was
established in ANSYS, and then, the two results of deformation were verified. It
provides an accurate numerical basis for optimizing the structure, studying the wear
and predicting the life of spline coupling.
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2 Analysis on the Deformation and Load Distribution
of Spline Coupling

2.1 Calculation and Analysis of the Actual Engaging Tooth
Number of the Spline Coupling

There is tooth clearance in the actual work because of the manufacturing error and
assembly error. cj is the clearance on both sides of the internal spline coupling, and c0j
is the clearance on both sides of the external spline coupling. Here, cj equals to c0j
without regard to the center offset of the axes. Then, a set of initial clearance of the
spline coupling is obtained as shown in Fig. 2. Because of the existence of the tooth
clearance, the tooth with a small clearance is first engaged, the clearance is then
followed, and it is finished until all the loads are divided. The actual engagement
number of tooth of the spline coupling Na is less than the number of design tooth
N. The total force acting on the spline coupling is F ¼ T

r . First, we make the smallest
clearance of tooth with the initial clearance C1 that eliminates minimum clearance
cmin1 and contact with each other. Then, it should calculate the second group
clearance with C2 ¼ C1 � cmin1, after eliminating the minimum clearance, and find
out the minimum value of cmin2 in C2. In particular, cmin2 cannot be zero. cmin2 is
clearance of the second-smallest clearance in spline coupling. In order to eliminate
this clearance, the force must be F2 ¼ 0:001� k � cmin2, but the force that has been
assigned to the spline coupling is Fa1 ¼ 0 before removing the clearance cmin2, and
the rest of load is Fn1 ¼ T

r � Fa1. If F2\Fn1, then cmin2 can be eliminated. After
eliminating the smallest clearance cmin1 and the second-smallest clearance cmin2, the
third-smallest clearance C3 ¼ C2 � cmin2 should be calculated, and the force elimi-
nating the third-smallest clearance is F3 ¼ 0:001� ð3� 1Þ � k � cmin3. Before
removing the clearance cmin3, the force that has been assigned to the spline coupling
is Fa2 ¼ Fa1 þ 0:001� cmin2 � k, and the rest of the load is Fn2 ¼ T

r � Fa2,
Fi¼1\Fnði�2Þ; i ¼ 2. . .Na. It is necessary to calculate the clearance of Ci ¼ Ci�1 �
cminði�1Þ after the smallest clearance cmin1, second-smallest clearance cmin2, and the
clearance cmin(i−1) eliminated. Then, the force eliminating this clearance is
Fi ¼ 0:001� ði� 1Þ � k � cmini. Before removing the clearance cmin i, the force that
has been assigned to the spline coupling is Faði�1Þ ¼ Faði�2Þ þ 0:001�
ði� 2Þ � cminði�1Þ � k, and the rest of the load is Fnði�1Þ ¼ T

r � Faði�1Þ, step by step in
this way until i ¼ Na. When Fi �Fnði�1Þ, the actual engaging tooth number of the
spline coupling under the torque T is Na. Where k is the stiffness of single tooth, the
value here is 2.0765 × 106 N/mm. And the initial clearance is shown in Fig. 1.
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2.2 Calculation of Deformation and Load Distribution
of Spline Coupling in Meshing

It can be known from Sect. 2.1, that the actual meshing tooth number is Na under
the torque T. When the number of tooth involved in meshing to v, the rigid body
movement of the spline coupling has eliminated the minimum gap from cmin1 to
cminNa . At this time, the force Fi to eliminate cminNa is less than the unallocated load
FnðNa�1Þ ¼ T

r � FaðNa�1Þ. Therefore, it still produces a small deformation dNa þ 1 after
the first Na of the tooth engaging.

dNa þ 1 ¼
T
r � FaNa

0:001� k � Na
ð1Þ

where FaNa is the total load of all the tooth when cminNa is eliminated:

FaNa ¼ FaðNa�1Þ þ 0:001� ðNa � 1Þ � cminNa � k ð2Þ

In the elimination of the smallest tooth clearance, all the tooth participated in
engagement do not deform, so the deformation of each tooth from the first
engagement of the spline coupling to the last engagement is as follows:

d1 ¼ cmin2 þ cmin3 þ � � � cminNa þ dNa þ 1

d2 ¼ cmin3 þ � � � cminNa þ dNa þ 1

..

.

dNa�1 ¼ cminNa þ dNa þ 1

dNa ¼ dNa þ 1

ð3Þ

Fig. 1 The initial clearance
of spline couplings
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And the load of each tooth from the first engagement of the spline coupling to
the last engagement is as follows:

F1 ¼ 0:001� k � d1
F2 ¼ 0:001� k � d2
..
.

FNa ¼ 0:001� k � dNa

ð4Þ

The results of spline deformation and load distribution are shown in Figs. 2 and
3, respectively.

As shown in Fig. 2, the deformation calculated using the finite element method
and the numerical method is basically same; the maximum deformation of

Fig. 2 The deformation of spline couplings

Fig. 3 The load distribution of teeth loaded
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numerical method is 5.7897 μm, the minimum is 0.308 μm, the deformation of the
pair No. 2 of tooth is maximum, and the deformation of the pair No. 30 of tooth is
minimum. As shown in Fig. 3, the load of the pair No. 2 of tooth which is
122097 N is the largest and the load of no meshing is 0 N.

3 Finite Element Model Simulations Verification

Importing the spline entity model with backlash established in PROE to ANSYS.
Assuming that unit type is SOLID186, elastic modulus is 210 GPa, Poisson’s ratio
is 0.28, the density is 7800 kg/m3, and the friction coefficient of COF is 0.3 [13],
and then, the finite element is established. Finally, we set up the contact model of 30
pairs, impose constraints, and solve, and the results are shown in Figs. 4 and 5.

As shown in Fig. 4, the FEM stress result shows that the tooth number which
actually participates in mesh is 7 under the given load and geometric parameters in
this paper. It is consistent with the following numerical results: Those tooth
numbers are No. 2, 10, 11, 12, 21, 25, and 30, respectively. It meets the design
condition of spline coupling. And the stress of the second pair of tooth is maximum
which is 0.134 × 109 Pa.

Fig. 4 The von Mises stress of spline couplings
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From Fig. 5, the maximum deformation calculated by FEM is 5.68 μm and the
minimum is 0.253 μm.

4 Conclusion

1. Due to the large tooth clearance, actual tooth number of participation meshing is
7, which is less than the number of designing. It is harmful to long-term stability
work.

2. By the calculation, the load of the second tooth for which the tooth clearance is
least reaches 122097 N and this tooth is most likely to fail.

3. The maximum amount of deformation calculating by FEM is 5.6800 μm, the
minimum is 0.253 μm; the maximum deformation calculated by progressive
loading increasing is 5.8797 μm, and the minimum amount of deformation is
0.308 μm; the two methods are basically the same, and the calculation results
show that the deformation of the first engagement tooth is maximum.

Fig. 5 The deformation of spline couplings
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Dynamics Analysis of Linear Array
Deployable Structure Based
on Symmetrical Scissor-Like Element

Bo Li, San-Min Wang, Ru Yuan, Chang-jian Zhi and Xiang-zhen Xue

Abstract Based on the Cartesian frame, the dynamic model of the linear array
deployable structures was established, the motion constraint equations were com-
pleted by the constraint conditions of the scissor-like element (SLE). The numerical
calculation was carried out using multi-step Runge–Kutta method, the law of
velocity and acceleration during the motion process were obtained, and the con-
straint default stabilization method was also utilized to avoid the divergence of the
results. The results show that the velocity, acceleration, and reaction force of the
scissor mechanism along y-axis presents better symmetry properties because the
horizontal constant force is in x direction. Meanwhile, at the side of the mechanism
withstanding the external force, the dynamic properties of each node along x di-
rection change more obviously; however, the changing amplitude of the velocity,
acceleration, and other physical quantities are very small along x-axis on the
non-force side.

Keywords Scissor-like element (SLE) � Linear array � Symmetrical features �
Stability constraint default � Dynamic

1 Introduction

Deployable structure has the characteristics of small size, large space, which can be
expanded into a preset contracted state and maintain a steady configuration.
Therefore, it has a broad application prospects in the fields of aviation, aerospace,
and construction. The scissor deployable structure in the paper is a kind of bar
deployable structures, the scissor unit is the basic unit consisting of scissor
deployable structures, which is connected by two links to form “X”-type structure
through the hinge with the movement contraction function. The scissor hinge units
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can be composed of a variety of specific deployable forms using different ways,
such as flat stretch arm, spherical grid system, and quadrilateral cross-sectional
stretching arms.

In recent years, with the increasing of the competition of the international aero-
space engineering, the demanding for dynamic behavior of deployable structures [1–
3] in the motion process becomes more intense, the need to accurately predict the
dynamics of deployable structures grows more urgent. Cambridge University
Professor Pellegrino [4] together with the European Space Agency carried out the
design and structure optimization of the two-dimensional and three-dimensional
scissor structure as the basic unit consisting of deployable structure; Gantes [5, 6]
completed the geometric design of the hemispherical deployable structures through
symbols operation method and made sure the advantage of symbolic operation
method in the geometric design of deployable structures; Langbecker [7] made an
in-depth research on the motion characteristics and expanding conditions of
deployable scissor-type mechanism and established a folding equations to analyze
translation, cylindrical and the expanding process of ball deputy agencies; Oxford
University Chen et al. [8] and Gan and Pellegrino [9] studied the bifurcation phe-
nomenon in the kinematic analysis of deployable structures and thus may explain the
emergence of mutations of hexagonal ring. Huang et al. [10, 11] carried out the
simulation analysis of dynamics of the deployable structures with clearance after the
expansion lock structure through clearance collision hinge model; Chen et al. [12]
carried out structure design study for six prism unit deployable antenna; Ji et al. [13]
analyzed and simulated the expanding process of the asymmetrical planar deploy-
able structure, the expanding conditions of asymmetrical bodies were discussed, and
the dynamics acceleration, velocity, and other physical quantities were carried out
using the numerical simulation, but the impact of reaction force on institutions was
not made a full discussion. In the engineering field, symmetry deployable structures
can be applied to a broader field [14]; the symmetrical array deployable institutions
were regarded as objects in the paper; Lagrange multipliers were used to build a
dynamic model; the Baumgarte stabilization method was used to avoid numerical
divergence; the dynamic characteristics of the reaction force, acceleration, and other
physical dynamics during the expanding process of the deployable structures were
made a thorough study, as opposed to asymmetrical bodies, which shows a speci-
ficity of symmetrical institutions during motion process.

2 Dynamics Model and Equations of Symmetrical
Deployable Structures

The scissor unit was arrayed along a straight line, and the adjacent units were
connected by joints, the linear array combination deployable structures can be
obtained, shown in Fig. 1. Scissor unit consists of two bars (d1, d2), which was
connected by joint o3. A unit was made up with five nodes, including a hinge point
and four endpoints which were equaled by hinged point.
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2.1 Constraint Equation of Scissor Mechanism

Constraint equation is a prerequisite for dynamics analysis. Due to the symmetry of
scissor mechanism, a detailed analysis of constraint equations for unit mechanism
was in favor of considering the overall organization of the constraint equations.
Figure 2 shows the plane mathematical model of any scissor unit. The bar ij and bar
kl rely on hinge o to connect and transmit motion, achieving scalability. Due to the
design needs, the distance between the endpoint of each rod and the hinge o can be
changed.

According to the basic constraint equations between the rigid bodies, the con-
straint equation of any plane scissor unit can be established as follows:

Uq ¼ b
aþ b

xi þ a
aþ b

xj � d
cþ d

xk � c
cþ d

xl ¼ 0 ð1Þ

where a, b, c, d refer to the distance from endpoints i, j, k, l to the pin o.
The constraint equations of scissor units obtained can be assembled; then, the

whole constraint equations of the mechanism can be obtained. For the unit sym-
metry deployable mechanism shown in Fig. 1, its constraint equation can be written
as follows:

Fig. 1 Linear array
deployable mechanism-based
SLE
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U ¼

xa
ya
yh

xa þ xg � xb � xh
ya þ yg � yb � yh
xc þ xg � xb � xf
yc þ yg � yb � yf
xc þ xe � xd � xf
yc þ ye � yd � yf

ðxa � xgÞ2 þðya � ygÞ2 � l2ag

ðxb � xhÞ2 þðyb � yhÞ2 � l2bh
ðxb � xf Þ2 þðyb � yf Þ2 � l2bf

ðxc � xgÞ2 þðyc � ygÞ2 � l2cg

ðxc � xeÞ2 þðyc � yeÞ2 � l2ce
ðxd � xf Þ2 þðyd � yf Þ2 � l2df

2
6666666666666666666666666666666664

3
7777777777777777777777777777777775

¼ 0 ð2Þ

the constraint Eq. (2) can be represented as a matrix form.

Uðq; tÞ ¼ U1ðq; tÞ U2ðq; tÞ � � � Uiðq; tÞ½ �T¼ 0 i ¼ 15 ð3Þ

Fig. 2 Unit scissor hinge
constraints
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2.2 Dynamic Equation of Scissor Mechanism

The speed and acceleration equation of the system can be obtained after the con-
straint equations were calculated first- and second-order derivative:

_/ðq; _q; tÞ ¼ /qðq; tÞ _qþ/tðq; tÞ ¼ 0 ð4Þ

€/ðq; _q; €q; tÞ ¼ /qðq; tÞ€qþð/q _qÞq _qþ 2/qt _qþ/tt ¼ 0 ð5Þ

where Uqðq; tÞ is the Jacobian matrix order:

g ¼ �ð/q _qÞq � 2/qt _q� /tt ð6Þ

Then, Eq. (5) can be converted to

€/ðq; _q; €q; tÞ ¼ /qðq; tÞ€q� g ¼ 0 ð7Þ

Mass matrix of the scissor mechanism in Fig. 1 can be assembled as follows:

M ¼ qAl
6

2I2 I2
I2 2I2

� �
ð8Þ

where q, A, l, respectively, represent rod density, cross-sectional area and unit rod
length, I2 is the 2 × 2 unit matrix.

The scissor mechanism variation equation can be obtained according to
Newton’s law:

dqTðM€q� QÞ ¼ 0 ð9Þ

where M, Q stand mass matrix and generalized force matrix respectively.
The variation equations can be obtained from constraint equations:

Uqdq ¼ 0 ð10Þ

The Lagrange motion differential equations can be obtained through arranging
formula (9) and (10):

M€qþ/T
Qk ¼ Q ð11Þ

where k is the Lagrange multiplier.
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The Lagrange augmented matrix can be combined with motion differential
equations and acceleration constraint equations:

M /T
Q

/q 0

� �
€q
k

� �
¼ Q

g

� �
ð12Þ

Formula (12) only introduced an acceleration constraint equation, the velocity,
and position obtained will not necessarily meet the position constraint equations
and velocity constraint equations; the constraint violation phenomenon would occur
during the solving process. To avoid the constraint violation problem, this paper
used a constraint violation stabilization method Baumgarte [15] proposed, namely
the correction factors were introduced to correct the system

/€q� g� 2a _/� b2/ ¼ 0 ð13Þ

where g is acceleration right item which includes velocity, displacement, time. a
and b are the correction coefficient greater than 0, usually it would have a good
stability when a and b equal each other. a and b are taken as 5 in the paper during
the process of simulation and calculation.

Stable dynamics equation can be obtained after constraint correction:

M /T
q

/q 0

� �
€q
k

� �
¼ Q

g� 2a _/� b2/

� �
ð14Þ

Although the correction coefficient introduced which destroyed the initial
dynamics equation of the system has some influence on acceleration time history, it
has small impact on coordinate time history and avoiding the divergence of the
results in a large part. Meanwhile, the stability of the equation even can reach about
75 % when a and b are equal.

3 Numerical Simulation of Scissor Array Symmetrical
Deployable Mechanisms

According to the geometric model shown in Fig. 1, each bar is in uniform quality,
density q ¼ 2840 kg=m3, each bar length is l ¼ 2 m, the expansion rod cross
section is rectangular, the cross-sectional width is b ¼ 0:02 m, height is
h ¼ 0:05 m, the axial force F ¼ �50 N was applied to point H. The initial values
_qðt0Þ and qðt0Þ have been known at the initial time, the integration step is taken as
0.02 s, and the constraint force of the scissor deployable mechanism can be
obtained according to R ¼ �UT

qk. Also, the multi-step Runge–Kutta method was
used to solve the kinetic equation, the changing curve of displacement, velocity,
acceleration, and reaction forces of endpoint of each rod for the scissor array
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deployable structures with time can be obtained during deploying process, which is
shown in Figs. 3, 4, 5, and 6.

It can be concluded from all the figures shown above that the movement of each
node is very complex, but which presents the unique symmetry properties that the
array structure owns during the expansion process that the freedom of y direction of
endpoint H is constrained and the node H suffers the reverse force of x-axis. As
shown in Figs. 3, 4, and 5 that the displacement, velocity, and acceleration of node
A, B, C, D converge to 0 in the x direction during the kinematic process. The
acceleration and velocity of node E, F, G, H along x direction are gradually
increasing, the displacement of node approaches zero simultaneously. The dis-
placement, velocity, and acceleration of node A, H, node B, G, node C, F, node D,
E along the y-axis show the symmetry property. It is shown in three figures, when
t = 0.8 s, the mechanism reached a critical state; after more than 0.8 s, the geom-
etry properties of the scissor mechanism will be damaged. During the process of 0–
0.8 s, velocity and displacement gradually increased with the changing of accel-
eration. The similar situation is shown in Fig. 6, and the movement of the
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mechanism will be damaged after the time beyond 0.8 s. At this moment, the
constraint force of the corresponding node along the y-axis still maintained sym-
metry. Meanwhile, the symmetrical characteristic of each node in the x direction
was not obvious since the force was along the x-axis.

4 Conclusions

1. As shown in Fig. 5, the change of the acceleration of node in x direction is
relatively stable before 0.4 s and the acceleration increased rapidly after 0.4 s. In
order to ensure the mechanism can slowly deploy, a reasonable strategy can be
made according to Figs. 5 and 6;

2. During the deployment process of the scissor array deployable mechanism, the
dynamics of the each node along x direction on the force side changed more
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obviously. However, the dynamics of x direction of the each node on the
non-force side changed slightly, which was caused by constraints, and sym-
metry properties of the scissor mechanism;

3. It can be seen from the figures above that the scissor mechanism along y-axis
has a uniform variation in displacement, velocity, acceleration, and force, which
shows the symmetry of the scissor linear array deployable structure along y-axis
is more obvious. Due to the impact of the external force in x-axis, the symmetry
properties of the constraint force for the node in x direction do not turn out.
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Research and Development Analysis
of Information Security in Smart Grid
Construction

Yixin Ding, Ming Li, Li Yan and Junwei Ma

Abstract Information and communication technology, which is accelerating the
integration, has been already widely used in smart grid construction, so information
security risk has become increasingly prominent. In this paper, a brief description of
information security in the electric power system was introduced, information
security risks were analyzed in detail, and then, the solution suggestions were
given, in order to build information security protection architecture of the power
system and to ensure safe and stable operation of the smart grid.

Keywords Smart grid � Information security � Operation security � Active
defense � Protection system

1 Introduction

In the ‘Twelfth Five-Year’ period, State Grid Corporation will speed up the con-
struction of smart grid with characteristics of ‘informatization, automation, and
interaction.’ And cloud computing, Internet of Things (IOT), and big data tech-
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nology will be widely used in the smart grid construction, so information security
risks will become more prominent. With the Iran’s nuclear power plant event as an
example, due to invasion of data transmission in a crucial moment, related
important data were lost and the whole plan was forced to be shelved. Similar major
accidents were occurred in the domestic power industry. Therefore, as the basis of
national energy, it is of great practical significance to study and solve the problem
of information security in the construction of the smart grid [1].

2 Information Security Summary

According to the definition of information security of the National Institute of
Standards and Technology (NIST) of USA, information security refers to the
protection of information systems in order to ensure the integrity, availability, and
confidentiality of information resources.

Information security technology development has been gone through three major
stages: The first stage is communication confidential stage, which takes focus on the
refusal of non-authorized users’ access to information in the process of remote
communication and ensures the authenticity of communication [2]; the second is
computer security and information security stage, ensuring the confidentiality of
hardware resource, software resource, information processing, information storage,
and information transmission in the computer system; and the third is information
security protection phase, which pays more attention to the protection and defense
of information by itself and information system, in order to ensure the integrity,
availability, confidentiality, and non-repudiation.

3 Current Situation of Information Security in the Power
System

State Grid Corporation has been focused on strengthening the construction and
management of information security for years. For example, the company compiled
the information security emergency plans, conducted regular anti-accident exer-
cises, and established the information security management approach, work stan-
dards, and regulations [3].

The network and information system of State Grid Corporation is composed of
the production control district, management information district, and three defense
lines. According to the fifth file of the State Electricity Regulatory Commission
Region, the production control district follows the ‘safe partition, private network,
horizontal segregation, and longitudinal certification’ of the security protection
principles. The management information region is divided into enterprise intranet
and extranet, with implementation of the ‘two networks and two computers,
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partition and hierarchy, grade protection, and multilayered defense.’ Three defense
lines are established in the outlet of the enterprise extranet, boundary of the
enterprise intranet and extranet, and boundary of the production control district and
management information district, in order to build comprehensively the rank pro-
tection system of information security [4].

4 Information Security Problems in Smart Grid
Construction

With the continuous development of information and communication technology,
informatization application fields have been expanding in the smart grid con-
struction, so information security is facing greater risk. Every little accident of

Power 
generation

Power 
dispatching

Power 
consumption

Power 
distribution

Power 
transformati-

on

Power 
transmission

Six areas

More wide in 
coverage

A variety of wireless 
LAN communication, 

mobile network, satellite 
communication and 

Other methods coexist.

1 real-time monitoring data 
of the electric line is stolen
2 Electric control instruction 
in the community is 
destroyed;
...

More terminal 
equipment

There is more smart 
meters, mobile devices and 
other intelligent terminal, 
and the number is  huge.

1 personal information of the 
intelligent handheld terminal 
is stolen;
2 Unauthorized terminal 
access into the information 
system terminal;
...

More interactive 
exchange

Information integration 
degree is higher, and real-
time interaction between 
business systems is more 
abundant and frequent

1 The business system does 
not work caused by SG-ERP 
system accident;
2 Online trading transaction 
data is disclosed;
...

More 
technology

The new wireless 
communication, 

virtualization  technology, 
cloud computing, Internet of 
Things and big data will be 
widely applied in the grid.

1 The information system 
service stop because of the 
Internet or 
telecommunication 
network being attacked;
2 The platform of cloud 
computing is maliciously 
attacked
...

Characteristics

Content

Risks
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information security is likely to lead to overall security accident. Therefore, State
Grid Corporation must organize the staff of all regions and departments to coor-
dinate each other and prevent in advance [5].

Specifically, the smart grid construction generally covers the power generation,
transmission, transformation, distribution, consumption, and dispatching of the six
areas, which includes the UHV grid as the backbone, the coordinated development
of power grid at all levels, with characteristics of ‘informatization, automation, and
interaction.’ Facing with the information security risks and challenges of the smart
grid construction, all aspects of business system security should be given full
consideration. The risk is shown in Fig. 1.

5 Main Work of Information Security in Smart Grid
Construction

Based on the analysis of information security of large enterprises at home and
abroad, combined with the maturity model from the famous international consulting
firm, the information security architecture is evaluated in management, operation,
boundary, host, network, application, and data security of seven aspects [6]. The
results show that State Grid Corporation is relatively good at the management,
boundary, host, and network security, not at the operation, application, and data
security which need to be further strengthened, as shown in Fig. 2.

According to the analysis above, the following work should be paid more
attention.
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5.1 Taking Information Security Technology as the Center

The technology is the key of solving information security. Only adopting reason-
able and efficient technology means can we eliminate information security risks to a
great extent. Therefore, application and data security can be improved. According
to the power system characteristics, the next work is as follows [7]:

1. Business-oriented strategy. Guided by the smart grid construction, the use of
advanced and mature technology in the grid is to enhance the overall infor-
mation security protection ability and to achieve the strong support and safe-
guard of the company’s strategic development.

2. Active defense. Starting from the information security system architecture, with
the technology as the breakthrough point, passive defense of event-driven is
being gradually turned into active defense of message driven, through using the
‘partition and hierarchy, security access, dynamic perception, and comprehen-
sive protection’ principle.

3. Continuous tracking. We should track continuously the development trend of
international informatization and information security work, and try to apply
them in the information security protection of State Grid Corporation.

5.2 Building Longitudinal-Depth Protection System

One of the keys to the smart grid is strong, which is not only the security and
stability of the backbone grid, but also the same strict requirement on the entire
information environment of smart grid operation. Therefore, it is the basis to
establish a set of longitudinal-depth protection system covering from the physical
layer to the application layer for strong smart grid construction [8].

5.3 Information Security Team Construction

Team construction is effective implementation of the information security. State
Grid Corporation should take the technical support team of China Electric Power
Research Institute and State Grid Electric Power Research Institute as the foun-
dation, to strengthen the effort in personnel training, build a national information
security laboratory, and finally improve the quality performance of information
security in the seven aspects.
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6 Conclusion

With the wide application of information and communication technologies in the
construction of smart grid, the information security is facing greater threat and risk.
The emphasis on information security work cannot be overstated any time, any
place. In 2003, for example, large portions of the northeastern USA and Canada
experienced an electric power blackout. The outage affected more than 50 million
people and caused economic losses of about 6 billion dollars. The cause was the
loopholes in information system and the primary server crashed, resulting in early
warning failure. Therefore, the State Grid Corporation must employ the means of
the mature high-tech, modern management and security team to build the protection
system of power information security, in order to guarantee the safe and stable
operation of smart grid.
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The Multiobjective Optimization Model
of Open Mill Mastication Parameters

Zhang Liang, Wang Qidong, Zhu Lihong and Zhao Han

Abstract Through the analysis of the efficiency and energy consumption of the
mastication process of open mill, the time and carbon emission objective function
of the process is established. Considering the actual constraint in the process of
open mill performance and mastication parameters, a multiobjective optimization
model is established, which takes the open mill linear speed of roller, roller spacing,
and roller ratio as the variables and the minimum processing time and the lowest
carbon emission as the optimization objectives. An improved genetic algorithm is
utilized to solve the optimization model. The validity of the proposed model is
verified by an example, and the sensitivity of the optimization results and the
optimization variables are analyzed.

Keywords Open mill � Mastication parameters � Carbon emissions �
Multiobjective optimization model

1 Introduction

Mastication is an essential process of rubber production [1]. In rubber processing,
emissions are mainly from mastication and vulcanization process, 90 % of total
emissions [2]. Therefore, in order to improve the production efficiency and reduce
carbon emissions in the production process, many rubber enterprises need to solve
the engineering problems of reasonable selection of production equipment and
processing parameters.

At present, there are numerous scholars at home and abroad for the optimization
of process parameters. Li et al. [3] classified and analyzed the optimization of
cutting parameters in the domestic and international research status of production
efficiency, cost profit target, and energy consumption target. Using genetic algo-
rithm, neural network method and fuzzy rough set theory in the literatures [4–10],
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the optimization problem of high speed machining parameters was studied, and the
relationship between cutting parameters and energy consumption and energy effi-
ciency was found. Through the analysis of the above results, we find that most of
these studies use a single-objective optimization method, a lot of the study of the
efficiency, the cost for the optimization objectives of the use of multiobjective
optimization. However, there is little research on the environmental impact as the
optimization goal. Finally, these studies have almost all of the optimization of the
parameters of the process parameters and the optimization of the parameters in the
process of rubber production.

Therefore, in this paper, the production efficiency and environmental impact as a
comprehensive optimization objective, the optimization of process parameters in
the process of refining machine is studied. The mathematical model of the process
parameters is created. The model is based on the assumption of ensuring the
maximum production efficiency. The minimum carbon emissions as the optimiza-
tion objective and the actual situation of the equipment and the process of the
plastic chain are constrained.

2 The Establishment of the Optimization Model

2.1 Optimization Variables

In open mill for production, the front line of roller speed v2 , and distance e (the
minimum distance between the front and rear roller and roller speed ratio f (before
and after the two line of roller speed ratio) is plastic compounding process
important operating variables. The values of these three variables are closely linked
to the processing ability, the processing efficiency, and the energy consumption of
the mill. Therefore, the linear speed of roller v2, roller distance e, and roller speed
ratio f are considered as the optimization variables.

2.2 Optimization Objective Function

The refining process and carbon emissions [3] of plastics are the optimization
objectives in the paper.

2.2.1 The Time Function of Plastic Refining Process

In the process of using the thin—pass method, a full—time work includes the time
and the auxiliary time. The mathematical model of the time function of the process
of plastic refining can be expressed as follows:
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T0 ¼ 2 � 103KD
ev2ðf þ 1Þ þ Tf ð1Þ

In this formula, D is the roller diameter, K the empirical coefficient and generally
K = 0.007, and L the roller length. In this formula, Ts for the time of plastic
refining, Tf for the auxiliary time.

2.2.2 Carbon Emission Function of Plastic Chain

Plastic mixing process of carbon emissions mainly includes energy consumption Cd

caused by carbon emissions and carbon emissions caused by the process of pro-
ducing waste gas and wastewater in the process of plastic refining Cq and Cw.

Ca ¼ Cd þCq þCw ð2Þ

1. Carbon emissions Cd caused by electricity
In the process of plastic refining, a large amount of energy is needed. The
calculation of carbon emissions caused by the electric energy consumption is as
follows:

Cd ¼ FdEd ð3Þ

In this formula, Fd is the carbon emission factor (kgCO2/kWh) generated by
electricity and Ed is the electric energy consumption of plastic chain. In this
paper, the average 0.5412 (kgCO2/kWh)3 is used as the electric energy carbon
emission factor.
According to the method provided by the literature [11, 12], we can get the
plastic refining energy consumption:

Ed ¼ Pkd þ a1
50v2
3pD

� �
þ a2

50v2
3pD

� �2
" #

T0 þ 1:2 � v2DLKp

2� 109e
f 2 � 1
� �

Ts ð4Þ

In this formula, Pkd is the mills’ minimum no load power and a1 and a2 are
speed coefficients of the roller. Kp is the shear coefficient; according to the
experience, Kp = 200.

2. Carbon emissions from waste gas treatment
In the process of plastic refining, the waste gas emitted by the rubber material
mainly consists of dust particles, CS2, and non-methane hydrocarbons [13]. In
general, it will deal with the waste gas discharged into the atmosphere through
the fan. Carbon emissions from this process are mainly derived from the energy
consumption of fans. Therefore, we can get the formula of carbon emissions
from waste gas treatment. Pfj is the power rating of wind turbine.

The Multiobjective Optimization Model of Open Mill Mastication Parameters 1181



Cq ¼ FdPfjT0 ð5Þ

3. Carbon emissions from wastewater treatment
The wastewater from rubber product enterprises is mainly used for cooling the
circulating water, the water quality is less, and the main component is water.
According to the research of the literature [14, 15], carbon emission factor for
wastewater treatment is 0.2 kg CO2/L.

Cw ¼ 0:2 KDLT0 ð6Þ

From the above analysis, the carbon emission function in the process of plastic
operation is obtained:

Ca ¼ 0:5412 Pkd þ a1
50v2
3pD

� �
þ a2

50v2
3pD

� �2
" #

T0

þ 0:5412 1:2� v2DLKp

2�109e f 2 � 1ð ÞTs þPfjT0
h i

þ 0:2 KDLT0

In open smelting machine in practical work, plastic mixing parameter value
must be limited to selecting open smelting machine’s roller line speed, speed
ratio range, maximum, and distance conditions. The machine must be in the
range of the limit conditions. The mathematical model of multiobjective opti-
mization of the process of the opening of the machine is as follows:

minF v2; e; fð Þ ¼ minT0;minCað Þ ð8Þ

s:t: vmin � v2 � vmax; fmin � f � fmax; emin � e� emax;
v2DLKp

2� 109eg
f 2 � 1
� ��Pmax

ð9Þ

3 Optimization Algorithm

In this paper, a modified genetic algorithm is used to optimize the parameters of the
plastic chain of the mill. This algorithm is based on the combination of Pareto [16]
and genetic algorithm, which is based on the genetic algorithm, which adds the
technology of population sorting, niche, adaptive value sharing mechanism, and so
on. The algorithm program is shown in Fig. 1.

Among them, the maximum algebra is 100, the population size is 100, using 10
binary code, the probability is 0.7, the probability of mutation is 0.05.
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4 Optimization Examples

In the case of a certain type of air spring, the model is verified to verify the validity
of the optimization model.

4.1 Test Conditions

The basic parameters of the test are shown in Table 1.
The quality of the air spring used in the experiment is 12 kg. Other relevant

parameters and coefficients are shown in Table 2.

4.2 Optimization Results and Analysis

Optimization calculation is done by using MATLAB toolbox. Examples of the
optimization results are shown in Table 3.

From the optimization results of Table 3, we can know that the optimization
effect is more obvious for the time and carbon emissions, and the optimization of

Initial populationGen

Start

The objective function value and constraint function 
value of the population are calculated.

According to the objective function value, the 
individual of the population is classified

To find out the level of the population of 1 of the 
individual and to get the Pareto solution set

Calculate the individual fitness value of the population

Satisfy termination conditions

End

Gen Gen+1

A new species group was obtained 
by cross mutation operation.

Y

N

Fig. 1 Optimization algorithm flowchart
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the single-objective optimization is more than 30 %; in total carbon emissions, the
carbon emissions of wastewater and waste gas are small, and the carbon emissions
are mainly derived from the energy consumption of the mill; both single opti-
mization goal is integrated optimization, linear velocity of roller and roller spacing
value are close to their maximum value, the change was less than 10 %, and the
ratio of the value choice changes greatly. The cause of this result is to carbon
emission minimum as the optimization objective, ratio value is smaller, and roller
material on the force of the shear is small. Thus, the energy consumption of the
machine is less, so the carbon emission is less. To attain the highest production
efficiency, the ratio is higher; the shear strength of the material is higher. Therefore,
the energy consumption of the mill is more, so the carbon emission is relatively
more. When the production efficiency and carbon emissions are integrated to
optimize the target, the time and the carbon emissions of the carbon chain are
between the above two.

4.3 Sensitivity Analysis

In this paper, we analyze the sensitivity of the target function and the carbon
emissions of the three optimization variables by the method of factorial design. The
selected variable data were 27 groups, and the specific data are shown in Table 4.

Table 2 Parameters used in calculation

Auxiliary
time Tf (S)

Blower rated
power Pfj (kW)

Minimum idle
power Pkd (kW)

Speed coefficient
of roller a1

Speed coefficient
of roller a2

100 20 9.88 0.126 1.32 × 10−6

Table 3 Optimization results

Optimization
results

The highest
production efficiency
as the target

Minimum carbon
emissions as the
target

Comprehensive
optimization
objective

Relative
optimization
rate (%)

Carbon
emissions Cd

(g)

1690 1190 1423 35.1

Plastic
refining time
T0 (s)

157 219 186 −33.3

Roller line
speed v2min
(mm s−1)

184.637 168.443 176.185 9.2

Roll pitch e
(mm)

0.838 0.796 0.816 5.1

Speed ratio f 1.293 1.102 1.109 17.2

The Multiobjective Optimization Model of Open Mill Mastication Parameters 1185



1. Sensitivity analysis of the influence of optimization variables on time objective
function.
Based on partial derivative of time objective function calculation roller line
speed and the speed ratio and distance, we can get time objective function on
line of roller speed, speed ratio and distance sensitivity (absolute value). Results
are shown in Figs. 2, 3, and 4.
Comparison Fig 2, 3 and 4, we can see maximum distance sensitivity of time
objective function, and minimum sensitivity of roller speed ratio. From Fig 2 it
can be seen that when the roll and pitch line of roller speed while maintaining
unchanged, the ratio is increased, the ratio of the sensitivity shows a decreasing
trend; From Fig 3 it can be seen that when the roll and pitch ratio while
maintaining unchanged, line of roller speed is increased, the sensitivity of the
linear speed of roller is decreased; From Fig 4, it can be seen that when the line

Table 4 Variable values for sensitivity analysis

No. Front line of roller speed v2/(mm s−1) Roll pitch e/mm Speed ratio f

1 50 0.1 1.1

2 50 0.1 1.2

3 50 0.1 1.3

4 50 0.2 1.1

5 50 0.2 1.2

6 50 0.2 1.3

7 50 0.3 1.1

8 50 0.3 1.2

9 50 0.3 1.3

10 100 0.1 1.1

11 100 0.1 1.2

12 100 0.1 1.3

13 100 0.2 1.1

14 100 0.2 1.2

15 100 0.2 1.3

16 100 0.3 1.1

17 100 0.3 1.2

18 100 0.3 1.3

19 150 0.1 1.1

20 150 0.1 1.2

21 150 0.1 1.3

22 150 0.2 1.1

23 150 0.2 1.2

24 150 0.2 1.3

25 150 0.3 1.1

26 150 0.3 1.2

27 150 0.3 1.3
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of roller speed ratio and also remained unchanged, and distance is increased, the
sensitivity of shows a obvious decreasing trends.

2. The sensitivity analyses of optimization variables on the impact of the target
function on carbon emissions.
This paper is on carbon emissions in the objective function, roller distance and
roller line speed of roller speed ratio calculation of partial derivative. We can get
the carbon emissions of sensitivity function and distance and roller line speed of
roller speed ratio (absolute value). Results are shown in Figs. 5, 6, and 7.
Comparison Fig 5, 6 and 7 can be found, the line speed of roller on carbon
emissions objective function of maximum sensitivity, roller speed ratio of
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minimum sensitivity. From Fig 5, we can see that when the roller line speed and
the speed ratio also remains unchanged, the distance and the sensitivity of the
present trend with distance and decreases; from Fig 6, we can see that when the
roll and pitch ratio also remains unchanged, the sensitivity of the linear speed of
roller showing the trend and increase with the increase of the line speed of roller;
from Fig 7 it can be seen, when the constant line speed of roller, speed sensi-
tivity showing with increase of speed and distance and increase first and then
decrease, and increase the fluctuating trend.
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5 Summary

This paper based mill during mastication in the analysis, select the linear speed of
roller, roller distance and roller speed ratio as the optimization variables; the
multiobjective optimization model was constructed to maximum production effi-
ciency and the lowest carbon emissions, the linear speed of roller, roller distance,
roller speed ratio and the maximum power are constraint conditions. Pareto genetic
algorithm is used to solve the optimization model. The model is validated by the
specific examples, and the sensitivity analysis is carried out on the plastic chain
parameters. The results show that this method has a certain value in engineering
application for improving production efficiency and reducing carbon emissions.
Plastic chain is only a link in the process of rubber products. The work will focus on
the multiobjective optimization model of the whole process.
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Precision Compensation Analysis
of Spacecraft Assembly Parallel
Mechanism

Guangtong Liu, Guotao, Yanlei Zhang and Laiying Tang

Abstract The pose of spacecraft can be adjusted automatically, intellectualized,
high-precisioned by 6 DOF parallel spacecraft assembly platform, resolved the
problem of high-precision spacecraft assembly. In digital assembly process,
spacecraft assembly platform is used as the positioning mechanism for spacecraft,
but it occurs structure deformation caused by spacecraft, which can affect the
precision of assembly. This work focuses on the research about the deformation
error and proposes a corresponding error compensation method in order to satisfy
high-precision requirement in the procession of assembly. To take account of
deformation of all parts in the assembly platform, finite element method is applied.
Firstly, this paper verifies the feasibility of deformation analysis based on finite
element comparing with the stiffness matrix method. Secondly, it establishes a
posture error model for the platform. Finally, it proposes an error compensation
method based on finite element analysis results and tests the compensation method.

Keywords Precision compensation � Spacecraft � Parallel mechanism

1 Introduction

When spacecraft is assembled, one cabin is fixed by crane, the other one installed
on the assembly platform. By adjusting position of the platform, the cabin assembly
can be achieved. Due to the gravity of cabin, the assembly platform occurs material
deformation, which makes the platform position exist positioning error. Although
assembly platform is subjected to the same load, the varying stress of parts under
different postures makes the error change. In this paper, the assembly platform
which is a 6-UPS parallel mechanism has six degrees of freedom. The more the
degree of freedom is, the more complex the error is. So the compensation is getting
more difficult.
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Traditionally the problem of mechanical deformation is studied by using the
theory of stiffness matrix, but this method ignores the influence of joint despite
considering the deformation of branched chain [1]. With the development of
computer technology, finite element method is an important method to analysis
mechanical strength and stiffness. Zhu [2, 3] analyzed static stiffness of 3-TPT
parallel machine by finite element method using ANSYS software and obtained
static stiffness and static characteristics of the machine under different attitudes. In
this paper, it simulates mechanical stress and deformation of the actual situation
using ABAQUS software, which is of great significance for the error research of
spacecraft assembly platform.

2 Spacecraft Assembly Parallel Mechanism

As shown in Fig. 1, the spacecraft assembly platform is a 6-UPS parallel mecha-
nism. Figure 2 is schematic diagram of this parallel mechanism. The 6-UPS parallel
mechanism is made up of a fixed platform, a movable plate, and six variable
branched chains. One end of each chain is connected to the movable plate through a
ball joint, while the other end is attached to the fixed platform by a U-joint. This
design is to overcome a local degree of freedom that the link rotates itself around its
own axis. By adjusting the length of six branched links, the position of the movable
plate relative to the fixed one can be controlled.

During the assembly process of spacecraft cabins, it can adjust posture of the
cabin installed on the movable plate by controlling the length of six chains. So the
assembly is subjected to the constant gravity. In order to assemble the cabin
installed on the movable plate to the fixed cabin successfully, the positioning
precision of assembly platform must meet actual requirements. Therefore, it is
necessary to eliminate positioning error caused by the material deformation under
heavy load.

Fig. 1 The assembly
platform
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3 Finite Element Analysis Method

The accuracy of finite element analysis is influenced by the factors such as the way
of meshing, cell size, and cell type. And the precision of the data is limited in most
cases. However, error of the assembly platform is small. Therefore, it is necessary
to examine whether the error of finite element analysis can achieve the demanded
accuracy or not. Based on the stiffness matrix, this paper studies the influence of the
chain length error on the output error and gets the theoretical value of output error.
In order to verify reliability of the finite element analysis, the theoretical value is
compared with the result of finite element calculation.

3.1 Stiffness Matrix Method

Broadly speaking, there is a displacement at the end of a mechanism when a force is
exerted on it. So the ratio of its force and the displacement is defined as stiffness,
namely K = F/X. According to the principle of virtual work, in 1990 Gosselin
firstly found a way to map from operating force of spatial mechanism to defor-
mation at the end under the assumption of only considering the deformation of
chains. The mapping relation is described as a matrix, namely the stiffness matrix
[4]. The stiffness matrix formula for parallel mechanism is described as below:

Kc ¼ JT ki½ �J ð1Þ

where J is the Jacobi matrix of parallel mechanism, ki½ � is the stiffness matrix of
chains which is a 6� 6 diagonal matrix.

Fig. 2 Diagram of the
assembly platform
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Therefore, according to F;M½ � ¼ Kc � ½ Mx My Mz Ma Mb Mc �T, the
positioning error of the assembly platform is calculated under the action of force
and torque based on the stiffness matrix.

3.2 Finite Element Method

Stiffness matrix theory only considers the chain length error and not positioning
error of the joint. For the sake of analysis, the influence of joint locating error is
eliminated by removing the fixed platform and fixing the bearing directly on the
ground. The mechanism is assembled by its components. And then according to the
actual constraint relations, set up sliding pair, revolute pair, and spherical pair, and
set the boundary condition to fixing the three bearing (see Fig. 3).

As seen from the result from ABAQUS, the coordinates of the points before and
after the deformation are read. So we can take three target points on the movable
plate and record the three coordinates of the points before and after the deformation.
SVD method is a kind of position fitting algorithm, and its essence is getting the
pose of the rigid body coordinate system relative to the fixed coordinate using three
points on the rigid body in its own coordinate system and static coordinate [5].
Therefore, through the SVD method, calculate the actual pose of the mobile plat-
form according to the coordinates of the three target points before and after the
deformation, and the actual pose subtracts the target pose and gets the positioning
error.

Fig. 3 The model of finite element analysis
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3.3 Models Comparison

Here is moving along z direction, for example, and we calculate the pose error in
each direction. The following Fig. 1 describes the output error in z direction cal-
culated by the two methods above (see Fig. 4).

In general, the values of the error calculated by two methods are different, but the
difference is not big. And the tendency of curve is basically the same. Therefore, it
is available to calculate the error of the assembly platform using FEA method.

4 Precision Analysis and Compensation

4.1 Error Model

As shown in Fig. 1, the coordinate system O-XYZ and O′-X′Y′Z′ is set up,
respectively, in the center of the fixed base and movable plate. The end position of

the assembly platform can be described as the vector X ¼ DTMT½ �T, where D ¼
xyz½ �T is position vector of the movable coordinate system origin and M = [α β γ]T

is attitude angles of the movable coordinate system.
The assembly platform mainly includes position error of the joint point and

length error of the branched chain. The error of joint point is expressed as follows:

d p ¼ dAT
1 dBT

1 dAT
2 dBT

2 . . . dAT
6 dBT

6

� �T ð2Þ

where, dAi ¼ dAix dAiy dAiz½ �T; dBi ¼ dBix dBiy dBiz½ �T.
The relationship between output error at the end and error sources can be

described as follows:
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dX ¼ J�1
p ðd l� Jsd pÞ ð3Þ

where d l ¼ d l1 d l2 . . . d l6½ �T;

Jp ¼
~lT1 ðs6 �~l6ÞT
� � � � � �
~lT6 ðs6 �~l6ÞT

2
4

3
5

6�6

; Js ¼
~lTi R �~lTi . . . 0

. . .. . .
0 . . . ~lTi R �~lTi

2
4

3
5

6�36

4.2 The Values of Error Resource

Although the load on the assembly platform is the same under different pose, the
output error at the end is different. And the length error of branched chain has the
certain regularity along with the change of the pose, so it can be compensated with
the results calculated by stiffness matrix. The position error of ball points in
movable platform is small enough to be ignored. But the corners of fixed platform
have bigger deformation. So the position error of U-joint in the fixed plate is the
main error source. However, the position error of U-joint has a certain relation to
the shape of fixed platform, the position of supporting legs, and the structure of
bearings, and so on. Therefore, the error is complex and has non-fixed changing
rule.

The hinge point position error is solved by using the following method:
According to the static analysis of parallel mechanism, the maximum and the

minimum forces of the branched chains in the parallel structure can be obtained in
the whole workspace. By finite element analysis, exerting the max force to the six
branched chain at the same time, we can get the static platform six hinge point
coordinates Bimax. While exerting the min force to the six branched chain at the
same time, we can get the static platform six hinge point coordinates Bimin. So the
hinge point coordinate error range is obtained as shown in the Table 1. Take the
average of the hinge point error as the coordinate point error source dp.

Table 1 The error value of coordinate point

No. Axis x error d xi (mm) Axis y error d yi (mm) Axis z error d zi (mm)

Range Average Range Average Range Average

1 −0.012 to −0.049 −0.031 0.002 to −0.044 −0.021 −0.052 to −1.29 −0.67

2 −0.012 to −0.042 −0.027 0.002 to −0.082 −0.04 −0.047 to −1.17 −0.61

3 0.001 to 0.15 0.075 −0.001 to −0.17 −0.084 −0.057 to −1.09 −0.57

4 0.001 to 0.17 0.085 −0.001 to −0.15 −0.073 −0.057 to −1.09 −0.57

5 −0.002 to 0.082 0.040 0.012 to 0.042 0.027 −0.047 to −1.17 −0.61

6 −0.002 to 0.043 0.021 0.012 to 0.049 0.031 −0.052 to −1.29 −0.67
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4.3 Error Compensation

Due to the assembly platform by the spacecraft’s only gravity, the load vertically
downward and its direction remains the same. And the pose space of the institution
is relatively small, so you can think that the main error is along the z-axis error and
errors of the other degrees of freedom are lesser that can be ignored. The key of
compensation process is that considering the position error of the hinge point and
the branched chain length error at the same time. According to the positive solu-
tion’s error model, we can obtain the output error of the end along the z and take the
error value as the next step of the error compensation.

Assume in order to realize the target position for X0, error compensation process
is as follows: According to the error model, we can solve the output error value of
the end dX ¼ J�1

p ðd l� jzd pÞ by the error source d l and d p. Therefore, branched
chain length error can be obtained from the formula (3); The error of hinge point
coordinates d p can be taken as d�xi d�yi d�zi½ �, because terminal error value dX
is the difference between the actual position X and the target position X0

dX ¼ X � X0 ð4Þ

Taking the obtained error of the end as compensation value, then if we want to
achieve the final actual position X0, we should input the actual value
X 0 ¼ ðX0 � dXÞ. Taking the value ðX0 � dXÞ as the target location and using the
obtained by inverse solution of kinematics of the branched chain length value as the
driving instruction, we can drive assembly platform (see Fig. 5).

X0

l
p

X

X0 X

Fig. 5 The diagram of error
compensation
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5 Simulation Result and Analysis

Here is a movement along the z-axis for example which tests the effect of error
compensation.

5.1 Without Compensation

When the target position X0 is given, it can get the length of branched chains based
on position inverse solution. And then the assembly platform position can be
controlled using these length values. Error curves of every DOF using finite ele-
ment method are obtained. Figure 6 is the output of error along the z direction and
x direction when the movable plate goes in z direction.

As shown in Fig. 6, the error of x direction is small, while the error of z direction
is big enough to affect the positioning precision of assembly platform. Using the
same method, it is shown that the error A, B, C, and y direction is small. Therefore,
it is reasonable that error compensation is made for the error of z direction, not the
error of A, B, C, x, and y direction.

5.2 Using Compensation

When the assembly platform is moving along the z-axis, the following points shown
in Table 2 are considered as the target position. According to the error source, it can
get the output error value dX and driving position X0 � dXð Þ. And then, it can get
the length of each branched chain value according to the actual target position
X0 � dXð Þ. After inputting the values to control instruction of the assembly plat-
form, it can realize the assembly platform position adjustment.

The error curves of x and z directions are shown in Fig. 7 after compensation in
the same way.
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Comparing the error before compensation with the one after, it is found that the
error of x direction remains unchanged, and the error of z direction is reduced to
0.020–0.024 from −0.66–0.67. In conclusion, error of A, B, C, x, and y direction is
small. This error compensation cannot affect the error of A, B, C, x, and y direction
and reduce the error in z direction. Therefore, the compensation method is rea-
sonable and effective.

6 Conclusion

In this paper, it analyzes deformation of the assembly platform on heavy-load
condition. Then, it obtains the rules of structural deformation caused by heavy
spacecraft and proposes the effective compensation measures. After the research
and analysis, the following conclusions were obtained.

Table 2 Positioning values along z-axis

Target position z (mm) Error value d z (mm) Actual driving position z0 � d zð Þ (mm)

z = −50 −0.639305 −49.360695

z = −40 −0.639219 −39.360781

z = −30 −0.639167 −29.360833

z = −20 −0.639144 −19.360856

z = −10 −0.639147 −9.360853

z = 0 −0.639176 0.639176

z = 10 −0.639226 −10.639226

z = 20 −0.639296 −20.639296

z = 30 −0.639384 −30.639384

z = 40 −0.639489 −40.639489

z = 50 −0.639609 −50.639609
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1. It can consider deformation errors of all parts in the assembly platform using
advanced finite element analysis method.

2. It is proved by the theory of stiffness matrix that this finite element method can
be used to analyze the deformation precision.

3. It is shown that this compensation method can improve positioning accuracy of
the platform when the load is gravity, and the range of attitude adjustment is
relatively small.
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Research on CAD/CAM Integration
Methods Based on the STL Model

Huiqun Zhou and Jianjun Wu

Abstract At present, data exchange between different CAD/CAM systems
becomes an increasingly large issue for engineers and other technical personnel in
enterprises. In this paper, in order to enable better integration of CAD/CAM sys-
tems applications, we put forward the CAD/CAM integration methods which are
based on the STL model. The STL model is a generic interface for the current
popular CAD/CAM systems; by means of analysis with the STL model, the inte-
gration methods for CAD/CAM have been accomplished, But also, the methods
have been verified through examples that show that these methods are simple and
practical.

Keywords STL model � CAD/CAM � Integration methods

1 Introduction

CAD/CAM integration refers to the organic combination of CAD/CAPP/CAM and
other functions of the software, using a unified program to control and organize the
extraction, transformation and sharing of the information function of the software,
so as to achieve smooth flow of information and system coordination within the
system operation. In general, a factory that applies only a kind of CAD/CAM
software finds it difficult to meet the requirements; therefore data exchange between
different software systems and modules has become an important problem. With the
development of CAPP/CAE/CAM/CAD technology and the improvement of the
degree of integration, data exchange between different systems is becoming more
and more frequent, and the data transformation between different systems need to
be solved urgently [1, 2].
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In order to enable better integration of CAD/CAM systems applications,
building a common channel is very important. The STL file is a physical interface
protocol developed by the 3D SYSTEM Company in 1988 in the U.S.. In the rapid
prototyping technology field, the STL file format has been widely used. The STL
file to describe the 3D interpretation is unique. Most of the commonly-used CAD
systems (such as that of Pro/E, Unigraphics, CATIA, SolidWorks, AutoCAD,
I_DEAS, CAXA, etc.) have a complex 3D solid model so that they can output to
the STL model, and the STL model as the model of CAD data exchange has a
strong versatility within the CAD/CAM system [1, 3].

This paper puts forward a kind of method for integrating different CAD systems
and CAM systems for integrated applications. These methods use the STL model
for the input and output and universal and simple data structures for CAD/CAM
system. Through the introduction to the STL model, the introduction, analysis and
consolidation, and feasibility has been proven.

2 STL Model and Its Error Correction

The format file of the STL model is a CAD data exchange file using a CAD model.
It is widely used in the early stage between the CAD system and the rapid proto-
typing system data exchange. The STL file is obtained by the surface triangulation
of the CAD solid or surface model, which is equivalent to the original CAD model,
by using a polyhedral approximation of the space triangle. The file format is used to
approximate the small-triangle-surface approximation of a 3D entity model, in
which each triangle contains four data items. By the method of vectors, three
vertices of the triangle-to-triangle model and external components, the normal
vector by the entity’s internal to the external, the three-point order, and the normal
vector of the vertex must conform to the right-hand rule. The number of small
triangles has a direct influence on the accuracy of the approximation. The larger the
number of triangles, the higher is the accuracy; otherwise, vice versa. The STL file
format documentation entails more, which is not repeated here.

When the CAD model is completed in a CAD/CAM system, the output and
input of the STL file are required for other applications in different CAD/CAM
systems. At present, almost all of the commercial CAD/CAM systems have an
STL-file input and output data interface, and the operation and control are very
convenient. In the STL file output, according to the complexity of the model and the
required precision, the output accuracy of the STL file can be selected.

The correct STL data model is the key to the integration of CAD/CAM system.
But in the STL file, most possess different degrees of error. Although the data
structure of STL model is simple (i.e., the emissions data follows certain rules, the
information on the solid surface is easy to read), the topology information is
contained in the STL file and it is difficult to ensure the correctness of each adjacent
triangle. After systematic analysis and induction, the common errors in the STL file
are shown in Fig. 1 (cracks, voids, normal vector error, overlap, etc.) [4].
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The error correction and the integration of the process steps can be expressed as
follows:

{
While do{

Step1: Read STL file data; 
Step2 :{If (There is no common of several neighboring triangles ) 

((The STL file has cracks, heavy segment and then divided into sev-
eral small triangle, fill the cracks) }

Else 
Step3 :{ If (A vertex of a triangle on the edge of a neighboring triangle.)

(The STL file is empty, the quadrilateral into two triangles, such 
that the vertices into two new vertex of a triangle.) }
Else 

Step4 :{If (By judging the vector triangle according to the right-hand rule, 
if the error will be corrected)}

Else 
Step5 :{If  (A vertex of a triangle on the adjacent triangle overlap part, to

remove a patch, that is,  overlap and mesh deletion, also, re meshing) }
Else 

Step6: …}  
} End. 

Procedure:
Begin

3 Based on the STL Model of the Integration Principle

The development trend of the machinery manufacturing industry is international-
ization and globalization, but the data format used by different enterprises is usually
different. If the data is used both in the design and manufacturing of different
formats, it must be converted into the same kind of data exchange format for 3D
model reconstruction or repair, and then manufactured. Al-though CAM can be
completed by using the DXF or STEP file, after data is transformed, it is easy to
lose and so on. So it cannot realize the seamless link of the converted data. On this
basis, this paper proposes that, using the STL model file for the integration of a

Fig. 1 Common error graph of STL file. a Crack. b Void. c Normal vector error. d Overlap
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CAD/CAM channel, the integration between different software systems can be
realized.

Data conversion using STL file can be expressed as follows:

Procedure:
Begin {
While do {

Step1: Call the 3D CAD system modeling (e.g. NX UG system) ; 
Step2: Storage CAD model map into STL model data format;
Step3: Call other CAM systems (such as Pro/E system, must be different 

from Step1) ; 
Step4: In the CAM system, a model of data format of STL model is pro-

posed.; 
Step5: Realization of the CAD model of NC machining and other CAM 

functions
} End. 

4 NC Machining Based on STL Model

4.1 STL Models Section

In CAD/CAM system when conversion has been completed through the STL
model, you can slice of STL model. The specific steps that can be expressed as
follows:

Procedure:
Begin
{ 
While do {

Step1: Determines the direction of STL model hierarchy (usually along 
the Z axis); 

Step2: Find the intersection of stratification plane and the STL models; 
If {(Intersection points of the triangle vertices, Vertex coordinates direct-

ly record) 
Else 
If (The intersection on two sides of a triangle, record the coordinates of 

the two vertices) 
Else (Stratification plane and one side of the triangle coincide, simulta-

neous planar and linear equations, that is, we can obtain the intersection points, 
and then the intersection point coordinate in the record to the list of data); 

Step3: According to the coordinates of the point size of the proceeds will 
be sorted by computer programming } 

} 
} End.  
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4.2 Calculation of Cutter-Contact Point and Position Point

In the NC machining process, the calculation of cutter location point is the core.
And to calculate of the cutter location point, you must first calculate the cutter—
contact points [5–8]. As shown in Fig. 2a, in the case of a ball—end cutter, from the
cutting tool geometry can obtain the following equation:

Pa ¼ PþR� n ð1Þ

In the formula: Pa for cutter locations; P for the cutter—Contact Points; R is the
radius of the cutter; n for the cutter—contact points of the Unit normal vector. After
the contour curve of the STL model has been determined from Eq. (1), as can be
seen, as long as you know the cutter—contact points, the cutter location points will
be determined. Cutter—contact points must be along the contour curve of the STL
model, so, as long as a given contour curve discretization step emerges from the
points on the curve, the point is the cutter—contact point.

4.3 Method of NC Machining

To be implemented in the STL format files and data exchange between CAM, the
STL format file needs to be a discrete process. From the foregoing it is evident that,
to the extent that the original CAD model is an approximate representation of STL
model, there exists a problem of accuracy loss in the model. After the conversion of
different CAD/CAM systems in the process, especially in the machining of freeform
surfaces, in order to ensure the machining accuracy of the grid, usually by dense
triangular mesh subdivision, while also taking into account the line of intersection
point of intersection of lines obtained in each triangle in the span is not the same.

Fig. 2 Calculation of the cutter location and the model of the numerical control machine. a Cutter
drawing. b CAD model of part. c STL model of part. d Machine drawing
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In view of above analysis, based on the STL model of NC machining process,
the steps can be expressed as follows:

Procedure:
Begin
{ 
While do {

Step1: The CAD model into an STL model, and then slicing STL model; 
Step2: After slicing, the triangle of STL model and fractal dimension of in-

tersection layout handling after the connection; 
Step3: Of closed contour curve of a given step, reverse out of the points on 

the curve, the point is the cutter - contact points; 
Step4: According to the geometry of the tool, first calculate cutter - contact 

point, and then calculating the cutter location points } 
} End. 

5 Instances of the Implementing

Based on different CAD/CAM system, the paper completed a three—dimensional
CAD model into an STL model of the entire process. Then, based on the NC
machining of STL model, the integration of CAD/CAM application process has
been realized.

Specific process can be expressed as follows:
Procedure:  
Begin
{ 
While do{

Step1: Call the AutoCAD software system; 
Step2: Complete CAD three - dimensional entity model; 
Step3: The CAD model into an STL Model Output; 
Step4: Call Pro/E software systems, input STL model; 
Step5:  The model of NC programming } 

}End.
Figure 2b is an image created with AutoCAD software system of CAD of three

—dimensional solid models of parts. Figure 2c is the STL model created by the
number of triangles described, shown in the CAXA system of the model for the
CAD model into STL model. Figure 2d shows the outline of the NC machining of
STL model data as sent to the Pro/E software system in the demonstration of the
process graph. Examples show that, using the STL model integration interface file
for CAD/CAM, the process is simple, practical and reliable. It is also suitable for
different CAD systems and CAM systems producing many integrated applications.
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6 Conclusion

The data exchange between different CAD/CAM systems is a problem that must be
faced by the engineering and technical personnel of different enterprises and even
within the same enterprise. Because the file format of STL model is clear, and it
does not need the complex CAD system support, the model is easy to repair, and it
has become the standard of data exchange between different CAD/CAM systems.
With the expansion of the market of STL model, most mainstream CAM software
can already read into the STL format, or even dedicated CAM software based on
STL format file. On this basis, this paper presents a CAD/CAM integrated method
based on the STL model. The STL model is a general interface of the current
popular CAD/CAM system that, by analyzing the model and process integration
and multi to multi schemes, can yield different CAD/CAM systems. Here, through
an example, we verify the feasibility of this scheme. The result shows that the
method is simple and practical. With the continuous development of the STL
format, the defects of the STL model file will be completely solved, and it will
become more and more adopted as a common interface for a CAD/CAM system.

References

1. Zhu H, Fu J (2011) Data transformation from STL to parasolid. Comput Integr Manuf Sys 17
(1):117–124

2. Pang A, Joneja A, Lam DCC et al (2001) A CAD/CAM system for process planning and
optimization in LOM (laminated object manufacturing). IIE Trans 33(4):345–355

3. Sun Y, Liu W, Wang Y (2002) Research on the algorithm of NC tool path calculation for
triangular surface machining. Chin J Mech Eng 38(10):50–53 (in Chinese)

4. Nagy MS, Mátyási G (2003) Analysis of STL files. Math Comput Model 38:945–960
5. Zhao P, Sun H (2009) NC machining path planning on STL file. Mach Des Manuf 12(12):169–

170 (in Chinese)
6. Qu X, Stucker B (2003) A 3D surface offset method for STL-format models. Rapid Prototyp J 9

(3):133–141
7. Zeng X, Liu J, Yan G (2002) Tool path generation based on STL data model. J Eng Graph 11

(1):8–14 (in Chinese)
8. Kim DS, Jun CS, Park SY (2005) Tool path generation for clean-up machining by a

curve-based approach. Comput Aided Des 37(9):967–973

Research on CAD/CAM Integration Methods Based on the STL Model 1207



Investigation on the Characteristics of DC
Air Discharge at Low Pressure Based
on Hydrodynamics and Chemistry Model

Xing-hua Liu, Xue-Feng Sun, Ri-chang Xian, Yu-Feng Chen
and Peng Yu

Abstract Firstly, a presented model of hydrodynamics and chemistry which
introduces an improved nonlocal collisionless electron heat flux and photoioniza-
tion effect is used to simulate the low-pressure air discharge of DC. The plasma
model is developed by COMSOL Multiphysics with plasma model and takes into
account 12 species and 26 reactions which can accurately reflect the air discharge.
Then, the characteristics and mechanism of air discharge under low pressure are
analyzed. And this simulation model is validated by comparison between the
experimental results and results in the current literature. The results show that N2

+

and O2
+ are the dominant positive ions; N2 ionization reaction is always higher than

O2 ionization reaction; the cathode sheath has the greatest electron temperature due
to the Joule heating in strong electric field; the main electron energy loss of volume
in low-pressure air discharge is produced by inelastic collision.
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1 Introduction

DC glow discharge is widely used in a variety of many industry fields for its
advantages, for example, modifying industry, power generation, display panel
industry, and thin-film deposition. The detail characterization of the glow discharge
is important for the optimization of practical engineering [1]. Scientist have been
researched out to characterize the mechanism of air discharge in detail using
numerical modeling. However, computational simulation modeling of air discharge
requires plasma chemical reaction that is capable of representing all important
finite-rate chemistry effects in the nonequilibrium air plasma. Owing to the com-
plexity, rapid transient behavior, and randomness, the physical mechanism asso-
ciated with the kinetics of air discharge processes is still not well understood [2]. In
the research for numerical study of air discharge, the single theories and models are
often used to simulate the microcosmic physical process of air discharge [3]. The
method of this paper overcomes these disadvantages and is more suitable for DC air
discharge at low pressure.

2 Computational Model

2.1 Governing Equations

The balance governing equation for the electron is [4]:

@ne
@t

þr �~Ce ¼ Re þ Sph ð1Þ

where ne denotes the electron number density; Re is the electron production rate in
the chemical reactions included in the model; Sph is the photoionization rate; ~Ce is
the electron density flux calculated by the Eq. (2):

~Ce ¼ �ðle � r/Þme � Derme; ð2Þ

where me is the electron mobility; De is the electron diffusion coefficient.
The complete electron energy conservation equation is given by the following

equation [5]

3
2
@ðkBneTeÞ

@t
þr 5

2
kBTe~Ce

� �
þrqe

¼~je �~E � ne
X
k

nkgk � 2kBne
me

Mk
ðTe � TÞve;n

ð3Þ
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where Te is the electron temperature; nk is the k species particle number density; gk
is the rate coefficient for energy loss for collisions of electron with species k; me is
the mass of the electron; and Mk is the heavy species k mass.

To the heavy species (such as neutral species, positive ions, and negative ions),
the multicomponent diffusion transport equations under the air discharge can be
expressed as [6]:

@nk
@t

þð~u � rÞnk ¼ r �~jk þRk þ Sphðk¼p;nÞ; ð4Þ

where~u is the mass averaged fluid velocity vector; Rk is the species k change rate in
the chemical reactions; and~jk represents the diffusive flux vector.

The momentum equation of the all heavy species is the Eq. (5):

@n~u
@t

þr � ðn~u~uÞ ¼ �rpþ lr2~uþ l
3
rðr~uÞþ

X
k

nk~Fk; ð5Þ

where m is the dynamic viscosity and ~Fk is the body force term action on species k.
The following equation is the Poisson’s equation, and the calculated electric field

of self-consistency can be obtained.

r � ðe0r/Þ ¼ �e
X
i

ni �
X
s

nn � ne

 !
ð6Þ

~E ¼ �r/; ð7Þ

where ni is the density of the positive ion; nn is the density of the negative ion; and
e0 is the vacuum permittivity.

2.2 Schematic of Modeling Geometry

Figure 1 shows a system model schematic of the parallel plate discharge. There are
two electrodes that are separated from each other with a gap L = 0.032 m: One
electrode is grounded and the other electrode is driven with DC voltage V0. The
radius of two electrodes is 0.05 cm, and the gap between two electrodes is filled by
air at low pressure. In the present work, the pressure in air discharge is fixed at
0.2 Torr or 0.6 Torr, and the gas temperature is assumed a constant value (300 K).
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3 Results and Discussion

Figure 2 shows the comparison between computational and experimental discharge
voltage–current (V-I) characteristics for DC air discharge with a 0.032-m inter-
electrode gap.

Experimental data are chosen from reference. The computational data turn out to
be right by contrasting the experimental data at low discharge voltage, and the
measurement error is 2 % in the discharge. However, there is a slight discrepancy
between computational and experimental data in higher discharge voltage region.
A possible explanation for this discrepancy is the use of simple chemistry mech-
anism and the secondary electron emission coefficient which should be a variable at
the cathode surface in fact.

The density of electron and positive ions along the axis of the air discharge are
shown in Fig. 3.

Fig. 1 Schematic diagram
for DC parallel plate for air
discharge

Fig. 2 The computational
and experimental discharge
current–voltage (I-V)
characteristics
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It can be concluded from Fig. 3a that the electron, Nþ
2 and Oþ

2 number density
increase sharply to high value in cathode sheath and then kept almost constant value
in the bulk plasma. The density profiles of Nþ

4 ; Oþ
4 and Oþ

2 N2 are shown in
Fig. 3b. Both these ions have lower density than the dominant ions Nþ

2 and Oþ
2 in

the total plasma discharge process. The number density of Oþ
2 N2 is about

4.9 × 1012 m−3, which is the minimum of positive ion, and it can be ignored
contrasting with the other ionized species in the air discharge.

The contributions of the gas-phase reaction to the generation or destruction of
Nþ

2 and Oþ
2 in the air discharge are shown in Fig. 4.

The generation rate of Nþ
2 is higher than the ionization rate of Oþ

2 . The
important positive ion (Nþ

2 and Oþ
2 ) profiles are established by the combined effect

of gas-phase plasma reactions, transport, and surface reactions in the air discharge.

Fig. 3 The charged species densities along the axial distance. Pressure P = 0.2 Torr and applied
voltage U = 600 V. a Electron, N2

+ and O2
+ number density. b N4

+, O4
+ and O2

+ N2 number
density

Fig. 4 The generation or
destruction of Nþ

2 and Oþ
2
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The spatial profile of the total ionization reaction rate is shown in Fig. 5.
It is obvious that the maximum of ionization reaction rate occurs in the cathode

sheath, because the electrons are strongly heated by high electric field and a large
number of energetic electrons are generated. The N2 ionization reaction is always
higher than O2 ionization reaction. Besides, the Nþ

2 is hard to generate neutral
particles by reactions. This provides plenty of excited state nitrogen atoms (b1P,
b01 Rþ

u and c014 Rþ
u ). The excited state nitrogen atoms decay into neutral nitrogen

molecules accompanied with radiation photons which are absorbed by oxygen
molecules. Hence, the collision ionization intensified to the generation of pho-
toionization. The photoionization in the air discharge under low pressure is rarely
discussed in the current literatures.

Figure 6 shows the electron temperature distribution along the axis.

Fig. 5 The ionization
reaction rate in the plasma
model

Fig. 6 The computational
and experimental electron
temperature
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It can be seen that computational data turn out to be right by contrasting with
experimental results. The peak electron temperature (2.28 eV) of computational
results occurs in the cathode sheath (1.618 × 10−3 m). The high electron temper-
ature at the end of the cathode fall is because of Joule heating in high electric field.
In addition, it could also be due to ionization reactions, which can lead to the
production of energetic electrons in the cathode sheath. The major feature of
electron temperature is approximately uniform in the bulk plasma. As electrons
move toward the anode, the electron temperature decreases to much smaller value
about 0.8 eV and keeps relative uniform electron energy in the bulk plasma. This is
due to the energy loss of electron, which is caused by the electron collision with
neutral species. The developed model is also validated by contrasting the compu-
tational with experimental electron temperature distribution.

It can be seen that in the air discharge, electron heating is caused by Joule
heating which is mainly in the plasma interface region between the bulk plasma and
cathode sheath in Fig. 7.

The main electron energy volumetric loss is caused by inelastic collision, and the
contribution of elastic collision is small compared with inelastic collision, so the
mechanism of electron energy under low-pressure air discharge is different to that
of atmospheric pressure air discharge in which elastic collision cannot be ignored
compared with inelastic collision.

4 Conclusions

The nonlocal collisionless electron heat flux and photoionization effect are intro-
duced 12 species and 26 reactions which can accurately reflect the air discharge are
took into account in the model. The plasma model is validated by contrasting with
the experimental results in the current literature. The predicted discharge current–
voltage characteristics and spatial profiles of electron temperature turn out to be

Fig. 7 The contribution of
Joule heating, inelastic
collision, and elastic collision
to the electron energy

Investigation on the Characteristics of DC Air Discharge … 1215



right in comparison with the experimental results in the literature. For low-pressure
air discharge, Nþ

2 and Oþ
2 are the dominant positive ions, and Nþ

2 is much more
than Oþ

2 about an order of magnitude. N2 ionization reaction is always higher than
O2 ionization reaction. Electron heating is caused by Joule heating, and the main
electron energy loss of volume in low-pressure air discharge is produced by
inelastic collision, while inelastic collision can be ignored in atmosphere discharge.
The air plasma kinetics behavior is suitable to predict by the presented computa-
tional model.
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Research on IOT Technology Applied
to Intelligent Agriculture

Juntao Li, Weihua Gu and Hang Yuan

Abstract Internet of Things (IOT) technology has become one of the leading
subjects of scientific research field because of its potential application. This paper
briefly introduced the introduction of IOT technology and agriculture IOT tech-
nology. Agriculture development in China is transiting from traditional to mod-
ernization, and equipment with modern material conditions is urgently needed. In
the first section, it describes the concept of IOT and agriculture of things, as well as
some of the key technologies of agriculture networking applications, namely
(a) agricultural sensor technology; (b) wireless transmission technology; (c) RFID
technology; (d) agricultural product quality security technologies; (e) intelligent
irrigation technology; and (f) precision seeding and spraying techniques. The sec-
ond part introduces the development status of IOT technology in intelligent agri-
culture, and the use of resources in agriculture, agro-ecological monitoring of the
environment, and agricultural production of fine management, application analysis
and safety of agricultural traceability aspects. With the development and progress of
science and technology, information technology in agriculture has become
increasingly important, especially in recent years. With the development of new
networking technologies, intelligent agriculture also shows a broad development
prospect. The third part analyzes the intelligent microirrigation control technology.
Followed by a discussion of the three aspects of IOT technology deficiencies in the
existing practical applications, namely industry standards, information integration
and business model aspects of the problem, and accordingly at the macro we give
three suggestions. The last part gives the prospects of intelligent agriculture and its
shift to wisdom of agriculture.
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Intelligent control � Microirrigation technology
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1 Introduction

With the continuous development of times and information technology, networking
technology is the second industry tide again. The easiest thing to understand
Internet of Things (IOT) technology is the “substance and substance of intercon-
nected Internet,” and any two objects can be connected via IOT technology, which
combines sensor technology, embedded computer technology, distributed infor-
mation processing technology, modern networking, and wireless communication
technologies, through all kinds of microsensors integrated collaborative real-time
monitoring and collecting information from various measured object, the infor-
mation is sent wirelessly, and ad hoc multihop networks way transmitted to the user
terminal, in order to achieve the physical, computer and human society connectivity
world [1].

Agricultural IOT technology is used to combine variety of sensor organizations
to form the sensor network, through which we can collect farmland sensor infor-
mation and real-time analysis of the results transmitted to farmers to enable them to
make the most profitable decisions [2].

2 Key Technology of Agriculture Things

2.1 IOT and Agricultural IOT

IOT is based on Internet, mobile communication, and other communication net-
works, through intelligent sensors, radio frequency identification, infrared sensors,
global positioning systems, laser scanners, remote sensing, etc. Information sensing
equipment and systems, in accordance with the agreed protocol for the needs of
different applications, and all the physical objects can be individually addressable
and interconnected to achieve a comprehensive perception, reliable transmission
and intelligent processing, building a things and things Internet intelligent infor-
mation Service System.

Agricultural IOT is the specific application of IOT technology in agricultural
production, operation, management and services, using various types of sensors,
RFID, visual perception collection terminals, and other equipment, extensively
collecting field planting, horticulture, livestock and poultry, aquatic products’ site
information breeding, agricultural logistics, and other areas [3].

Currently, IOT applications are mainly in the following mature technologies:

(a) Agricultural sensor technology. Agricultural products have been covered by
many categories of sensors such as soil sensors, water sensors, meteorological
sensors, heavy metal detection sensors, biosensors, gas sensors, and so on.
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(b) Radio transmission technology. ZigBee wireless sensor networks can achieve
self-organizing wireless data transmission, which has been widely applied in
large-scale farming.

(c) RFID technology. It is widely used in animal identification, which can be
performed on animals to achieve intelligent recognizing, positioning, tracking,
monitoring, traceability, and management.

(d) Technical quality safety of agricultural products. In the agricultural “produc-
tion–circulation–sales” industrial chain, recording and monitoring the chain
can realize the whole process of regulation.

(e) Intelligent irrigation technology. Relying on satellite positioning network and
“shallow wells underground cables + field + automatic irrigation system
pipe” technology, it can collect irrigation water, electricity, irrigation, and time
data to achieve automation of farmland irrigation and through a comprehen-
sive analysis of information technology software to guide irrigation.

(f) Precision seeding and spraying techniques. Relying on technology combined
with GPS navigation technology, variable rate fertilization, and seeding
technology, it can achieve uniform implementation of the planting, spraying,
and improving the utilization of seeds, pesticides, and so on.

2.2 IOT Technology in Intelligent Agriculture

Intelligent agriculture refers to a high-tech artificial intelligence technology. The
key technologies involved include detection, embedded, and communication
technology. Intelligent farming system covers natural parameters that affect agri-
cultural production in the acquisition to use computer technology for reasoning and
parametric analyzing and ultimately guiding the management of the entire pro-
duction chain of agricultural production through agricultural expert systems.

3 IOT Technology’s Development Status in Intelligent
Agriculture and Its Application Analysis

3.1 Development Status

Over the past decades, many foreign countries have developed some demonstra-
tions, showing networking technology in agriculture, and application of this series
is forming a good industrialization model, which promotes IOT technology into
agricultural product circulation, resource use, and agricultural production.
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3.2 Its Application in Intelligent Agriculture

(a) IOT technology in the utilization of agricultural resources

With the continuous development of networking technology, some developed
countries have collected national land using information through satellite moni-
toring and then put the collected information to a series of analysis and ultimately
achieve the overall planning and management of agriculture.

(b) IOT technology in agricultural ecological environment monitoring

Now, almost every country has attached great importance to security of agri-
cultural protection. The USA has established a nationwide agricultural information
platform. China has established the agricultural environment network monitoring
system, implementing agricultural applications monitoring demonstrations,
achieving the atmospheric sulfur, nitrogen dioxide, water temperature, pH, con-
ductivity and dissolved oxygen in real-time monitoring.

(c) IOT technology in produce sophisticated management of agriculture

Through the combination of measures and information on agricultural produc-
tion of high-tech applications, we can achieve precision agriculture production
management.

(d) IOT technology in agricultural product safety traceability

Now, more and more people are concerned about food safety issues of agri-
cultural products. Canada and Japan can trace back links, China has also developed
to improve the safety of agricultural product traceability system for agricultural
purposes, and we have succeeded in Shanghai, Beijing, Guangzhou, and Nanjing.

4 Technical Analysis of Intelligent Monitoring
and Control of Microirrigation

China’s agricultural irrigation water consumption accounts for more than 70 % of
the national economy of water, and farmland irrigation water inefficiency and
wastewater problem is widespread. Therefore, the development of agricultural
water-saving irrigation technology, especially intelligent microirrigation control
technology, is very urgent [4]. Intelligent monitoring and control of microirrigation
technology mainly include the following two aspects: first, access to information
involved and second, in intelligent control, through which we can achieve intelli-
gent irrigation according to microirrigation crop water demand [5].
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4.1 Access to Intelligent Information Technology

Sensor nodes configured information collection are mainly agricultural environment
and soil information sensors. Sampling values can be calculated by the sensor
sensing model to get the actual value. The transformation model can configure
directly acquisition node, which can easily access the platform through the acqui-
sition node configuration software. The main structure node platform software is
shown in Fig. 1.

Access to data in the monitored region and the remote site can be divided into
two ways. When performing the initial configuration and on-site maintenance tasks,
you need on-site commissioning of the system, and researchers can directly query
network data content through PDA [6].

4.2 Intelligent Control Technology

The main function of intelligent control technology are in environmental, fertilizer
and water management and pest control. In summary, the agricultural production of
intelligent control includes automatic irrigation, fertilizer control, automatic
spraying to control greenhouse environment, and intelligent control. Several dif-
ferent control modes are from information to data processing and then to
decision-making system, which issues commands to adjust the control command.

IOT backend control system considers PLC programmable controller as the core
control mode, which mainly analogs signal output, the frequency of the signal

Fig. 1 Information collection node platform software architecture diagram
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output, PWM wave signal output and switch output to achieve agricultural elec-
trification equipment control. Derived by the PLC program control, PLC control
terminal has two, namely the control cabinet industrial touch, which can control
running of the entire system. Further, the computer and the communication control
cabinet may be wired communication or wireless communication. The choice of the
communication means conditions by the actual application [7]. Usually, the frame
mode control system is shown in Fig. 2.

Control system is based on real-time information collected to determine the
comprehensive analysis of different models, which also can be introduced as control
strategy expert system knowledge [8].

5 Inadequate and Recommendations of Existing Practical
Application

Agriculture IOT has made some advanced experience in the perception of agri-
cultural, data transmission, and intelligent processing technology, which also
achieves some typical applications in monitoring and utilization of agricultural
resources, ecological environment monitoring, product safety traceability, fine
management of agricultural production, and agricultural cloud service field
implements.

Fig. 2 Control system hardware architecture
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5.1 Problems of IOT Technology in Intelligent Agriculture

First, the industry standards. Agriculture IOT’s building needs to use all kinds of
sensors to collect crop information, and then making the management platform for
real-time data transmission by monitoring the farm environment, but in terms of
information collection and transmission, platform interface and human-computer
interaction interface lack uniform technical standards, then intelligent IOT tech-
nology promotion and application in agriculture are limited.

Second, information integration problems. During the growth of crops, it will
collect information about a variety of crops, which will generate a lot of data and
which must be stored, leading to a lot of disk space to be wasted. Therefore, we
must reduce storage space by improving the storage algorithm, which is the only
way to make IOT technology in intelligent agriculture popularity.

Third, the business model problem. Currently, our agricultural business model
things include government-supported demonstration projects, networking com-
pany’s demonstration projects, and state-owned large-scale agricultural projects.
However, there are many disadvantages in these three methods such as high cost
and insufficient chain members.

5.2 Recommendations

In order to make IOT technology better used in intelligent agriculture, we give the
following recommendations:

(a) Ensure the transmission of information between various departments fluently;
(b) Strengthen the administrative system and unify national standard industry

equipment;
(c) Build a more rational business model.

6 Summary

Based on the analysis above, we should encourage agricultural scientists and IT
personnel to exchanges ideas, especially those who not only understand planting
but also understand IT to bring innovation to jointly promote the modernization of
farming, which can improve agricultural production management and management
information level, promoting agricultural production changes, achieving the goal of
energy saving and environmental protection, and increasing production. Through
intelligent analysis and management, farmers more clearly understand the current
range of agricultural soils and other environmental information farmland and know
which crops are suitable for cultivation in that current state. Meantime, we will see
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the following scenario: Farmers do not toil in the fields under the hot weather, and
they can directly manipulate on computer, such as a cell phone or some intelligent
terminals, to realize watering, plowing, sowing, harvesting, and a series of farm
labor and then easily finish the heavy farmwork. We should seize the opportunity to
actively explore the development direction of things, and binding sites of modern
agriculture, the development of sophisticated agriculture, IOT technology is more
widely used in China’s modern agriculture, which lays a solid foundation for the
second and tertiary industries development. Overall, with the continued rapid
development of computer, network, and microelectronic technology, agriculture
IOT in information perceiving will be more intelligent, will be more interconnected
in information transmission, also will become more flexible and wisdom in the
information services, and be more rapid and reliable in terms of information
processing.
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Effective FPGA-Based Enhancement
of Quantitative Frequent Itemset Mining

Xiaoqi Gu, Yongxin Zhu, Meikang Qiu, Shengyan Zhou
and Chaojun Wang

Abstract Frequent itemset mining (FIM) algorithms are widely used to discover
common patterns in large-scale data sets. In conventional CPU-based systems,
mining algorithms, which are usually data and memory intensive, often lead to
critical power and latency issues growing even worse with a larger scale of data
sets. Having identified the pipelining workflow behind the logic of frequent itemset
mining, we propose a quantitative mining algorithm named Q-Bit-AssoRule and
further design a pipelined FPGA-based implementation of Q-Bit-AssoRule algo-
rithm to accelerate frequent itemset mining processing, achieving better perfor-
mance, throughput, scalability as well as less hardware cost. Our evaluation result
shows that our implementation outperforms other hardware approaches in terms of
clock frequency and throughput.

Keywords Frequent itemset mining � Data mining � FPGA � Throughput

1 Introduction

Nowadays, the human society has been transformed into digitalized modalities
represented by rich information in the form of big data. The rapidly increasing size
of data requires efficient approaches to speed up data mining algorithms. Two
possible accelerators, FPGAs and GPUs, can both achieve better performance than
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CPUs by invoking parallel computing resources. Considering the flexibility and low
overhead provided by FPGAs, we use FPGAs to accelerate frequent itemset mining
and make some improvement on FIM algorithm to make it more suitable for
hardware implementation.

Some efforts into hardware-based accelerators for other FIM algorithms have
been made in recent years. Systolic array architecture was employed in [1, 2] to
implement Apriori algorithm [3] and in [4] to accelerate FP-growth [5]. But the
repeatedly scan of database due to restriction of algorithms and low memory
bandwidth within FPGAs become the bottleneck of these implementations. So we
focus on improvement of algorithm and increase throughput of hardware design.

In this paper, we proposed a Q-Bit-AssoRule algorithm by applying
Bit-AssoRule algorithm [6] to quantitative frequent itemset mining. We further
implement a highly pipelined architecture including a set of parallel data processing
units shown in Fig. 1, which achieves high clock frequency and throughput.

2 Q-Bit-AssoRule Algorithm

In FIM algorithms, a record in the database is called a transaction. Each transaction
is composed of several items, named attributes. During data mining process,
combinations of attributes which occurs commonly in the database are produced.
This step is named as candidate generation. A candidate with k attributes is a
k-candidate. The times the k-candidate occurs in database is called support count.
Only when the support count is larger than predefined minimal support count, the
k-candidate can be counted as a k-frequent item.

We proposed Quantitative Bit-AssoRule (Q-Bit-AssoRule) algorithm to extend
Bit-AssoRule algorithm (a Boolean association rules mining algorithm) to quanti-
tative association rules mining. In Boolean association rules mining, all the attributes
are either 0 or 1 (0 represents this attribute does not exist in the transaction and 1
means the opposite). In quantitative association rules mining, an attribute can have
more than two values to refine its level. Therefore, a large number of candidates will
be produced under scenario of quantitative data mining. In Q-Bit-AssoRule, we

Fig. 1 PCI-E-based screaming architecture
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improve the condition of candidate joining to reduce the number of candidates.
Bitset, a binary vector, is used to store each candidate’s support count.

3 Hardware Architecture

3.1 PCI-E-Based Architecture

Traditional Apriori-like algorithms tend to download the whole database and
candidate itemsets in the memory, which would cause a performance bottleneck. To
avoid this, we divide the database into several parts and feed them into pipelines in
FPGA. In our design, the data transmission interface between the data source (i.e.,
DDR or Internet) and FPGA accelerator is based on PCI-E, as shown in Fig. 1.

Data FIFO and result FIFO serve as buffers between PCI-E and pipelines. Task
assignment module is designed to schedule data supply. When a pipeline finishes its
work, Task assignment module will send a new pack of data to the dual-port
BRAM of idle pipeline.

3.2 Pipeline Implementation

The hardware architecture is shown in Fig. 2, consisting of a dual-port BRAM, a
1-frequent-item scheduler, a 1-candidate generator, a cluster of candidate generators
(GEN cluster), and hash tables.

Each candidate has a bitset to store its support count. Each bit (0 or 1) corre-
sponds to a transaction, indicating whether this candidate occurs in the transaction.
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To compute one candidate’s support count, we just need to find number of ‘1’s in
its bitset. New candidate’s bitset can be generated by doing AND operation to two
jointed frequent items’ bitsets. In our pipeline, data flows of bitsets and candidates
are always synchronous.

The pipeline’s working flow is as follows.
Firstly, digitalized transactions are transmitted to dual-port BRAM. 1-candidates

along with their bitsets are produced in 1-CAND REGISTER. The 1-candidates
whose support counts are equal or larger than minimal support count are marked as
1-frequent items and send to GEN cluster. Each GEN stores two 1-frequent items
and their bitsets.

Secondly, (k + 1)-frequent items are generated in GEN cluster by joining
1-frequent items and k-frequent items. k-frequent items are chosen by the MUX. At
the first round, k-frequent items are 1-frequent items coming from 1-CAND
REGISTER. At later rounds, k-frequent items come from hash tables. The GEN
units work dependently and generate new frequent items in parallel.

Thirdly, new frequent items are hashed to different hash tables to filter out the
overlapped frequent items. The left frequent items flow into a FIFO and are fed to
the next round of frequent items’ generation and trimming until no more new
frequent items generated.

3.3 Parallelization Method

We utilize multi-GEN units to generate frequent items in parallel and design a
special hash mechanism to increase memory bandwidth and throughput. Figure 3
illustrates the frequent items’ generation and hashing.

Suppose there are N 1-candidates. They are allocated to M GEN units which are
dependent from each other. We make M to be N/2 for the following reason. Due to
the inconsistent bandwidth between GEN clusters and hash tables, FIFOs made of

HASH
TABLEs

M
U

X

GEN GEN GEN

GEN GEN

GEN GEN GEN

DUAL-PORT
BRAM

1-CAND
REGISTER

SCHEDULER

Candidate Generator Cluster

FIFO

Fig. 2 Pipelined hardware architecture
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dual-port RAMs are utilized to serve as buffers. IfM is equal to N/2, one-GEN units
can produce two frequent items per clock at most. A dual-port RAM guarantees
these two frequent items can be written to FIFO simultaneously. By this way, the
bandwidth of dual-port RAM can be taken full advantage of.

With N 1-candidates, at most N new frequent items can be generated simulta-
neously, N/2 of which are waiting to be hashed at one time. To avoid hash tables
being the bottleneck, we divide the hash table into Nh parts. We also prepare N/2
frequent items’ hash values in advance and pick out equal or less than Nh values
that corresponds to different hash tables. As a result, frequent items can be sent to
different hash tables in parallel. Throughput of hash tables increases to Nh per cycle.

4 Experimental Results and Discussion

The highly pipelined hardware architecture is implemented in Verilog, simulated
and synthesized in ISE 14.1 on target board Xilinx Virtex6 XC6VLX240T with
speed of -1. The testing data were collected from the Cleveland Clinic Foundation
(Cleveland database). The data set contains 303 transactions, each consists of 14
attributes. An attribute can be divided into 2 to 4 segments. Finally, candidates are
represented with 35 bits while bitsets are represented as 64 bits. The clock rate of
Q-Bit-AssoRule Frequent Itemset Mining pipeline is 489.7 MHz.

We utilized 4-lane-generation I PCI-E in DMA transmission mode of PCI-E x8
fabric. Bandwidth of each lane is 250 MB/s. Consequently, 1000 MB/s can be
achieved for the total transmission bandwidth. To mining all the frequent itemsets
in the testing data set, 2672 cycles are needed, not including the time of data
transmission by PCI-E. The throughput of our design achieves 513 MB/s.
According to the hardware utilization shown in Table 1, nearly 16 pipelines can be
implemented on a FPGA board. So the bandwidth of PCI-E becomes the bottle

Fig. 3 Frequent items’ generation and hashing
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neck of the system. Fortunately, bandwidth of PCI-E can scale up to 16 lanes in
PCI-E Generation III, namely 4000 MB/s in total. Throughput will also increase
with expanding of PCI-E bandwidth.

As shown in Fig. 4, our design outperforms other hardware implementation of
data mining algorithms in terms of clock frequency and throughput. We achieved a
clock frequency of 489.7 MHz and throughput of 513 MB/s, much better than other
Apriori-based hardware implementations, such as systolic array architecture pro-
posed by Baker in [1], another similar design proposed by Thoni in [7], and HAPPI
architecture in [4].

5 Conclusion

This paper proposed a quantitative frequent itemset mining algorithm
Q-Bit-AssoRule based on Bit-AssoRule algorithm, which is suitable for hardware
complementation. A pipelined FPGA-based hardware implementation was
designed to accelerate the proposed data mining algorithm. We applied parallel
processing methodology in the system to generate candidates and run them in hash
tables to achieve high throughput. Dual-port FIFOs and multi-hash tables were
utilized as data buffers to provide high memory bandwidth inside FPGA. Our
hardware implementation outperformed previous hardware approaches in terms of
clock rate and throughput.

Table 1 Resource utilization Registers LUTs LUT-FF RAMs

PCI-E 1560 1895 0 8

Q-Bit-AssoRule 72 3154 71 75

Available 30,1440 15,0720 3155 1248

Utilization (%) 0.54 3.35 2.2 6.65

Fig. 4 Comparision of other hardware in clock frequency and throughput
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Image Classification Based on Deep
Learning for Big Data of Power Grid

Jun Yin, Yongxin Zhu, Weiwei Shi, Yunru Qiu, Xingying Liu
and Gehao Sheng

Abstract There are varieties of sensors and detection equipments in the power
grid, generating large amount of data including pictures and videos captured by
cameras and unmanned hovers. Automatic classifier is required to process massive
number of images before accurate assessment of equipment status is made. As deep
learning-based classifier has been used as a new effective tool in artificial intelli-
gence domain recently, we construct an image classifier framework based on deep
learning workflow on top of a deep learning engine CAFFE (convolutional archi-
tecture for fast feature embedding) to handle big data from power grid equipments.
However, we identify a major drawback of CAFFE in our implementation that
when the input training images stay in the same category in a continuous period,
CAFFE’s model is invalid regardless of the size of the training set. To bridge the
gap, we introduce a preprocessing mechanism into deep learning-based classifier.
This mechanism improves the adaptability of classifier to images of arbitrary size
and sequence, and reduces the time to convergence of training the classifier.
Experimental results show that our framework is able to classify images of different
devices more accurately with much less training time.
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Keywords Big data � Classification � Convolution neural network � Deep learning

1 Introduction

As the widespread application of high-voltage transmission and transformation
equipment, the protection of the power grid becomes increasingly important. To
ensure the safety of transmission grid, a large number of sensors have been
deployed in the power transmission system. But currently, the single-function
sensor still cannot fully meet the demand of power grid security.

Existing evaluation systems usually use classification, regression, clustering, and
other classic learning algorithms. These algorithms are mostly based on shallow
neural network architecture. So they have limited ability of expression, given
limited sample and calculation unit. For complex classification problems, their
generalization capabilities are constrained. While deep learning (DL) algorithm can
learn the essential feature of the data set from small amount of samples, it precedes
other system for its multilayer network, which can achieve a distributed represen-
tation of input data and extract more essential characteristics of data.

In this paper, we propose a framework based on deep learning whose kernel is
multilayer convolution neural network to classify images and other unstructured
data from grid equipments. As DL usually requires intensive computation com-
plexity, we will also explore acceleration with GPU (graphic processing unit), the
impact on accuracy under different size of training set, the impact on the results
under different learning speed, and comparison between shallow artificial neural
networks and multilayer neural network based on CAFFE [1] platform.

2 Design and Implementation

Big data of grid contains roughly three categories: firstly, grid operation and
equipment testing data; secondly, the data of power corporate marketing; and
thirdly, the data of power enterprise management [2]. The traditional electricity
production mainly produces structured data. In recent years, video, audio, and other
unstructured data have been growing faster than structured data, and these
unstructured data become major part of the big data of grid [3, 4].

2.1 Overall Design Based on CAFFE

Deep learning can process unstructured data. Combining statistical learning, sup-
port vector machine, relevance vector machine, association rule mining, and deep
learning to deal with traditional data will play a complementary effect. In order to
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improve the computing speed and accuracy of image classification for large data of
grid, we designed an improved structure based on CAFFE. The workflow and
convolutional architecture (CA) [1, 5] of this experiment are shown in Fig. 1.

The overall design can be divided into two parts: preprocessing and CA.
Preprocess has six sections: estimation, color clustering, segmented images, sorting
out of order, highlight high-/low-frequency subband, and resize and formatting. CA
consists of an input layer, an output layer, and nine hidden layers. Hidden layers
include convolution layer (conv), subsampling layer (pool), inner product layer,
and softmax layer. The conv layer and innerproduct layer in hidden layer use
Gaussian transform. Pool1 layer takes local maximum, whereas pool2 and pool3
layers use local averages. Relu layer is used for parameter calculation and adjust-
ments. The output layer is used to compare the results of classification with the
label and then calculates the recognition accuracy.

2.2 Implementation Details

In this experiment, 60,000 images are collected to form the data set from monitoring
equipment in grid. These images fall in 10 categories, including transformers, towers,
and switchgear. The input data of CAFFE must be 32 × 32 pixels. But images in our

Fig. 1 Workflow and structure of CA
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daily life usually do not fit CAFFE. So it is necessary to preprocess the images. For
each category, 10 scaled images are selected randomly, as listed in Fig. 2.

After scaling, the images are transformed into appropriate data format. So they
will be compatible with the format of input data of CAFFE. The customized format
of data is shown in Fig. 3. Through a few tentative experiments, we found the best
learning rate, and we also found that CAFFE has other deficiencies in the appli-
cation. When the input training images are of the same category in a continuous
period, the model is invalid regardless of the size of the training set.

Based on the above deficiencies of CAFFE, a preprocessing mechanism is
designed. It allows the input images to be of arbitrary size and order. And the
mechanism can change the format of the input data to fit CAFFE. The whole
functional block diagram of the preprocessing mechanism is shown in Fig. 4.

As shown in Fig. 4, the mechanism first queues the images. Two buffers are
applied to sort the data. The first one is used to store the latest 256 images need to
be processed. Then, the controller will pick up appropriate data from the first buffer
to form a sorted queue in the second buffer. The selection algorithm is to queue the
images in ascending order of their category number (e.g., category 0, 1, 2, 3, 4, 5, 6,
7, 8, 9, 0,…). If all of the 256 successive data in the first buffer do not belong to the
category expected, then the controller will select an image in the next category. The
steps mentioned above ensured that the data will not be of the same category in a

Fig. 2 Images from each category
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continuous period. At the end, the mechanism will do the following four steps to
process the data sequentially: region extraction [6], highlight [7–9], resize, and
formatting. The final products work as the input of CA.

3 Experimental Results and Discussion

The experimental platform of this paper is Intel i5 3470, 3.2 GHz, 8G memory, the
operating system is Ubuntu12.04, and the graphics card is GTX650. In the process
of experiment, one training set is composed of 50,000 pictures. And the training of
all these images is regarded as one iteration.

3.1 Comparison Between Shallow Network and Deep
Leaning

For comparison, traditional three-layer artificial neural network (ANN) is applied to
train and analyze experimental data sets, and the experimental results of ANN and
Deep Learning Networks (DLNs) are shown in Table 1.

Table 1 shows that the accuracy of ANN is only 45.14 % when the iteration
number is 50. But as the iteration number reaches 5000, the accuracy converges to
nearly 79 %. Besides, the convergence speed of traditional neural network is very
slow. The accuracy is about only 70 % when the iteration number is almost 1000.

Fig. 3 Customized format of data

Fig. 4 Functional block diagram of the preprocessing mechanism
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But for the same data set, the accuracy of DLNs reaches 68.17 % when the
iteration number is only 1. When the iteration number is 4, the accuracy converges
to over 90 %. The accuracy of convergence increases by 24.1 % than the traditional
neural network.

3.2 The Effect of Preprocessing Mechanism
on the Performance of DLNs

As stated in Sect. 3, the input data of CAFFE should be in alternative sequence of
category, and the size of it should be strictly 32 × 32 pixels. Given the same
training set, the experimental results of DLNs with and without preprocessing
mechanism are shown in Fig. 5.

As shown in Fig. 5, DLNs with preprocessing mechanism can reach higher
accuracy than traditional DLNs. The accuracy is 11.57 % higher on average. Besides,
the mechanism also accelerates the convergence of accuracy. For DLNs with pre-
processingmechanism, smaller training size is required to achieve the same accuracy.

3.3 The Influence of the Size of Training Set
on the Performance of DLNs

For DLNs, we further analyze how the size of training set affects the accuracy of
image classification. For the initial training set containing 50000 images, we trained

Table 1 Comparison of image recognition accuracy between ANN and DLNs

Model ANN DLNs

Iterations 50 500 1000 3000 5000 1 2 3 4 10

Accuracy (%) 45.14 65.31 69.84 75.4 78.34 68.17 82.61 89.09 91.81 97.95

Fig. 5 Comparison of
accuracy between former and
improved classifier
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1000 images at a time, and recorded the accuracy of the current network. The
relationship between the size of training set and accuracy is shown in Fig. 6.

We find that the accuracy increases with the rising amount of training size. For
further verification, we iterate the training set 10 times and train the DLNs with
10,000 images at a time. This experiment shows that the accuracy converges to
approximately 98 % when the number of iterations is about 9 as shown in Fig. 7.

3.4 The Influence on Result of Different Learning Rates

This section studies the influence on training result using different learning rates.
The benchmark is the learning rate whose measured result is best, and then, we
adjust the learning rate for *0.1, *0.2, *0.5, *2, *5, *6, *7, etc., and the corre-
sponding convergence results are shown in Fig. 8.

It is obvious to see that the convergence speed slows down as the learning rate
decreases, but it will eventually converge to a certain value. However, if the
learning rate is too fast, the performance of the entire network will go bad. And

Fig. 6 Relationship between
initial size of training set and
accuracy

Fig. 7 Relationship between
iterative training set and
accuracy
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when the learning rate is 7 times of the benchmark or more, the accuracy rate will
reduce to 10 %. That means, the network is completely out of work. Therefore,
setting a suitable learning rate is very important.

3.5 The Comparison Between Speed on GPU Mode
and CPU Mode

The experiments above were conducted in GPU mode. In this section, we analyze
and compare the running time of GPU model and CPU model, giving the same
training set and learning rate. The experimental result is shown that GPU requires
less processing time than CPU when iteration time is the same. Its performance is
24.28 % higher than CPU as a whole. So the application of GPU model has more
advantages in large data.

4 Conclusion

In this paper, we proposed an image classifier framework based on deep learning as
an improvement of image classification for big data of power grid. To enhance the
performance and to minimize the supervision in processing huge amount of data, a
preprocessing mechanism was designed into our deep learning-based classifier
framework. The mechanism improves the adaptability of classifier to images of
arbitrary size and sequence and reduces the time to convergence of training the
classifier. Apart from data preprocessing, the paper also identifies the relationship
between learning rate, training size, mode, and training result. To improve the
accuracy of image classification, appropriate learning rate and training size should

Fig. 8 Relationship between
iterative training set and
accuracy under different
learning rate
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be carefully chosen. And for better training speed, GPU surpassed CPU by 24.28 %
on average. In the future, we will speed up the implementation and application of
the large data of grid, by developing image classification of high accuracy for
images from electrical equipment based on the classifier of deep learning network.
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Whether the High-Voltage Transmission
Lines Have Enough Load Capacity After
Wildfire

Tianzheng Wang, Zhen Tang, Xinwei Wang, Jinzhao Yang,
Xiaogang Wu, Kechao Zhao, Chong Zuo and Weiyi Chen

Abstract Wildfire which caused by a variety of reasons seriously affects the safe
and stable operation of the high-voltage transmission lines, and the load capacity
research of the high-voltage transmission lines after wildfire is particularly
important. In the experiment, the average tensile force of three kinds of aluminum
cable steel reinforced (ACSR), which are new, actually burned by wildfire and
burned by simulated wildfire with firewood, respectively, is tested. The results
show that the safety value of load capacity of the transmission lines is 15 kN. In the
case where the horizontal span, height difference, and the maximum sag are known,
the lowest point’s horizontal tension of arc sag of the high-voltage transmission
lines can be calculated. If it does not exceed 15 kN, even if the transmission lines
subjected to wildfire, load capacity is greater than the tension of transmission lines.
So it can usually operate safely. If the lowest point’s horizontal tension exceeds
15 kN, in the process of design and installation of the high-voltage transmission
lines, by properly increasing maximum arc sag of transmission lines, the tension of
the lowest point of arc sag is not more than 15 kN.

Keywords Wildfire � The high-voltage transmission lines � The load capacity �
Tension � Arc sag

1 Introduction

The high-voltage transmission lines, whose operation directly affects the whole
power system, are an important part of power system. Therefore, it is particularly
important to make accurate and detailed analysis on the high-voltage transmission
lines. In order to ensure the safe and stable operation of the high-voltage trans-
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mission lines, the domestic and foreign scholars have conducted a lot of research on
mechanical properties of the high-voltage transmission lines at different conditions,
including: Under the condition of different load and suspension mode, the formulas,
which are often used in the process of design and installation, to calculate arc sag,
stress, line length, and stress changes of the high-voltage transmission lines are
deduced; by analyzing the unbalanced tension’s damage of the high-voltage
transmission lines, the mechanical model which is under the condition of unbal-
anced tension is established; by researching the high-voltage transmission lines’
vibration characteristics of wind and rain, the theoretical model which is the cou-
pling of rivulet motion and vibration on transmission line is established; by ana-
lyzing the dynamic tension of galloping process of transmission lines, the law of
tension variation is derived; and using the method of harmonic synthesis simulates
wind field numerically, transmission lines’ analysis of response time-dependent of
wind is derived by using the finite element software [1–5]. In the actual situation,
China is a mountainous country, and the high-voltage transmission lines will
inevitably pass through forest while trees and weeds could easily catch fire in the
forest. In recent years, wildfire caused by various reasons often occurs. Wildfire will
not only make the high-voltage transmission lines trip, but also make the tensile
strength of transmission lines subjected to wildfire affected. If the tensile strength of
transmission lines subjected to wildfire reduces too much, the security and stability
of the high-voltage transmission lines will be seriously affected.

However, the research on the load capacity of the high-voltage transmission
lines subjected to wildfire is not reported, in the public reported data. In view of
this, through the combination of theoretical analysis and experimental method,
according to the relationship among the tension of the lowest point of arc sag,
maximum arc sag, and height difference, using the Matlab 12.0, under the condition
of different horizontal span, height difference, and maximum arc sag, the lowest
point’s horizontal tension of arc sag of the high-voltage transmission lines is cal-
culated. And combining with the obtained experimental data, the load capacity of
the high-voltage transmission lines subjected to wildfire is further researched.

2 Mechanical Calculation of the High-Voltage
Transmission Lines

Local transmission line is shown in Fig. 1. Universal type of catenary equation is as
follows:

y ¼ T0
qg

ch
qg
T0

xþC1ð ÞþC2 ð1Þ

For the case that suspension points on both ends of transmission lines are
unequal height, usually taking the left side of the suspension point as the origin of
cartesian coordinate system, which is shown in Fig. 2, the equations are as follows:
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y ¼ T0
qg

ch
qg
T0

x� að Þ � ch
qga
T0

� �
ð2Þ

And

a ¼ X
2
� T0
qg

sh�1 qgH

2T0sh
qgH
2T0

 !
ð3Þ

where T0 is the lowest point’s horizontal tension of arc sag of transmission lines,
N/mm2; ρ is the density of transmission lines, kg/m; a is the abscissa of the lowest
point of the arc sag; X is the horizontal span of two suspension points, m; H is the
vertical height difference of two suspension points, m.

For the case that suspension points on both ends of transmission lines are equal
height, just replacing above all equations with H = 0, the corresponding equations
can be got.

Fig. 1 Local transmission
line

Fig. 2 Established
coordinate
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Maximum arc sag fm of the high-voltage transmission lines is as follows:

fm ¼ qgX2

8T0 cos b
ð4Þ

3 Analysis of Examples

The high-voltage transmission lines have 3 basic geometric parameters, which are
horizontal span X, maximum arc sag fm, and the height difference H, respectively.
When these parameters are determined, the curve of the high-voltage transmission
lines between two towers is determined exclusively. At the same time, the lowest
point’s horizontal tension of arc sag of the high-voltage transmission lines is also
determined exclusively. For the actual transmission lines, horizontal span X,
maximum arc sag fm, and height difference H can be measured. Line density ρ and
gravity acceleration g are constant. Therefore, the lowest point’s horizontal tension
T0 of arc sag of the high-voltage transmission lines can be calculated by Eq. (4).

In the case where horizontal spans are 500, 600, 700, 800, 900, and 1000 m, the
lowest point’s horizontal tension T0 of arc sag of the high-voltage transmission lines
is calculated by using MATLAB 12.0. The calculation results are shown in Figs. 3,
4, 5, 6, 7, and 8.

From Figs. 3, 4, 5, 6, 7, and 8, in the case where horizontal span and maximum
arc sag are constant, influence of the change of height difference on the tension of
lowest point of arc sag can be ignored. In the case where horizontal span and height
difference are constant, the tension of lowest point of arc sag will change obviously
with the change of the maximum sag. And even if horizontal span is very large, for
example, up to 1000 m, the tension of lowest point of arc sag is in the range from
20 to 25 kN when maximum sag is in the range from 70 to 80 m. This value is still
not large. Therefore in the influence factors of height difference, maximum sag, and
horizontal span, the most significant influence factor on the tension of lowest point

Fig. 3 Changes of the lowest
point’s tension of arc sag,
when horizontal span is
500 m
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of arc sag is maximum sag. So even if the horizontal span is very large, the tension
of lowest point of arc sag can always be reduced to expected value as long as
maximum sag is increased properly.

Fig. 4 Changes of the lowest
point’s tension of arc sag,
when horizontal span is
600 m

Fig. 5 Changes of the lowest
point’s tension of arc sag,
when horizontal span is
700 m

Fig. 6 Changes of the lowest
point’s tension of arc sag,
when horizontal span is
800 m
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4 Tensile Tests of ACSR

Taking JL/G1A-400/35 aluminum cable steel reinforced (ACSR) which is shown in
Fig. 9 as experimental materials, and making the tensile test on ACSR by universal
material testing machine which is shown in Fig. 10, tensile tests were conducted on
three different cases of ACSR, respectively: new ACSR, ACSR actually burned by
wildfire, and ACSR burned by simulated wildfire with firewood. The sample
number of ACSR for untreated, burned by wildfire, and burned by simulated
wildfire are 1,1, and 3, respectively.

JL/G1A-400/35 ACSR consists of 3 layers of aluminum. From the outside to the
inside, the quantities of each layer of aluminum wire are 22, 16, and 10, respec-
tively. The quantity of steel core, which is located in the innermost layer, is 7. In the
experiment, 5 samples of each layer were tested, and the test results were averaged.

The results are shown in Tables 1, 2, and 3.

Fig. 7 Changes of the lowest
point’s tension of arc sag,
when horizontal span is
900 m

Fig. 8 Changes of the lowest
point’s tension of arc sag,
when horizontal span is
1000 m
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Fig. 9 JL/G 1A-400/35
ACSR

Fig. 10 Universal material
testing machine

Table 1 The average tensile force of new ACSR (N)

Wire The first
layer

The second
layer

The third
layer

Steel
core

The average tensile
strength

1718 1677 1554 7483

Table 2 The average tensile force of ACSR actually burned by wildfire (N)

Wire The first
layer

The second
layer

The third
layer

Steel
core

The average tensile
strength

606 1411 1330 7459
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5 Discussion

From Tables 1, 2, and 3, the average tensile force of ACSR actually burned by
wildfire is higher than that of ACSR burned by simulated wildfire with firewood;
the average tensile force of second and third layer of aluminum of ACSR actually
burned by wildfire is higher than that of corresponding layer of aluminum of ACSR
burned by simulated wildfire with firewood; the average tensile force of first layer of
aluminum of ACSR actually burned by wildfire is approximately equal to that of
corresponding layer of aluminum of ACSR burned by simulated wildfire with
firewood. So it is safer to take the average tensile force of ACSR burned by
simulated wildfire with firewood as calculation standard.

The minimum average tensile force of steel core burned by simulated wildfire
with firewood is 5547 kN as shown in Table 3, which is lower than that of steel
core actually burned by wildfire 7459 kN as shown in Table 2. So it is safer to take
the average tensile force 5547 kN of steel core burned by simulated wildfire with
firewood as the basis of experimental analysis.

JL/G1A-400/35 ACSR has 7 roots of steel cores. From above experimental data,
the minimum tensile force of them is 38.8 kN. Considering the design safety factors
of lowest point of arc sag shall not be less than 2.5 [6], even if without considering
the load capacity of aluminum wire, ACSR actually burned by wildfire can with-
stand 15 kN.

In the process of the design and installation of the high-voltage transmission
lines, by properly increasing of transmission lines’ arc sag, the tension of the lowest
point of arc sag is not more than 15 kN. Meanwhile, even if the transmission lines
subjected to wildfire, the load capacity is greater than the tension of transmission
lines. So it can usually operate safely.

6 Conclusion

The safe and stable operation of the high-voltage transmission lines is significant to
guarantee the transmission capacity of power system. The results show that the
safety value of load capacity of the transmission lines is 15 kN, which is derived
from experiment. In the case where the horizontal span, height difference, and
maximum sag are known, the lowest point’s horizontal tension of arc sag of the
high-voltage transmission lines can be calculated by Eq. (4). If it does not exceed

Table 3 The average tensile force of ACSR burned by simulated wildfire with firewood (N)

Wire The first layer The second layer The third layer Steel core

The first root 649 680 681 7239

The second root 652 656 660 6618

The third root 656 637 634 5547

1250 T. Wang et al.



15 kN, even if the transmission lines subjected to wildfire, the load capacity is
greater than the tension of transmission lines. So it can usually operate safely. If the
lowest point’s horizontal tension exceeds 15 kN, in the process of the design and
installation of the high-voltage transmission lines, by properly increasing maximum
arc sag of transmission lines, the tension of the lowest point of arc sag is not more
than 15 kN.
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Design and Analysis of the Hydraulic
System of the Small Slide Loader

Kailin Feng, Guanguo Ma and Yipeng Chen

Abstract The working theory of chain shotcrete machines was introduced. By
analyzing the relationship between plungers’ moving rules and beton throughput, as
well as the relationship of the sending wind hole, we can acquire the best way and
provide other designers the theoretical basis to design the chain shotcrete machines.

Keywords Slide loader � Hydraulic system � Elevating stent � AMESim

1 Introduction

Small loader is also called slide loader. It is a kind ofmobile devices,wheelingwith the
different velocity of two sides. This kind of wheeling way can make the slide loader
turn to a corner with a small radius, and its operatingway is very smart. Based on these
advantages [1], the slide loaders used in a limited situation such as coalmine tunnels to
convey something are very convenient and can decrease the working intensity.

2 The Working Theory of Chain Beton Shotcrete
Machines

This kind of slide loader can complete these works such as shoveling material,
loading, conveying, elevating, and unloading, which decide the working device
should conclude the shovel loader, tipper–hopper, and elevating stent. When the
slide loader works, it goes forward and scoops up material [1–3]. Then, the
hydraulic cylinder of shovel loader puts out, which puts the material into the tipper–
hopper. And the loader turns back and goes to the aimed place. The hydraulic
cylinder of the elevating stent puts out, and the tipper–hopper rises to the designated
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spot. The hydraulic cylinder of the tipper–hopper puts out, and the tipper–hopper
overturns to put the material into the designated spot [4, 5]. Figure 1 shows the
slide loader working construction.

Figure 1 shows the structure diagram of chain shotcrete machines. This kind of
chain beton shotcrete machines use round link chain derived by the driving chain
wheel pulling the plunger, which can convey beton to the place where the com-
pressed air can blow the beton away.

3 The Design of the Hydraulic System of the Slide Loader

The slide loader uses the way of full hydraulic to convey power, which can be
describe as follows:

The full hydraulic driving way has some advantages that other driving ways

cannot compete with, which can be described as follows:

1. Bigger torque can be exported, which can drive the big moving.
2. Continuously moving can be achieved, and the velocity can be changed with

moving.
3. The install place is small, and the structure is compact.
4. The overload protection can be achieved.

This slide loader has a small whole structure. It can move smartly in the tunnel
with the compact structure. In order to make the machine more compact, the
hydraulic of the running gear was designed to be closed circuit.

1 2 3 4

5
6

Fig. 1 The slide loader
working construction. 1 The
hydraulic cylinder of the
elevating stent, 2 elevating
stent, 3 the hydraulic cylinder
of shovel loader, 4 shovel
loader, 5 the hydraulic
cylinder of the tipper–hopper,
and 6 tipper–hopper

motor pump travel motor 
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In order to make the two hydraulic motor work dependently in the running. The
slide loader use two dependent closed-circuit pump. In the hydraulic system of the
closed circuit, the rotate speed was under the control of the variable pump, which
can change its flow rate with the change of its pump swashplate angle. We can use
the pilot control handle to control the hydraulic cylinder that can change the pump
swashplate angle. The hydraulic system can be shown as Fig. 2.

The working device of this slide loader includes the shovel loader, tipper–
hopper, and elevating stent, whose driving device is hydraulic cylinder. When the
system is not working, the working device may drop down, because of the leakage
of the hydraulic cylinder, which is not allowed in the designing principle. We
should avoid the condition appearing again. The system of the working device
should have a pilot-operated check valve to avoid this situation. The hydraulic
system is shown as Fig. 2.

4 The Simulated Analysis of the Hydraulic System
of the Elevating Stent

4.1 The Force Analysis of the Hydraulic Cylinder
of the Elevating Stent

In the working device, the hydraulic system of the elevating stent bears the biggest
force. So if the hydraulic cylinder of the elevating stent meets the requirements, the
other hydraulic cylinder will also meet the requirements (Fig. 3).

F1 ¼ G
cos h

ð1Þ

1 2

3

Fig. 2 The principle of hydraulic system. 1 The hydraulic cylinder of the elevating stent, 2 the
hydraulic cylinder of the tipper–hopper, and 3 the hydraulic cylinder of shovel loader
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4.2 Making up the AMESim Model

The hydraulic system of the elevating stent can be reduced as in Fig. 4.
If the elevating stent drops down, in the actual situation, the reason may come

from the leakage of the hydraulic control one-way valve or the inside of the

θ

1F

G
Fig. 3 The force of the
hydraulic cylinder of the
elevating stent. 1 The plunger
rod and 2 the sending wind
hole

Fig. 4 The hydraulic system
of the elevating stent
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hydraulic cylinder. So we can search and verify the safety of the hydraulic system
of the elevating stent.

The hydraulic system of the elevating stent can be established based on the
AMESim, as in Fig. 5. Each pivotal element parameter is described as follows: The
displacement of the dosing pump is 13 mL/r. The revolving velocity of the motor
is. The relief valve setting pressure is 1500 r/min. The diameter of the piston rod is
16 MPa. The diameter of the plunger of the hydraulic cylinder is 100 mm.
According to the equation, we can affirm the force that is applied to the hydraulic
cylinder of the elevating stent.

Fig. 5 The AMESim model of the hydraulic system of elevating stent
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5 Making up the AMESim Model

The stimulation time is set to 10 s. The calculation step time is set to 0.001 s. Fig. 6
shows the curve of the hydraulic control one-way valve pressure-displacement and
the pressure-flow rate. Comparing the two curves, we can see that when the
pressure of P1 is 0.18 MPa, the hydraulic control one-way valve opens. From the
figure, we can see that when the pressure rises to 0.48 MPa, the two curves appear
as the obvious transition, after which the slope would not change. All of these can
say that when the pressure comes to 0.48 MPa, the hydraulic control one-way valve
opens completely. The cracking pressure is less than 1 MPa, which fits the
hydraulic system of the elevating stent demand.

When the elevating stent of the slide loader rises and stays at the high place, the
hydraulic cylinder would bear a big force. If the hydraulic cylinder has no problem,
the elevating stent will not drop down. According to the Formula 1, we can know
that the force F1 is bigger with a bigger h. And the gravity is G = 2000 N, so the
F1 = 7727 N, with the biggest h ¼ 75�. In the AMESim model of the leg hydraulic
cylinder in Fig. 5, when the inputting sign is zero, the valve element of reversing
valve is at the middle place. The force applied to the piston rod of the hydraulic
cylinder is F1 = 7727 N. Then, the AMESim model is run, and the pressure curve
of the hydraulic cylinder of the elevating stent was putted out as in Fig. 7.

From Fig. 7, we can know that when the elevating stent was working, the
pressure of the hydraulic cylinder big cavity can be stable at 8 MPa approximately,
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Fig. 6 The cracking pressure
of the hydraulic control
one-way valve.
a Pressure-displacement.
b Pressure-flow rate
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which cannot exceed the design requirements of the hydraulic cylinder. So the
elevating stent wouldn’t happen Instability phenomenon.

6 Conclusions

Along with the development of the society, small slide loader gets a quicker
development because of its advantage such as flexibility and accessibility. In this
study, the structure of the slide loader was introduced. And the hydraulic system of
the slide loader was designed, based on its structure. The advantage of the full
hydraulic driving way was summarized. The hydraulic system of the elevating stent
that bears the biggest force in the slide loader was analyzed using AMESim. The
cracking pressure was analyzed, and the character of pressure maintenance was
confirmed, which can ensure the working reliability. The AMESim is used to make
simulation of the hydraulic system, which is convenient and smart. And the curve
acquired from the simulation of the AMESim soft can react the system character-
istic correctly, which can reduce the designing period, reduce the cost of product
development, and provide useful parameter for designers. All of these can provide
theoretical basis for further analysis and optimization of the system.
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An Extended Kalman Filter Application
on Moving Object Tracking

Yuan Niu and Lisheng Hu

Abstract In this paper, the problem of moving object tracking on 2D plane is
addressed by combining uncertain information from measurement of the object to
accurately estimate its trajectory. Due to the nonlinear motion model of the tracked
moving object, the extended Kalman filter technique (EKF) is applied. In particular,
the models of object motion and measurement including noise are established. After
substituting those models to the equations of EKF, an optimal estimated trajectory
can then be rendered that stays as close to the expected one. An example is given to
perform the process of EKF algorithm. Simulation results with Monte Carlo sim-
ulation are shown to verify the validity of the EKF in solving the moving object
tracking problem.

Keywords Extended Kalman filter � Moving object tracking � Nonlinear motion
model � Monte Carlo simulation

1 Introduction

The object tracking problem is a critical issue in wide applications, such as radar
surveillance in battlefield, antiaircraft system, and the civil traffic control. The essence
of that issue is estimating the positions and other relevant information of moving
objects. Many filtering techniques have been proposed to obtain more reliable
information thorough fusion of those obtained data that contains noise, i.e., White
Gaussian Noise. The Kalman filter (KF) is the best possible estimator for a large class
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of systems with uncertainty [1]. It was first proposed in [2] and has been one of the
most well-known tools for stochastic state estimation from noisy measurements.

However, for object tracking problem, motion of moving objects is often
complex and nonlinear, which may invalidate the KF. Since then, other extensions
of KF such as the extended Kalman filter (EKF) [3] or the unscented Kalman filter
[4] are needed to solve data fusion of nonlinear system. The EKF is an adapted
technique, namely multivariate Taylor series expansions, from calculus to linearize
about a working point became the working solution. If the system model is not well
known or is inaccurate, then Monte Carlo methods can be employed for estimation.
In the case of well-defined transition models, the EKF has been considered standard
in the theory of nonlinear state estimation, navigation systems, and GPS [5].

In this paper, we mainly use the EKF technique to consider a typical tracking
problem for an aircraft moving on 2D plane. At first, basic equations of EKF are
introduced. After that, we embedded the predicted object motion model and mea-
surement equations in the form of EKF equations. Then, the recursive EKF algo-
rithm can be applied to render an optimal estimated trajectory of the object.

2 Problem Formulation

This paper mainly discusses how EKF can be employed to solve object tracking
problem. In this section, an object tracking task on 2D plane is formulated.
Considering a flying vehicle in the air, we hope to estimate the position, velocity,
and acceleration states of the vehicle, such that its trajectory can be better tracked
by the radar, see Fig. 1.

To simplify the discussion, we assume that the motion of flying vehicle in Fig. 1
can be classified as three stages of motion, which are advancing, circular motion,
and return, all with the same constant linear velocity. h 2 ð0; pÞ represents the
orientation of the vehicle with respect to x-axis. The motion state of vehicle can be
denoted by state vector as X ¼ ½rx; ry; h; v; a�T, where rx; ry; h; v; a are the coordi-
nates, orientation, linear velocity, and acceleration of the vehicle. According to the
basic kinematic laws, we could obtain mutual relations among those state variables
as follows (x denotes the angular velocity of the vehicle):

Fig. 1 A flying vehicle
levels off on 2D plane
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x ¼ a=v; h ¼ xt; vx ¼ v cosh; vy ¼ �v sinh ð1Þ

Furthermore, we can use the information at k − 1 moment to predict new
information at k moment without considering noise or disturbance, as follows (T is
the sampling interval):

rxðkÞ ¼ rxðk � 1Þþ vxT ¼ rxðk � 1Þþ v cos hT ; ryðkÞ ¼ ryðk � 1Þþ vyT ¼ rxðk � 1Þ � v sinhT

hðkÞ ¼ hðk � 1ÞþxT ¼ hðk � 1Þþ a
v
T ; vðkÞ ¼ vðk � 1Þþ uvðkÞ; aðkÞ ¼ aðk � 1Þþ uaðkÞ

ð2Þ

Until now, we have derived the state equations to predict vehicle’s state
according to information at the last moment without noise and disturbance. The
major task in this paper is to pick the optimal estimation of state vector XðkjkÞ from
measurement and prediction with White Gaussian Noise, such that a desired
tracking trajectory can be specified to formulate real path of the object as accurate
as possible.

3 Basic Extended Kalman Filter

EKF is the most common method as a nonlinear filtering method. It uses a system’s
dynamics model (e.g., physical laws of motion), known control inputs to that
system, and multiple sequential measurements (such as from sensors) to form an
estimate of the system’s varying quantities (its state) that is better than the estimate
obtained by using any one measurement alone. Compared to simple KF algorithm,
EKF focuses on single sampling points and conducts Taylor expansion at the
estimated value in order to achieve linearization.

System model: First, we consider the general discrete control process system
formulated by nonlinear stochastic difference equation and its observation equation
as follows:

Xðkþ 1Þ ¼ f ðk;XðkÞÞþWðkÞ; ZðkÞ ¼ hðk;XðkÞÞþVðkÞ ð3Þ

where Xðkþ 1Þ and ZðkÞ are the system state at k + 1 moment and the measure-
ment value at k moment, respectively. f(k, X(k)) and h(k, X(k)) are the nonlinear
state transition matrix of the system and the nonlinear observation matrix, respec-
tively. W(k) and V(k) represent the noise in motion process and measurement. They
are assumed to be the White Gaussian Noise. Their corresponding covariances are
Q and R. It is assumed that W(k): N(0, Q(k)) and V(k): N(0, R(k)) are independent
process. The initial conditions of W(k) and V(k) are mutually independent.
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Then, we conduct the first-order Taylor series expansion to the state transition
matrix f(k, X(k)) at X(k|k) in (3) and take the expectation, which yields the state
prediction equation and the state prediction covariance equation as follows:

Xðkþ 1jkÞ ¼ f ðk;XðkjkÞÞ;Pðkþ 1jkÞ ¼ FðkÞPðkÞFðkÞT þQðkÞ ð4Þ

where

FðkÞ ¼ @f ðk;XðkÞÞ
@XðkÞ

����
XðkÞ¼xðkjkÞ

ð5Þ

is the Jacobian matrix of f. Likewise, we conduct the first-order Taylor series
expansion to the nonlinear observation matrix h(k, X(k)) at X(k + 1|k) in (3) and
take the expectation; then, we have observation prediction equation and the updated
information covariance equation as follows:

Zðkþ 1jkÞ ¼ hðkþ 1;Xðkþ 1jkÞÞ;
Sðkþ 1Þ ¼ Hðkþ 1ÞPðkþ 1jkÞHðkþ 1ÞT þRðkþ 1Þ ð6Þ

where

Hðkþ 1Þ ¼ @hðkþ 1; xðkþ 1ÞÞ
@Xðkþ 1Þ

����
Xðkþ 1Þ¼xðkþ 1jkÞ

ð7Þ

is the Jacobian matrix of h. It should be noted that in EKF there are two
assumptions:

All the errors are zero-mean (unbiased).
The covariance of prediction error is equal to that obtained from the algorithm.
To that end, we have linearized the nonlinear system equations and obtained the

approximate KF equations. In order to unify the notations, we denote the two
matrices in (5) and (7) as A(k) and H(k). The rest of the parts of the EKF are the
same process as KF. Based on (4), we assume that X(k|k − 1) is the predicted state
based on the state at last moment. X(k − 1|k − 1) is the optimal state at k − 1
moment. With the information at last moment, new state can be updated. Next, with
the new notation, we update the covariance P(k|k − 1) that corresponds to X(k|
k − 1) as follows:

Pðkjk � 1Þ ¼ Aðk � 1ÞPðk � 1jk � 1ÞAðk � 1ÞT þQðk � 1Þ ð8Þ
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where P(k − 1|k − 1) is the corresponding covariance of state X(k − 1|k − 1). Q
(k − 1) is the covariance of system process. Equations (4) and (8) are the prediction
processes. Now the predicted result is obtained, and measurement at k moment
(present) can be collected. By integrating predicted and measured values, the
optimal estimation of X(k|k) can be derived as follows:

XðkjkÞ ¼ Xðkjk � 1ÞþKgðkÞðZðkÞ � HXðkjk � 1ÞÞ;
KgðkÞ ¼ Pðkjk � 1ÞHT=SðkÞ ð9Þ

where Kg(k) is the Kalman Gain(time variant) and S(k) is the updated information
covariance equation from (6). Until now, we have obtained the optimal estimation
of state X(k|k). Moreover, in order to keep recursive calculation of EKF algorithm,
we continue to update the covariance of state X(k|k) at k moment.

PðkjkÞ ¼ ðI � KgðkÞHÞPðkjk � 1Þ ð10Þ

where I is the identity matrix. When k + 1 moment arrives, value of P(k|k) is
substituted to P(k − 1|k − 1) in (8). By doing so, the EKF algorithm could continue
to calculate recursively. In this paper, we investigate the object tracking problem in
the form of EKF Eqs. (4), (8)–(10) with updated matrices in (5) and (7).

3.1 Extended Kalman Filter Equations of Tracking Problem

In this part, we substitute corresponding information of tracking problem to specify
system and measurement models in the form of those EKF equations and obtain the
optimal estimation of state vector of the object. According to (3), we can rewrite the
state Eq. (2) of object in a system form as:

XðkÞ ¼ f ðXðk � 1ÞÞþ uðkÞ ð11Þ

where uðkÞ ¼ ½0; 0; 0; uvðkÞ; uaðkÞ�T represents control input of the tracking system.
It should be noted that the driving noise is included in u(k). Then, consider Eq. (5),
we can obtain the state transition matrix of tracking system (11) and the driving
noise as follows:

A ¼ @f
@X

¼

1; 0;� 1
2 v sin hT ; cos hT ; 0

0; 1;� 1
2 v cos hT ;� sin hT ; 0

0; 0; 1;� a
v2 T ; T=v

0; 0; 0; 1; 0
0; 0; 0; 0; 1

2
66664

3
77775
; Q ¼

0; 0; 0; 0; 0
0; 0; 0; 0; 0
0; 0; 0; r2v ; 0
0; 0; 0; 0; r2a

2
664

3
775 ð12Þ
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It is assumed that uvðkÞ and uaðkÞ are irrelevant. Their respective variance are r2v
and r2a. The observation vector is as follows. It should be noted that only positions
of the object can be observed, which means that observation vector will not include
orientation, velocity, and acceleration information.

ZðkÞ ¼ rxðkÞ
ryðkÞ

� �
þwðkÞ ð13Þ

where wðkÞ ¼ uxðkÞ
uyðkÞ

� �
. Therefore, consider the equation in (7), the observation

matrix H is H ¼ 1; 0; 0; 0; 0
0; 1; 0; 0; 0

� �
. It is also assumed that uxðkÞ and uyðkÞ are irrele-

vant with respect to variance r2x and r2y . The observation noise matrix is

R ¼ r2x ; 0
0; r2y

� �
. Combining the obtained equations above, we can derive the EKF

equations of object tracking problem as follows:

X̂ðkjk � 1Þ ¼ f ðX̂ðk � 1jk � 1ÞÞ;Pðkjk � 1Þ ¼ APðk � 1jk � 1ÞAT þQ

KgðkÞ ¼ Pðkjk � 1ÞHTðRþHPðkjk � 1ÞHTÞ�1; X̂ðkjkÞ
¼ X̂ðkjk � 1ÞþKgðkÞðXðkÞ � HX̂ðkjk � 1ÞÞ

PðkjkÞ ¼ ðI - KgðkÞHÞPðkjk�1Þ

ð14Þ

4 Simulation

In this section, simulations are shown to verify the effectiveness of EKF method.
The real and measured initial position of the vehicle are (−20000, 0) and (−10000,
2000). The results of using EKF method with Monte Carlo running time M = 100
are performed in Fig. 2. It is noted that the filtered trajectory is generated by
recursively calculating EKF equations of object tracking problem in (14). The
corresponding standard error of mean and variance on both axes is plotted in
Fig. 2b–e. From these figures, it is shown that the filtered trajectory in Fig. 2a could
well converge to the expected trajectory, even along the circular segments, which
proves the good property of EKF method.
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Fig. 2 EKF application on
moving object tracking
problem. a The expected,
observed, and filtered
trajectories of the aircraft.
b Standard error of mean on
x-axis. c Standard error of
variance on x-axis. d Standard
error of mean on y-axis.
e Standard error of variance
on y-axis
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5 Conclusions

This paper briefly introduces the framework of EKF and its application on object
tracking problem. The motion system model of object and its observation model are
explicitly established. By integrating the equations of object tracking problem into
EKF forms, the optimal estimated trajectory is derived. Simulation results are
provided to confirm the validity of EKF application on tracking problem addressed
in this paper. Future works include finding derivative methods from EKF and other
filtering techniques to deal with more complicated object motion model.
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